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The systemic role of technology in the creation of financial instability

This chapter examines the role of Information Systems (IS) in creating financial instability by automating critical decision-making processes. By following a systems theoretical approach after Lee and Demetis (2016) and based on a few fundamental systems principles, the chapter identifies theoretical propositions about the nature of technology in constructing financial markets, and by extension, financial crises. The chapter draws from a few instances of the Dow Jones Industrial Average crisis of 2010, also known as the Flash Crash of 2:45 where $1trillion was lost in market value within a few minutes. This is used as an example of technology out of control where algorithmic trading creates contingencies that affect how different stakeholders interact and re-act. Based on the entanglement of systems principles and technological interference, the main hypothesis that is developed in this chapter is that technology is largely set to lead in the creation of future instabilities and amplify the degree of uncertainty in markets. Ultimately, this aims to highlight the broader role of technology in the financial system, not as a tool that can be strictly harnessed to support transacting, but as a system in itself that has both emergent and unintended consequences, one of which escalates to the concept of a financial crisis.
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Introduction and Review

The role of technology in shaping financial crises is both fundamental and systemic. This chapter develops a theoretical model for such technological interference in the financial markets, based on principles of systems theory. This is done by the extraction of a set of theoretical propositions (designated as \( P_1, P_2, P_3, \ldots P_n \)) that will be synthesized in the discussion. The case of the Flash Crash of the Dow Jones Industrial Average (DJIA) is also used for this purpose; from it, additional propositions are extracted for exploring the role of technology in this context.

Of course, in the academic literature, scholars have explored the intersection of technology/crashes from a number of different perspectives. For example, Brandt and Neumann (2015) explore the role of information technology in causing ambiguities by employing hypergame theory and render flash crashes on the actions of rational agents. Bréhier (2013) considers the role of technology (and its evolution) as a threat for the financial markets and prompts us to reflect on the variety of regulatory measures that need to be introduced (e.g. by revising the Market in Financial Instruments Directive – MiFID2) and the Market Abuse Directive (MAD2). In a similar trajectory, the importance of a regulatory intervention for market stabilization is stressed by Brewer, Cvitanic et al. (2013) as well as Ciallella (2015) who tracks the regulatory evolution of High-Frequency Trading and considers MiFID2. This is extended by Moosa and Ramiah (2014) who explore this in an Asian context where regulators considered imposing restrictions on high-frequency trading.

Baxter and Cartlidge (2013) reflect on the interactions between large-scale (technological) systems and the financial markets by pointing out that the level of complexity has risen significantly in how automation affects the financial system. In exploring the role of technology for the Flash Crash, Bethel, Leinweber et al. (2011) take a ‘technology VS technology’ approach: they explore the deployment of supercomputers to detect the problems that algorithmic traders may generate; this is directed towards the development of an automated ‘early warning system’ that would generate alerts towards unusual market conditions. At a micro-level, others propose
risk-averse reinforcement learning for algorithmic trading (Shen, Huang et al. 2014), thereby placing technological emphasis on the individual ‘rationality’ of distinct algorithmic players. This approach does not seem to be shared by other scholars who view the Flash Crash as a disastrous consequence of computerized trading systems (Edwards 2010), unlike Moosa (2015) who dismisses the criticism directed at high-frequency trading and Stoll (2014) who views such developments as side-effects towards a path of more liquid and less costly markets. In turn, this is contradicted by an examination of how news affects electronic systems, where Cai, Harris et al. (2013) find that electronic markets are prone to greater stealth trading and post-trade volatility (expressing also concern for the proliferation of algorithmic trading and short-term volatility). At the same time, Treleaven, Galas et al. (2013) view algorithmic trading as a “secretive community where implementation details are difficult to find”.

With the debate on the role of technology in the development of crises (like the Flash Crash) showing no signs of relaxation, this chapter positions itself in the context of this literature by taking a systems theoretical approach. While every recent financial crisis has largely been accelerated by technology (through the sheer speed of communication), the financial world has now reached a stage where the systemic role of technology is en route to dominate how the next financial crises will unravel.

Behind all of the underlying complexity, the reason for this is rather simple (albeit phrased in its extreme form): human beings are no longer making financial decisions. Algorithms have replaced human decision-making to a large extent. Nowadays, “the majority of volume is traded electronically, based on systematic computer algorithms. The ultra-high-speed version of algorithmic trading, high frequency trading, is estimated to account for over 77% of transactions in the UK market according to Tabb Group” (Sornette and Becke 2011, p.5). For example, in the foreign exchange market, it has been estimated since 2009 that more than 85 per cent of all trading is conducted by algorithms alone: in their study published by the board of governors of
the Federal Reserve, Chaboud, Chiquoine et al. (2009) called this the 'Rise of the Machines'. This creates the following (intensifying) condition:

**P1:** In the financial markets, algorithms dominate financial decisions and have largely replaced human decisions.

While several technological and financial forces are responsible for this development, one question that may immediately come to mind could be phrased as follows: aren't the designers of algorithms humans? So couldn't we think of algorithms (and technology in general when applied to the financial system) as an extension, an abstraction even, of human decisions? As we will see in our example further on with the Flash Crash in the Dow Jones Index, there are several obstacles to thinking about the role of technology in this way and several elements that complicate the circumstances further. In brief, the idea of technology as a force that imposes linearity and cause-and-effect relationships needs to abandoned (Reichel 2011). While technology at a micro-scale is controllable, technology at a macro-scale creates non-linear emergent phenomena that infect any corresponding application domain with uncertainty and unpredictability (Backhouse, Demetis et al. 2005, Demetis and Angell 2006). There is a clear systemic role to technology within the global financial sector and it is becoming more and more a higher expectation that algorithms will be autonomous in their actions; this raises significant moral and ethical issues in the 'machine world' (Van Lier 2016).

The same pattern towards algorithmic dominance can be observed across multiple financial markets. Speed of transacting has become not only essential but constitutive of the way markets behave under algorithmic guidance. The role of algorithms in financial decisions has become so central that they are guarded as 'state secrets' due to their potential impact on the markets. A good example of this is the background to the Sergey Aleynikov story, a Russian computer programmer who was working for Goldman Sachs and was subsequently arrested by the FBI for stealing part of the algorithmic trading code. In the proceedings of this case before the United States
Southern District Court of New York, the US attorney representing the government (Joseph Facciponte), stated the following (in the context of the severity of this incident and the dangers from the stolen computer code) – *emphasis added below:*

“The bank's profit margin will be eroded – and I'll explain why in a minute – by the other competitive activity. In addition, because of the way this software interfaces with the various markets and exchanges, *the bank has raised a possibility that there is a danger that somebody who knew how to use this program could use it to manipulate markets in unfair ways.* What this program does is connect and draw information from stock exchanges around the country, and it draws them in very small increments of time. One of the bank officers described it as *milliseconds of time.* And it is very efficient at processing that stock information and sending to the bank’s programs that conduct trades based upon algorithms that are developed by mathematicians and physicists” (USagainstAleynikov 2009, p.7-8)

What is rather evident – and astonishing– is that *the same technological/algorithmic development* that is used for profit making from one financial institution is depicted (by government officials!) as a perceived danger of 'unfair market manipulation' in the hands of someone else (based on the information the bank itself gave the government). So a major financial institution like Goldman Sachs can be entrusted to use this algorithmic technology in a sensible way but in the hands of someone else it could amount to manipulation? Of course the real question behind this is as follows: would regulators be in a position to unpack the *effects* of algorithms designed by mathematicians and physicists that operate across markets over milliseconds and en masse? The answer to that as we shall see is to the negative – this is a *complex system* where the multiplicity of interactions remains invisible. But in light of the aforementioned case and the significance of a single algorithmic platform (guided and executed by a single market player), the following proposition can be put forward:

**P2:** Through algorithmic trading, a single market player can create considerable effects in an extremely limited time-span.

Another consequence of these dynamics that are illustrated in the case above is the importance of *security* in protecting these algorithms. This opens up the possibility of 'computer hacking’ the financial markets and cause algorithmic-generated crises, not
by debilitating the financial system in itself but by trading within its algorithmic confines.

From the few examples discussed already we can see how the role of technology in the financial system is characterized by deep penetration effects instead of superficial technological use. The following section builds on this idea and extracts several propositions based on systems theory.

**Basics of Systems Theory and reflections for the financial system**

In what way is the financial system a *system* and in what way is a financial crisis a *systemic* phenomenon? This section approaches systems as objects of study in general and identifies further propositions that emerge directly from prominent scholars in the field of systems theory. This will help us connect the role of technology in dominating financial decision-making and develop the conceptual synthesis that ties in technology and financial instability.

First, it is important to recognize that the vision for the development of systems theory came in the early 1950s with the Society for General Systems Research. Bertalanffy (1950), Boulding (1956), Rapoport (1950) and then Miller (1978) sought to develop a meta-theory that would be used to describe different phenomena and apply across different fields. The whole endeavor has been called a *science of synthesis* (Hammond 2003) and applied across many fields: physics, biology, sociology, law, finance, etc. The generality of systems theory can be perceived as “the skeleton of science in the sense that it aims to provide a framework or structure of systems on which to hang the flesh and blood of particular disciplines and particular subject matters in an orderly and coherent corpus of knowledge” (Boulding 1956, p. 208).

A system can be defined as a “complex of interacting elements $e_1, e_2 \ldots e_n$. Interaction means that the elements stand in a certain relation, $R$, so that their behaviour in $R$ is
different from their behavior in an another relation, \( R' \).” (Bertalanffy 1950, p. 143).

Another way to think about this is that a system is constituted of its subsystems (and these by sub-subsystems, \textit{ad infinitum}). This definition of a system must also be put into the context of the primary distinction that can be recognized across several branches of systems theory; that is the recognition that any system must be distinguished from its \textit{environment}; the distinction between system/environment is fundamental. No system can exist without an environment (Bertalanffy 1969, Luhmann 1995, Luhmann 2006) and for any defined system, the environment is always more complex (Luhmann 2002). These very few starting principles are identified below as ST\(_1\), ST\(_2\), ST\(_3\), … and they have major ramifications analysed by Skyttner (2005, p.53) and expanded below with insights developed by other systems theoreticians (Von Foerster 1951, Bateson 1972, Beer 1985, Luhmann 1995):

\textbf{ST\(_1\): Interdependence:} A system is constituted of elements and relations (or of subsystems, sub-subsystems, etc). It is the interrelationship and interdependence of objects and their attributes that is significant; unrelated and independent elements can never constitute a system.

\textbf{ST\(_2\): Holism:} Holistic properties (at the level of the system itself) cannot possibly be detected by any analysis of the ‘components’ of the systems. However, it is still possible to define such holistic properties in the system. Properties that can be found at the level of the system but are spawned from the complex interactions of the system’s components (and as such they cannot be reduced to the study of those components) are called \textit{emergent properties}.

\textbf{ST\(_3\): Goal seeking:} Systemic interaction must result in some goal or final state to be reached or some equilibrium point being approached. However, within each system there are subsystems with different (and distinct) goals and due to the complexity of the environment, there is always uncertainty that cannot allow strict controllability of systems. Still, the system (e.g. an organisation) identifies itself with a strategic goal.

\textbf{ST\(_4\): Transformation process:} All systems, if they are to attain their goal, must transform inputs into outputs. In living systems this transformation is mainly of a cyclical nature.

\textbf{ST\(_5\): Inputs and outputs:} In a closed system the inputs are determined once and for all; in an open system additional inputs are admitted from its environment. In
today’s business environment, organisations can be conceived of as complex open systems.

**ST6: Regulation:** The interrelated objects constituting the system must be regulated in some fashion so that its goals can be realized. Regulation implies that necessary deviations will be detected and corrected. One can extend this at an operational level and think of such systems as *self-regulating systems*: systems that have the capacity to adapt themselves based on a set of rules and conditions.

**ST7: Hierarchy:** Systems are generally complex wholes made up of smaller subsystems. This nesting of systems within other systems is what is implied by hierarchy. As mentioned already this would follow the form of: systems → sub-systems → sub-sub-systems, *ad infinitum*.

**ST8: Differentiation:** In complex systems, specialized units perform specialized functions. This is a characteristic of all complex systems and may also be called specialization or division of labour.

**ST9: Equifinality and multifinality:** Open systems have equally valid alternative ways of attaining the same objectives from different initial conditions (convergence) or, from a given initial state, obtain different and mutually exclusive, objectives (divergence).

What propositions can we extract from the above high-level systems theoretical principles for the financial system and the concept of the financial crisis itself? We will take the above aspects and expand on them for the identification of such propositions. First, what we could identify as a *financial system* commences with the interrelationship and interdependence of the system’s different elements. Hence, from **ST1** we can consider the financial *system* as constituted of complex interdependencies that are significant for the system itself. From this, we can consider that:

**P3:** A financial crisis is a holistic property of the financial system and constitutes an emergent phenomenon. A crisis emerges out of the interaction of several interdependent components and cannot be attributable to a single transacting element.

Portrayed this way, the concept of financial crisis is viewed as an expression of the system itself. There may be an initial stimulus (that will lead to a financial crisis eventually) but neither the ‘stimulus’ (and how that is spawned) nor the pathway
towards a financial crisis can be determined. A financial crisis is not something that can be predicted uniquely so that meaningful action can be taken – to a degree that it will stop the crisis from ever manifesting. The evidence for this is everywhere but mostly on the realization that \textit{no advanced mathematical/statistical technique, big data analysis or market interpretation} has ever predicted a crisis (or its effects and unraveling extent). Ironically, the financial system itself, when reaching the realization that it generates contradictory descriptions of itself that lead to its own destabilization, has sought a way to create financial instruments for de-risking. The 2\textsuperscript{nd} order derivatives market can be seen as a paradoxical manifestation of this. But of course, one may “mention the volatility of the financial market with its new derivative instruments for simultaneously maximizing security and risk with unpredictable effects” (Luhmann 1997).

Risk and unpredictability are also present in the context of any system. If we take a specific organisation as an example of our ST\textsubscript{3} principle on goal-seeking then we may observe that different organisations (if we define those as our systems) will have different goal-seeking strategies. These are always time-dependent and depend on complex system/environment interactions. They also depend on the degree in which the system allows feedback from its environment in shaping its goal-seeking strategies. If we take a trading algorithm as the system to be examined then we can consider that:

\textbf{P\textsubscript{4}}: Algorithms launched from different financial players will have different goal-seeking strategies. When activated and become part of the financial system, algorithms find themselves in a much more complex environment. They affect and are affected by that environment (in which other algorithms reside) in unpredictable ways. While each algorithm ‘controls’ its actions, the effects for the financial system as a whole are emergent.

Based on ST\textsubscript{4} and ST\textsubscript{5}, all systems transform inputs into outputs. This takes a number of varieties in the context of the financial system but there are several examples that can reflect this further. Taken the conceptual focus of this chapter in algorithmic processing then we can look at this process through that context. In algorithmic trading, selected inputs (like the price of a stock or the trading volume) can be chosen
from an algorithm; the output then is an automated decision (e.g. buy/sell an X amount of that stock at that price). Even though such a transformation process seems to be controllable, there are environmental stimuli that algorithms consider automatically without human interference. Decision algorithms now take input from:

a) the system of mass media - the algorithms deconstruct and analyse news automatically about the companies they are monitoring; for example, Bloomberg uses sentiment-analysis of company-news in order to classify news items as ‘negative’ news for a company (Bloomberg 2015); the algorithm can act on that ‘automated’ news feed and trigger a sequence of further automated buy/sell decisions, b) the wider system of the economy, where trading patterns are being monitored and fed into automated trading decisions that use numerical thresholds, c) the system of law, where legislative initiatives or guidelines (e.g. issued by the Securities and Exchange Commission) are deconstructed as logical restrictions, thereby forbidding certain courses of action for the trading algorithms (e.g. don’t engage in abusive short-selling).

Based on the exposition described above,

Ps: Algorithms take inputs from the financial system in various ways (e.g. price, volume, news, restrictions) and transform these inputs into outputs that take the form of algorithmic decisions.

Based on Ps as stated above (and extrapolated from the preceding analysis), one thing that is worth emphasizing here is that inputs are allowed from the environment of each algorithm. This renders the totality of algorithmic trading as a complex open system; it also implies that any cause-and-effect relationships embodied by individual algorithms (through a strict rational logic in the form of: if this event occurs then execute a specified sequence) cannot be followed through at a macro-scale. Inputs from the environment are unpredictable and while each algorithm usually specifies specific thresholds through which the automated execution of decisions will be manifested, this is not always the case. As we will see in the case of the Flash Crash of 2:45 of the Dow Jones Index, at least one algorithm did not consider price fluctuations at all in its automated decision making but only volume.

This swift towards algorithmic decision making has implications for ST6, ST7, ST8 and ST9 (regulation, hierarchy, differentiation and equifinality). While each algorithm
is self-regulating (and human intervention may take place in critical parts of the process as and when required), the effects of algorithms become part of the environment (and then feed back as stimuli to the algorithms themselves). This circularity requires both differentiation and hierarchy to be dealt with but can never be accounted for as the complexity in the financial system supersedes any attempt at controlling the market.

The implications of the previous propositions can now be considered in light of further systemic elaborations. This is based on systems theorist Niklas Luhmann who developed systems science further and applied it to society and its subsystems (law, economics, politics, media, etc). While Luhmann’s work is complicated, a basic diagram can assist us in conceptualizing his classification of systems, an adaptation based on (Luhmann 1990, p. 9, Moeller 2006):

![Figure 1: Classification of systems](image)

“Living systems” refer to biological entities while “psychic systems” refer to the minds of human individuals. Our focus here is “social systems”. For Luhmann, the only function that is primary at the level of society itself is communication. Hence, social systems can be conceived of as communication systems; communication involves “a unity of announcement (Mitteilung) or ‘utterance’ based on (Seidl 2009, p.28),, information (Information), and understanding (Verstehen)” (Moeller 2006, p. 22). Any act of communication within social systems (or subsystems of society like the financial system) involves these three elements. Financial communication in particular can be considered as: 1) announcements/utterances where stakeholders initiate buy/sell decisions; these utterances are considered as 2) information from other stakeholders that engage with them, and then, based on their 3) understanding (a
cognitive interpretation of the received information), the latter decide to act and initiate their own ‘utterances’. With the development of algorithmic trading, this fundamental model of communication has changed drastically since the last part – of *cognitively interpreting* the received information is missing. We can no longer speak of *understanding (Verstehen)* in communication through algorithmic processing. This allows us to consider that:

**P6:** The development of algorithmic trading is based on a faster form of communication that eliminates the step of cognitive understanding in the process of communicating. This is replaced by *algorithmic ‘understanding’* – a limited logical type that collapses understanding to mere information processing.

This shift in how humans communicate (with the assistance of technology) to how algorithms communicate (in the absence of human interference) has additional implications for how we can depict financial interactions between stakeholders. For example, in the economic system, any interactions that can be considered as economic communications involve the “satisfaction of needs”; the meaning (or what Luhmann calls the “code”) of the economic system is expressed through the unity of the distinction between “payment/non-payment”. Similar conditions arise for other subsystems of society (Luhmann calls these function systems) like the legal system, where communication involves the “regulation of conflicts” and the code is expressed based on the distinction between “legal/illegal” (Moeller 2006, p.29). In this regard, “codes” are binary distinctions that encapsulate the identity of a core system in society and support communication across all of their subsystems. “Organizations,” as another form of social system, also conduct communication, but Luhmann specifically conceptualizes organizations as conducting the communication of decisions, and hence are “systems of decisions” (Moeller 2006, p. 31).

In considering each social subsystem (like the financial system) through an expression of a fundamental ‘binary code’, Luhmann depicts such a code as the fundamental basis upon which the identities of these subsystems rests. This fundamental code cannot be resolved – such a process would result to a paradox. For example, paradoxically, the legal system cannot define what is legal or illegal (Luhmann 2004) – this is defined through operations. “...while the distinction between legal and illegal
can be maintained for individual coding, the legal system as a unity can never decide the basis of what is legal or illegal. It can never apply the code to itself as a system. There is no foundational value establishing what is legal or illegal, only operations.” This creates a unique self-reference that is always underpinned by a paradox: “this enables the legal system to operate legally (!) by declaring that something is legal or against the law”.

Hence, the basic relationship behind the ‘code’ of the financial system and technology can be expressed as follows:

**P7:** Technology as it is currently being used in the financial system creates a meta-organisation: a system of automated decisions that shape the ‘code’ of the financial system itself and influence the primary distinction of payment/non-payment.

In other words, technology itself imposes its logic in shaping the very identity of the financial system. Through technologically-induced automated decisions, the code of the financial system (payment/non-payment) is expressed. Algorithmic operations constitute the basis for these expressions at an operational level.

Additional systems theoretical aspects can help us to establish further general propositions upon which we can build reflections for the role of technology in the development of financial crises (following the March 2010 event descriptions in the next section). Another important aspect that has already been mentioned and is emphasized further here is the distinction between system/environment. For Luhmann, the environment is not a residual category (here system, there environment), but constitutive of the existence of the system. Between any defined system (and its environment) there is a structural coupling and one cannot exist without the other. This ontological binding between system and environment has considerable implications if applied to the role of technology in the financial system. If technology underpins the financial system as a system then what is its environment? Where does the technologically-driven financial system receive its information from? There are several possibilities here but other function systems in society (like the legal system or the system of mass media) would be the appropriate candidates as already mentioned. This drives the need for further automation in the financial system itself (and an unstoppable excessive reliance on technology) as the precondition for
system/environment interactions now becomes the automation of the environment, or indeed, the automation of specific information-dependency paths from the environment of the financial system. This force has created several contingencies and few examples can be found here: one that has already been mentioned is the integration of sentiment analysis by automated means in order to filter negative news of companies. As Hendershott et al frame it:

“…some algorithms are designed to sniff out other algorithms or otherwise identify order flow and other information patterns in the data. For example, if an algorithm identifies a sequence of buys in the data and concludes that more buys are coming, an algorithmic liquidity supplier might adjust its ask price upward. Information in newswires can even be parsed electronically in order to adjust trading algorithms.” (Hendershott, Jones et al. 2008)

So what if the information in newswires is also computer-generated (or is an error or ambiguous)? How can we perceive the function of technology then? In May 2014, the Associated Press (AP) announced that the majority of stories about US earnings for business news reports will eventually be produced by using automated technology. Lou Ferrara, Vice President and Managing Director of AP mentioned that in this way “instead of providing 300 stories manually, we can provide up to 4,400 automatically for companies throughout the United States each quarter” (Colford 2014).

So automation in one function system (mass media) is being used as input for automation in another function system (financial system). This level of automated couplings should really concern us, along with the fact that automated decision-taking is occurring in each case. In fact, automated decision-taking is being used as input for further automated decision-taking. This process of ‘automation out of automation’ across the financial system indicates the self-referential character of this condition and how technology is starting to hijack financial decision-making. Through the medium of algorithms, automation re-inserts itself into…itself. In systems terminology this is an autopoietic system (Maturana and Varela 1998): “a system that produces itself. It is perhaps best understood in contrast to an allopoietic system, such as a factory, which takes in materials and uses them to produce something other than itself” (Buchanan 2010). But in the case of the financial system with its current use of technology, automated decisions produce further automated decisions.
An incredible example of this over-reliance on algorithmic computerization comes from a recent example of an automated robot (i.e. an online 'bot') that scanned websites to extract investor-relevant information from the public domain. An early posting about Twitter's Q1 results on their investor relationship website (managed by Nasdaq) was mistakenly placed online for a mere 45 seconds – plenty of time for the algorithms of Selerity (a company based in the US) to scan and tweet them on without any human intervention. That one tweet wiped $8bn off Twitter's value in a single day (Simmons 2015). The above reflections demarcate a unique space for how technology in the financial system affects other technology in a self-referential way.

**P5**: Technological interactions in the financial system are developing into autonomous interdependencies that affect each other in a self-referential manner.

Self-reference (that remains part of the core theoretical architecture of Luhmann’s Systems Theory (Luhmann 1993, Luhmann 1995, Luhmann 2002, Luhmann 2002, Luhmann 2004) denotes the ability of systems to refer to themselves and replicate the system/environment distinction internally. Conceptualizing technology in this way reinforces the description of technology as a system that collects information about its own functioning and this in turn can contribute towards a change of its functioning (Geyer 2002).

A fascinating expression/example of the above contingencies can be found in the context of our example, the Flash Crash of the Dow Jones Index. Through this example, we will extract additional propositions for our discussion.

**Flash Crashing the Dow Jones Index: A new role for technology and developing a financial crisis**

While a complete reconstruction of the market events of May 6, 2010 (what has become known as the 'Flash Crash of 2:45') is beyond the scope of this chapter, several critical aspects that relate to the role of technology in its development will be reviewed. One thing worth mentioning up-front is that the complexity of the case itself, and the multi-dimensional role of algorithmic traders within it, has made it almost impossible to deconstruct the case in its totality – this is admitted in several
official reports (like in the first source listed below). Once again, the purpose of this section is to extract propositions from this case; these propositions, combined with those extracted above from systems theory, will allow us to synthesize the development of the conceptual construct for the (current and future) role of technology in financial crises. The main sources being used for extracting quotations/propositions and the main findings of the Flash Crash include:


iii) A perspective for Certified Public Accountants when Advising Investors entitled “Understanding the ‘Flash Crash’ ” that summarizes the basic characteristics of the Flash Crash in a succinct way (Betancourt, VanDenburgh et al. 2011).

First, in order to set the scene, it is important that we put this in some context. Following uncertainty and generalized market turmoil in the possibility that the Greek government might default on their sovereign debt, market sentiment was broadly negative and “was already affecting an increase in the price volatility of some individual securities” (CFTC/SEC 2010, p.1). The key trends in the timeline before the 2:45pm Crash are as follows:

1) Around 1pm, a number of volatility pauses were triggered on the New York Stock Exchange (NYSE); individual equities began to increase above average levels.
2) The S&P 500 volatility index rose at 22.5% by 2.30pm. Investors engaged in “flight to quality” and the Dow Jones Industrial Average (DJIA) was down by 2.5% due to the selling pressure.

3) Buy-side liquidity in the “E-Mini” and the “SPY” (the E-mini S&P 500 futures contracts and the S&P 500 SPDR exchange traded fund) had suffered a 55% and 20% declines respectively.

4) At 2.32pm, a large fundamental trader (a mutual fund complex) “initiated a sell program to sell a total of 75,000 E-mini contracts (valued at approximately $4.1 billion) as a hedge to an existing equity position” (CFTC/SEC 2010, p.2)

Perhaps the last step is considered to be one of the critical interventions as the large trade was conducted via an automated execution algorithm. While the single fundamental trader is not solely responsible for the Flash Crash (and the exact reason is not known), it is important to put this into some further context. Usually, a customer makes a choice of how much human judgment is involved when executing the trade. Also, a customer can choose to enter orders manually into the market or engage a third-party that will execute a block trade and manage the position. However, in this case, the trader “chose to execute this sell program via a … “Sell Algorithm” that was programmed to feed orders … but without regard to price or time” (CFTC/SEC 2010, pp.2-3). The algorithm only took volume into consideration. But while the initial problems were indeed created by the algorithm of the fundamental trader, they were then “amplified by the strategic behavior of the HFT” (Sornette and Becke 2011, p.11). This created a self-referential phenomenon; a circularity where technology A excited technology B and then that fed back to technology A recursively. Indeed, as the initial sell pressure created by the “Sell Algorithm” was absorbed by High-Frequency Traders (HFTs), - at about 2.44pm –
HFTs started to sell contracts aggressively and traded about 33% of the total trading volume. Then the “Sell Algorithm used by the large trader responded to the increased volume by increasing the rate at which it was feeding the orders into the market, even though orders that it already sent to the market were arguably not yet fully absorbed” – emphasis added (CFTC/SEC 2010, p.3). This can be perceived as a “negative spiraling effect … (where)… HFT may have a destabilizing effect through its endogenous self-excitation nature within the (small) pool of participants” (Sornette and Becke 2011, p.11). From this, we can infer that:

P9: A technological subsystem like the Sell Algorithm can excite another technological subsystem (e.g. HFTs) and the effects can recursively affect the Sell Algorithm.

The events that unfolded in the stock market saw the biggest daily stock market collapse of the Dow Jones Industrial Average on Thursday May 6th of 2010 – popularly known as the Flash Crash of 2:45. The DJIA plunged 998.5 points, and following almost five months of investigations, the Security and Exchange Commission (SEC) along with the Commodity Futures Trading Commission (CFTC), attributed the decline to, almost exclusively, the automated execution of orders. However it is important to stress that

"the exact reason or reasons for the so-called flash crash remain obscure by the mechanics of the electronic trading systems that execute millions of buy and sell orders during the course of a single trading day. Some initially blamed the crash on a “fat finger,” while others contend that essentially unregulated electronic trading platforms were the culprit. Others even questioned whether terrorists or hackers were behind the dramatic drop” (Betancourt, VanDenburgh et al. 2011, pp.40-41).

The key lesson from this is that the crash cannot be attributable to any single algorithm or system in particular. It is a systemic phenomenon that emerges out of the complex interaction of multiple automated execution technologies.
So whatever the complex automated configuration that created the conditions for the crash, it is quite clear that without the possibility for algorithmic trading at that scale, the flash crash would not have been possible. According to the testimony of SEC Chairman Mary Schapiro to the US Congress, this was mostly due to “automated trading systems that follow their coded logic regardless of outcome, while human involvement likely would have prevented these orders from executing at absurd price” (Schapiro 2010, p.7).

Of course, the financial markets are not the only ones that suffer from such conditions. As another example, the *algorithmic* definition of prices on Amazon.com faced similar ‘feedback loop’ effects; Amazon vendors “use algorithmic pricing to ensure that they can automatically change their product prices based on a competitor” (Solon 2011); this led to a book entitled “The Making of a Fly” by evolutionary biologist Peter Lawrence came to be priced at $23,698,655.93 (plus $3.99 shipping)! The unpredictability with which automated algorithms feed off each other creates emergent conditions that can destabilize any system that technology itself penetrates.

For the financial system, the implications are clear:

**P10**: Automated systems follow their coded logic regardless of outcome. The demand for millisecond transacting creates another version of the financial system that will be drawn into a war between algorithms.

Whereas in the crash of 1987 (October 19th) some Wall Street brokers simply declined to pick up their phones to avoid orders from their customers, in the new conditions imposed by technology, *algorithms themselves become ‘responsible’* for shielding the market against further crash. For example, while the chaotic behaviour was continuing in the flash crash, the *Stop Logic Functionality* of the Chicago Mercantile Exchange (CME) was triggered in order to stop any further decline. This means that:
**P11:** In order to address the emergent uncertainties from the automated behaviour of buy algorithms and sell algorithms, there is now a need to include both *Stop and Pause* algorithms.

Further complications can be considered in how *more technology* is actually emerging in order to deal with (and also exploit) the unpredictability and instability spawned by technological interactions. For example, new “crash algorithms will likely be developed to trade during periods of market stresses in order to profit from these periods” (Sornette and Becke 2011, p.4). One can consider here algorithms that are designed to find the digital footprint of each other and collaborate in specific market conditions, thereby creating unfair *algorithmic* competition; and indeed, with the increasing attention that has been given to information security and cybersecurity breaches (Dhillon and Backhouse 2000), automated financial trading may become subject to hackers or terrorists that will seek to create financial instability deliberately (e.g. by deactivating/modifying a stop algorithm, etc). This is certainly a real possibility that would be devastating if cybercriminals managed to conduct a malicious flash crash attack (Erra 2011). Whatever the destabilization effect, the speed of such transacting and the practical elimination of the human factor leads to an *algorithmic financial war*, where the algorithms will not only structure the market (by automated execution) but also the crises (by creating complexity in automated transacting), the exploitation of the crisis (by crash algorithms), and the response to the crisis (by stop/pause algorithms). The net effect of these contingencies are bound to lead to several high-level conditions for the systemic function of technology in financial markets; these will form the basis for examining the systemic role of technology in financial crises.

Hence, it is important to recognize that the very ontology of a 'financial crisis' is inextricably bound with the concept of the market as a *system*. A financial crisis, any financial crisis is not necessarily the result of bad decision-making. Any decision involves taking one risk over another risk. The development of new financial products/instruments/techniques accentuates this contingency. Thus, any financial decision is an approach that signifies the immediate need to cut down on the complexity of the market – simplify the uncertainty – and make a *selection*. From all
the noise of the market, such a selection is unavoidable as no single entity (human or
algorithm) can monitor concurrently all financial interactions taking place at any
given point, or account for the myriad complex (and often invisible) organizational
phenomena before these come to be announced and reflected on stock market prices.

This sequence of complexity-reduction to unavoidable risk highlights the contingency
that crises are systemic and are not – strictly speaking – controllable.

**Discussion**

From the aforementioned analysis, the following propositions have been developed
for the systemic role of technology in financial crisis. These are consolidated below in
Table 1.

<table>
<thead>
<tr>
<th>Propositions Developed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>P₁</strong>: In the financial markets, algorithms dominate financial decisions and have largely replaced human decisions.</td>
</tr>
<tr>
<td><strong>P₂</strong>: Through algorithmic trading, a single market player can create considerable effects in an extremely limited time-span.</td>
</tr>
<tr>
<td><strong>P₃</strong>: A financial crisis is a holistic property of the financial system and constitutes an emergent phenomenon. A crisis emerges out of the interaction of several interdependent components and cannot be attributable to a single transacting element.</td>
</tr>
<tr>
<td><strong>P₄</strong>: Algorithms launched from different financial players will have different goal-seeking strategies. When activated and become part of the financial system, algorithms find themselves in a much more complex environment. They affect and are affected by that environment (in which other algorithms reside) in unpredictable ways. While each algorithm 'controls' its actions, the effects for the financial system as a whole are emergent.</td>
</tr>
<tr>
<td><strong>P₅</strong>: Algorithms take inputs from the financial system in various ways (e.g. price, volume, news, restrictions) and transform these inputs into outputs that take the form of algorithmic decisions.</td>
</tr>
<tr>
<td><strong>P₆</strong>: The development of algorithmic trading is based on a faster form of communication that eliminates the step of cognitive understanding in the process of</td>
</tr>
</tbody>
</table>
communicating. This is replaced by algorithmic ‘understanding’ – a limited logical type that collapses understanding to mere information processing.

**P7:** Technology as it is currently being used in the financial system creates a meta-organisation: a system of automated decisions that shape the ‘code’ of the financial system itself and influence the primary distinction of payment/non-payment.

**P8:** Technological interactions in the financial system are developing into autonomous interdependencies that affect each other in a self-referential manner.

**P9:** A technological subsystem like the *Sell Algorithm* can excite another technological subsystem (e.g. HFTs) and the effects can recursively affect the *Sell Algorithm*.

**P10:** Automated systems follow their coded logic regardless of outcome. The demand for millisecond transacting creates another version of the financial system that will be drawn into a war between algorithms.

**P11:** In order to address the emergent uncertainties from the automated behaviour of buy algorithms and sell algorithms, there is now a need to include both *Stop and Pause* algorithms.

The above propositions suggest a rather bleak scenario where financial crises may be starting from environmental stimuli (of real conditions and uncertainty – e.g. the Greek crisis) but then become part of hyper-complex millisecond transacting system that is largely uncontrollable at a macro-level. At the basis of this condition is the delusion behind the use of such Information and Communication Technologies (ICTs) – and their broader role in the financial system. Unfortunately, ICTs are usually considered to be a ‘tool’ that can be strictly controlled; however, the belief that the deployment of technology is largely controllable is not justified (Dreyfus, Dreyfus et al. 1986, Angell 1993). In fact, “technology is widely depicted as an unproblematically beneficial force for human progress … technology is widely understood as simply applied science” (Scharff and Dusek 2014, p.9).

Technology however, in light of the systemic description and the propositions put forward in this chapter can be considered to “irritate society in a way that social reality is created by technology” (Reichel 2011, p.105). This re-description has profound implications for the financial system as it is not the human decision makers
that use technology as a tool in order to make financial decisions. Based on the propositions extracted theoretically (and from our example on the flash crash), the situation seems to be reversed: technology dominates financial decision-making and human beings are there as the back-up plan to ‘recalibrate the systems’ when that will be required. Ironically, one of the things that humans re-assess in cases where automated trading needs to pause is “the ability of their (automated) systems to handle the very high volume of trades and orders that they were processing” (CFTC/SEC 2010, p.4). In this context, we can re-conceptualize technology in the financial system (Reichel 2011) and claim that technology is shaping the market itself through a complex nexus of (almost invisible) automated decisions. Consequently, technology is bound to shape the future of financial crises by assuming a more central role in how financial decisions are made with minimal (or no) human intervention.

In order to consider the implications of technological domination in an ever-expanding number of social systems (like the financial system), we need to reflect on how the automated replacement for human decisions substitutes human decision-making. As shown in the case of the flash crash of the DJIA, technology initiates non-controllable events; these emerge from complex interactions and feedback loops that develop very quickly (in our case over milliseconds). By allowing complex configurations of manual decisions to be automated, we (as humanity) have allowed technology to take responsibility over financial (and other) decisions. At the same time, technology is providing a proxy for shifting responsibility to automated decisions. This also "makes it very difficult for regulators to understand what is happening in the market" (Betancourt, VanDenburgh et al. 2011, p.42), a contingency that is rather desirable for many individual investors and financial institutions. If little or no human involvement takes place then humanity can be considered as an afterthought in the society of computers, in which computers largely shape, construct, re-construct, and observe financial reality. This leaves us with a condition where humanity can only react to how computers shape financial reality.

In this context, it would appear that the original designs of the algorithmic/computer logic are considered almost irrelevant. Indeed, an additional lesson from the Flash Crash is that "there was no 'big glitch', no fat-finger error or unforeseen computer
error that triggered the crash. Instead, nearly every firm in the market at the time did precisely what it thought was rational according to current regulations” (Arnuk and Saluzzi 2012, p.179). So while every human designer of algorithmic practices had ‘imbued’ rational behaviour to the automated decision making processes, the emergent uncertainty from complex interactions created instability. The type of algorithmic complexity created at the level of the market cannot be simply ‘unpacked’ and examined; it is impossible to monitor the algorithmic logic of each automated buy/sell decision and the network of interactions that are technologically facilitated.

Against this background, technology becomes the critical proxy through which the financial system also observes itself. Technology is set up in order to assist in the automated execution of tasks, but is then recursively affected by the output of such automated executions; it ‘accepts’ such output as if they represent an un-interfered financial reality of strictly controlled technological operations. Algorithms in effect, have become patterns of decisions and not merely the proxies through which decisions are manually controlled. In systems theoretical terms (Luhmann 2002), it can be said that algorithms decide what becomes automated and unavoidably, at the same time, what is left un-automated. Coupled with a domain like the financial system this implies that the automated/non-automated decisions prescribed by algorithms are transcending into the financial system itself, into the social sphere, thereby designating what is criminal/non-criminal, what is marketable/non-marketable, what is public/private, etc, even what is legal/non-legal. To frame it differently, algorithms cut down the complexity that is unmanageable by human beings, and in doing so, impose their presuppositions via the ‘logic’ they are given by their creators.

Where this global reliance on technology will lead is of no telling. Systemic automation adds to the problem of potential systemic failure that lies in the wings of complexity and chaos. Any system of sufficient complexity exhibits these characteristics and controlling such a system in the causal sense is merely wishful thinking. Much to the peril of those who momentarily thought they were on top of the concept of risk, the credit crisis of 2008 came to demonstrate that the monitoring of risk is ultimately rendered impossible. In fact, the very utterance of ‘monitoring risk’
constitutes a paradox since risk is by default designated to indicate the residual category of what can be controlled and monitored; that is, the exact opposite. Technology adds to the risk and does so, not only by establishing a ‘technology risk’ that affects other problem domains, but also by a systemic automation that reconstructs the operational basis of the financial system. Also, the trajectory depicted in the propositions extracted in this chapter should trouble us gravely: they illustrate a space where prediction systems like those suggested in Bethel, Leinweber et al. (2011) are – to some degree – of little consequence. Findings ways to develop a magnifying glass of automated transactions is not likely to help when automated decisions are forming an ever-increasing tsunami. Similarly, the very concept of risk-averse algorithms (Shen, Huang et al. 2014) violates the emergence of uncertainty and cannot account for the uncontrollable side-effects developed by technological interference.

Through the conceptual model developed in this chapter and the consolidation of its propositions in Table 1, it becomes clearer that deep technological penetration in the financial system reconstructs both our use of it as well as future applications. Technology is not a merely a tool that can be strictly controlled. It is a complex system; through automated decision-making processes that override human behaviour, technology alters the basic organizational structure through which financial decisions are executed and distorts the structure through which financial crises emerge.
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