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Abstract

Purpose: The Schizophrenia Quality of Life Scale-Revision 4 (SQLS-R4) is a widely used self-report quality of life measure used in a broad range of clinical contexts, from primary research to clinical trials. International use of the measure has led to translated versions validated for local context. Most translation and validation studies of the SQLS-R4 have been conducted with modest N, at the threshold of acceptability of even the most liberal recommendations for validation studies. Given the comparatively large number of items in the SQLS-R4 (N=33), low N studies could potentially be underpowered limiting validity and reliability. Using sample sizes from published studies as a baseline, the current investigation sought to determine a minimum sample size for an SQLS-R4 translation/validation study.    
Methods:  A model specification based on the two-factor structure of the SQLS-R4 was constructed to calculate an acceptable model fit based on the sample size used in most SQLS-R4 translation/validation studies (N=100). A series of Monte Carlo simulations was then conducted to determine the sample size required to offer a good fit to data for an adequately powered study.   
Results:  The series of simulations conducted suggests that a minimum sample size for an adequately powered validation/translation study of the SQLS-R4 to provide a good fit to data is N=160.
Conclusion:  Sample size determination of SQLS-R4 validation/translation studies should be informed by the intrinsic measurement characteristics of the measure to ensure an adequately powered study. 
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Introduction
Quality of life measures are becoming increasingly important in therapeutic settings, informing clinical decisions, and guiding therapeutic interventions (1-3). This is particularly important for patients with chronic conditions, such as schizophrenia (4). Schizophrenia is generally defined by abnormalities in one or more of the following domains, delusions, hallucinations, disorganised thinking, grossly disorganised or abnormal motor behaviour and negative symptoms (5). In the therapeutic pathway, healthcare professionals are becoming acutely aware of the need to measure the patient’s quality of life (QoL) (6). QoL is defined as the individual’s perception on their position in life, set within the context of culture and value their system, including their goals, expectations, standards and concerns (7), which could be used to form long-term goals for medical interventions, for example, Adelufosi et al. (4). 

For mainly practical purposes, there are a limited number of QoL measures used with a schizophrenia population. There are generic measures specifically designed for non-clinical populations exploring global concerns that are not necessarily unique to a schizophrenic population. On the other hand, specific measures such as the schizophrenic quality of life scale revision 4 (SQLS-R4, 6), has been identified as a particularly useful measure for understanding how symptoms of schizophrenia effect the patient’s QoL (3, 8, 9). The SQLS-R4 has been designed to be short (10-15 minutes to complete), with robust psychometric properties, solid factor structure, and internal reliability (6, 10-12). The psychometric stability of the SQLS-R4 only pertains to the original study, and would not necessarily apply to the development of translated or adapted versions of the SQLS-R4. The measure would be required to undergo analysis to assess its psychometric stability anew. An accepted and robust method of accomplishing this is through using confirmatory factor analysis (CFA), which represents a special case of structural equation modelling (13). An essential methodological concern with the use of CFA for psychometric appraisal of factor structure is the issue of sample size. Sample size concerns also apply to other forms of factor analysis for example exploratory factor analysis (EFA). It is of grave methodological disquiet that sophisticated statistical analysis such as CFA, EFA and structural equation modelling based methods, often rely on sample size calculations that are based on standard practice rather than embedded in theory. Therefore, the number of participants is often disproportionate to the number of items in the measure ranging from 3 to 10 and greater (14, 15). With studies recommending minimum samples sizes that are limited in their scope, and arguably under powered for example 50, de Winter, Dodou (16), Jung and Lee (17), 100, Kline (18), 150, Hutcheson and Sofroniou (19) and 200, Gorsuch (20). Small sample sizes are not uncommon see for example Crothers and Dorrian (21). Using samples sizes that are based on practice rather than theory or ‘rule of thumb’ are exposed to a number of methodological limitations, for example, they may not be sensitive to the factor structure, or whether the model has just one or multiple factors. Also, the model may be insensitive to the relationship between factors and the relationship of items to factors in terms of anticipated factor loadings. Rather than relying on ‘rule of thumb’ Muthén and Muthén (22) have proposed an approach that is contextually sensitive to determine a sample size for CFA for an adequately powered study. The model needs to be based on an established factor structure, where the relationships between factors, and between items are known, if these conditions are met a Monte Carlo simulation can be conducted based on established sample size determination conventions (23, 24), such as power (0.80) and alpha (p = 0.05).

In translating, adapting, and/or validating a study using the SQLS-R4 it would be beneficial to determine the minimum sample size, to inform the viability, exactitude, and realities of conducting such studies. This will also safeguard the study by conferring confidence in the findings that the study is adequately powered, and the sample size is based on empirical observations, and not the ‘rule of thumb’. In addition, determining the most appropriate minimum sample size based on the two-factor SQLS-R4 model, would benefit the body of validation studies which have been conducted, across the globe. It is also incumbent upon the research team to adequately power translation/adaptation/validation studies of the SQLS-R4, so that patients who volunteer for such studies are not misrepresented in the findings. It is also incumbent upon the research team to find the most appropriate number of patients to take part in order to satisfy the study aims and objectives. 

To date most translation/adaptation/validation studies have used just 100 patients, presumably based on the ‘rule of thumb’ sample size established by Martin and Allan (6).  However, selection of such a modest sample size may be problematic particularly in terms of the relatively large number of items (N=33) within the measure which would violate other minimum sample size criteria such as number of participants to number of items ratio (25). Table 1 summaries the SQLS-R4 translation/adaptation/validation studies emphasizing the limited sample size.   

---Table 1 about here---

Objectives
Using the rubric interpreted from previous SQLS-R4 studies that a sample size of N=100 is adequate to produce an acceptable fit to data, the current study sought to determine the minimum sample size required to offer a good fit to data within an adequately powered study using Monte Carlo simulation (22). 

Method
Using the power analysis and sample size calculation approaches of Muthén and Muthén (22) and Beaujean (26), a model based on the SQLS-R4 was constructed with appropriately specified parameter values, essentially, for the two-factor model, specifying the covariance between factors, item-factor loadings, residuals variances.  The model constructed, used plausible parameter values gleaned from previous studies to generate a model that would produce a minimum acceptable fit to data by standard convention based on a sample size of N=100. This model would then be used to generate data through Monte Carlo approaches estimating the model parameters over N=10,000 simulated samples from which parameter estimates would be averaged across these samples. Consistent with convention, minimum power for each parameter was set at 0.80 (22). The model specification is shown in Figure 1. 
   
---Figure 1 about here---
Quality criteria for simulated data
Using Muthén and Muthén (22) criteria that indices of relative parameter estimate bias (RPEB) and relative parameter standard error bias (RPSEB) be used to determine simulation quality, acceptable RPEB and RPSEB values of <0.10 for all parameters was specified as threshold values for simulation quality. RPSEB values of <0.05 for parameters of major interest has been suggested Muthén and Muthén (22). Coverage is an important index of simulation quality and refers to the percentage of simulation replications where the parameter value sits within the 95% confidence interval (CI). Coverage is determined to be acceptable within the range of 0.91 to 0.98 (22). A conventional type 1 error rate of 0.05 was specified. Conventional threshold values for confirmatory factor analysis fit indices were used to specify the baseline (N=100) and determine the criteria for a good fit model. Using the unitary index of the comparative fit index (CFI), (27), to specify the acceptable fit (28) baseline model (~0.90) and the good fitting model (>0.95) (29), other accepted indices of model fit were also calculated for a given sample size including, the root mean squared error of approximation (RMSEA), (13) and the squared root mean residual (SRMR), (29). RMSEA values of <0.08 are indicative of acceptable fit (30) and RMSEA values (<0.05) indicate good fit (31). SRMR values of <0.08 indicate acceptable fit (29). A 2 statistic was also calculated. 10,000 replications were run for each simulation and two simulations for each model was run to allow consistency to be evaluated. A unique random number seed was used to set each simulation. Each simulation was specified by an incremental rise (N=10 and N=5) in sample size from baseline (N=100) until a sample size consistent with a good fit to data (CFI=0.95) was observed. Statistical analysis was conducted using the R programming language (32) and the specialist R structural equation modelling packages Lavaan (33) and Simsem (34).   

Results
Monte Carlo simulation findings for each sample size are summarised in Table 2. Evaluation of simulation quality, model fit and statistical power as a function of sample size indicates that a good fit to data would be found with a minimum sample size of N=160.   

---Table 2. About here---

Discussion
This current study represents the first investigation, to the authors knowledge, to explore the sample size requirements that would inform a translation/adaptation and/or validation for the schizophrenic quality of life scale revision 4 (SQLS-R4, 6). Moreover, the study itself, represents an important milestone for future endeavours in translation/adaptation and/or validation of the SQLS-R4 by setting a minimum sample size, to ensure that future studies have adequate power. Therefore, the model parameters specified for the simulations represent an exemplar in being identical to the measurement characteristics and structure of the SQLS-R4. Noteworthy is that this approach not only represents a departure from ‘rule of thumb’ used in many studies but in addition it also demonstrates an innovative within the simulation literature where Monte Carlo models are often based on a simplified model approximation (for example, item-factor loadings specified as identical across the model). Pivotal in this explanation is dependent upon the availability of original model specification derived from original data and the use of simulation approaches to an applied research question. 

There are very real practical constraints when conducting clinical research, often studies are limited in terms of sample size because of very pragmatic and reasonable difficulties in acquiring adequate number of patients or participants. This however, could be argued is not an adequate justification for underpowered studies, but it is not surprising that many validation studies are conducted with sample sizes between N=100 – N=200 and generally, these sample sizes are justified on the basis of ‘rule of thumb’ recommendations, and not on sufficient access to a specific population. This raises a methodological conundrum, where research groups are often caught performing a balancing act between resource accessibility and scientific plausibility. A limited literature search discloses numerous published EFA and CFA studies with sample sizes within the ‘rule of thumb’ range acknowledge but qualify their sample size as an accepted limitation. However, it could be argued that a tailored sample size estimation for a specific measure, in relation to this study the SQLS-R4, would enthuse confidence within the research team, in terms of justifiable sample size from the outset. This would inform the requirement to secure adequate resources, and access to the desired population, and would inform the feasibility of the proposed investigation. Furthermore, adherence to an empirically-derived and instrument-specific sample size estimation may offer useful evidence in the write up of the study that sample size was indeed both sufficient and appropriate.

A limitation of the current study is that the sample size estimations derived by simulations conducted are specific to the SQLS-R4, as such the sample size estimation is not appropriate to use as an estimation of sample size for other instruments, therefore is not transferable. It should be noted that there are at least two elements that impact on sample size selection for a CFA model are non-normal data and missing data (22). We would argue that research groups should consider these elements in relation to future SQLS-R4 studies and indeed, any planned validation study. We would advocate, that whenever possible, the complete data set should be used within the analysis, with the smallest number of missing data points (<5%). 

Conclusion
The current simulation used a series of Monte Carlo simulations to determine the sample size required to offer a good fit to data for an adequately powered study for the SQLS-R4. This analysis revealed that a minimum sample size of N=160 is required. We therefore recommend that future validation studies on the SQLS-R4 subscribe to this as a minimum sample size in order to avoid type 1 error. We emphasise that a N=160 is the minimum sample size, and that studies which use larger samples sizes increase the power and precision. 

Traditionally studies employing EFA and CFA have customarily used the ‘rule of thumb’ to estimate the minimum sample size, however, this technique is insensitive to the gradations and characteristics of the instrument under investigation. We therefore advocate that before a study commences and irrespective of the particular instrument being considered for a validation, some planning and provision must be given over to sample size requirements, and to not just to rely on ‘rule of thumb’. The current study also draws attention to the rather  
perplexing limitations in the promotion of small N for validation studies using EFA, CFA and SEM.      
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Table 2. Monte Carlo simulation for model sample sizes ranging from N=100 to N=160.




