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ABSTRACT With the rapid development of point cloud processing technologies and the availability of
a wide range of 3D capturing devices, a geometric object from the real world can be directly represented
digitally as a dense and fine point cloud. Decomposing a 3D shape represented in point cloud into meaningful
parts has very important practical implications in the fields of computer graphics, virtual reality and mixed
reality. In this paper, a semantic-driven automated hybrid segmentation method is proposed for 3D point
cloud shapes. Our method consists of three stages: semantic clustering, variational merging, and region
remerging. In the first stage, a new feature of point cloud, called Local Concave-Convex Histogram,
is introduced to first extract saddle regions complying with the semantic boundary feature. All other
types of regions are then aggregated according to this extracted feature. This stage often leads to multiple
over-segmentation convex regions, which are then remerged by a variational method established based on the
narrow-band theory. Finally, in order to recombine the regions with the approximate shapes, order relation
is introduced to improve the weighting forms in calculating the conventional Shape Diameter Function.
We have conducted extensive experiments with the Princeton Dataset. The results show that the proposed
algorithm outperforms the state-of-the-art algorithms in this area. We have also applied the proposed
algorithm to process the point cloud data acquired directly from the real 3D objects. It achieves excellent
results too. These results demonstrate that the method proposed in this paper is effective and universal.

INDEX TERMS Semantic-driven, local concave-convex histogram, variational method, shape diameter

function.

I. INTRODUCTION

3D shape segmentation is a fundamental task in geometric
information processing, geometric object recognition and
reconstruction, and computer graphics. Depending on the
way in which a 3D shape is represented, its segmentation
can be represented as a set of the topological adjacent points,
edges or faces. The main purpose of the 3D shape segmen-
tation is to subdivide a given 3D shape into simple surface
patches or meaningful parts [1]. By 3D shape segmentation,
texture mapping for a complex geometry, which is a very dif-
ficult task, can be reduced to a set of simpler tasks of mapping
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textures on these simple geometric patches, although these
patches do not have any practical meaning. More importantly,
after segmenting a 3D shape into parts, it becomes easy to
perform local shape deformation and editing as well as shape
reconstruction, retrieval and analysis.

With the ever increasing development of the devices for 3D
data acquisition and other related technologies, it becomes
increasingly easy to capture the 3D points. Thanks to these
developments, the 3D point cloud is able to contain rich
information nowadays. There are now a wide range of the
applications which make use of 3D point cloud data [2], [3].

A highly dense 3D point cloud is a basic representation of
a 3D shape. It can collectively provide detailed and relatively
complete geometric information of the original 3D shape.
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However, the point cloud is a data-intensive geometric repre-
sentation. For instance, this form of point cloud has to be very
big to provide the relatively accurate geometry representation
for a geometric object.

Since a 3D point cloud is simply a collection of dis-
crete points, its irregular and disordered features make it
difficult to segment a point cloud into meaningful parts
directly. Therefore, a point cloud can be pre-processed in
practice, for instance, by converting a point cloud into a solid
shape through the process of the voxelization. However, this
traditional process often leads to the change in the origi-
nal detailed geometric features captured in the point cloud,
and consequently the unnecessary loss of detailed data and
space consumption, which will add extra workload in later
processing stages [4].

In recent years, some researchers have adopted different
voxel resolutions [5]-[8] to reduce the loss of detailed data.
However, the techniques proposed in these works require a
large dataset to train the segmentation process. The methods
have also been proposed to optimize the voxelization method
for segmenting objects [9], [10]. However, their methods are
not designed for segmenting a single object, but segmenting
objects from a scene, which manifests different boundary
feature (i.e., normal vector) from segmenting a single object
(i.e., use saddle characteristics as the boundary feature).
We will review these studies in more details in the related
work.

By using the Bearing Angle image (BA image) [11]-[13]
or the Optimal Bearing Angle image (OBA image) [14], a 3D
laser point cloud can be transformed directly to a 2D image
to effectively characterize the depth discontinuities and the
direction changes of the edges and contours for the objects
from the indoor or outdoor scenes. Then the superpixel and
K-Means methods can be used to cluster the feature of the
2D image to segment the objects from the scene. The exper-
imental results show the validity of the BA image and the
OBA image and their superior performance in object detec-
tion, recognition and understanding from the scenes. The BA
image and the OBA image need to be computed by the 2D
regular structure of a 3D laser point cloud. However, the point
cloud from a single 3D shape is irregularly arranged and
disordered. Therefore, the BA image or the OBA image
is not suitable to be applied directly to the segmentation
of 3D shapes. The voxelization process divides a 3D shape
into a fixed number of voxels in each direction, which may
form the regular structure of the point cloud. However, due
to the limitation of the regular structure, the details of the
boundary regions with the saddle characteristic will be lost.
The point cloud of a single 3D shape with the continuity
does not manifest the significant depth discontinuities and
direction changes, and the voxelization further weakens the
depth and direction difference between the neighbors. Hence,
the boundary regions between the parts in the point cloud do
not show obvious BA image feature or OBA image feature
to segment a single 3D shape effectively. Therefore, Bear-
ing Angle image and Optimal Bearing Angle image are not
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suitable for the 3D shape segmentation in this paper. The
image segmentation algorithms based on superpixel for the
BA image or the OBA image are not suitable for segmenting
a single 3D shape.

In many fields such as digital heritage protection, virtual
manufacturing, building design, digital entertainment, med-
ical imaging, robot navigation, smart city[4], the processing
of the point clouds, which includes the point cloud segmenta-
tion, object understanding and recognition, and shape recon-
struction, has become a popular field of research. As the point
cloud segmentation is the most fundamental step for many
point cloud-related applications, this paper focuses on the
segmentation of the point cloud-based 3D shapes. The seg-
mentation of a single 3D shape is mainly applied to the appli-
cations such as part-based 3D shape synthesis, part-based
3D shape editing, part-based 3D shape recognition, part-
based 3D shape retrieval and so on. In these applications,
the selection or matching is performed from the database
of 3D parts that are obtained offline. These applications
emphasize the segmentation quality, not the segmentation
speed, unlike other applications such as object detection and
recognition by service robots. Therefore, there is no need
to obtain the segmentation results in real time for these
applications.

Based on whether the data have to be labelled, the 3D
shape segmentation algorithms can be divided into two
groups: supervised and unsupervised 3D shape segmenta-
tion. The state-of-the-art supervised 3D shape segmentation
algorithms can achieve the result close to that by human
vision. However, such supervised algorithms require that the
input data are labelled, which involves a very labor-intensive
and time-consuming process, and a large amount of data
have to be used for the purpose of the training. Thus,
the efficiency of this kind of algorithms is not high in gen-
eral. In practice, the point cloud acquired from a scanner
is in general unlabelled. In order to directly segment the
3D point cloud effectively, it is necessary to develop the
unsupervised 3D shape segmentation algorithms. The unsu-
pervised algorithms mainly involve the techniques includ-
ing region growing [15]-[17], hierarchical clustering [18],
spectral clustering [19], [20], iterative clustering [21] and
boundary segmentation [22], [23].

The boundary segmentation algorithm is developed based
on the Hoffman’s minima rule[24]. It can generate the accu-
rate boundary in line with the semantic boundary selection
principle of human vision. The problem of the boundary
3D shape segmentation algorithm is that it is very sensi-
tive to noise and non-uniform points. On the other hand,
the algorithms regarding region growing, hierarchical clus-
tering, spectral clustering and iterative clustering do not take
Hoffman’s minima rule into account, and often lead to the
under-segmentation of the boundary. However, the region
growing technique has the advantage of being less sensi-
tive to noise and non-uniform points, which can be used to
compensate the disadvantage of the boundary segmentation
algorithm.
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Therefore, in this paper a semantic-driven hybrid segmen-
tation scheme for 3D shapes based on point cloud is proposed.
In particular, a bottom-up hierarchical segmentation method
is proposed. The features of the Local Concave-Convex His-
togram (LCCH) of the 3D point cloud are extracted, and the
boundary region is then clustered based on the LCCH. Also,
other feature regions are clustered and the unallocated points
are clustered by the KNN algorithm to achieve semantic clus-
tering. The similarity among the semantic clustering regions
is calculated using the variational method and the similar
regions are merged. The regions are then recombined using
the improved Shape Diameter Function (SDF).

The rest of this paper is organized as follows: In Section 2,
the related work is reviewed. In Section 3, a semantic-driven
hybrid segmentation scheme for 3D shapes is presented in
detail. The experimental results are presented in Section 4 to
demonstrate the effectiveness and efficiency of the proposed
algorithm. The limitations of the proposed approach are dis-
cussed in Section 5. Section 6 draws the conclusions of this

paper.

Il. RELATED WORK

The general purpose of 3D shape segmentation is to subdivide
a given 3D shape into meaningful parts according to the fea-
tures of the concavity and convexity as well as the similarity.
The concavity and convexity are the main geometric features
used by the boundary-based 3D shape segmentation algo-
rithms to subdivide a 3D shape into different regions. On the
other hand, the similarity is used as the means to measure
the feature similarity between different regions of a geometric
object. It can be used to build up the regions with the similar
features, and then the region-based 3D shape segmentation
algorithms can be performed. Performing hierarchical region
clustering by jointly considering the boundary features is very
useful for merging similar regions.

A. REGION-BASED CLUSTERING ALGORITHM

The region growing is the most popular region clustering
algorithm, which works by first selecting a point of point
cloud as a seed, and then letting it grow until the defined
stop condition is satisfied. This process is then repeated by
selecting a new seed point until the entire point cloud is
divided into different regions. It should be noted that the
region growing algorithm always stops at the boundary where
the curvature changes significantly, thus, it may lead to the
problem of the over-segmentation when it is applied to, for
instance, an ellipsoidal shape.

Chazelle et al. [25] proposed a flooding-heuristics algo-
rithm for decomposing a polyhedral surface into convex
regions. The basic idea of this algorithm was established on
the use of the dual graph of the given 3D mesh: starting from a
node and traversing the graph and collecting facets along the
way when the convex conditions were satisfied. The problem
of this algorithm was that it could produce some fragmented
regions.
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The algorithm proposed by Zhang et al. [26] used a
low-pass filter to denoise the mesh to remove some out-
lier points, and estimated the curvature of each vertex.
Then, the region growing method was adopted, starting from
the vertex with the largest curvature value, for segment-
ing the regions according to the similarity of the curvature
of the vertices. After the vertices were grouped, the minimum
cut algorithm was used at the last stage to adjust the boundary
of the regions. However, whether the segmented results meet
the minima rule had not been considered.

Xiao et al. [27] proposed a mesh segmentation algorithm
for CAD models. A clustering algorithm was used in this
method to divide the regions into two types: the dense regions
and the sparse regions, where the sparse regions included
large, elongated triangles, while the dense regions included
small, relatively regular triangles. Then the sparse triangles
were decomposed into sub-regions of planar surfaces, cylin-
ders and cones by using Gaussian map and the random
Hough transform, while the dense regions were segmented
by the mean shift operation in the mean curvature field. The
segmentation result obtained by this algorithm was patch-
based, which was not suitable for processing the semantic
segmentation of 3D shapes.

In Wang’s method [28], the planar segmentation was
achieved by using the region growing algorithm based on
the angle between the normal vectors, the quadric surface
segmentation was achieved based on the Gaussian mapping,
and the free-form surface segmentation by using the bicubic
B-spline. It was then followed by a process of feature recon-
struction, together with a Boolean operation for combining
the fitted surfaces to form the final model. One issue for
this algorithm was that some details might be lost during the
process.

Fan et al. [29] proposed an improved region growing algo-
rithm. It automatically selected the seed point based on the
features of the extracted neighborhood density and used the
improved region growing algorithm to segment the points.
The method could be applied to the point clouds of both
outdoor and indoor scenes, as well as a single object. But this
algorithm was not sensitive to the perception of the bound-
aries of the objects with the similar surface structures, and
might not always create a satisfactory segmentation result.

The segmentation results obtained with the above-ment-
ioned region growing algorithms do not in general conform
to the semantic segmentation, as it often leads to the loss of
the detailed information such as boundaries. To make seg-
mentation results generated from the region growing method
consistent with the semantic segmentation rules from the per-
spective of the cognitive science theory, the boundary feature
that conforms to the semantic relation needs to be considered.

B. VARIATIONAL METHOD

The variational method is a branch of the mathematical analy-
sis concerned with the variation of the functional, as opposed
to the ordinary calculus which is concerned with the varia-
tion of the variable. It is developed initially to solve some
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extreme value problems in the practical problems by looking
for the maximum value or the minimum value of the func-
tionals. In general, the points of a 3D shape surface could be
divided into the planar region and various concave and convex
regions, such as the umbilical concavity, umbilical convex-
ity, hyperbolic concavity, hyperbolic convexity, hyperbolic
saddle, parabolic concavity, parabolic convexity, ellipsoidal
concavity and ellipsoidal convexity [30], [31]. Analyzing the
feature of the surface types of 3D shape, by computing the
error extreme values between adjacent regions of the same
surface types using variational method, regions with the few
errors can be merged together.

Cohen-Steiner et al. [32] proposed a distortion-minimizing
flooding algorithm based on the normal vector of the meshes.
It used the error-driven energy minimization to reduce the
approximate error. But this algorithm might sometime pro-
duce too many fragments of the planar polygons when it was
used to fit the planar surface. To solve the problem, high-order
or special types of surfaces were introduced to expand the
segmentation of the fitted primitives. For example, Simari and
Singh [33] took the ellipsoidal surface as the only primitive
type in their solution. By minimizing a combined energy
function to approximate a given proxy, the segmented bound-
ary was smoothed by the constraint condition relaxation of the
boundary points. In [34], Attente et al. treated each triangle
as a cluster, and merged neighboring triangles according to
the minimization of the fitting function error. The primitives
considered in this algorithm were planar surface, cylinder and
sphere. The disadvantage was that the cost function needed
to be recalculated every time the merging operation was
performed. Kobbelt [35] introduced the sphere, cylinder and
more complex rolling-ball to the flooding algorithm, which
improved the effect of 3D shape segmentation. However, due
to the limitation of the category of the primitives, it still
showed some disadvantages when it was used to CAD and
free-form surface models. Yan et al. [36] applied a vari-
ational segmentation framework to segment the tree point
cloud obtained from a laser-scanning device into cylindri-
cal parts, from which tree branches were then constructed.
Yan et al. [21] proposed a 3D shape segmentation method
by variational quadric approximation. Each part from the
segmentation was replaced by a common quadric surface,
which was a natural extension of the planar surface. The new
energy functions L? and L>! were introduced to measure
the error between the surface and its proxy. To achieve the
best segmentation effect, the Lloyd iteration was performed
repeatedly between the mesh segmentation and the fitted
quadric surface to minimize the energy function. However,
the disadvantages were that the method was more sensitive to
the noise and the surface types had to be fixed. By extending
the Mumford-Shah model, Zhang et al. [37] proposed a tech-
nique that could decompose a mesh into a prescribed number
of the segments by minimizing the internal variation of the
part and the length of the boundaries between the parts. The
disadvantage was that the 3D shape (such as the fish) lacking
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obvious geometric boundaries needed higher-order eigenvec-
tors of the Laplacian matrix to complete the segmentation.

Due to the fact that the types of the surfaces considered in
above variational methods are very limited, they often lead
to the problem of the over-segmentation, which significantly
limits their applications to the segmentation of the CAD
model and the free-form surface model.

C. SHAPE DIAMETER FUNCTION
The Shape Diameter Function (SDF) is derived from the
medial axis transformation (MAT) [38], [39]. While MAT
represents geometric information using the distance from
the point p on the surface to the medial axis, SDF charac-
terizes geometric features using the penetration distance of
the point p along the internal direction of the normal vec-
tor. Gal and Shapira et al. [40], [41] proposed a method using
SDF for calculating the local thickness for mesh surfaces.
More specifically, it calculates the distance from a point on
the mesh to the opposed region. SDF could be thought as the
thickness of the bounding volume of a mesh. As a 3D geomet-
ric feature, SDF can be seen as the diameter of the shape for
each point on the surface corresponding to the region where
it is located. So it could be used to distinguish the regions
with the different width or thickness. Its initial application
was to segment a 3D shape based on the similarity of the SDF
values. When a 3D shape is processed and transformed using
translation, rotation, simplification, etc., the 3D shape always
tends to maintain the original shape features. To calculate the
SDF values for a 3D shape, a cone is specified for each point p
on the surface of the shape with the cone vertex being at p and
the cone axis is aligned with the surface normal at p inside the
shape. Then, several rays within the cone range are generated
from the cone vertex. Only the rays which have an angle less
than 90° with the normal of the intersection are kept, and
the rays that may intersect the mesh in a wrong manner are
discarded. Finally, a weighted sum of all the lengths of the
rays is calculated to obtain the SDF value of point p.
Therefore, when SDF is used as the feature of a 3D shape,
the SDF will not be greatly affected by the posture change
to the shape. Thus, SDF has very good robustness in this
case. However, the calculation of the SDF is in general
very expensive. Martin Huska and Morigi [42] proposed a
method for calculating the SDF value of the point cloud on
a closed two-dimensional manifold, where the point cloud
was regarded as a movable particle flow, the particle state
was judged by a simple collision test, and the SDF of the
colliding particles was defined as the distance covered by
mutual movement. This method extended the scalar function
defined on the mesh to the point cloud, but the offset direction
was greatly affected by the accuracy of the normal vector esti-
mation. Chen et al. [43] proposed an SDF calculation method
based on the offset surface, which used the space spheres
to realize offset surface of the point cloud. It simplified the
process of searching the penetrating rays by arranging the
space spheres through OBB tree. This algorithm significantly
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improved the computational efficiency of the SDF, but the
offset distance needed to be determined by empirical values,
which could not be adaptively selected, and some detailed
information could be lost.

D. THE VOXELIZATION METHOD

The point cloud for a single 3D shape is usually transformed
from 3D CAD model by the sampling method on each mesh,
or obtained from multiple scans of real-world object by using
the traditional methods such as SfM [44] or other methods
extended from KinectFusion [45] or ElasticFusion [46], etc.
The 3D points from both cases hardly follow the grid type and
are irregularly arranged. Therefore, BA and OBA are not suit-
able for the direct application in this paper. The supervoxel
method may be able to overcome the irregularity problem
in the point cloud. This subsection reviews the voxelization
methods in the literature.

References [5]-[8] studied the voxelization methods with
different resolutions. In [5], Wu et. al adopted a voxel size
of 30 x 30 x 30 to represent a geometric 3D shape as a
probability distribution of binary variables on a 3D voxel grid
using a Convolutional Deep Belief Network. Their method
naturally supports object recognition and shape completion
from 2.5D depth maps. However, it needs a training dataset
such as ModelNet [5], a large-scale 3D CAD model dataset.
In [6], Wu et. al used another voxel size of 64 x 64 x
64 for 3D object generation based on the 3D Generative
Adversarial Network (GAN) from a probabilistic space by
leveraging recent advances in volumetric convolutional net-
works and GAN. The generative objects have fine details
and variations. However, again this method needs the train-
ing data (ModelNet). In [7], Yu and Lee i) performed the
voxelization on the single-view depth data, ii) approximated
the true observation model of 3D objects to the tractable
distributions, iii) formulated the true generative model for
3D object with the Bayesian networks, and iv) performed
the classification through the maximum likelihood estimation
and shape retrieval. The method in [7] is based on the training
dataset ModelNet10 and ModelNet40. In [8], Akai et. al
adopted Im as a voxel unit to construct a normal distribution
map offline and combined it with a road-marker matching
approach using a particle-filtering algorithm to localize the
autonomous vehicles in the environment based on point cloud
matching. It also requires an offline dataset in the scene.

According to the discussions above, although refer-
ences [5]-[8] have improved the detailed data through the
difference in voxel resolution, it requires either the large
dataset (ModelNet) [5]-[7] to conduct the training, or the
offline dataset in the scene [8] to perform mapping. However,
in this paper we do not have a large dataset as the data source
to perform the analysis, but only a single 3D shape to be
segmented.

References [9] and [10] optimize the voxelization method
to segment the objects in the scene. Lin et. al developed a
heuristic algorithm in [9] that utilized local information on the
basis of the traditional K voxels to optimize the voxelization
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FIGURE 1. The framework of the segmentation algorithm in this paper:
(a) Input: the 3D shape to be segmented, (b) Semantic Clustering: the
result of the semantic clustering of the 3D shape based on the features of
the LCCH, (c) Variational Merging: the result achieved by merging the
over-segmented regions of the semantic clustering result according to the
variational method, and (d) Final Result: the final segmentation result of
the 3D shape by merging the approximate regions according to the
improved SDF.

and efficiently solved the subset selection problem. However,
the method is only suitable for the scenarios where the subset
boundaries in the scene have the obvious difference in normal
vector. In [10], Landrieu and Boussaha adopted a supervised
method, combined the graph structure comparison with a
cross-region weighting strategy to generate a high contrast
at the boundaries. The segmentation result is significantly
better than the unsupervised method. But this method requires
a large number of labeled datasets to conduct supervised
training in order to achieve better segmentation of objects in
the scene.

In summary, the voxelization methods proposed by the
literature improve the resolution of the voxels. However,
the methods proposed in these references either require a
large dataset to conduct the training in order to conduct effec-
tive segmentation of an object, or are for different purposes,
i.e., segmenting objects from the scene, which manifests dif-
ferent boundary feature (i.e., normal vector) from segmenting
a single object (i.e., use saddle characteristics as the boundary
feature).

lll. METHODOLOGY

Figure 1 illustrates the main steps of our bottom-up hierar-
chical segmentation algorithm. Our method uses the feature
of the Local Concave-Convex Histogram (LCCH). Based
on the feature, the boundary regions of the given shape
are first extracted. A semantic clustering result can then be
obtained by applying the region clustering algorithm to the
3D shape corresponding to the planar surface, convex surface
and weak concave surface (Fig. 1b). The adjacent regions are
then merged based on their similarity calculated by applying
the variational method (Fig. 1c). Finally, the segmentation
regions are merged again at a higher level (Fig. 1d) according
to the improved SDF values of the regions, which are then
further optimized using the graph-cut algorithm [47].

A. SEMANTIC CLUSTERING

1) DEFINITION OF THE LCCH

Most 3D shape segmentation algorithms are developed
based on certain geometric features [48], which vary from
the selected features and the adopted strategies. Differ-
ent algorithms may have different computational efficiency
and robustness, and produce different segmentation results.
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The geometric features used in a segmentation algorithm can
be generally divided into local features and global features:
the former describes the features associated with the local
regions of an object, such as the curvature, concavity and
convexity, and SDF; while the latter characterizes the global
geometric features of an object, such as Viewpoint Feature
Histogram and Clustered Viewpoint Feature Histogram. The
global features can fully reflect the structural information of
a geometric shape, but their calculation can be very costly in
terms of computing and memory resources. In contrast, local
features can accurately reflect the locally specific features
of an object, and their calculations are relatively simple and
therefore less expensive. One issue associated with local fea-
tures is that they are likely to be affected by local geometric
details or noises.

In the cognitive science, it is widely acknowledged that the
meaningful decomposition of an object is the main index used
by the human perception system in the shape recognition pro-
cess [49]. The minima rule [24], [50] proposed by Hoffmann
and Richards has been commonly accepted as an important
theory in the field of human visual perception. Based on this
theory, human visual perception system interprets a region
along the minimum value of the negative principal curvature
as a boundary that conforms to semantic features. Therefore,
the concave-convex features are crucial for the boundary
segmentation of a 3D shape. Generally, the boundary features
are determined by the angles between normal vectors. How-
ever, there can be many neighboring points around a point
and consequently, there can be many such angles. It will be
error-prone inevitably if only one angle is used to determine
whether it belongs to a boundary or not.

The segmentation of a 3D shape can be carried out accord-
ing to the visual cognition principle of the minima rule.
Generally, a visually consistent region has a consistent con-
cavity, convexity or curvature. That is, the surface of the 3D
shape can be defined as a collection of the planar, concave
and convex regions. Also, all those concave regions can be
considered as the boundary of 3D shape. In other words,
from the perspective of the cognitive science, the concave
features are more important than the convex features for the
3D shape segmentation. Therefore, the performance of the
algorithm could be effectively improved by accurately identi-
fying uniform concavity regions. In order to quickly identify
the local concave-convex features, a concept of the LCCH
is introduced in this paper, based on which the segmentation
complying with the minima rule is then achieved.

To segment a 3D point cloud with our method, the LCCH
feature needs to be built. First, for each point in the point
cloud, its k£ neighboring points are calculated. It then calcu-
lates a distance vector from the point to each of its neighbor-
ing points, as well as two included angles formed between the
distance vector and the normal vectors at the two endpoints.
The concave-convex relation is then determined according to
the calculated angles.

Suppose p; is a point on the surface of a point cloud with
the position vector a) and the normal vector 71) Let ps be
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(a)' Convex Relation (b) Concave Relation

FIGURE 2. Judgment on the convexity and concavity between the points.

a neighboring point of p; with the position vector ¢5 and
the normal vector ﬁz) The unit connection distance vector
from the neighboring point p> to the point p; is defined as
d—LZ =(q —?2))/|F1) — 5. It can be see that the cosine of the
included angle oy between th_e) normal vector ﬁl) and the unit
connection distance vector dj > can be directly obtained from
the dot product n7 -d; ». Similarly, from 73 -d; 2, the cosine of
the included angle a» formed between &g normal vector FE
and the unit connection distance vector d » can be calculated.

As shown in Fig. 2a, when o1 < a3, the connection line of
the two points on the surface of the point cloud passes through
the interior of the 3D shape, and the two points are convexly
connected. Since the included angle is between 0 degree
and 180 degree, the following formula can be derived to
determine the convexity between the points.

o] <oy & cosayp —cosay >0
oy >
& ny-dip—ny-dip>0
— = T
& (] —nm)dip>0 (D

Equation (1) shows that two points are convexly connected
if the dot product (n] — ﬁz))m is positive.

Similarly, as shown in Fig. 2b when o > a3, the connec-
tion line of the two points on the surface of the point cloud is
outside of the 3D shape, and the two points are concavely con-
nected, which can be represented in the following formula.

—
o] > arscosayp —cosanr < 0 (71) — ﬁg)-dl,z <0 (2

If two points are in a planar region, the included angles of
the connection line and the two normal vectors are both equal
to 90 degrees.

For a point p; on the surface of the given shape, the
concave-convex relation between p; and its neighboring point
p;j can be represented by c;;. A vector cv; = {cij1, ¢ip, .. ., Cin}
is defined for p; to represent its concave-convex relations with
its n neighboring points. In order to fully describe the point,
local concave-convex histogram statistics on this vector can
be calculated, which provides the percentage of the planar
relations, the weak convex relations, the convex relations, the
weak concave relations and the concave relations in the n
elements of the vector cv;.

Bearing in mind that there may be the noises in the point
cloud in reality, we have to take into account the possible
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FIGURE 3. Typical surfaces structure in a 3D shape: (a) Planar surface
(b) Ellipsoidal surface (c) Cylindrical surface (d) Concave surface
(e) Saddle surface.

deviations when calculating the angles. Let 8 = (] —
ﬁz))-m, and B be the threshold of the difference of the
cosine in the concave-convex relation between the two points.
To avoid merging the regions one of which is the weak
concave and the other is the strong concave, the threshold
vector By, = {B1, B2, B3} is set, which is used to determine
the concave—convex relation of two points as follows:

If |B] < B1, the two points are of a planar relation;

If B > B and B < B, the two points are of a weak convex
relation;

If B > B, the two points are of a strong convex relation;

If 8 < —B1 and B > B3, the two points are of a weak
concave relation;

If B < B3, the two points are of a strong concave relation.

2) SEMANTIC CLUSTERING BASED ON LCCH

In order to ensure that the concave boundary regions in the
3D shape are not over-merged, our method first clusters the
boundary regions, and then the flat region, convex region,
weak concave region and regional competition.

Region clustering of classified point clouds requires the
LCCH analysis for different types of surfaces to determine
the threshold. The surfaces in reality can be comprised by five
basic surfaces: planar, ellipsoidal, cylindrical, concave and
saddle surfaces. Therefore, we conduct the LCCH analysis
for these five surfaces.

These five surfaces can be modelled by (3)-(7), respec-
tively, where x = —nl + n2 - rand (p_n, 1),y = —nl +
n2 - rand (p_n, 1), R is the radius for the ellipsoid or cylin-
der, where p_n is the number of the randomly generated
points, n/ and n2 are two natural numbers. Note that for the
cylindrical surface, similar to the variable x described above,
z is randomly generated. Figure 3 illustrates local surfaces
of these five surfaces as the meshes. It randomly selects N
feature points from the given surface, and then calculates the
local concave-convex vectors described above for these N
points.

=1 3)
1
=R —p-x*—q-y»)? )
1
y=1-(q- R —@—12/p) 2 ®)
7= xz/p +y2/q 6)

Z

xz/p_y2/q 7

The steps of the semantic clustering based on LCCH are
described as follows.
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FIGURE 4. Concave feature points of the cup.
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FIGURE 5. Histograms of the LCCVs of the boundary points and
non-boundary points of the 3D cup model and the saddle surface: (a) the
histogram of the LCCVs of the feature points with the boundary features
from the cup model; (b) the histogram of the LCCVs of the feature points
of the non-boundary features from the cup model, (c) the histogram of
the LCCV of a particular feature point on the saddle surface, and (d) the
histogram of the LCCVs of the feature point set on the saddle surface.

a: BOUNDARY CLUSTERING

In order to obtain the boundary region in the process of the
3D shape segmentation, the regions with the concave feature
are first extracted (the points with the concave feature are
identified based on the LCCH features introduced in this
paper.). The concave region is then clustered by keeping the
points which are consistent with the regional concave feature
and by eliminating the isolated points.

There may also be some concave regions which are
not associated with any boundary, but instead are some
non-boundary inner regions. For instance, the interior of a
cup is a typical concave, but it is not a boundary region
(see Fig. 4). It is observed that the boundary region which has
concave features is generally located among multiple convex
regions or planar regions, so that between the feature points
of the boundary region and their neighborhoods there are
multiple concave-convex features.

In order to eliminate such concave non-boundary points,
the characteristics of the neighborhood of the feature
points need to be analyzed. Figure 5a plots the Local
Concave-Convex Vectors (LCCVs) statistics of the feature
points for the boundary, Fig. 5b is the LCCVs statistics of
non-boundary points, Fig. 5c is the LCCV statistics of a
particular feature point on the saddle surface, and Fig. 5d is
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FIGURE 6. Feature points on the surface of a cup which are concave and
planar with their neighborhoods.

the LCCVs statistics of the feature point set on the saddle
surface. It can be seen from Fig. 5 that the LCCV statistics of
the feature points as the segmentation boundary conforms to
the histogram trend of the feature points on the saddle surface,
whereas that of the neighborhood is of the varying features.
Some with the convex feature are greater than 0, and some
with the concave features smaller than 0, while others with
the planar features close to 0. The non-boundary region only
includes the concave features which are less than 0 and the
planar features which are close to 0. Therefore, the concave
non-boundary points can be identified and eliminated based
on the distribution of the concave-convex features among the
point and its neighborhood. The points used for identifying
the concave and planar features from the LCCV are plotted
in Fig. 6. From the comparison of Fig. 4 and Fig. 6 and the
results of the statistical analysis in the form of the histogram
shown in Fig. 5, it can be seen that the threshold obtained by
analyzing the statistical results in this paper is valid.

From Fig. 5c and 5d, it can be seen that the feature points
on the saddle surface include the concavity, convexity and
planarity. It shows clearly that the histogram of the LCCV's of
the boundary points conform to the histogram of the LCCVs
on the saddle surface. So we can apply the histogram of the
LCCVs on the saddle surface to identify the boundary points
to cluster the semantic boundary.

The clustering algorithm for the boundary is shown in
Algorithm 1.

Algorithm 1:

1. Extracting the feature points of the boundary region as the
seed points and pushing them into the seed point queue;
2. While the seed point queue is not empty

a. Popping out a seed point;
b. Clustering the point as a boundary region;
c. Setting this point as a candidate feature point;
d. While the candidate feature points are not empty;
i. Taking the neighboring points with the saddle
feature of the candidate points;
ii. Clustering the saddle neighboring points
according to connectivity;
iii. Using the saddle neighboring
points as candidate points;
e. end
f. Popping out a new point from the seed point
queue as a seed point, starting a clustering of the new
boundary region;
3. end
4. Removing the points with fewer connected regions.
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b: PLANAR CLUSTERING

The fundamental idea of this technique is to find such a point
that it matches the highest point of the histogram of the planar
relation from those that meet the plane attribute threshold
based on the LCCH, and then set it as the seed point. The
planar region clustering process is then expanded from its
1-ring neighborhood. These regions are generally the planar
surface regions of the models such as the tabletop, the chair
surface, and the like.

¢: CONVEX CLUSTERING

This algorithm first finds out those points that conform to the
convex feature in the unallocated point cloud, it is then refined
to find the first highest point of the histogram in line with
the convexity condition and set it as the first seed point. The
convex clustering continues along the 1-ring neighborhood.
The convex regions are mainly quadric surfaces, such as the
cylinder or the cylinder-like regions (part of a cylinder), and
spherical surface regions.

d: WEAK CONCAVE CLUSTERING

Similar to the process of the boundary clustering, weak con-
cave clustering is to identify those regions that are mainly
located in the areas where different types of the regions are
connected with the planar surfaces.

e: REGIONAL COMPETITION

Due to the thresholds set in the above four clustering pro-
cesses, it may generate some isolated points or the points
that are not completely connected. Therefore, there may exist
some points on the surface of a 3D shape which are not within
any of the above threshold ranges and thus have not been
assigned to any clusters after the above clustering processes.
Since many neighboring points of these unallocated points
have already been classified into a certain cluster, the KNN
algorithm can be used to assign these points to the proper
clusters. This can be done by calculating the most likely
cluster around the point. Once an unallocated point has been
assigned to a cluster, the state of the point is updated as
the neighborhood. The process iterates until all unallocated
points have been allocated.

For the 3D shape with the strong convex and concave
consistency and low noise, the above method is able to
achieve excellent results fast. However, the processing is
at the expense of the possible over-segmentation for the
large blocks of the ellipsoids. In order to address the over-
segmentation problem and generate more meaningful and
accurate segmentation regions, a new method is developed
to merge similar regions again, which is presented next.

B. VARIATIONAL MERGING

It can be seen from the semantic clustering results in Fig. 1b
that the surface of the point cloud can be divided into
many convex regions, concave regions or planar regions,
and that the convex regions similar to the ellipsoid are
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clearly over-segmented. To obtain the convex regions con-
forming to the semantics, it is necessary to measure the
similarity between adjacent regions and merge these regions.
In this paper, a variational method based on the narrow-band
theory is proposed to perform another round of merging to
combine the small convex regions generated by the semantic
clustering.

The traditional variational method [21] starts from finding
a proxy of a triangle on the mesh surface, and then searches
the mesh surface closest to the proxy for merging. The search
is conducted globally and may require an iterative process to
obtain the final results. The computational cost of this method
is very high. So the merging optimization process is necessary
to improve the efficiency. In this paper, the variational method
is developed to merge the regions to obtain larger regions.
These larger regions are easily used to merge regions for
similar SDF.

There are basically two methods for constructing a surface
from a discrete point cloud: surface interpolation and surface
fitting. Interpolating a noisy point cloud is not only very
computationally expensive, but more importantly practically
inappropriate. In fact, it is impossible to accurately recon-
struct the surface represented by a point cloud through surface
interpolation when the point cloud data are relatively noisy.
On the other hand, while the surface obtained from a fitting
algorithm may not interpolate all the points, it can represent
the geometry represented by a point cloud more faithfully
in general than that obtained from an interpolation method.
In addition, due to its approximate nature, surface fitting
can filter the noise in the point cloud effectively. According
to the work presented in [51], most of the artificial objects
are composed of quadric surfaces and planar surfaces, where
quadric surfaces typically consist of ellipsoidal surface, cylin-
drical surface, concave surface and saddle surface. Since the
planar surface can be considered as a special quadric surface,
quadric fitting is sufficient for our task. Therefore, the quadric
surface fitting method is presented in this paper.

A quadric surface can be represented implicitly as the level
set of a function f(X): f(X) = 0, where X = {x,y,z} € R}
is the coordinate of a point. More specifically, f(X) can be
written as:

FXx)=AT . F
= aox2 + a]y2 + a222 + asxy + asxz
+asyz + agx + a7y + agz + ag (8)

where A is the column vector of the unknown coefficient of
the quadric implicit representation, and F is a vector defined
as F = {x2,y2, zz,xy, XZ, Y2, X, Y, Z, l}T.

To improve the efficiency of the algorithm, we draw on
the narrow-band idea proposed in the reference[52] for the
region selection. Based on this idea, the adjacent regions are
selected according to where the surface proxy is located. Then
the errors of the fitted surface proxy to the corresponding
region and its neighbors are calculated to reduce the amount
of the error calculation. More specifically, a surface proxy is
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fitted first to each region, and then the error of each region to
the fitted surface proxy and the errors from the surface proxy
to its neighboring regions are calculated. Secondly, a global
priority queue Qu is constructed according to the fitting error
of the region and the corresponding surface proxy and the
errors from the neighboring regions to the surface proxy.
Finally, the MacQueen algorithm is applied to determine the
pair of adjacent regions (R;, R;) which have the smallest error
in the global queue. Then the two selected regions (R;, R))
are merged as a new region using the distortion-minimizing
flooding algorithm [32] if the error of the two selected regions
is less than the given threshold. This new region is then fitted
with a surface proxy; the errors of the proxy to the new region
and its adjacent regions are calculated and the global priority
queue Qu is updated. This process is recursively applied to
update the merging of other regions until there is not a region
pair in Qu that has an error less than the threshold.

The formula for calculating the error between the region
and the surface proxy is shown in (9), where R; is the point
cloud region after the semantic clustering, Q; is the surface
proxy fitted from a region R; of point cloud, d(Ri.‘, Q) is
the error between point R;‘ on the region R; and the surface
proxy Q;, and E (R;, Q;) is the error between a point cloud
region R; and the surface proxy Q;.

1 ni
ER;,0)=—3 dR;, Q) ©
k=1

According to the principle of least squares, d (Rf.‘, Q) is
defined as the mean square error from a point to its surface
proxy. Since the collection of the regions from the seman-
tic clustering process is obtained according to the LCCHs,
the directional difference between the points of the planar
region to this region is 0 approximately and there must be a
certain amount of the deviation between the normal directions
of each point in the quadric surface and the normal direction
of the fitted surface. Therefore, equation (9) only uses the
error in terms of the distance difference. It is unnecessary to
introduce the error in terms of the direction difference.

C. REGION MERGING BASED ON THE IMPROVED SDF

It can be seen from Fig.1 that after variational merging there
still exist some over-segmentation regions that appear to have
similar shapes. To merge these regions further, the order rela-
tion based on the traditional SDF computation is introduced
to improve the computation of the SDF, and the histogram
of the SDFs of the regions is computed. With the proposed
method, the Earth Mover’s Distance (EMD) [53] is used
to calculate the similarity of the histograms between two
adjacent regions. When the similarity is greater than the
threshold Th, the adjacent regions are merged. This process
repeats iteratively until the condition is not satisfied.

1) ORDER RELATION
The order relation analysis method [54] is a mathematical
method for weight distribution. Firstly, the evaluation indexes
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TABLE 1. Reference table for y; value assignment.

Yk Description

1.0 The index X is as important as the index X,_,

12 The index X, is slightly more important than the
’ index Xj_,

1.4 The index X is obviously more important than the

index Xj_;

16 The index X is strongly more important than the
’ index Xj_;

18 The index X, is extremely more important than the
) index Xj_4

FIGURE 7. Schematic diagram of the shape diameter.

are ranked according to their importance, and the correspond-
ing weight value of each evaluation index is calculated quan-
titatively. The following definitions are introduced in order to
help to present the order relation analysis.

Definition 1: Let X; and X; be two evaluation indexes, and
the expression X; < X; indicates that the importance of the
index X; is less than or equal to X;;

Definition 2: If for a certain evaluation criterion, there
exists a relation “<” such that X| < X3 < X; among
a set of evaluatlon indexes X1, Xz, .- ,X (Xi* indicates the
i-th evaluationindex (i = 1, 2, - - - , m) when {X;} is sorted by
the relation ““<”"), then, it is said that this group of evaluation
indexes X1, X», - - - , X, has an order relation “<”".

For any pair of adjacent evaluation indexes Xj;_; and
Xk, the ratio of importance between them is expressed as
‘”k/wk_l, shown in (10).

yk:wk/wk—l (k:m,m—l,",z) (10)

The reference value for the value of % is shown in Table 1.
First, y is selected to calculate w, by (11) and then, (10)
is used to iteratively calculate other weights.

om =1+ [

k=2 i=k

—1
Ghk=mm—1,---2) (1)

2) IMPROVED SDF

Let M be point cloud, p be an arbitrary point on its surface,
q be the intersection of point p on the opposite surface in line
with the internal normal direction, and d(p, ¢q) be the SDF
for the point p. As shown in Fig.7, to calculate the SDF, a
cone with an apex angle in line with the internal normal as the
center line at the point p is constructed. The point p is used
as the starting point to find several line segments intersecting
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the surface of the shape inside the cone. These line segments
must satisfy the condition that their two endpoints are visible
to each other. When searching for the penetrating line seg-
ment, the number of the selected penetrating line segments is
reduced in this paper by selecting self region or the multi-ring
neighboring regions. The weight value of each line segment is
the cosine of the included angle between the internal normal
vector at the point p and the line segment. The computation
of the traditional SDF at the point p is set as the average
penetration distance of all line segments according to (12).

] m
SDF, = — " cos Opqdyq. (12)
m o
where,
—y g —1
@SS ,,| =

dpq = Z (popk - poqk)2-
k=1

According to the SDF calculated above, it can be seen
that when the included angles between the internal normal
vector and all the effective penetrating line segments in the
cone become larger, the distances of the penetrating line
segments projected on the internal normal direction deviate
more from its actual SDF value for non-cylindrical shapes.
Also, the smaller the included angle, the smaller the gap.
For the like-cylindrical shapes, when the direction of the
central axis forms a certain angle with the distance vector
that is composed of the intersection points of the internal
normal vector and the effective penetrating line segments on
the surface, it is the same as the situation of non-cylindrical
shapes. Otherwise the gap is very small or even close to 0.
Therefore, if the cosine of the included angle and the mean
value are used, the error of calculating the SDF value of the
point will be retained.

Our solution to this problem is to introduce the order
relation analysis method to sort the cosines of the included
angles between the penetrating rays and the internal normal
vector in the order of their importance. It assigns the cor-
responding weight value to each effective penetrating line
segment according to the importance. This makes the weight
value smaller for the penetration line segment with the larger
included angle. Otherwise, the smaller included angle the
larger weight. So the combination of these weights for the
order relation and the cosines of the angles reduces the error
of SDF calculation.

3) REGION MERGING BASED ON THE IMPROVED SDF
As the similarity of the adjacent regions can be found directly
from the improved SDF, regions can be merged according
to the similarity. Specifically, the merging is conducted as
follows:

1. Generating the region set R = {R1, Ry, - - - ,
variational method;

R,,} by the
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2. Sampling a point p from the region R;; taking p as the
vertex, specifying a cone with an apex angle of 2 18 and the
cone axis along the internal normal direction —7,, and then
creating a set of penetrating line segments inside the cone;

3. Forming a point set L from the intersection points on the
surface inside the cone that are visible from point p, so that
the line segment between point p and any point g from the
point set L is a valid segment;

4. For each point ¢ in the point set L, calculating the cosine
of the included angle between the line segment pg and the
internal normal vector at the point p, and sorting all the values
in the ascending order;

5. Calculating the weight value corresponding to each pen-
etration distance in the ascending sequence by using the (10)
and (11) with y» = 1.2 (refer to Table 1);

6. Calculating the SDF value at point p by computing a
weighted sum on the penetration distances of all the pen-
etrating line segments starting from the point p according
to (13), where w,, is the unit weight value corresponding
to the penetration line segment pg, 6, is the included angle
between the internal normal vector and the line segment pg,
and dp, is the Euclidean distance from the point p to the
point g,

m
> " wpg - €05 Opg - dyg. (13)
g=1

SDF; =

7. Calculating the SDF values of all sampling points itera-
tively on the region R;;

8. Normalizing the SDF value at point p using (14), where
SDF} is the minimal SDF value on the region R;, SDF}
is the ‘maximal SDF value, SDF ¥ is the original SDF Value at

point p on the region R;, SDF’; # 1s the normalized SDF value
at point p, and constructing a hlstogram h; of the SDF values
of the region R;;

SDF ; —SDF}

SDF# _ Umin (14)

v SDF ;kaIX - SDF ;'kmin

9. Similarly, constructing the histograms for other regions;

10. Selecting two adjacent regions R; and Rj; letting the
histogram of the SDF for the region R; be A;; calculating the
similarity of the histograms in terms of the Earth Mover’s
Distance by (15). If the similarity is greater than the thresh-
old Th, merging the adjacent regions R; and Rj;

dist (Ri, R;) = EMD (h;, ;) (15)

11. Go back to Step 10. to merge other similar adjacent
regions until the condition is not met, namely, the similarity
is not greater than the threshold Th.

D. ANALYSIS OF THE TIME COMPLEXITY

As presented in previous subsections, our algorithm pro-
cesses the following stages in sequence: semantic clustering,
variational merging, and region remerging. Suppose the num-
ber of points in a point cloud is pn. The time complexity of
our method is analyzed as follows.
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The semantic clustering stage firstly calculates the neigh-
bors of each point, the time complexity of which is O(pn?).
Next it calculates the LCCHs between each of all points and
its neighbors, the time complexity of which is O(pn - neighy),
where neigh is the number of neighbors of a point. Mul-
tiple region-growing processes are performed according to
the LCCHs, the time complexity of which is O (pr - neigh),
where pr is the number of the points in some particular
regions (pr<pn). So the time complexity of the semantic clus-
tering stage is O (pn® + pn - neigh + pr - neigh) = O (pn?).

The variational merging stage includes the process of
calculating the errors between the regions and their neigh-
bors and the process of regional merging. Let r_num be
the number of the regions, which is typically much less
than pn. The time complexity of calculating the errors for
all regions is O (r_num2), and the time complexity of the
regional merging is O(r_num). So the time complexity of the
traditional method is O (r_num? + r_num) = O (r_num?).
In this paper, in order to reduce the number of error cal-
culations, we use the regions as the unit of a neighbor in
the error calculation method. The time complexity of the
improved method is O(r_num - r_neigh), where r_neigh is
the number of the neighboring regions. Because r_neigh is
usually less than half of r_num, the running time of the
improved method is reduced by half compared with that of
the traditional method. The time complexity of this stage is
O(r_num - r_neigh + r_num) = O(r_num - v _neigh).

The region remerging introduces the SDF. In order to
improve the accuracy of the SDF calculation, we introduce
the order relation, which does not change the time complexity
of this stage. The time complexity of this stage is determined
by that of the SDF calculation, which is of O(r_num?2 -p_pa -
p_neigh) and that of the merging and updating of the regions,
which is O(r_num?2 - r _neigh2). r_num?2 is the number of the
regions (< r_num2r_num), p_pa is the mean of the sampled
points in every region, p_neigh is the number of the points in
the region for the intersection (p_neigh < pn), and r_neigh2
is the number of the neighboring regions, which has the same
order of magnitude as r_neigh. Since r_num?2 - p_pa is less
than pn in the average case, O (r_num?2 - p_pa - p_neigh) <
o (pnz). In order to optimize the boundaries of the segmenta-
tion we introduce the graph-cut method. Its time complexity
is O(e - pn? - |C|) [47], where e is the number of the edges of
the graph, | C| is the number of minimum cut set. Although the
time complexity of the graph-cut is relatively high, we found
that it can achieve better optimization results. So the time
complexity of this stage is O(r_num2 - p_pa - p_neigh +
r_num2 - r_neigh2 + e - pn® - |C|) = O(e - pn® - |C|).

Therefore, the time complexity of our algorithm is
(pn2 + r_num - r_neigh + e - pn® - |C|) = O(e - pn® - |C|).

IV. EXPERIMENTS

The hierarchical semantic-driven point cloud segmentation
algorithm proposed in this paper can be used in a wide
range of the applications, such as the accurate collision detec-
tion, shape editing, shape deformation, shape reconstruction.
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The proposed method is evaluated and the experimental
results are analyzed in this section.

A. EXPERIMENT AND RESULTS

The experimental results of our algorithm are presented in
this section. The algorithm proposed in this paper takes the
point clouds as input. These point clouds are usually obtained
from the 3D CAD models through the sampling method on
each mesh, or from scanning the real-world objects by using
the traditional methods such as SfM [44] or other methods
extended from KinectFusion [45] or ElasticFusion [46], etc.

The smoothness of the point cloud sampled from the 3D
CAD model is determined by the grid surfaces of the CAD
model. There are generally few noisy points. The KinectFu-
sion technique [45] uses the following steps to scan a real
object and generate the point cloud. First, the multi-view
scanning method is used to scan the depth images from dif-
ferent views. Second, the filter method is typically performed
to reduce the noise, and compute the coordinates and normal
vectors of the points. After this step, the noise is significantly
reduced compared with that in the raw data after the first step.
Finally, the current camera position is calculated according
to the point clouds of the current frame and the previous
frame to fuse two frames of depth data until the complete
data representation of a 3D shape is obtained. The point
cloud obtained by scanning real object typically has a finer
data representation than a point cloud by sampling a 3D
CAD model, and consequently the surface details (such as
engraved patterns on the object surface) of the real-world
object may be captured by the point cloud. So the point cloud
generated from scanning a real object demonstrates more
convex and concave features on the surface due to the finer
data representation.

All experiments were carried out on a computer with an
Intel Xeon E5-2620 2.10 GHz CPU and 16 GB of mem-
ory. The 3D shapes of the Princeton object segmentation
dataset [55] were used for the experimental testing. The
dataset consisted of 380 objects in 19 types and included
the results of various 3D shape segmentation algorithms.
To use the mesh data, the points were sampled randomly with
uniform density to obtain the points from the mesh shapes.
The normal vector at each sampled vertex was calculated
using the technique of the fitting from its neighboring points.
Our algorithm works well on a 3D shape with the obvious
concave-convex boundary features. The experimental results
achieved with our algorithm on some triangle mesh objects
are shown in Fig 8. Our method can also be applied to the
point cloud datasets directly acquired from the real world 3D
objects. The experimental results are shown in Fig 9.

B. ANALYSIS OF THE EXPERIMENTAL RESULTS

The method proposed in this paper is an unsupervised algo-
rithm. The users do not need to set the different parameters
for different shapes, and these built-in parameters obtained
by the statistical analysis can segment a given 3D shape auto-
matically, which is the strength of our technique. There are
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FIGURE 8. The segmentation results of the Princeton dataset, all results
are automatically generated by our algorithm. It can be seen that the
segmentation boundaries have saddle geometry feature.
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FIGURE 9. The segmentation results generated by our algorithm for some
3D point cloud datasets acquired from the real world environment.
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different evaluation indexes for 3D shape segmentation,
including Cut Discrepancy, Consistency Error, Hamming
Distance, and Rand Index [55], [56].

1) CUT DISCREPANCY

Cut Discrepancy is a boundary-based method for measuring
the similarity between two segmentation methods. It is based
on the summation of the distances between the points along
the boundary of the segmentation result under the evalua-
tion and the boundary of the closest cuts of the benchmark
segmentation.

2) CONSISTENCY ERROR

Consistency Error can determine the similarity and differ-
ences of the two segmentation results. By considering differ-
ent hierarchical granularities, the quality of the segmentation
can be assessed based on the Global Consistency Error(GCE)
and Local Consistency Error(LCE).

3) HAMMING DISTANCE

Hamming Distance measures the discrepancy between the
result of a segmentation algorithm and the benchmark seg-
mentation result by finding the difference between their best
segmentation. If a segmentation result is the benchmark seg-
mentation result, such measurement will result in a missing
rate or a false alarm rate, then Hamming Distance will be
defined as the average of the two values.
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FIGURE 10. Comparison of the segmentation algorithms with four
evaluation metrics.

4) RAND INDEX

Rand Index assesses the similarity between the results from
the proposed segmentation technique and the benchmark seg-
mentation by considering whether a pair of faces is in the
same region or in two different regions for both segmenta-
tions. It is defined as the ratio of the number of pairs that are
either in the same region or in the different regions for both
segmentations to the total number of pairs.

With these four metrics, the segmentation results of the
algorithm can be evaluated to examine whether they match
the semantic results of the artificial segmentation. When the
segmentation results of the algorithm are close to the bench-
mark segmentation results in terms of these four metrics,
it indicates that the segmentation result of the algorithm is
close to how human brains partition an object’s surface into
meaningful parts. The closer the results are, the more effective
the algorithm is.

To evaluate the effectiveness of the method proposed in
this paper, the semantic-driven point cloud segmentation
method is compared with a number of classical algorithms
in terms of the above four metrics. These algorithms include
Human [55], Rand Cuts [57], SDF [41], FitPrim [34], Norm-
Cuts [55], K-means [55], SB19 [58], SB6 [58], M-S [37],
SSF [19], and Heterogeneous [20], where SB19 and SB6 are
supervised segmentation algorithms. The quantification his-
tograms for the evaluation results in terms of the four eval-
uation metrics are shown in Fig. 10. Figures 10a, 10b, 10c,
and 10d show the comparison results in terms of Cut Dis-
crepancy, Consistency Error, Hamming Distance, and Rand
Index, respectively. As can be seen from Fig. 10, the overall
performance of the algorithm proposed in this paper is better.
Our algorithm outperforms the unsupervised segmentation
algorithms in Fig. 10, and is close to the benchmark results.

Table 2 shows the detailed comparison between our algo-
rithm and the state-of-the-art algorithms in terms of Rand
Index (RI). According to the results in Table 2, the algorithm
proposed in this paper works well in most shape categories,
especially for the 3D shapes with obvious convex features,
such as ant, fish, table, octopus, teddy, glasses and vase.
As can be seen from Table 2, our algorithm can achieve a
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TABLE 2. The comparison of the segmentation results in terms of RI
obtained by our algorithm and the existing algorithms.

Heter
Huma Rand ¢he gp19 SB6 M-S SSF ogene “CC
n Cuts ous
Human 135 158 170 1019 143 111 128 124 107
Cup 136 224 358 99 10 204 146 11 95
Glasses 10.1 97 204 13.6 141 94 113 99 91
Airplane 92 115 92 79 8 IL1 132 112 82
Ant 3 25 22 19 23 22 28 2 14
Chair 89 189 111 54 61 109 84 74 89
Octopus 24 67 45 18 22 25 26 26 23
Table 93 374 184 62 64 103 61 7 24
Teddy 49 45 57 31 53 32 36 39 42
Hand 91 97 202 104 139 79 11 107 105
Plier 71 109 375 54 10 89 85 57 80
Fish 155 297 248 129 142 296 21.5 186 87
Bird 62 114 115 104 148 94 78 78 128
Armadillo 83 81 9 9 84 87 91 103 144
Bust 22 25.1 298 214 334 251 28.6 258 26.6
Mech 131 283 238 10 127 131 126 105 180
Bearing 104 129 119 97 217 166 148 9.5 101
Vase 144 16 239 16 199 125 154 121 103
Fourleg 149 177 161 133 147 144 165 157 233
Average 103 157 17.6 94 122 12 116 102 105

Algorithms

meaningful segmentation closer to that by human, which is
especially the case for ant, table and octopus. Our algorithm is
also better than other unsupervised algorithms. It can achieve
the same or better performance for shapes such as fish than
Heterogeneous graphs [20].

We have also compared our method with the supervised
mesh segmentation method. We note that when the training
set of each classification exceeds 90%, the learning-based
method can achieve a better accuracy for most types
(see Table 2, in the column for SB19). However, when the
training set is reduced to 30%, our method outperforms it
(see SB6 in Table 2). In practice, it is difficult to collect a
large number of the real-world 3D shapes. In many situations,
there may be only a small number (even only one) of 3D shape
datasets available. Due to this reason, the learning-based
methods have certain limitations in their applications. In con-
trast, our algorithm does not need to use a large number of 3D
shapes. Therefore, it is more suitable and applicable for many
applications.

V. DISCUSSION

Based on the features of the LCCH, a semantic-driven 3D
shape segmentation algorithm is proposed in this paper. This
algorithm constructs the boundary regions that follow the
semantic features, and clusters other types of regions based on
preserving boundary regions. To reduce the over-segmented
regions, a variational method based on the narrow-band idea
is introduced to merge similar regions. A re-merging process
is further applied using the improved SDF to create the final
segmentation.

A. UNDER-SEGMENTATION OF THE

SEMANTIC CLUSTERING

The algorithm proposed in this paper first classifies and
merges similar regions according to the features of the LCCH.
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TABLE 3. Mean and variance of local concave and convex features of the
surfaces formed by different parameters according to (3)-(6).

Plane  Ellipsoid Cylindrical Concave

surface surface

p=1¢g=1 Mean 0.0001  0.0655 0.1072  -0.3212
Variance 3.58¢-39 5.05e¢-4 0.0035 0.022

p=1q¢=2 Mean 0.0001  0.0948 0.1125 -0.437
Variance 5.47¢-39 0.0016 0.0035 0.0021

p=14¢=3 Mean 0.0001  0.1119 0.1421 -0.503
Variance 5.58¢-39  0.0032 0.0064 0.0289

p=1q=4 Mean 0.0001  0.1215 0.1239  -0.5319
Variance 5.48¢-39  0.0066 0.0051 0.0129

p=1g¢=5 Mean 0.0001  0.1321 0.1208  -0.5292
Variance 3.71e-39  0.0099 0.0048 0.0145

p=2q=3 Mean 0.0001 0.1335 0.0816  -0.4033
Variance 5.65¢-39  0.0053 0.002 0.015

p=2q=5 Mean 0.0001 0.149 0.0927  -0.4375
Variance 3.79¢-39  0.0099 0.0032 0.0119

p=2q=7 Mean 0.0001 0.1481 0.1085  -0.4119
Variance 5.48¢-39  0.0092 0.0038 0.0096

When conducting the semantic region clustering in the
concave region, multiple boundary regions are plotted out
one region according to the connectivity, which in general
cannot directly produce semantically correct segmentation.
To improve the segmentation, the connected adjacent regions
generated with the LCCH are analyzed. When there are mul-
tiple neighboring regions with similar SDFs, to avoid the
under-segmentation of the subsequent segmentation results,
we determine which region a point should be clustered
according to the distances from the centroids of the similar
regions.

In addition, our 3D shape segmentation method is fully
automatic, although it still requires to specify some thresholds
statistically, which can be done offline. These thresholds
are required when performing semantic clustering opera-
tions relating to point feature classification and clustering the
points into regions. Analyzing the effect to the surface fea-
tures from the surface parameters, the following parameters
are selected for typical feature analysis. Table 3 shows the
mean and variance of the local concave-convex features for
typical feature regions corresponding to the planar surface,
the ellipsoid, the cylindrical surface, and the concave surface.
The numerical values of the concave and convex features of
the local neighborhood on the planar surface should be close
to 0, and the numerical value of the features on the ellipsoid
should all be greater than 0. We know from (5) that if the
connection direction between the point on cylindrical surface
and its neighbor is parallel to the z-axis, its feature value
is close to 0; if not, the feature value is greater than 0. The
numerical value of the features on the concave surface may
be all less than or equal to 0. According to the analysis on
the results in Table 3, the absolute value of the difference of
the planar angle cosine should be less than 0.05 and to obtain
the obvious concavity or convexity the thresholds is set as
{—0.15,0.15}. Therefore, the threshold By, is set to be {0.05,
0.15, —0.15}, by which it can achieve the reasonable point
feature classification result.
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TABLE 4. The proportion of the feature points on the certain saddle
surfaces with the different parameters and type thresholds.

Values of parameters p Type thresholds

and q in (7) 0.05 0.15
p=1g=5 0.6667 0.8571
p=1q=4 0.7098 0.8535
p=1g=3 0.4722 0.625
p=1g=2 0.6364 0.7273
p=1q=1 0.5625 0.5833
p=2q=3 0.6818 0.9091
p=2q=5 0.8182 0.9091
p=2q=7 0.7591 1
p=5q=I 0.4765 0.5556
p=4q=1 0.4516 0.6724
p=3q=I 0.3709 0.641
p=2q=1 0.5714 0.75

As for the saddle surface, it can be seen from Fig. 5 that
the LCCH features formed by the feature points and their
neighborhood points with the saddle features should be a
mixture of the concave, convex or planar features. That is,
some feature values are greater than 0, and others are less
than or equal to 0. Thus, it is not helpful to calculate the
mean or variance of the feature values of the saddle surface.
Therefore, relevant statistics for the saddle surface features
are not calculated in Table 3. However, the regions with this
kind of features are typically located at the boundary, which
will be used as an important feature for the saddle surface
analysis.

Table 4 shows the proportion of the feature points on
saddle surfaces with the different parameters, where the type
threshold is to set the range of concave relations of the feature
points. It can be seen from Table 4 that the appropriate
proportion can be obtained which abides by the rule that type
threshold is smaller than 0.05. Although the maximum of the
type threshold used in Table 4 is 0.15, the proportion of the
extracted feature points is higher. More non-boundary feature
points may be introduced in this calculation process, which
can increase the workload of eliminating the non-boundary
feature points in the subsequent stages. We randomly gen-
erate some new saddle surfaces, set the type threshold to
0.05, and obtain new results similar to Table 4. The clustering
threshold value of 0.48 is obtained by the average value of all
data about the feature point proportions subtracting the stan-
dard deviation. The clustering threshold of 0.48 divides the
feature points from the neighbors. Our experimental results
show that by setting the clustering threshold, we can achieve
better extraction of saddle feature points and also better clus-
tering effect. This is also why 0.05 is used in this paper for
selecting adequate feature points on the saddle surface. When
clustering the saddle regions with the clustering threshold
being set to 0.48, the feature points that are more than the
clustering threshold are clustered. Similarly, it can be seen
that, when determining the growth of the saddle, the planar
relation between the point and the neighbor should exist and
the proportion values be small. The planar relation proportion
is deemed to be smaller than 0.15. Therefore, the threshold
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of clustering the saddle feature points is set as {0.48, 0.15},
and the surface containing such feature points should have
weak convex and convex attributes. The competition alloca-
tion in the first stage also requires to be performed for the
unallocated points. In order to avoid the increasing workload
of eliminating the wrong type of points, more demanding
conditions can be imposed when extracting certain types of
the feature points.

B. OVER-SEGMENTATION OF THE

VARIATIONAL MERGING

In the process of region merging based on the variational
method, it is necessary to calculate the error between the
proxy and the corresponding region, and the errors between
this proxy and the corresponding neighboring regions. If a
fixed threshold is used for these different shapes, it may not be
possible to get a satisfactory segmentation; if the value is set
too big, some regions may be over-merged; if it is too small,
some shapes may be under-merged. If the error distribution
between the regions is not uniform, the threshold may not be
suitable for the error calculation of those regions. An adaptive
threshold method is introduced in our algorithm, which can
eliminate some of the obvious errors according to the error
values between the regions. The remaining errors are sorted
to find out a proper threshold. Through the statistical analysis,
it is found that it is most suitable to set the threshold as the
value which is at the lowest 20% of all non-zero error values.
Therefore, it is essential to optimize the threshold obtained
above.

C. SEGMENTING EFFICIENCY FOR LARGE-SCALE SHAPES
In the experiments presented in Section IV, the numbers of
points in the point clouds of some 3D shapes are less than
a few thousands, and some are more than 50,000, which
demonstrate different scales, and result in different running
time ranging from tens of seconds to about 70 minutes.
We have analyzed the time complexity of our method sys-
tematically in Section III.D. In this section, we examine the
efficiency for segmenting the shape with the largest scale
in the Princeton object segmentation dataset, which are the
armadillo shapes with the scale of about 50,000 points.

Figure 11a shows the segmentation results of five models
of the armadillo shape. As can be seen from Fig. 11a, our
method can generate the finer-grained semantic segmentation
results for the shape. For example, in the first column of
Fig. 11a different semantic parts of the left leg, such as thigh,
shin and calf, are effectively captured by our method and
segmented into different regions.

The segmenting time for these five models is about
70 mins. The segmenting time for the large-scale shapes is
relatively long, which can be reduced by reducing the shape
scale, i.e., the number of points in the shape. We introduce a
simplification method to reduce the shape scale, in which a
shape is discretized into a grid of voxels, and only the point
closest to the center of a voxel is used to represent all points in
the voxel. Then the ratio of the difference between the number
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FIGURE 11. Segmentation results of the large-scale shapes. (a) The
original point cloud. (b) 50% simplification rate. (c) 60% simplification
rate. (d) 70% simplification rate. (e) 80% simplification rate. (f) 85%
simplification rate. (g) 90% simplification rate.

of points in the original point cloud and the total number of
voxels to the number of points in the original point cloud is
called the simplification rate.

We further evaluate the segmentation effectiveness
and the efficiency with different simplification rates.
Figures 11b-11g show the segmentation results with the
simplification rates from 50% to 90%. When the simpli-
fication rate is 50% (i.e. the number of points is about
25000), our method still generates good segmentation results
(Fig. 11b), although fine-grained segmentation is missing in
some shapes. For example, in the first column of Fig. 11b,
the left leg of the shape is only segmented as a single region
rather than into different regions as shown in Fig. 11a. This is
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TABLE 5. Clustering results for the sampled point clouds in terms of different thresholds.

Thresholds
of clustering
the saddle
feature
points

Classification
Thresholds

Clustering results of saddle feature points

{0.30,0.15}

002010010} 1 1o 15,

0.80,0.15%  +°

£0.30,0.15}

{0.05,0.15,-0.15) 10-48,0.15}

{0.80,0.15}

{030,0.15}
{0.15,0.30,-0.30} {0.48,0.15}

{0.80,0.15}

because when we simplify the original point cloud, many
joints of the armadillo shape form the boundaries only among
the major parts, causing our method to segment a major part
of the shape as a single region.

However, although the fine-grained semantic segmenta-
tion is missing, the segmenting time is reduced significantly
from ~70 mins to ~6 mins when the simplification rate is
50%. As we further increase the simplification rate to 90%
(Fig. 11c to 11g), the segmenting time further decreases to
30-40 seconds for these five models, but the segmentation
results become less effective. We found that when the sim-
plification rate is over 60%, the segmentation attains too
few parts and the under-segmentation occurs. This is because
when the simplification rate is too high, the boundary details
among the parts are lost.

D. LIMITATIONS
There are some limitations in our method. Firstly, for the
3D point cloud with the strong consistency of the concave
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FIGURE 12. Over-segmentation results.

and convex features and little noise, the algorithm proposed
in this paper obtains excellent segmentation results; but
for the shapes with the rich set of the concave and con-
vex regions and high level of noise, it can be shown from
Fig. 12, the face, hat and body from the bust consist of some
patches. The issue of over-segmentation will occur, which is
inevitable. If the parameter values set in our algorithm for
local concave-convex feature is tight, it will lead to excessive
over-segmentation.

On the other hand, if the parameter values are set too loose,
it will cause the boundary region to be too large, leading to
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TABLE 6. Clustering results for the scanned point clouds in terms of different thresholds.

Thresholds
Classification of clustering | . Its of e f .
Thresholds the saddle Clustering results of saddle feature points
feature
points

£0.30,0.15} .

{0.02,0.10,-0.10} {0.48,0.15} et

{0.80,0.15}

{0.30,0.15}

{0.05,0.15,-0.15} {0.48,0.15} oz

£0.80,0.15}

{0.30,0.15} cmm T 1 g
~3 PN

{0.15,0.30,-0.30} {0.48,0.15} .

{0.80,0.15} oz
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the situation where the boundary is far away from the region
with the most prominent saddle feature, and consequently the
merging workload will increase. As shown in Table 5, when
the tight classification threshold of the saddle feature is used,
such as —0.3, or the threshold of the clustering feature points
is selected as 0.8, fewer feature points or feature regions
are obtained. Instead the classification threshold is selected
as —0.1 or the clustering threshold is selected as 0.3, more
feature points will be obtained, some of which are redundant,
increasing the workload in the later processing stages.

We also carried out the experiments with the point clouds
generated from scanning real objects under varying parameter
values (similar to Table 5). The results (the clustering of the
feature points) are shown in Table 6. Similarly, when the
classification threshold or clustering threshold is set tight,
a fewer number of feature points are obtained. In contrast,
more feature points are obtained as the threshold setting
becomes looser.

In addition, because the point cloud generated from scan-
ning a real object has a finer data representation, the sur-
face details of the real-world object may be captured by the
point cloud, and consequently the point cloud generated from
scanning demonstrates more convex and concave features on
the surface. In Table 6, the 3D shape in the second column
has more surface details. It can be seen from this table that
more feature points are extracted for this 3D shape when the
thresholds are {0.05, 0.15, —0.15} and {0.48, 0.15}, which
can be used to differentiate valid boundary regions in later
stages.

In this paper, the fixed threshold is determined according
to the parameters of various shapes. However, for the 3D
shape with more concave-convex features (such as bust),
the segmentation results may not be satisfactory. In the future
work, we first plan to develop an adaptive approach to setting
parameter, which is able to automate the 3D shape segmenta-
tion, and achieve even better segmentation result.

Secondly, the proposed algorithm can still be sensitive
around the saddle region. In this paper, in order to avoid the
problem of the under-segmentation of the saddle region in the
process of the semantic clustering, the first step in our method
is to extract the region with the saddle features. As can be
seen from our experimental results, the extracted boundary
is not accurate enough. To address this issue, it is required
to set the refined threshold parameters for the saddle surface.
However, it is a very challenging task to determine a set of
parameters suitable for all 3D shapes. In order to obtain the
boundary region more accurately and suitable for multiple
shapes, we plan to carry out the multi-granularity segmen-
tation on the boundary region in our future work, which can
reduce the workload of the subsequent region clustering and
improve the efficiency of 3D shape segmentation.

Finally, in the experiments for the large-scale shapes,
we evaluated the segmentation effectiveness and efficiency
when the large-scale shapes are simplified, for which we
introduce an intuitive simplification method. This prompts
us a new research direction towards developing a more
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sophisticated simplification method. In the future, we plan to
incorporate the difference in boundary feature into the sim-
plification method, aiming to reduce the loss of the boundary
details.

VI. CONCLUSION

An efficient semantic-driven 3D point cloud hybrid segmen-
tation algorithm is proposed in this paper. Firstly, the nor-
mal vectors and the LCCH features of the 3D point cloud
are calculated. Based on the LCCH, the boundary regions
which meet the semantic-driven requirements are obtained.
This is accompanied with several other type-specific region
clustering operations to achieve the semantic clustering of
the 3D point cloud. Since the saddle regions with the bound-
ary features are first extracted for region clustering, the
under-segmentation of the saddle regions is avoided, which
overcomes the shortcomings encountered for some com-
monly used region clustering operations, as they do not in
general consider the semantic properties of the boundary
region. The effective boundary regions can be obtained by
the semantic clustering based on the LCCH for the 3D shape
which are not overly simplified. However, the issue of the
over-segmentation may occur in the process of semantic clus-
tering for some regions such as ellipsoids. The variational
method based on the narrow-band theory is introduced in our
algorithm to merge the adjacent regions with the approxima-
tion of the regions. Finally, a re-merging process is applied
based on the improved SDF values by using the order relation
to combine similar adjacent regions, which makes the seg-
mentation result more consistent with the semantic features.
The experimental results from the Princeton Dataset show
that the algorithm proposed in this paper outperforms the
existing classical automatic segmentation algorithms in terms
of the four metrics. The algorithm proposed in this paper can
also be applied to the point cloud data acquired directly from
real-world objects with digital scanning devices, which shows
that our algorithm has a good universality.

In the future, we intend to further improve our method from
the following three aspects: 1) introducing an adaptive param-
eters setting scheme by additional consideration of theoretical
and mathematical aspects of the algorithm, 2) carrying out the
multi-granularity segmentation on the boundary region, and
3) developing a simplification method that takes the boundary
features into account. We also plan to extend our method to
other 3D applications by considering local concave-convex
histogram features.
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