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Abstract

Through benchmark studies, we explore the perfoomari PBE density functional theory,
with and without Grimme’s dispersion correction {DB3), in predicting spectroscopic
properties for molecules interacting with rare gaatrices. Here, a periodic-dispersion
corrected model of matrix embedding is used forfils¢ time. We use PBE-D3 to determine
the equilibrium structures and harmonic vibratiofi@quencies of carbon monoxide in
interaction with small Ar clusters (CO—-Am =1, 2, 3), with an Ar surface and embedded in
an Ar matrix. Our results show a converging treadboth the vibrational frequencies and
binding energies when going from the gas-phaseftdlyaperiodic approach describing CO
embedding in Ar. This trend is explained in termsalvation effects, as CO is expected to
alter the structure of the Ar matrix. Due to a cefitppn between CO-Ar interactions and
Ar—Ar interactions, the perturbations caused byptesence of CO are found to extend over
several A in the matrix. Accordingly, it is mandatdo fully relax rare gas matrices when
studying their interaction with embedded moleculdereover, we show that the binding
energy per Ar is almost constant (~ —130*atom) regardless of the environment of the CO
molecule. Finally, we show that the concentratibthe solute into the cold matrix influences
the spectroscopic parameters of molecule embeddedcold matrices. We suggest hence
that several cautions should be taken before cdmpahese parameters to gas phase

measurements and to theoretical data of isolateciep



l. Introduction

Matrix isolation is used as a tool for the chagdeation of stable and “unusual’
molecular systems, such as radicals, ions, etc1954%, Pimental and Charl85pointed out
that observations in matrix experiments displayethds shifted from their gas-phase
counterparts. Afterwards, several investigationsth btheoretical and experimental, were
performed in order to measure and to model thectsffef matrix embedding. In addition,
these studies tried to rationalize the observedatiews in the rotational and vibrational
spectroscopic parameters that occurred upon coebex Briefly, these deviations are
viewed as matrix induced perturbations on the sirat parameters with respect to isolated
(gas phase) molecular species. The recent PCCPeg#ike by Barone, Biczyskoa and
Bloino ¥, for example, gives a detailed presentation of esamlecular examples in
conditions ranging from gas phase to low-tempeeatare-gas matrices and helium nano-
droplets.

In 1965, Friedmann and Kimé& proposed a simple model to explain the shifts of
vibration—rotation lines of molecules in noble gaatrices. They showed the importance of
the intermolecular interaction forces between thmekecules and the rare gas matrices. Later
on, Gerber and co-workers developed and appliethtiiimal self-consistent field (VSCF)
method for quantitative calculations of moleculdrational spectroscopy in a crystalline
solid environment. This method was successfullyliagpfor instance, for I@Ar HCI@Ar,
systems*®! Nevertheless, the main critical point remained aleurate description of the
interacting potentials.

Theoretically, noble gas matrix effects were cdemed within the framework of
polarizable continuum mod&” or empirically®® More sophisticated methods were recently
proposed: for instance, the hybrid quantum-clabsizaulations by Niimiet al. ! They
employed high-levelb initio calculations at the CCSD(T) level to construcierattion
potential energy surfaces between embedded moteaule noble-gas atoms together with a
Monte Carlo sampling of the molecule—noble gas igomations. Such electronic treatments
remain however costly. Interestingly, all theselsts highlighted the necessity of the explicit
treatment of matrix environments around the embedd®lecules to reproduce the
experimentally observed vibrational shifts.

The prediction of reliable interacting potentiats;luding electrostatic, dispersion and
induction effects, for embedded systems has beerfoitus of a number of theoretical and
experimental investigatio$™" In this study, we use a unified first—principlesthodology
for all environments (gas phase clusters, molecal@sorbed on a rare-gas surface or
embedded into a rare-gas matrix) to derive thetsrdotion potentials and afterwards the
vibrational and structural effects caused by chirsgeand embedding. Moreover, we include

dispersion effects in our solid-state calculatioas, these are important for accurate
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derivations of the interaction potentials. As adienark system for our approach, we study
the carbon monoxide molecule interacting with argtusters or embedded into a cold Ar
matrix. The choice of carbon monoxide, CO, is nwitdd by its importance in several
physical, chemical and biological processes amudug to its abundance in the Universe. For
instance, it is an important basic chemical forpheduction of many other compounds such
as polycarbonate and acetic a&ftipr in a number of reactions in humai5Argon in the
form of clusters or matrices, is an ideal solveodei as it interacts with CO mainly through
van der Waals (vdW) forces, and the relatively t&di size of the system allows us to use
elaborate theoretical treatments.

Isolated CO X'=*) has been extensively studied both experimengaity theoretically
(see for instance Ref$**>*%™, The interaction of CO with rare-gas atoms hase aken the
subject of numerous theoretical studi&$®*® However, most studies that used elaboshte
initio methodologies (e.g. coupled cluster with singldmbles, and non-iterative triples,
CCSD(T)™) were limited to exploring the interaction of CQtlwa relatively small number
of rare-gas atoms (mainly two or three atoms). Thidue to the computational cost of high-
level methods. Indeed, increasing the number @&-gas atoms in such systems leads to a
very significant increase in computational cost liaghly correlated methods, mainly due to
the large basis sets necessary to describe thedoge interactions.

In this study, we compute the structures and tibeational spectra of CO either
attached to small Ar clusters (COANn = 1, 2, 3), or interacting with an Ar surface o
embedded into a cold Ar matrix. After benchmarkg technique, we show the efficiency
of PBE-D3 in treating these molecular systems. taged by Havenith and Schwaah Ar—
CO exhibits portions of attractive components: tetestaticéinductioridispersion in a ratio of
1.3/ 1.4/ 8.3. This partitioning demonstrates dbeninance of dispersion energy in CO—
Ar, systems. Thus, CO-Ar and larger clusters are itkesil candidates for the study of
dispersion effects and for the validation of théioed approaches focusing on dispersion
forces. Finally, we discuss the argon-induced shuft the equilibrium geometry and on the
vibrational frequency of CO.

Our paper is arranged as follows: we briefly déscithe computational details in
Section II. Our results for CO-Aare presented in Section Il and Section IV corgahe
results obtained for CO adsorbed on Ar surfaceseanoedded in an Ar matrix. We discuss

our findings in Section V and present our conclosim Section VI.

Il. Computational details
1. abinitio calculations
In order to describe the electronic structure ef @O—-A¥, clusters, we used Mgller—

Plesset second-order perturbation theory (MB2$?°! the complete active space self-
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consistent field (CASSCF) techniql&?® with a full valence active space, followed by an
internally contracted Multi Reference Configuratimteraction (MRCI) approack®*® and
the standard®**? (CCSD(T)) and explicitly correlated (CCSD(T)-F13J coupled cluster
approaches including perturbative triple correiorhese computations are performed using
the MOLPRO (version 2013¥! and the GAUSSIAN 08° packages. In these computations,
the atoms were described with Dunning and co-watkaug-cc-pVTZ and aug-cc-pvVQZ
basis sets!*¥"383% For the explicitly correlated computations, we dise addition the
corresponding auxiliary basis sets and densityngttfunctions “°*!! (i.e., the default
CABS(OptRI) basis sets of Peterson and co-worksramplemented in MOLPRO). This
approach is validated for the computations of vaitgractions!*%*34
2. Density functional theory calculations

Recent developments in density functional the@#T) “* improved our ability to
account correctly for vdw interactiof8. For instance, DFT has been used to describe the
CO-Mg0, (n = 5- 25¥*! and CHO—Cu, *® clusters. However, while DFT is nominally an
exact theory, it has shown a number of limitationghe treatment of dispersion interaction
[4950] _ 3 particularly acute issue for systems containiage gas atoms and periodic
system$> Savin and co-worker®? proposed a composed an alternative scheme wheye th
coupled DFT and MP8¥ This approach is viewed as a good solution forllssyatems since
it circumvents the dispersion problem for rare dimsersi®® Nevertheless, the application of
DFT-based methodologies in this context remaingdidn

Here, the DFT calculations were performed using @uickstep® module of the
CP2K program package version 23, where we treated explicitly the valence electrons
while the core electrons are described using nanserving Goedecker—Teter—Hutter
(GTH) pseudo-potential®! We used the Perdew—Burke—Ernzerhof (PBE) exchange
correlation functional along with a molecularly opized triple-zeta valence basis set with
one polarization function (TZVP-MOLOPT-GTH) for &&@n and oxygen and the TZV2P-
GTH basis set for argdi:>® In order to remove any basis-set superpositioor §BSSE)®"!
we also used the much larger basis sets QZV2P-GTI€ fand O and QZV3P-GTH for Ar.
The plane-wave cut-off energy for calculations trsters, surfaces and matrices is fixed at
400 Ry and the wave functions are converged totlems 10’ Hartrees. Geometries were
optimised using the Broyden—Fletcher—Goldfarb—Shai#+GS) method with a tolerance of
10* bohrs for MAX_DR and 1®H/bohrs for MAX_FORCE.

The cell size varies according to the type of dalion performed: for clusters we
use a cubic cell of 20 A length, while the periosljstems use a multiple of an optimised face
centred cubic (fcc) argon crystal with lattice dam$ equals to 5.2229 A (see details in
Section V).

Aziz and co-workers established the importancearfsidering dispersion interaction
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for Ar, containing clusters®™ Recently, Grimme and co-workerd proposed an empirical
correction technique that includes the effectsigpe@rsion interactions for DFT calculations.
Their technique called DFT-D (density functionaledny with empirical dispersion
corrections) is now a popular approach and hastigceeen refined to account for different
bond types (DFT-D3F For the first time, we used the DFT-D3 empiricdWW correction
proposed by Grimme and co-workers, where the @&tafgy in this approach is given by the
sum of the DFT total energy and the van der Waartection:
Etot = Eprr + Edisp (2)

as implemented in CP2K.

Binding energies (§ were calculated within the super-molecule appmnoéar

clusters and corrected for BSSE using the procesliggested by Boys and Bernaftfi.

I"l. CO-Ar,(n=0, 1, 2, 3) clusters
1.Isolated CO
To better understand the environment effects af-gas embedding on the carbon

monoxide, we first determine the spectroscopic @rigs of isolated CO in its electronic
ground state (X*). The results and their comparison to experimetas are listed in Table
1. This table shows that all levels of theory, gtd@lRCl/aug-cc-pVQZ, lead to ~0.01 A
deviations from the experimental equilibrium digtanWe note that both PBE-D3/QZV2P
and PBE/TZVP provide to the same distance (1.138F&) the harmonic frequency, the
MP2/aug-cc-pVTZ value is relatively far away fromperiment. Interestingly, the harmonic
frequency obtained with PBE-D3/TZV2P is only 16 tmway from experiment, improving
on MP2/aug-cc-pVTZ and PBE/TZVP, and of a similarlity to the MRCl/aug-cc-pVQZ
values. Yet, increasing the size of the basis cePBE-D3/QZV2P vyields a much lower
frequency (28 cil away from experiment), thus indicating a possifiletuitous error
cancellation for TZV2P. The CCSD(T)/aug-cc-pVQZ rhanic vibrational frequency is
reassuringly close to the experimental harmonicezaAs expected the CCSD(T)-F12/aug-
cc-pVTZ harmonic frequency is close to the CCSD{Uiy-cc-pVQZ value, whereas the
CCSD(T)-F12 equilibrium distance is closer to expent. This validates the use of
CCSD(T)-F12/aug-cc-pVTZ level as reference for@@-Ar, clusters.

2.CO-Ar
In their review, Havenith and Schwa&8 showed that the CO-Ar complex is an
archetype molecular system to study weak internutdedorces. For this reason, it has been

widely investigated both experimentally and theoedty (we refer the readers to Havenith



and Schwaab’s revielf? and to the recent paper by Sumiyoshi and Effdidor further
details).

In this study, we use different levels of electmostructure theory (MP2/aug-cc-
pVTZ, CCSD(T)/aug-cc-pVTZ, CCSD(T)-F12/aug-cc-pVaid PBE-D3/TZV2P) to search
for the stationary points on the ground-state pakwnf CO—Ar. Our results are shown in
Table 2 together with a number of published valobtained with model potentials and
various levels of electronic structure theory anel known experimental values. In order to
facilitate the characterization of the geometryhig complex, we used the Jacobi coordinates
wherer, is the CO distancé® corresponds to the distance between the centmeas$ of the
CO and the Ar atom arllis the angle between the CO axis andRheector (where Ar—CO
arrangement corresponds &c= 0°). Note that Table 2 contains BSSE corrected biondin
energies (E) where available.

At all levels of theory, we found three stationgngints: two minimum structures,
denoted as Minimum 1 and Minimum 2, and one tramsistate, denoted as Transition state,
that connects both minima. These stationary poltetée been determined by geometry
optimizations of the complex using different stagtpositions of the rare gas atom around the
CO molecule. All three stationary points can benfbwn the semi-empirical potential
reported in the review of Havenith and SchwaabKicfure 10 of Ref. [22]).

Table 2 reveals that our computed equilibrium patens are in satisfactory
agreement with the present and the published kighlticalculations for both MP2 and PBE-
D3. However, it is worth noting that PBE-D3 ovenmsttes noticeably the binding energy for
Minimum 1. It is worth noting that the explicithooelated CCSD(T)-F12 binding energies

agree quite well with the semi-empirical values.

3.CO-Ar;

For this system, the geometry optimisation lead$itee structures: two minima and
one transition state. These structures are depictédble 3, together with their geometrical
parameters, BSSE corrected binding energigp d&d harmonic frequenciesg i this case
is the BSSE-corrected energy difference betweerohgplex, an isolated CO molecule and
two isolated argon atoms.

The global minimum (Minimum 1) corresponds to aistinre where both argons are
close to each other, in good agreement with thémiggd geometry shown in Fig. 11 of
Referencel®® The structure of Minimum 2, which has not beeroraml previously, sees the
CO sandwiched between both Ar atoms.

For the transition state, we see that both Ar atanescloser to the CO fragment
(about 3.4 A) than for the two minima (about 3.7nfeach minimum). We also note that the



Ar—Ar distance is smaller in the transition stdtart in either Minimum 1 or Minimum 2 and
the oxygen of the CO molecule is pointing towatdsdentre of mass of an “Ar dimer”.

Table 3 also shows that the influence of the imtégwa of CO with the argon dimer
on the C-0O distance is almost negligible. Howetis is not the case with the harmonic
vibration frequency of CO, as it decreases by~&Bwith respect to the isolated carbon
monoxide.

Finally, it is worth noting that PBE-D3 leads tcosier inter-monomer distances than
those obtained using MP2, but is in close agreemetit the structures obtained with
CCSD(T)-F12. Thus we expect a more compact clustars is in line with PBE-D3
overestimating of the binding of CO-Ar. Neverthslethis effect is mitigated here by the
presence of an extra Ar molecule since the PBE-iD@ig energy of Minimum 1 is closer to
that obtained with MP2. We also note that for Minim1at the PBE-D3 level of theory, both
the Arl-O—Ar2 anglea = 67°) and the Ar—O-C anglé® (= 122°) are larger than the value
obtained with MP2 ¢ = 61° andg = 80°). Those values seem to indicate a much softer
angular dependence of the PBE-D3 potential angenteaps closer to the angles obtained for

the transition state at the MP2 level.

4.CO-Ar;

After geometry optimizations, we find two minimuntrugtures (Minimum 1 &
Minimum 2) and one transition state (TransitionegtaThe geometrical parameters of these
structures are detailed in Table 4. Similarly te thptimised structure shown in Fig. 11 of
Referencé®, the most stable minimum (Minimum 1) sees a triar Ar atoms above the
CO molecule, with a total binding energy of aboB26-cni is computed at the MP2/aug-cc-
pVTZ level. In contrast to this, for both Transitigtate and Minimum 2 the CO molecule is
embedded into the Acluster, i.e. CO and the Ar atoms share the sdamepTransition state
and Minimum 2 are less stable than Minimum 1. Tlaeg located in potential wells,
respectively, of —154 ¢t (=193 cnil) and —173 cm (209 cni!) depth at the MP2
(CCSD(T)-F12) level. Note that CO—-Ar (Minimum 1 &iMmum 2), CO-As (Minimum 2)
and CO—Ag (Minimum 2) possess close binding energies. TB&wuctures correspond
roughly to a CO surrounded by Ar atoms, which bgldo the first solvation shell of
embedded CO into clusters. This work should giveckesome information on the formation
of the first solvation shell around the CO solute.

In Minimum 1, the dihedral angles which separateflanes containing the atoms of
our system are ~ 3dnd ~ —69. These two angles becomg @&nd 180 for Minimum 2 and
both @ for Transition state. For Minimum 1, the Ar—-O-Argles ¢, and a,) are similar for
both methods (~ 68° for PBE-D3 and ~63° for MP2)J;, there is again a marked difference



between PBE-D3 and MP2 for AO—C angle §) as seen previously for the CO-Ar
complex.

Based in our calculations, the frequency shift @ Gpon clustering with Aris
~8 cm. Thus,wco continues to decrease as we increase the numbengoh atoms in the
cluster. Note that these variations are more prooed with PBE-D3 than with MP2.

V. Periodic calculations

Our calculations on the CO—Aclusters shows that PBE-D3/TZV2P is an efficient
method to determine the electronic structure ofb@armonoxide either isolated or in
interaction with Ar. As an example for the ,Adimer, we obtain an equilibrium distance of
3.860 A with PBE-D3/TZV2P and 3.756 Avith MP2/aug-cc-pVTZ. Both values agree well
with the experimental value of 3.756 &' Our computed BSSE-uncorrected binding energy
for the Ar dimer is-126.63 crit (PBE-D3/TZV2P) and-111.75 crit(MP2/aug-cc-pVTZ),
which are both over-estimating the value calculatethe CCSD(T)/aug-cc-pVQZ level of
theory €93 cm').%®1 However, PBE-D3 leads to a significant reductioh the
computational cost compared to wave function basetthodologies (e.g. MP2, CCSD(T) ...)
and theoretically allowing us to consider much dargystems. Thus, we suggest that PBE-D3
is of suitable accuracy for the study of CO demakiin Ar surfaces or embedded in Ar cold
matrices. To the best of our knowledge, there arepplications of periodic local-MP2 to CO

embedded into rare gas matrices.

1.Pure Ar crystal

We consider a pure argon crystal, which will cant the template for our Ar matrix
and Ar surface in the following periodic calculaiso Argon has a face centred cubic (fcc)
lattice and we choose to use four Ar layers of tbBna each, thus leading to a cubic unit cell
(o= B=y=90°) containing 72 Ar atoms. Fujii and co-workersasured a lattice constant for a
pure argon crystal of 5.2229 At zero temperatur&® After optimization of our Ar crystal
model, we obtain a lattice constant of 5.2226 Agaod agreement with experiment. Note
that our PBE-D3 value is in better agreement wiheeiment than the previous theoretical
value of 5.354 A obtained at the CCSD(T) level with a valence basist
(6s6p3d1f)/[4s4p3d1] supplemented by diffuse 1s1pfishctions® and that obtained using
ACFDT-PBE with a plane-wave based code (5.3'%)We note here that the inclusion of
dispersion corrections seems key to obtaining gergerimental agreement for the Ar

%8 developed a periodic local MP2 program and usealdescribe fcc rare

crystal. Haloet al
gas crystals. Their study showed good results éondgeneous systems, leading to a lattice

constant of 5.20 Aor the Ar crystal, yet their approach remains catafionally costly.



2. COininteraction with an Ar surface

For these computations, we used four argon layenich are formed by x 8 Ar
atom, using our optimised fcc structure (latticastant:a = 5.222 A and anglesa = § =
¥y = 90°) and added ~20 A of vacuum along the ¢ directian=( b = 16.029A,¢c =
35 A). In order to estimate relaxation effects, we @erf three sets of calculations where the
Ar layers are either fully frozen, only the first Aayer is relaxed, or only the first two Ar
layers are relaxed. We use different starting jgointour geometry optimisations that span
possible orientations of the CO with respect to sheface (parallel, CO upright and OC
upright). Our results are shown in Table 5 and Ffadu

We obtain three minima on the surface, namely Cllghto the surface (CO||AJ,
CO perpendicular to the surface oxygen down+{8%3,) and CO perpendicular to the surface
carbon down (O€Ar;,). The CO distances to the surface, binding enengymonic CO
stretches and CQurface angles are shown in Table 5.

The lowest-energy minimum for the adsorption amfilozen surface (4 layers fixed)
and the surface model with a single free layeresponds to a CO molecule with its carbon
atom pointing towards the Ar surface{& = 3.5824& and GAr = 3.5514, respectively).
However, when we allow the first two layers to relhe lowestenergy minimum has now a
much lower binding energy-681 cm®) and corresponds to a CO molecule with its oxygen
atom pointing towards the Ar surface-(& = 3.870A).

This marked change highlights that CO-induced pledtions are not limited to the
first layer. This is may be related to the weakuratof the interaction between €&r and
Ar-Ar within the matrix as both binding energies arailar (see earlier). These effects may
be effective several angstroms away from the dop@onhsequently, we show here the
importance of relaxing the rare gas atoms whenystgdhe interaction of molecules with
rare gas environments. Such effects were alreatigegoby Gerber and co-workers for iodine
in argon matrix® and by Haas and Samuf{’ who discussed several examples. For
instance, Gerber and co-workers showed that fowason layers (448 atoms) with at least
two layers (72 atoms) being mobile was needed doverged results. Here we needed two
more relaxed layers thap@Ar since CO is slightly polar. Therefore, thisders the use of
small dynamical cells with rigid walls questionalde such computations.

We also observe thdt differs from 0°0r 90° due to the competition bedtwe
favourable interaction between the outermwostolecular orbital of CO and the Ar orbitals of
the surface (leading to perpendicular COd.e. 90°) and between theorbital of CO and
the Ar orbitals (leading to CO parallel to the sid i.ed = 0°). A similar behaviour was

noticed for imidazole and histidine interactinglwifold Au(111) surfacg: "
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Finally, we see that the harmonic frequency deesdsr both OC-Ax and CO-
Arzwhen we release layers 1 and 2 (from 2144.2 m2140.2 cril and from 2152.1 cihto
2150.5 crit, respectively). In contrast, for the less stalslarmyement (CO||As), we do not
observe this systematic lowering of the harmorggjfiency. Instead, releasing the first layer
causes a 13.5 ctdrop in the CO frequency, but the releasing of tewers leads to an
increase of the CO stretch frequency to 2145.6.cm

3. Carbon monoxide embedded in an argon matrix

In order to assess the effect of matrix embeddiveguse our optimised Ar crystal
and replace one Ar atom in the centre of the ualit Ity a CO molecule. This procedure
ensures that the diatomic is fully enclosed in aogé Ar environment. The results of the
optimisations of both embedded CO and the periddimatrix are depicted in Figure 2 and
shown in Table 6.

Four different unit cells were used to assess sffects: CO@Ad; (2 X 2 X 2 unit
cell), CO@A7(3 x 2 x 2 unit cell), CO@A¥; (3 X 3 x 2 unit cell) and CO@AbB7 (3 X 3 X
3 unit cell). Firstly, we note that, upon embedditige CO equilibrium distance remains
practically unchanged. In contrast to this, we olesdhat the position of CO within the
matrix depends on the size of the matrix model.|§ & shows that the average distance
between CO and the argon atoms decreases as ltis&zeghcreases (from about 38&own
to 3.44).

It is also noteworthy that the arrangement of Ama at the surface near the CO
molecule is not dissimilar to those seen in CQ-dwr CO-Ag. Thus we can conclude that
most stable clusters detailed in Tables 3 and 4emng similar to CO attached to the surface
of a large Ar cluster as pointed out by Paeshtali. [46].

Table 6 shows that there is a slight decrease e G® harmonic vibrational
frequency from 2153.5 cinfor isolated CO to ~2135 c¢hifor CO embedded in a matrix
made of 74 or 107 argon atoms per unit cell. Thallem CO@Ag; matrix leads to an
intermediate CO stretching frequency of ~2140'c#s can be inferred from Figure 2a, the
unit cell containing 31 Ar atoms is very small ahdre are less than 4 Ar layers that separate
CO from its periodic image. This leads to a “CO-C@¥stance of 10.77 A and lateral
interactions could be the cause for the intermedigtrmonic frequency value. Indeed, in
Section 1IV.2, we have shown that CO creates a gtpemturbation in the Ar layers and thus
31 Ar atoms might not be enough to screen the iediperturbations of CO in the matrix. For
cells containing 47 Ar atoms or more, the sepanatetween CO and its image is larger than
12.24 A and the harmonic CO stretch appears t@beecged. This would imply that the CO-
induced perturbations are more effectively screeseedhat we may consider the CO fully
solvated in those unit cells. For Nembedded in an argon matrix, rand Spiegelmanti’l

noticed similar effectsHowever, we note that for J@Ar, these effects are reduced (see

11



Supplementary material). Indeed, due to the smallex of the molecule, a cell of 31 Ar
atoms is sufficient to fully solvate,Hinlike CO. This difference may also be relatedhi®
weaker interaction between, ldnd Ar compared to G@r. As H, is hon-polar whereas CO
is polar we can infer that interaction potentialdsd with Ar should be deeper and extends to
longer ranges for CO-Ar in contrast to the one betwH and Ar. Indeed, the binding
energy is of the order of =50 cm® for H,-Ar Y compared to more thar100 cm' for CO-

Ar. As said above, this is also in line with theding of Gerber and co-workers for iodine in
argon matriX®¥ and by Haas and Samufl.

Because of the importance of the Basis Set Supéggogrror in these types of
systems (weak binding), we report here only BSSiected binding energies. To explore
basis set effects, we calculate the BSSE usingdifferent basis sets: a triple-zeta basis set
and a quadruple-zeta basis set. With a triple lzatis set, we observe a large CP-correction
as the value of binding energy decreases to 64&hP6upon BSSE correction (almost 58.87
%, E@sse-corected ~918.06 crit and Besse.uncorrecteai= ~1559.32 crif). In contrast, when we
use a quadruple zeta basis, the BSSE correctioreatssd to 2.93%, leading to a BSSE-
corrected value of ggssse-correctedr ~988.95 crit compared to the uncorrected value gf&se.
UNcorrected —1018.89 crit.

V. General trends
1. Binding energy evolution upon complex formation andsolvation
Our systematic study of the interaction of CO wAthin various environments shows

that as the number of argons surrounding the CCecnt# increases so does the binding
energy. For CO-Ar we compute a binding energy ef130 to—150 cih For CO-Ag, we
compute an Eper Ar atom of ~ —130 to —135 &mand ~ —120 ciiAr atom for CO-Ag.
When CO interacts with our Ar surface, six Ar atoame influenced in the binding, which
leads to a binding energy per Ar atom of ~ —135-cim the matrix, CO has 12 neighbouring
argon atoms leading to ~ —125 ‘i atom. Interestingly, our calculations show tliag
binding energy per Ar atom is almost constant atl30 crif/Ar atom independently of the
environment of the CO molecule. Since the size vatdm and the CO molecule are similar

and since this energy is close to the Ar—Ar intéoacof ~ —100 ci,[™

replacing an Ar atom
in the Ar matrix with a CO molecule causes onlyitéd perturbations in these media, as
noticed above.
2. Complex formation and embedding induced CO vibratimal shifts
The harmonic vibrational frequency of the carbomoadde decreases linearly as the
number of attached Ar atoms increases before negchiplateau for CO embedded into the
matrix. Indeed, the CO harmonic vibrational frequediminishes by —2.9, —6.4, —7.9 tm

for CO-Ar, (n =1, 2, 3), by-7.3 cinfor CO in interaction with Ar surface; and by 43—
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18.9 cni for CO@AR; and CO@Ar, respectively. Experimentally, the CO frequenciftsh
upon embedding in an Ar matrix is —29.7tlf#! The observed trend for the evolution of our
computed CO shift is in agreement with this valDeviations from experiment may be due
to the following reasons: (i) we use a perfect argaystal (fcc), while in experiments the rare
gas structure might differ from that of a crystadlisolid; (ii) we have not taken into account
anharmonicity effects that may be relevant for suglakly bond entities. It is also worth
noting that such vibrational shifts were alreadgeied for other molecules embedded in Ar
matrices, such as HCI@AF and HF@AI®,

VI. Conclusions

We observe a gradual change of the vibrationajueacy of CO as the number of
interacting Ar atoms is increased from clustermegup to full matrix embedding. This effect
is rationalized in terms of equivalent bimoleculateraction potentials between CO-Ar and
Ar—Ar entities. In addition, we show convergencdla vibrational frequency once we reach
full embedding in a matrix.

Our benchmark study of these CO@Apecies highlights that dispersion-corrected
DFT provides an efficient and reliable framework describe weak interactions between
small molecules and rare gas systems. From a tadhpoint of view, we see that Grimme’s
PBE-D3 approach provides an accurate descriptianadcules interacting with rare gases.
In this context, PBE-D3 provides a uniform formaligor the treatment of molecules in gas
phase, adsorbed on a surface or in the solid atatehus enables one-to-one comparisons,
which would not be easily feasible with traditiomadve function methods.

Our periodic approach to matrix embedding addsesseaumber of issues seen in
cluster techniques, such as asymmetry of the ennbgdehvironment, and allows better
estimation of size effects. However, care has ttaken in the periodic approach to ensure a
sufficient dilution (ratio between solute and emttied rare gas) and we show how these
dilution effects can impact on the vibrational fueqcy. This is also implies that cautions
should be exercised when comparing spectroscopécatdained using matrix embedding to
measurements in the gas-phase or to theoretical dat

Finally, our embedding technique enables us tdoper a deeper analysis of local
embedding sites, which is mandatory for a realistizdelling of the surrounding matrix
environments and for determining matrix shifts,nasiced recently by K. Niimi and af’.

Our approach is currently being further developeaur laboratories to investigate
embedding of other solutes (e.g, NIO, CQ...) relevant to atmospheric and environmental

studies.
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Figure Captions:

Figure 1: Equilibrium geometry of CO in interaction with am surface A:CO||Ary(frozen),
A" CO||Ary(3 layers frozen) A":CO||Arx(2 layers frozen). B:OC-Ar,,(frozen), B":OC-
Ar,(3 layers frozen)B":OC-Ar,(2 layers frozen)C:CO-Ar,5(frozen),C’:CO-Ar+,(3 layers

frozen),C":CO-Ar,»(2 layers frozen). See Table 5 for more details.

Figure 2: Equilibrium geometries of CO embedded into Ar neagsi of different sizes.
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Table 1: Equilibrium distance and vibrational frequencycafbon monoxide.

Method/basis set e/ A | ret™ 1 A | wd cmi® | [oe- &) cmi®
MP2/aug-cc-pVTZ 1.139] 0.011 2110.0 59.8
PBE/TZVP"” 1.138| 0.010 2134.0 35.8
PBE-D3/TZV2P® 1.137| 0.009 2153.5 16.3
PBE-D3/QzV2P” 1.138| 0.010 2142.8 27.8
CCSD(T)/aug-cc-pVTZ 1.135 0.007 2144.61 25.2
CCSD(T)-F12/ aug-cc-pVTZ 1.130 0.002 2161.43 8.4
MRCl/aug-cc-pVQZ 1.130| 0.002 2155.9 13.9
CCSD(T)/aug-cc-pvQ? | 1.125| 0.011 2160.0 9.8
Experimentaf’ 1.128 — 2169.8 -

a) This work.
b) Ref. [79].
c) Ref. [80].
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Table 2: Stationary points on the ground potential energyase of CO@Ar. & R, and® are the Jacobi coordinates. Distances are in glearin degrees.
We give also the harmonic vibrational frequencie€0—Arcomplex (3, cni*) and the binding energy §Ecm’). See text for more details. In bold are the

CO harmonic frequencies. All computations weregrenkd using the aug-cc-pVTZ basis set.

Minimum 1 Transition State Minimum 2
o
O 1 O oo
-0
HHDSD | Semi- ]
MP22 | MP4® | ccsD(TI® | /cc- | emp. Fit PEE | wp2 CCSD(T) CeSPM- | ypa CCSD(T) A IV ccsp(m) | CCsD(T)- eﬁf”‘;it
oo | © D3 F12 F12 F12 5
e 1.138| 1.139] 1.136 1131| 1.13B9  1.13p 11310 139 1.136 | 11301
Ro| 4.00 | 3.74 3.71 3.82 374 382f 3748 3.7 3724 4572 35253 | 3.5109 | 3.449 3.505 3514 478
o | 100 | 82 93 99 98 81.0| 8L4 90.1 81.7 1324  132]3 8.212 | 1745| 1746 175.0 180
Es| -69 | -96 -105 -90 100 | 1551 -128[7  -116. 1031 -125.1| -107.9 804 | -1256 -022 046 93
2150.6 | 2109.3| 214433 | 2161.4 | 2108.7| 2144.19 | 216059 | 2108.5| 2144.13
w 411.0 | 37.7 | 34.58 3537 | 393 | 33.14 3756 | 298 | 39.62
614 | 156 | 18.79 9.41 i42 | i38.74 i7.73 53 | 2095

@Ref. [81].
® Ref. [82].
©Ref. [19].
@ Ref. [83].
©Ref. [22].
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Table3: Equilibrium structures of CO-Arcomplex. We give also the definition of the
internal coordinates used for the characterizatibthese structures. Distances are A, angles
in degreesand harmonic vibrational frequencigsand binding energies gEare in crt. In
bold are the CO harmonic frequencies.The atoms weseribed using the aug-cc-pVTZ

basis set.All computations were performed usingatigecc-pVTZ basis set.

Minimum 1 Transition state Minimum 2
<4 @
B R ¢
, R .
5’:9 ) oo
%
0O C
0=Ar,0C, o= Ar,0Ar, | 6=Ar,0C, a= Ar,OAr,
PBE-D3| MP2 | CCSD(T)-F12 MP2 | CCSD(T)-F12 MP2 | CCSD(T)-F12
r| 1.1366| 1.1390 1.131 1.1391 1.131 1.139 1.131
R, | 3.5424| 3.7222 3.721 3.4779 3.533 3.777 3.733
R,| 3.5122| 3.7321 3.678 3.4451 3.611 3.777 3.733
d | 3.9045| 4.7888 3.799 3.7595 4.165 7.354 6.911
6| 122.3 80.2 81.1 116.9 112.3 7617 74.3
a 67.2 60.6 61.8 65.8 68.1 153|5 150.7
Eg | -274.3 | -262.3 -202.8 -250.0 -192.0 -154.4 -171.1
2147.1|2108.9 2107.7 2109.0
442.8 | 46.1 45.67 54.9
381.2 | 333 35.2 25.0
@1 1289 | 305 29.8 23.3
47.7 20.8 55 4.5
29.0 15.3 i 3.0 3.4
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Table 4:Equilibrium structures of CO-Ars complex. Distances are in A.Angles are in
degree. The binding energies and the harmonic tidoie frequencies are in ¢émin bold are

the CO harmonic frequencies. The atoms were destribing the aug-cc-pVTZ basis set.

Minimum 1 Transition state Minimum 2
ds
2
R 1;3.\\ ‘d~ / \\ / 1
d:\\‘ /IC.\.O //.. |l
" T R | ri
0% & O
PBE-D3| MP2 | CCSD(T)-F12 MP2 | CCSD(T)-F12 MP2 | CCSD(T)-F12
r 1.136 | 1.139 1.130 1.139 1.131 1.139 1.131
R,| 3.519 | 3.449 4371 3.760 3.789 3.763 3.696
R,| 3.460 | 3.714 3.362 4.620 4.657 3.767 4764
Ry;| 3.628 | 3.713 3.725 3.64p 3.660 3.445 3.596
d; | 3.953 | 3.865 4.643 4.68P 3.770 6.9[74 6.551
d, | 3.950 | 4.650 3.876 6.51p 7.386 7.386 8.213
d; | 4.025 | 2.970 2.997 8.17b 7.083 3.769 3.678
0 97.9 137.9 35.6 77.5 76.5 774 85.8
o;| 68.9 63.1 71.0 112.2 113.4 154.3 57.8
o, | 67.0 63.1 56.4 164.9 165.9 143.0 131.9
Es| -358.8 | -317.9 -272.5 -154.3 -192.8 -173.0 -208.9
2145.6 | 2107.4 2106.6 2108.0
431.6 | 50.0 63.5 50.7
428.1 | 41.2 38.6 40.0
329.7 | 36.3 325 39.1
w 37.7 35.0 30.0 349
33.3 27.7 22.3 26.6
29.1 27.1 21.5 26.3
241 19.4 3.2 13.0
21.9 19.3 i 1.0 11.7
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Table 5: Characteristics ofthe interaction of CO with agaar surface. D (in A) are the
distances between the C/O atoms of CO to the d¢losesf the surface. The BSSE-
uncorrected binding energiesgjEand the harmonic vibrational frequenciesd) are in cnit.

Finally §is the tilt angle in degrees of the molecular afishe CO molecule with respect to

the Ar Surface.

CO|[Ar7,
Number of frozen Ar layers D Es Weo )

All layers O 4211/ 2144.7) 9
Bottom 3 layers 2::8 :gggg —-460.1/ 2131.2 10
Bottom 2 layers ::::8 3382 —513.8/2145.0| 8

OC-Ar,,

All layers O i ~465.9 2144.2) 47
Bottom 3layers | /a0 25000 ~547.5(2142.0) 45
Bottom 2 layers ':::8 zgggg —596.3 2140.2| 43

CO-Ar,,

All layers A2 oo 4495 2152.1) 86
Bottom 3 layers ':::8 zi’g?? —527.7/2151.9) 83
Bottom 2 layers ':::8 zig;g —680.8| 2150.5| 66
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Table 6: Characteristics of CO embedded into Ar matrices, (1 A) is the CO equilibrium
distance.weo (in cm?) is the CO harmonic frequencuco (in cm?) is the difference
between the harmonic frequency of isolated CO aataf CO embedded into Ar matrices.
We also report in angstroms the average distanweeba the carbon atom of CO and the 12
closest neighbouring Ar atoms (<C-Ar>) and a simijaantity for the oxygen atom of CO
(<O-Ar>). The distance between CO and its periodage is given in angstroms.

Molecular system Rco wco AWeo | <C-Ar> | <O-Ar>| CO-CO distance
1.137 | 2153.5
¢ 1.128Y | 2169.87 | - - -
CO@AIn; 1.1379| 2140.1 | 13.4 | 3.807 3.830 10.77
CO@Ar; 1.1377| 2134.6 | 189 | 3.806 3.916 12.24
CO@Ar, 1.1374| 21346 | 189 | 3.731 3.785 14.36
CO@An; 1.1376| 2134.6 | 189 | 3.730 3.489 15.67
CO@Ar” - 2140.1 | 29.7 - - -

a) Exp. Ref. [80].
b) Exp. Ref. [76]
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Figure 1
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Figure 2
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Supplementary material:

We present the results of the computations of iedld} and of H embedded into an Ar

matrix. We used similar methodology as describettiénpaper for CO@Ar

Table Sl:variation of vibrational frequency of.hh argon matrixoy,.

Molecular system| wy, (cm™) | Awq (cm™)
4392.2
H.
4401.2Y
Ho@Ar3; 4248.0 144.2
H.@Ar"” 4241.6 159.6
a) Ref. [80].
b) Ref.[83].

The spectroscopic properties of dihydrogen embedidest matrix are following the same

variations as those noticed for carbon monoxide.t8&t for more details.
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