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#### Abstract

We describe an accurate new method for determining absolute magnitudes, and hence also $K$-corrections, that is simpler than most previous methods, being based on a quadratic function of just one suitably chosen observed color. The method relies on the extensive and accurate new set of 129 empirical galaxy template spectral energy distributions from Brown et al. A key advantage of our method is that we can reliably estimate random errors in computed absolute magnitudes due to galaxy diversity, photometric error and redshift error. We derive $K$-corrections for the five Sloan Digital Sky Survey filters and provide parameter tables for use by the astronomical community. Using the New York Value-Added Galaxy Catalog, we compare our $K$-corrections with those from kcorrect. Our $K$-corrections produce absolute magnitudes that are generally in good agreement with kcorrect. Absolute griz magnitudes differ by less than 0.02 mag and those in the $u$ band by $\sim 0.04 \mathrm{mag}$. The evolution of rest-frame colors as a function of redshift is better behaved using our method, with relatively few galaxies being assigned anomalously red colors and a tight red sequence being observed across the whole $0.0<z<0.5$ redshift range.
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## 1. INTRODUCTION

Measurements of luminosity evolution are key to understanding how galaxies have evolved, but account must be taken of the fact that light emitted by a distant galaxy in a given waveband is redshifted to longer wavelengths by the time that it arrives at a telescope. A $K$-correction (e.g., Oke \& Sandage 1968; Hogg et al. 2002) enables the restframe absolute magnitude $M_{W}$ in a waveband $W$ to be determined from an observed apparent magnitude $m_{Q}$ in a (possibly different) observed waveband $Q$ :

$$
\begin{equation*}
M_{W}=m_{Q}-D_{\mathrm{M}}+K_{W Q}, \tag{1}
\end{equation*}
$$

where $D_{\mathrm{M}}=5 \log _{10}\left(d_{L} / 10 \mathrm{pc}\right)$ is the distance modulus and $d_{L}$ the luminosity distance.

The $K$-correction for a particular galaxy and redshift depends on its spectral energy density or SED (defined as the flux emitted per unit wavelength or per unit frequency as a function of wavelength or frequency). It also depends on the transmission functions of the $W$ and $Q$ filters (taking account of the quantum efficiency of the detector and the transmission function of the telescope optics in the case of $Q$ ). To determine the $K$-correction for a galaxy with unknown SED, it must be matched to template galaxies with known SEDs. Different methods have been used to do this but all rely on having a set of representative template SEDs.

Template galaxy SEDs can be drawn from a representative range of real galaxies (e.g., Coleman et al. 1980; Kinney et al. 1996; Brown et al. 2014) or based on synthetic SEDs derived from stellar population synthesis (SPS) models (e.g., Bruzual \& Charlot 2003; Fioc \& Rocca-Volmerange 1997). Both types of template SED can suffer from the deficiency that they do not fully span the entire range of galaxy spectral types. Models have sometimes been used to extend observed optical and ultraviolet spectra of galaxies into the infrared when infrared spectroscopy has not been available.
A major benefit of using templates based on SPS models is that additional physical quantities such as stellar mass
and star formation rate can be derived from the models. However, the star formation histories (SFHs) needed to match broadband photometry are not always unique and this can result in uncertainty in the values of derived quantities such as stellar mass. For example, Simha et al. (2014) show that the exponentially declining star formation rates often used in SPS models are less satisfactory than other parameterizations of SFH for modeling the results of smooth particle hydrodynamic simulations of galaxy formation and evolution.
In principle, observationally based templates should have the advantage that they are based on observed galaxy spectra. However, the ones that have been most widely used historically, the four templates from (Coleman et al. 1980) and the 43 from Kinney et al. (1996), are both largely the spectra of galactic nuclei rather than entire galaxies, so may produce systematic errors. Both sets of templates were based on the best data available at the time and are still widely used today. However their wavelength coverage is limited to the ultraviolet and optical, so that they need extending into the infrared using SPS models.

The most straightforward way of calculating the $K$-correction for a galaxy is to assume that it is a simple function of redshift and galaxy type only. For example, Coleman et al. (1980) calculated $K$-corrections and colors out to $z=2$ for four empirically based template SEDs representing E, Sbc, Scd, and Irr galaxies. This broad brush approach cannot take account of the true diversity of galaxy spectral properties, but it has the virtue of simplicity.

Maximum likelihood fits of SPS models to observed photometry have commonly been used to determine $K$-corrections (e.g., Bell et al. 2004; Brown et al. 2007). Such models provide a reasonable approximation to the observed SEDs of red galaxies. However, the situation is more difficult for blue galaxies that have a wide variety of complex SFHs, dust obscuration, and nebular emission lines, and therefore lack the tightly constrained color-color relationships found in red sequence galaxies.

Blanton et al. (2003) introduced a method for calculating $K$-corrections based on matching broadband photometric
observations of galaxies to template SEDs generated from combinations of Bruzual \& Charlot (2003) SPS models with dust obscuration and nebular emission lines included. Their key innovation was to use multiple components to reproduce galaxy SEDs. kcorrect v_4_2 (Blanton \& Roweis 2007), for example, uses a set of five template SEDs, each derived from nonnegative linear combinations of 450 individual Bruzual \& Charlot (2003) models with instantaneous bursts of star formation and varying metallicities, together with 35 models of emission from ionized gas (Kewley et al. 2001). kcorrect uses the nonnegative matrix factorization method (NMF; Lee \& Seung 1999; Blanton \& Roweis 2007), which in some respects is similar to principal component analysis (e.g., Connolly et al. 1995). Using NMF, the five templates are optimized to span the space of observed galaxy spectra and broadband optical and near infrared photometry for a training set of a few thousand galaxies at various redshifts. This is done by minimizing $\chi^{2}$ for the offsets between (1) spectroscopic and photometric data for the training set and (2) linear combinations of the five templates. Once these five templates have been generated, NMF is used to match broadband photometry for sample galaxies to linear combinations of the five templates, so producing estimates of their SEDs. From these, $K$-corrections, stellar mass to light ratios, and other physical parameters can be estimated. Training set spectra were obtained from Sloan Digital Sky Survey (SDSS; York et al. 2000) and photometry from SDSS, Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006), Galaxy Evolution Explorer (Martin et al. 2005), DEEP2 (Davis et al. 2003; Willmer et al. 2006), and GOODS (Giavalisco et al. 2004). kcorrect has proved very useful and has been widely used in the literature. A key advantage is that it enables physical properties of sample galaxies to be estimated, such as stellar mass to light ratios and star formation rates and histories, although there are concerns as already indicated that these may not be uniquely defined by the photometry.

Chilingarian et al. (2010) showed that $K$-corrections computed using both kcorrect and the fitting of PEGASE models can be approximated at redshifts below 0.5 by polynomials involving the redshift $z$ and just one observed color. Their polynomials are of the fifth degree in observed color and third degree in redshift, and provide a readily accessible way of determining $K$-corrections, e.g.,

$$
\begin{equation*}
K_{g g}=\sum_{j=0}^{5} \sum_{k=0}^{3} a_{j k} z^{j}(g-r)^{k} \tag{2}
\end{equation*}
$$

Chilingarian et al. (2010) provide tables of polynomial coefficients and an online $K$-correction calculator and associated code, and these tools make it easy to calculate $K$-corrections for a wide range of observed colors. Their tables provide AB-based $K$ corrections for the ugriz SDSS bands and the PJHK bands used by the United Kingdom Infrared Telescope Wide Field Camera, as well as Vega-based $K$-corrections for the Johnson-Cousins $U B V R_{c} I_{c}$ bands and the 2MASS $J H K_{s}$ bands. O'Mill et al. (2011) derived a simpler, but more restricted linear relation between $g$ - and $r$-band $K$-corrections and redshift and $(g-r)$ color based on $K$-corrections determined using kcorrect v_4_2 for a sample consisting of the SDSS Main Galaxy Sample, the SDSS Luminous Red Galaxies sample, and SDSS galaxies with active galactic nucleus.
Roche et al. (2009) and Westra et al. (2010) have both produced empirical $K$-corrections for the $g$ and $r$ bands based on large samples of flux-calibrated spectra. Roche et al. (2009) determined $g$ - and $r$-band $K$-corrections up to $z=0.36$ for
$\sim 70,000 \mathrm{E} / \mathrm{S} 0$ galaxies with SDSS spectra by integrating their SEDs and compared these with values obtained from kcorrect v_4_2 (Blanton \& Roweis 2007), finding good agreement. They then used these to study the evolution of the color-magnitude relation for E/S0 galaxies. Westra et al. (2010) used $\sim 15,000$ spectra from the Smithsonian Hectospec Lensing Survey (Geller et al. 2005) to derive functions giving $g$ - and $r$-band $K$ corrections (to $z \sim 0.68$ and $z \sim 0.33$, respectively) as thirdorder polynomials in the redshift and the quantity $D_{n} 4000$, which measures the strength of the $4000 \AA$ Areak. They point out that their method has a number of advantages for a spectroscopic survey, notably that $D_{n} 4000$ is redshift-independent, barely affected by attenuation, and does not need flux-calibrated spectra. Their method gives similar scatter to methods based on ( $g-r$ ) color and shows no systematic bias.
Rudnick et al. (2003) developed a method of calculating $K$ corrections based on interpolating between computed $K_{W Q}=$ $M_{W}-m_{Q}+D_{\mathrm{M}}$ values for the two templates whose ( $m_{P}-m_{Q}$ ) colors are closest to the observed color. One key advantage of this method is that neither observed waveband $P$ or $Q$ need be the same as the restframe waveband $W$. The redshifted SED can be observed in wavebands $P$ and $Q$, which are close to the redshifted restframe waveband $W$, so avoiding errors that arise at higher redshifts when the computed $K$-correction $K_{W W}$ refers to the same restframe and observed wavebands, but very different parts of the SED. Another key advantage of the method of Rudnick et al. (2003) is that the difference between apparent and absolute magnitudes is determined as a function of galaxy color, i.e., magnitude differences, so that errors in the template SEDs largely cancel out when the $P$ and $Q$ wavebands and the redshifted restframe $W$ waveband are all sampling coincident or adjacent sections of SED. Prior to Rudnick et al. (2003), van Dokkum \& Franx (1996) and van Dokkum et al. (2000) had used a similar method involving a linear relationship between absolute magnitude and two observed magnitudes to determine $K$-corrections for one specific restframe waveband, but both were studies of galaxies in one cluster.

Taylor et al. (2009) implemented the method of Rudnick et al. (2003) in their publicly available InterRest IDL code. This uses the six EAZY templates developed for use with the EAZY photometric redshift code of Brammer et al. (2008). Five of these are derived from PEGASE (Fioc \& Rocca-Volmerange 1997) SPS models using NMF, and the sixth is a dusty starburst model. This method shares the advantages of Rudnick et al. (2003) while additionally providing an easy-to-use software tool.

Willmer et al. (2006) fitted second-degree polynomials to plots of $K_{B R}$ against both $(B-R)$ and $(R-I)$ color for 34 of the 43 Kinney et al. (1996) templates for redshifts in the range $0 \leqslant z<1.4$. The other 9 templates were rejected because they resulted in outliers. These polynomials were used to determine $K$-corrections for DEEP2 galaxies from observed colors, interpolating between the $(B-R)$ and $(R-I)$ derived quantities when the restframe ( $M_{U}-M_{B}$ ) color lay between the observed $(B-R)$ and $(R-I)$ colors, and otherwise using the closest color. This approach is similar to ours, and we discuss its strengths and limitations in the next section.

### 1.1. Limitations of Existing Methods and Motivation for the Present Work

All methods used to determine $K$-corrections for galaxies depend on matching their properties to those of template or model galaxies at the redshift in question. Except where a simple classification by morphological type has been used, e.g., E, Sbc,

Scd, Irr as in Coleman et al. (1980), the matching effectively depends on one or more observed colors. A small number of template SEDs may not be adequate to span the diversity of galaxy SEDs in a sample, even when the templates have been derived from a large number of component SEDs (e.g., the five kcorrect templates which are combinations of 450 individual SPS models and 35 models of ionized gas emission). As a result, a small number of templates or template components may not adequately span the color space occupied by the full diversity of galaxies. Consequently, we expect that methods using only a small number of templates will result in many less "typical" galaxy SEDs being poorly matched to the templates, in turn resulting in inaccurate $K$-corrections. Willmer et al. (2006) used a larger number of template SEDs, but as already noted, they had to omit 9 of the 43 Kinney templates as they produced outliers in ( $B-R$ ) versus $(R-I)$ color space (their Figure 16) and there is therefore concern that the omitted templates could represent valid examples of galaxies. Furthermore, the 35 templates they retained still exhibited considerable scatter in their plots (up to 1 mag ).

Many methods (e.g., kcorrect and Chilingarian et al. 2010) calculate $K$-corrections $K_{W W}$ for identical restframe and observed wavebands. At $z \gtrsim 0.3$, this means the part of the SED observed through the $W$-band filter is very different from that emitted from the galaxy in the restframe $W$ band. Because of the diversity of galaxy SEDs, considerable errors will therefore result for many galaxies, especially those with an SED that exhibits complex features between the restframe $W$ waveband and the shorter wavelengths that get redshifted into the observed $W$ waveband.

Another concern with some existing methods is the use of template SEDs based largely on the centers of bright galaxies rather than whole galaxies (e.g., Coleman et al. 1980; Kinney et al. 1996). For example, Willmer et al. (2006) note that their use of the Kinney et al. (1996) template SEDs results in calculated ( $U-B$ ) colors for the reddest templates that are too red by $\sim 0.08$ mag when compared with values from the Third Reference Catalogue of Bright Galaxies (de Vaucouleurs et al. 1991) and state that the anomaly is to be expected given the direction of internal color gradients in galaxies. Furthermore, Willmer et al. (2006) do not detect any significant evolution in the $\left(M_{U}-M_{B}\right)$ color of the red sequence from $z=1.3$ to $z=0.3$ (their Figure 4) in contradiction to what we know must occur due to the passive evolution of red galaxies (e.g., Moresco et al. 2013, who measure evolution of the strength of the $4000 \AA$ break from $z=1.42$ to $z=0.15)$.

Taylor et al. (2009) investigated the accuracy of their $K$-corrections in the redshift range $0<z<1.2$, finding random scatter of $\sim 0.05 \mathrm{mag}$ and systematic offsets of a similar size when they compared computed and observed plots of ( $R-I$ ) against ( $V-I$ ), noting that for the reddest galaxies the systematic error could rise to $\sim 0.1 \mathrm{mag}$. The accuracy was comparable whether they used their default EAZY templates, Kinney templates, or Coleman et al. (1980) templates supplemented by a Kinney starburst SED. They found, however, that use of templates based on Bruzual \& Charlot (2003) models could result in systematics as large as $\sim 0.2$ mag, while kcorrect resulted in random and systematic errors at the 0.1 mag level (peak to peak).

The preceding discussion shows that there are a range of difficulties with existing methods for calculating $K$-corrections: $K$-corrections in the prior literature may not capture the full diversity of galaxy SEDs, do not use the observed photometry


Figure 1. Determination of absolute $r$ magnitude from observed $(r-z)$ color at $z=0.1$. The colored markers represent values of $K_{r z} \equiv\left(M_{r}+D_{\mathrm{M}}\right)-z$ plotted against $(r-z)$ computed at different redshifts for the 129 template SEDs in Brown et al. (2014). The curve is the best-fit second-order polynomial to the template data points. Given the measured $(r-z)$ color of a galaxy on the $x$-axis, its absolute magnitude $M_{u}$ is equal to the corresponding $y$-value on the curve minus the distance modulus $D_{\mathrm{M}}$ and plus the measured apparent magnitude $z$. Each template marker has a unique shape and color enabling it to be easily identified in the plot. Outliers more than 0.2 mag from the polynomials are excluded from the fit after three iterations of the best-fit process.
(A color version of this figure is available in the online journal.)
optimally, and can produce systematic errors in the observed colors of galaxies (and their evolution). The new atlas of 129 galaxy SEDs from Brown et al. (2014) provides the motivation for seeking a new method of determining $K$-corrections based on comparing observed colors with empirical models that have been fitted to all 129 templates in color-color space. Our method is similar to that of Willmer et al. (2006), but we investigate in detail the criteria for choosing the optimum observed color at any particular redshift and show that the nearest filters to the redshifted restframe waveband of interest are not always the best ones to use for the observed color. We also provide reliable estimates of the random errors due to photometric error, redshift error, and galaxy diversity. The resulting new $K$-correction method is both simpler than existing methods and in certain situations more accurate.

The structure of this paper is as follows. Section 3 first describes our data: the galaxy templates from Brown et al. (2014) and the subset of SDSS galaxies in the ValueAdded Galaxy Catalog (VAGC) that we use to validate our method. It then describes our method for determining $K$ corrections. In Section 4, we apply this method to calculation of $K$-corrections for the SDSS ugriz filter set, presenting the relevant model parameters in Tables $2-6$. We then compare our $K$-corrections for VAGC galaxies with those from kcorrect. Finally we summarize our findings in Section 5.

Our method in Section 3 is applicable for any cosmology and in any magnitude system, but we use $A B$ magnitudes and a cosmology with $\Omega_{0}=0.3, \Omega_{\Lambda}=0.7$, and $H_{0}=$ $100 h \mathrm{~km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1}$ with $h=1$ for the Sloan waveband comparisons with kcorrect in Section 4.2.


Figure 2. Determination of absolute Sloan $u$ magnitudes from observed $(u-g)$ or $(g-r)$ colors. The curves are the best-fit second-order polynomial fits to data points calculated for the 129 SED templates of Brown et al. (2014) at the redshifts in question. Given the measured color of a galaxy on the $x$-axis, its absolute magnitude $M_{u}$ is equal to the corresponding $y$-value on the curve minus the distance modulus $D_{\mathrm{M}}$ and plus the appropriate apparent magnitude ( $g$ on the left and $r$ on the right). If good quality $u$-band data is available, we prefer to use observed $(u-g)$ color as this results in smaller rms offsets of the template SED points from the best-fit polynomials (as given in the top left corner of each plot). If this is not the case, we can still use ( $g-r$ ) colors. Each template marker has a unique shape and color enabling it to be easily identified in the plot. Outliers more than 0.2 mag from the polynomials are excluded from the fit after three iterations of the best-fit process.
(A color version of this figure is available in the online journal.)

## 2. DATA

### 2.1. The Templates

We use the Brown et al. (2014) atlas of 129 ultraviolet to midinfrared spectral energy distributions (SEDs) of nearby galaxies. These combine ground-based and space-based observations in 26 photometric bands, gaps in spectral coverage being filled using MAGPHYS models (da Cunha et al. 2008). The atlas spans a broad range of absolute magnitudes $\left(-14.4<M_{g}<-22.3\right)$ and colors ( $0.1<u-g<1.9$ ). The systematic offsets and standard deviations for the residuals between the actual observed magnitudes and the observed magnitudes predicted by integrating each SED over the filter transmission curves are all less than 0.03 mag in the ugriz wavebands except for the $u$-band standard deviation, which is 0.06 . This provides a high degree of accuracy for our $K$-correction calculations. The broad spectral coverage enables our method to be applied to the determination of infrared $K$-corrections and absolute magnitudes, although we do not do so in this paper.

The atlas includes a large diversity of galaxy types, for example ellipticals, spirals, merging galaxies, blue compact dwarfs, and luminous infrared galaxies. Within each type there is considerable diversity. For example, the atlas includes much of the diversity of ultraviolet SEDs observed in ellipticals, as well as ellipticals with significant star formation and dust emission
in the mid-infrared. Our templates span the range of galaxy colors significantly better than previous SED libraries because (1) their large number enables a wider range of galaxy types to be represented, (2) they are derived from whole galaxy spectra rather than just the central regions of galaxies, and (3) they are based on accurate modern photometry. We refer the reader to Brown et al. (2014) for a fuller discussion of how the template SEDs compare with observed photometry.

### 2.2. The New York University Value-Added Galaxy Catalog

We used SDSS ugriz apparent AB magnitudes and extinction values from the New York University VAGC (Blanton et al. 2005) to compare absolute magnitudes that we calculated using our method with those that we calculated using the latest version of kcorrect (v_4_2) (Blanton \& Roweis 2007). As described in Blanton \& Roweis (2007), we adjusted the apparent magnitudes to account for extinction and the small offsets between the "SDSS natural system" and the AB system ( $-0.036,0.012,0.010,0.028,0.040$, respectively, for ugriz). We chose to use the VAGC because it was used during the development of kcorrect and therefore provides a good sample for benchmarking our approach relative to the prior literature. However, we note that the majority of objects in this catalog have redshifts below $z \sim 0.3$, so we need to bear in mind that the sample will be biased above this redshift. The SDSS


Figure 3. Determination of absolute Sloan $g$ magnitudes from observed $(g-r)$ or $(r-i)$ colors. The curves are the best-fit second-order polynomial fits to data points calculated for the 129 SED templates of Brown et al. (2014) at the redshifts in question. Given the measured color of a galaxy on the $x$-axis, its absolute magnitude $M_{g}$ is equal to the corresponding $y$-value on the curve minus the distance modulus $D_{\mathrm{M}}$ and plus the appropriate apparent magnitude ( $r$ on the left and $i$ on the right). We prefer to use observed $(g-r)$ color from $z=0$ to $z=0.34$ and $(r-i)$ color from $z=0.34$ to $z=0.5$, as this minimizes the rms offsets of the template SED points from the best-fit polynomials (as given in the top left corner of each plot). Each template marker has a unique shape and color, enabling it to be easily identified in the plot. The templates significantly offset from the polynomials at $z \sim 0.1$ and $z \geqslant 0.4$ are: UM461, UGCA410, and UGCA6850 (compact blue galaxies); MRK930 (a starburst galaxy); and MRK1450 (a compact starburst galaxy). Outliers more than 0.2 mag from the polynomials are excluded from the fit after three iterations of the best-fit process.
(A color version of this figure is available in the online journal.)

DR7 algorithm webpages ${ }^{3}$ recommend using Sloan "model magnitudes" for accurate determination of galaxy colors and we do this rather than using the alternative Petrosian magnitudes. Model magnitudes are generated by fitting both exponential and de Vaucouleurs profiles and then choosing the profile which provides the best fit in the $r$ band. The VAGC used independent and improved photometric calibration of the SDSS data.

## 3. THE METHOD

### 3.1. Calculation of $K$-corrections for the Template SEDs

In order be able to derive absolute magnitudes and $K$-corrections for a sample of galaxies with photometry available in several wavebands, we need to be able to compare their photometry with that of the Brown et al. (2014) SED templates at the same redshift. We first determine how apparent and absolute magnitudes for the template SEDs depend on observed colors at a range of redshifts. Hogg et al. (2002) give a derivation of $K$-correction calculations for known SEDs based on the original papers of Humason et al. (1956) and Oke \& Sandage

[^0](1968). Following similar derivations to theirs, we find the following formulae for the apparent magnitude in waveband $X$ and its absolute (restframe) magnitude in waveband $W$ for a galaxy with unnormalized flux density per unit wavelength $S(\lambda)$ :
\[

$$
\begin{equation*}
m_{X}=-2.5 \log _{10}\left[\frac{[1+z]}{4 \pi d_{L}^{2}} \frac{\int \lambda_{e m} S\left(\lambda_{e m}\right) T^{X}\left([1+z] \lambda_{e m}\right) d \lambda_{e m}}{\int \lambda G(\lambda) T^{X}(\lambda) d \lambda}\right] \tag{3}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
M_{W}=-2.5 \log _{10}\left[\frac{1}{4 \pi d_{10}^{2}} \frac{\int \lambda_{e m} S\left(\lambda_{e m}\right) T^{W}\left(\lambda_{e m}\right) d \lambda_{e m}}{\int \lambda H(\lambda) T^{W}(\lambda) d \lambda}\right] . \tag{4}
\end{equation*}
$$

Here $T^{X}(\lambda)$ and $T^{W}(\lambda)$ are the transmission functions of the $X$ and $W$ filters, i.e., the probabilities that a photon of wavelength $\lambda$ will get transmitted and counted. In the case of the observed filter $X$, this probability must in practice take account of the quantum efficiency of the CCD and any other relevant factors such as absorption by the telescope optics. $G(\lambda)$ and $H(\lambda)$ are the zero magnitude reference spectra used for the apparent and absolute magnitudes, respectively (usually either both Vega or both AB). $d_{L}$ is the luminosity distance and $d_{10}=10 \mathrm{pc}$. For clarity, we use the suffix "em" in integrals where we are effectively integrating over emitted (restframe) wavelengths.


Figure 4. Determination of absolute Sloan $r$ magnitudes from observed $(g-i)$ or $(r-z)$ colors. The curves are the best-fit second-order polynomial fits to data points calculated for the 129 SED templates of Brown et al. (2014) at the redshifts in question. Given the measured color of a galaxy on the $x$-axis, its absolute magnitude $M_{r}$ is equal to the corresponding $y$-value on the curve minus the distance modulus $D_{\mathrm{M}}$ and plus the appropriate apparent magnitude ( $i$ on the left and $z$ on the right). We prefer to use observed $(g-i)$ color from $z=0$ to $z=0.25$ and $(r-z)$ color from $z=0.25$ to $z=0.5$, as this minimizes the rms offsets of the template SED points from the best-fit polynomials (as given in the top left corner of each plot). Each template marker has a unique shape and color, enabling it to be easily identified in the plot. Outliers more than 0.2 mag from the polynomials are excluded from the fit after three iterations of the best-fit process.
(A color version of this figure is available in the online journal.)

### 3.2. Determination of Absolute Magnitudes from Observed Colors

At any given redshift, we use Equations (3) and (4) to produce a plot of $K_{W Q} \equiv\left(M_{W}+D_{\mathrm{M}}\right)-m_{Q}$ against an observed color $\left(m_{P}-m_{Q}\right)$ for the 129 template SEDs from Brown et al. (2014). An example is shown in Figure 1. We then determine the parameters $a(z), b(z), c(z)$ that provide the best second-degree polynomial fits to this template plot over the range of redshifts $z$ of interest:
$K_{W Q}\left(\left[m_{P}-m_{Q}\right], z\right)=a(z)\left(m_{P}-m_{Q}\right)^{2}+b(z)\left(m_{P}-m_{Q}\right)+c(z)$.
Then for any sample galaxy, we can determine its absolute magnitude $M_{W}$ from its observed color $\left(m_{P}-m_{Q}\right)$ and its redshift $z$ :
$M_{W}=a(z)\left(m_{P}-m_{Q}\right)^{2}+b(z)\left(m_{P}-m_{Q}\right)+c(z)-D_{\mathrm{M}}(z)+m_{Q}$.
As we show below, at any given redshift, the observed wavebands $P$ and $Q$ can be chosen to minimize the rms $y$-offset between the best-fit quadratic and the individual template points. To determine the absolute magnitude $M_{W}$ of a sample galaxy, we first measure the apparent magnitudes $m_{P}, m_{Q}$ in these two carefully selected wavebands. We then use the template-based
second-degree polynomial model (Equation (6)) for the same redshift to determine the absolute magnitude $M_{W}$.

Our method provides a quick and simple way of accurately determining the absolute magnitudes of galaxies using just one observed color and it requires no lengthy calculations or specially written software such as kcorrect or InterRest. Because the templates span almost the whole spectral range of observed galaxies, one can be confident in the model used and in the rms error due to both galaxy diversity and random photometric errors in the observed color. Figures $2-6$ show the polynomials we use to determine absolute ugriz magnitudes.

### 3.2.1. Errors

A benefit of our method is that it enables the random errors in computed absolute magnitude values to be determined from the random errors in apparent magnitudes and redshifts, and the template scatter $\sigma_{\text {templates }}$ in plots such as that in Figure 1.

Random and systematic errors in computed absolute magnitudes arising from random errors in the observed color can be analyzed as follows. Let $m_{P}$ and $m_{Q}$ denote the true values of the $P$ and $Q$ apparent magnitudes for a particular galaxy. Let the measured values be $m_{P}+\delta_{P}$ and $m_{Q}+\delta_{Q}$, where $\delta_{P}$ and $\delta_{Q}$ are random measurement errors with variances $\sigma_{P}^{2}$ and $\sigma_{Q}^{2}$. Let $M$ be the true value of the absolute magnitude $M_{W}$. The value deduced


Figure 5. Determination of absolute Sloan $i$ magnitudes from observed $(r-z)$ or $(g-i)$ colors. The curves are the best-fit second-order polynomial fits to data points calculated for the 129 SED templates of Brown et al. (2014) at the redshifts in question. Given the measured color of a galaxy on the $x$-axis, its absolute magnitude $M_{i}$ is equal to the corresponding $y$-value on the curve minus the distance modulus $D_{\mathrm{M}}$ and plus the appropriate apparent magnitude ( $z$ on the left and $i$ on the right). If good quality $z$-band data is available, we prefer to use observed $(r-z)$ color as this results in smaller rms offsets of the template SED points from the best-fit polynomials (as given in the top left corner of each plot). If this is not the case, we can still use ( $g-i$ ) colors. Each template marker has a unique shape and color, enabling it to be easily identified in the plot. Outliers more than 0.2 mag from the polynomials are excluded from the fit after three iterations of the best-fit process.
(A color version of this figure is available in the online journal.)
from the measurements is then $M+\Delta$ where, from Equation (6),

$$
\begin{align*}
& (M+\Delta)+D_{\mathrm{M}}-\left(m_{Q}+\delta_{Q}\right) \\
& =a\left[\left(m_{P}+\delta_{P}\right)-\left(m_{Q}+\delta_{Q}\right)\right]^{2} \\
& \quad+b\left[\left(m_{P}+\delta_{P}\right)-\left(m_{Q}+\delta_{Q}\right)\right]+c . \tag{7}
\end{align*}
$$

Subtracting $M+D_{\mathrm{M}}-m_{Q}=a\left(m_{P}-m_{Q}\right)^{2}+b\left(m_{P}-m_{Q}\right)+c$,
$\Delta=a\left(\delta_{P}-\delta_{Q}\right)^{2}+2 a\left(m_{P}-m_{Q}\right)\left(\delta_{P}-\delta_{Q}\right)+b\left(\delta_{P}-\delta_{Q}\right)+\delta_{Q}$.
Ignoring powers higher than the second in $\delta_{P}$ and/or $\delta_{Q}$, the variance $\sigma_{\text {phot }}^{2}=\bar{\Delta}^{2}-\overline{\Delta^{2}}$ over a large number repeated measurements is

$$
\begin{equation*}
\sigma_{\text {phot }}^{2}=\beta^{2} \sigma_{P}^{2}+(1-\beta)^{2} \sigma_{Q}^{2}, \text { where } \beta=2 a\left(m_{P}-m_{Q}\right)+b . \tag{9}
\end{equation*}
$$

Errors in redshift also give rise to errors in computed absolute magnitude. A fractional redshift error $\delta z / z$ produces an error in $M_{W}=m_{Q}+K_{W Q}-D_{\mathrm{M}}$ of

$$
\begin{equation*}
\delta M_{W}=z\left(\frac{\partial K_{W Q}}{\partial z}-\frac{d D_{\mathrm{M}}}{d z}\right)\left(\frac{\delta z}{z}\right), \tag{10}
\end{equation*}
$$

where $K_{W Q}\left(\left[m_{P}-m_{Q}\right], z\right)$ is given by Equation (5). We use fractional redshift errors $\delta z / z$ because they are a more meaningful measure than absolute errors $\delta z$ and because $z d D_{\mathrm{M}} / d z$
is bounded as $z \rightarrow 0$ (tending to the value $5 / \ln 10=2.1715$ as a result of the inverse square law).

A fractional rms error of $\sigma_{z} / z$ in redshift results in an rms absolute magnitude error of

$$
\begin{align*}
\sigma_{\text {redshift }}= & z\left(\frac{d a}{d z}\left[m_{P}-m_{Q}\right]^{2}+\frac{d b}{d z}\left[m_{P}-m_{Q}\right]\right. \\
& \left.+\frac{d c}{d z}-\frac{d D_{\mathrm{M}}}{d z}\right) \frac{\sigma_{z}}{z} \tag{11}
\end{align*}
$$

Combining the three sources of random error in quadrature, we have the total variance in absolute magnitude for each galaxy in a sample:

$$
\begin{equation*}
\sigma_{\text {total }}^{2}=\sigma_{\text {templates }}^{2}+\sigma_{\text {phot }}^{2}+\sigma_{\text {redshift }}^{2} \tag{12}
\end{equation*}
$$

Values of $\sigma_{\text {templates }}$ are tabulated in Tables 2-6 alongside the polynomial coefficients $a, b$, and $c . \sigma_{\text {templates }}$ provides a measure of the range of polynomial offsets to be expected for a sample of real galaxies. It will be smaller than the rms scatter for the templates (even with gross outliers excluded) because the template atlas includes several rare types of galaxy SED and does not attempt to provide a similar frequency distribution of SED types to that found in real galaxy samples. $\sigma_{\text {phot }}$ values can be calculated from $a, b$, and $c$ using Equation (9). Values for


Figure 6. Determination of absolute Sloan $z$ magnitudes from observed $(r-z)$ or $(g-i)$ colors. The curves are the best-fit second-order polynomial fits to data points calculated for the 129 SED templates of Brown et al. (2014) at the redshifts in question. Given the measured color of a galaxy on the $x$-axis, its absolute magnitude $M_{z}$ is equal to the corresponding $y$-value on the curve minus the distance modulus $D_{\mathrm{M}}$ and plus the appropriate apparent magnitude ( $z$ on the left and $i$ on the right). If good quality $z$-band data is available, we prefer to use observed $(r-z)$ color as this results in smaller rms offsets of the template SED points from the best-fit polynomials (as given in the top left corner of each plot). If this is not the case, we can still use ( $g-i$ ) colors. Each template marker has a unique shape and color, enabling it to be easily identified in the plot. Outliers more than 0.2 mag from the polynomials are excluded from the fit after three iterations of the best-fit process.
(A color version of this figure is available in the online journal.)


Figure 7. Nearest filters to the redshifted restframe waveband do not necessarily provide the best comparison color. Although the redshifted restframe $r$ band lies between the $i$ and $z$ bands at $z=0.28,(r-z)$ produces a much better defined template locus for determining $M_{r}$ than $(i-z)$, a much larger range of observed color, and no outliers.
(A color version of this figure is available in the online journal.)
$\sigma_{\text {redshift }}$ can be determined by extracting values of $d a / d z, d b / d z$, and $d c / d z$ from the tables and using these in Equation (11).

### 3.3. Choice of the Best Observed Color

As the example in Figure 1 shows, the diversity of galaxy SEDs produces scatter in the template values of

Table 1
Preferred Observed Colors Used to Determine $K$-corrections

| Restframe Waveband $M_{W}$ | Central Wavelength ( $\mu \mathrm{m}$ ) | Redshift Range | $\begin{gathered} \text { Preferred } \\ \text { Color } \\ \left(m_{P}-m_{Q}\right) \end{gathered}$ | Alternative Color $\left(m_{P}-m_{Q}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $u$ | 0.3551 | 0.0 to 0.5 | $(u-g)$ | $(g-r)$ |
| $g$ | 0.4686 | 0.0 to 0.34 | $(g-r)$ |  |
| $g$ | 0.4686 | 0.34 to 0.5 | $(r-i)$ |  |
| $r$ | 0.6166 | 0.0 to 0.25 | ( $g-i$ ) |  |
| $r$ | 0.6166 | 0.25 to 0.5 | $(r-z)$ |  |
| $i$ | 0.7480 | 0.0 to 0.5 | $(r-z)$ | ( $g-i)$ |
| $z$ | 0.8932 | 0.0 to 0.5 | $(r-z)$ | $(g-i)$ |

$\left(M_{W}+D_{\mathrm{M}}\right)-m_{Q}$ about the best-fit polynomial. Assuming that the 129 templates adequately span the full range of galaxy colors, the template scatter about the best-fit polynomial scatter for observed galaxies will be similar to that for the templates and so will also have variance $\sim \sigma_{\text {templates }}^{2}$. We aim to choose observed colors that minimize the rms offset $\sigma_{\text {templates }}$.

Choosing observed colors that straddle or are close to the redshifted restframe waveband $W$, as in Rudnick et al. (2003) and the InterRest software (Taylor et al. 2009), does not always result in the smallest template scatter $\sigma_{\text {templates }}$. For example, at $z=0.28$, the redshifted restframe $r$ band lies mid-way between the observed $i$ and $z$ bands. One might expect, therefore, that

Table 2
Parameters for Calculating Absolute Magnitudes $M_{u}=a(u-g)^{2}+b(u-g)+c-D_{M}+g$ or $M_{u}=a(g-r)^{2}+b(g-r)+c-D_{M}+r$

| Red | Input | Parameters |  |  | rms <br> Error | Red <br> Shift | Input Color | Parameters |  |  | $\mathrm{rms}$ <br> Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Shift | Color | $a$ | $b$ | $c$ |  |  |  | $a$ | $b$ | $c$ |  |
| 0.00 | $(u-g)^{*}$ | 0.0000 | 1.0000 | 0.0000 | 0.0000 | 0.00 | $(g-r)$ | 1.2208 | 1.5209 | 0.4054 | 0.0881 |
| 0.01 | $(u-g)^{*}$ | 0.0245 | 0.9330 | 0.0087 | 0.0084 | 0.01 | $(g-r)$ | 1.0792 | 1.5130 | 0.4331 | 0.0876 |
| 0.02 | $(u-g)^{*}$ | 0.0466 | 0.8674 | 0.0199 | 0.0128 | 0.02 | $(g-r)$ | 1.0556 | 1.4480 | 0.4690 | 0.0875 |
| 0.03 | $(u-g)^{*}$ | 0.0598 | 0.8196 | 0.0254 | 0.0186 | 0.03 | $(g-r)$ | 1.0499 | 1.3174 | 0.5436 | 0.0875 |
| 0.04 | $(u-g)^{*}$ | 0.0646 | 0.7872 | 0.0273 | 0.0242 | 0.04 | $(g-r)$ | 0.9470 | 1.3494 | 0.5521 | 0.0894 |
| 0.05 | $(u-g)^{*}$ | 0.0595 | 0.7778 | 0.0189 | 0.0297 | 0.05 | $(g-r)$ | 0.8474 | 1.3776 | 0.5491 | 0.0896 |
| 0.06 | $(u-g)^{*}$ | 0.0430 | 0.7895 | 0.0072 | 0.0338 | 0.06 | $(g-r)$ | 0.5919 | 1.5813 | 0.4928 | 0.0845 |
| 0.07 | $(u-g)^{*}$ | 0.0235 | 0.8038 | 0.0012 | 0.0363 | 0.07 | $(g-r)$ | 0.4257 | 1.6994 | 0.4496 | 0.0816 |
| 0.08 | $(u-g)^{*}$ | 0.0024 | 0.8216 | -0.0054 | 0.0384 | 0.08 | $(g-r)$ | 0.2828 | 1.8176 | 0.3976 | 0.0766 |
| 0.09 | $(u-g)^{*}$ | -0.0157 | 0.8308 | -0.0058 | 0.0399 | 0.09 | $(g-r)$ | 0.1457 | 1.9509 | 0.3305 | 0.0736 |
| 0.10 | $(u-g)^{*}$ | -0.0299 | 0.8290 | 0.0007 | 0.0409 | 0.10 | $(g-r)$ | -0.0010 | 2.0922 | 0.2617 | 0.0748 |
| 0.11 | $(u-g)^{*}$ | -0.0431 | 0.8228 | 0.0096 | 0.0416 | 0.11 | $(g-r)$ | -0.0992 | 2.1801 | 0.2071 | 0.0759 |
| 0.12 | $(u-g)^{*}$ | -0.0553 | 0.8126 | 0.0210 | 0.0420 | 0.12 | $(g-r)$ | -0.1984 | 2.2869 | 0.1379 | 0.0727 |
| 0.13 | $(u-g)^{*}$ | -0.0660 | 0.7975 | 0.0345 | 0.0423 | 0.13 | $(g-r)$ | -0.2256 | 2.2776 | 0.1138 | 0.0669 |
| 0.14 | $(u-g)^{*}$ | -0.0767 | 0.7813 | 0.0480 | 0.0423 | 0.14 | $(g-r)$ | -0.2663 | 2.2918 | 0.0804 | 0.0655 |
| 0.15 | $(u-g)^{*}$ | -0.0866 | 0.7625 | 0.0624 | 0.0422 | 0.15 | $(g-r)$ | -0.2942 | 2.2782 | 0.0637 | 0.0629 |
| 0.16 | $(u-g)^{*}$ | -0.0967 | 0.7436 | 0.0761 | 0.0421 | 0.16 | $(g-r)$ | -0.2839 | 2.2087 | 0.0688 | 0.0664 |
| 0.17 | $(u-g)^{*}$ | -0.1050 | 0.7208 | 0.0910 | 0.0417 | 0.17 | $(g-r)$ | -0.2712 | 2.1380 | 0.0701 | 0.0646 |
| 0.18 | $(u-g)^{*}$ | -0.1128 | 0.6971 | 0.1056 | 0.0413 | 0.18 | $(g-r)$ | -0.2750 | 2.0905 | 0.0687 | 0.0604 |
| 0.19 | $(u-g)^{*}$ | -0.1185 | 0.6702 | 0.1206 | 0.0407 | 0.19 | $(g-r)$ | -0.2677 | 2.0327 | 0.0684 | 0.0586 |
| 0.20 | $(u-g)^{*}$ | -0.1220 | 0.6401 | 0.1358 | 0.0402 | 0.20 | $(g-r)$ | $-0.2772$ | 2.0095 | 0.0549 | 0.0573 |
| 0.21 | $(u-g)^{*}$ | -0.1237 | 0.6084 | 0.1505 | 0.0397 | 0.21 | $(g-r)$ | -0.2691 | 1.9521 | 0.0612 | 0.0538 |
| 0.22 | $(u-g)^{*}$ | -0.1240 | 0.5765 | 0.1633 | 0.0391 | 0.22 | $(g-r)$ | -0.2624 | 1.9028 | 0.0636 | 0.0507 |
| 0.23 | $(u-g)^{*}$ | -0.1222 | 0.5422 | 0.1761 | 0.0384 | 0.23 | $(g-r)$ | -0.2538 | 1.8534 | 0.0677 | 0.0478 |
| 0.24 | $(u-g)^{*}$ | -0.1184 | 0.5052 | 0.1888 | 0.0376 | 0.24 | $(g-r)$ | -0.2424 | 1.8008 | 0.0734 | 0.0449 |
| 0.25 | $(u-g)^{*}$ | -0.1118 | 0.4629 | 0.2026 | 0.0364 | 0.25 | $(g-r)$ | -0.2254 | 1.7387 | 0.0835 | 0.0414 |
| 0.26 | $(u-g)^{*}$ | -0.1027 | 0.4156 | 0.2177 | 0.0351 | 0.26 | $(g-r)$ | -0.1959 | 1.6530 | 0.1024 | 0.0412 |
| 0.27 | $(u-g)^{*}$ | -0.0922 | 0.3646 | 0.2334 | 0.0332 | 0.27 | $(g-r)$ | -0.1675 | 1.5670 | 0.1227 | 0.0399 |
| 0.28 | $(u-g)^{*}$ | -0.0815 | 0.3139 | 0.2476 | 0.0314 | 0.28 | $(g-r)$ | -0.1491 | 1.4967 | 0.1408 | 0.0355 |
| 0.29 | $(u-g)^{*}$ | -0.0717 | 0.2658 | 0.2598 | 0.0295 | 0.29 | $(g-r)$ | -0.1354 | 1.4345 | 0.1572 | 0.0317 |
| 0.30 | $(u-g)^{*}$ | -0.0616 | 0.2170 | 0.2712 | 0.0272 | 0.30 | $(g-r)$ | -0.1235 | 1.3749 | 0.1736 | 0.0279 |
| 0.31 | $(u-g)^{*}$ | -0.0517 | 0.1694 | 0.2806 | 0.0251 | 0.31 | $(g-r)$ | -0.1127 | 1.3172 | 0.1902 | 0.0249 |
| 0.32 | $(u-g)^{*}$ | -0.0407 | 0.1190 | 0.2905 | 0.0224 | 0.32 | $(g-r)$ | -0.1001 | 1.2546 | 0.2112 | 0.0219 |
| 0.33 | $(u-g)^{*}$ | -0.0294 | 0.0703 | 0.2982 | 0.0194 | 0.33 | $(g-r)$ | -0.0870 | 1.1936 | 0.2320 | 0.0192 |
| 0.34 | $(u-g)^{*}$ | -0.0175 | 0.0222 | 0.3062 | 0.0167 | 0.34 | $(g-r)$ | -0.0722 | 1.1305 | 0.2564 | 0.0175 |
| 0.35 | $(u-g)^{*}$ | -0.0056 | -0.0226 | 0.3121 | 0.0136 | 0.35 | $(g-r)$ | $-0.0564$ | 1.0698 | 0.2789 | 0.0161 |
| 0.36 | $(u-g)^{*}$ | 0.0061 | -0.0643 | 0.3157 | 0.0108 | 0.36 | $(g-r)$ | -0.0415 | 1.0166 | 0.2955 | 0.0153 |
| 0.37 | $(u-g)^{*}$ | 0.0166 | -0.1013 | 0.3165 | 0.0088 | 0.37 | $(g-r)$ | -0.0321 | 0.9788 | 0.3032 | 0.0152 |
| 0.38 | $(u-g)^{*}$ | 0.0277 | -0.1394 | 0.3174 | 0.0088 | 0.38 | $(g-r)$ | -0.0240 | 0.9450 | 0.3090 | 0.0163 |
| 0.39 | $(u-g)^{*}$ | 0.0384 | -0.1764 | 0.3176 | 0.0105 | 0.39 | $(g-r)$ | -0.0187 | 0.9163 | 0.3133 | 0.0182 |
| 0.40 | $(u-g)^{*}$ | 0.0483 | -0.2122 | 0.3179 | 0.0127 | 0.40 | $(g-r)$ | $-0.0163$ | 0.8928 | 0.3170 | 0.0204 |
| 0.41 | $(u-g)^{*}$ | 0.0564 | -0.2417 | 0.3128 | 0.0156 | 0.41 | $(g-r)$ | -0.0169 | 0.8766 | 0.3156 | 0.0233 |
| 0.42 | $(u-g)^{*}$ | 0.0618 | -0.2629 | 0.3008 | 0.0193 | 0.42 | $(g-r)$ | -0.0201 | 0.8666 | 0.3098 | 0.0267 |
| 0.43 | $(u-g)^{*}$ | 0.0651 | -0.2786 | 0.2858 | 0.0235 | 0.43 | $(g-r)$ | -0.0261 | 0.8614 | 0.3026 | 0.0304 |
| 0.44 | $(u-g)^{*}$ | 0.0665 | -0.2905 | 0.2703 | 0.0280 | 0.44 | $(g-r)$ | -0.0350 | 0.8607 | 0.2951 | 0.0338 |
| 0.45 | $(u-g)^{*}$ | 0.0677 | -0.3039 | 0.2590 | 0.0319 | 0.45 | $(g-r)$ | -0.0465 | 0.8619 | 0.2908 | 0.0366 |
| 0.46 | $(u-g)^{*}$ | 0.0702 | -0.3238 | 0.2557 | 0.0347 | 0.46 | $(g-r)$ | -0.0597 | 0.8619 | 0.2927 | 0.0386 |
| 0.47 | $(u-g)^{*}$ | 0.0743 | -0.3499 | 0.2591 | 0.0365 | 0.47 | $(g-r)$ | -0.0732 | 0.8591 | 0.3001 | 0.0396 |
| 0.48 | $(u-g)^{*}$ | 0.0791 | -0.3780 | 0.2645 | 0.0378 | 0.48 | $(g-r)$ | -0.0860 | 0.8531 | 0.3106 | 0.0401 |
| 0.49 | $(u-g)^{*}$ | 0.0848 | -0.4084 | 0.2708 | 0.0389 | 0.49 | $(g-r)$ | -0.0971 | 0.8423 | 0.3240 | 0.0402 |
| 0.50 | $(u-g)^{*}$ | 0.0913 | -0.4409 | 0.2776 | 0.0400 | 0.50 | $(g-r)$ | -0.1072 | 0.8281 | 0.3392 | 0.0401 |

the best observed color to use for $M_{r}$ at this redshift would be $(i-z)$. Figure 7 shows that this is not the case and that $(r-z)$ is a better color as it produces a very well-defined sequence of points, while $(i-z)$ gives rise to a small range of observed color, a tightly bunched set of points, a highly indeterminate polynomial fit, and a number of significant outliers. The rms offset $\sigma_{\text {templates }}$ is 0.042 for $(i-z)$, but only 0.015 for $(r-z)$.

It is instructive to examine typical SEDs at $z=0.28$ to understand why there is such a small range in $(i-z)$ color. Figure 8 shows that the redshifted SEDs of representative galaxies are
essentially parallel in the region covered by the $i$ and $z$ filters, while the $\mathrm{H} \alpha$ line lies exactly between them so that variations in $\mathrm{H} \alpha$ emission line strength between galaxies do not affect the $(i-z)$ color. It might be thought that using filters that do not sample $\mathrm{H} \alpha$ emission would lead to significant errors (up to $\sim 0.1 \mathrm{mag}$ ) as a result of this prominent spectral feature not being sampled. However, the strength of the $\mathrm{H} \alpha$ line is correlated with the overall shape of the SED so that we do not find galaxies with otherwise similar SEDs but very different $\mathrm{H} \alpha$ equivalent line widths. This means that enough information is encoded

Table 3
Parameters for Calculating Absolute Magnitudes $M_{g}=a(g-r)^{2}+b(g-r)+c-D_{M}+r$ or $M_{g}=a(r-i)^{2}+b(r-i)+c-D_{M}+i$

| Red | Input | Parameters |  |  | rms <br> Error | Red <br> Shift | Input <br> Color | Parameters |  |  | rms <br> Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Shift | Color | $a$ | $b$ | $c$ |  |  |  | $a$ | $b$ | c |  |
| 0.00 | $(g-r)^{*}$ | 0.0000 | 1.0000 | 0.0000 | 0.0000 | 0.00 | $(r-i)$ | 0.7930 | 2.0554 | 0.2547 | 0.0662 |
| 0.01 | $(g-r)^{*}$ | -0.0161 | 0.9609 | 0.0146 | 0.0032 | 0.01 | $(r-i)$ | 0.8446 | 2.0698 | 0.2323 | 0.0660 |
| 0.02 | $(g-r)^{*}$ | -0.0334 | 0.9318 | 0.0243 | 0.0054 | 0.02 | $(r-i)$ | 0.9119 | 2.1994 | 0.1560 | 0.0633 |
| 0.03 | $(g-r)^{*}$ | -0.0505 | 0.9121 | 0.0279 | 0.0064 | 0.03 | $(r-i)$ | -1.0026 | 3.5191 | -0.1028 | 0.0583 |
| 0.04 | $(g-r)^{*}$ | -0.0642 | 0.8932 | 0.0292 | 0.0073 | 0.04 | $(r-i)$ | -3.5452 | 5.5473 | $-0.5453$ | 0.0733 |
| 0.05 | $(g-r)^{*}$ | -0.0930 | 0.8968 | 0.0227 | 0.0093 | 0.05 | $(r-i)$ | -3.9089 | 6.0560 | -0.7350 | 0.0797 |
| 0.06 | $(g-r)^{*}$ | -0.1483 | 0.9413 | 0.0009 | 0.0152 | 0.06 | $(r-i)$ | -3.6353 | 5.7361 | -0.7001 | 0.0858 |
| 0.07 | $(g-r)^{*}$ | -0.2178 | 1.0152 | -0.0347 | 0.0254 | 0.07 | $(r-i)$ | -11.1145 | 10.9029 | -1.5882 | 0.0877 |
| 0.08 | $(g-r)^{*}$ | -0.2863 | 1.0950 | -0.0753 | 0.0371 | 0.08 | $(r-i)$ | -11.4425 | 10.9730 | -1.5798 | 0.0915 |
| 0.09 | $(g-r)^{*}$ | -0.2469 | 1.0078 | -0.0544 | 0.0263 | 0.09 | $(r-i)$ | -9.6241 | 9.6094 | -1.3375 | 0.0896 |
| 0.10 | $(g-r)^{*}$ | -0.2673 | 1.0099 | -0.0641 | 0.0277 | 0.10 | $(r-i)$ | -4.0420 | 5.6986 | -0.6840 | 0.0818 |
| 0.11 | $(g-r)^{*}$ | -0.2686 | 0.9839 | -0.0638 | 0.0275 | 0.11 | $(r-i)$ | -3.3843 | 5.3143 | -0.6443 | 0.0811 |
| 0.12 | $(g-r)^{*}$ | -0.2478 | 0.9220 | -0.0493 | 0.0260 | 0.12 | $(r-i)$ | -1.4090 | 3.6091 | -0.2981 | 0.0746 |
| 0.13 | $(g-r)^{*}$ | -0.2101 | 0.8327 | -0.0229 | 0.0232 | 0.13 | $(r-i)$ | -0.0820 | 2.3499 | -0.0216 | 0.0779 |
| 0.14 | $(g-r)^{*}$ | -0.1466 | 0.7121 | 0.0087 | 0.0309 | 0.14 | $(r-i)$ | 0.6666 | 1.6507 | 0.1224 | 0.0686 |
| 0.15 | $(g-r)^{*}$ | -0.0999 | 0.6052 | 0.0436 | 0.0308 | 0.15 | $(r-i)$ | 0.8826 | 1.3627 | 0.1872 | 0.0635 |
| 0.16 | $(g-r)^{*}$ | -0.0810 | 0.5368 | 0.0697 | 0.0259 | 0.16 | $(r-i)$ | 0.9476 | 1.2571 | 0.2216 | 0.0468 |
| 0.17 | $(g-r)^{*}$ | -0.0662 | 0.4767 | 0.0928 | 0.0221 | 0.17 | $(r-i)$ | 0.9809 | 1.1414 | 0.2353 | 0.0513 |
| 0.18 | $(g-r)^{*}$ | -0.0553 | 0.4237 | 0.1142 | 0.0188 | 0.18 | $(r-i)$ | 0.9257 | 1.0943 | 0.2511 | 0.0466 |
| 0.19 | $(g-r)^{*}$ | -0.0450 | 0.3743 | 0.1345 | 0.0159 | 0.19 | $(r-i)$ | 0.8771 | 1.0544 | 0.2638 | 0.0418 |
| 0.20 | $(g-r)^{*}$ | -0.0346 | 0.3263 | 0.1551 | 0.0135 | 0.20 | $(r-i)$ | 0.8135 | 1.0250 | 0.2752 | 0.0376 |
| 0.21 | $(g-r)^{*}$ | -0.0253 | 0.2819 | 0.1749 | 0.0115 | 0.21 | $(r-i)$ | 0.7460 | 1.0027 | 0.2853 | 0.0339 |
| 0.22 | $(g-r)^{*}$ | -0.0165 | 0.2402 | 0.1936 | 0.0101 | 0.22 | $(r-i)$ | 0.6771 | 0.9849 | 0.2940 | 0.0309 |
| 0.23 | $(g-r)^{*}$ | -0.0073 | 0.1981 | 0.2134 | 0.0093 | 0.23 | $(r-i)$ | 0.6100 | 0.9748 | 0.3015 | 0.0275 |
| 0.24 | $(g-r)^{*}$ | 0.0008 | 0.1578 | 0.2334 | 0.0088 | 0.24 | $(r-i)$ | 0.5224 | 0.9802 | 0.3072 | 0.0239 |
| 0.25 | $(g-r)^{*}$ | 0.0103 | 0.1139 | 0.2559 | 0.0096 | 0.25 | $(r-i)$ | 0.4020 | 1.0077 | 0.3107 | 0.0203 |
| 0.26 | $(g-r)^{*}$ | 0.0195 | 0.0695 | 0.2795 | 0.0111 | 0.26 | $(r-i)$ | 0.3033 | 1.0167 | 0.3152 | 0.0181 |
| 0.27 | $(g-r)^{*}$ | 0.0272 | 0.0270 | 0.3032 | 0.0132 | 0.27 | $(r-i)$ | 0.2427 | 1.0023 | 0.3203 | 0.0164 |
| 0.28 | $(g-r)^{*}$ | 0.0352 | -0.0163 | 0.3283 | 0.0155 | 0.28 | $(r-i)$ | 0.2057 | 0.9769 | 0.3255 | 0.0146 |
| 0.29 | $(g-r)^{*}$ | 0.0433 | -0.0588 | 0.3538 | 0.0180 | 0.29 | $(r-i)$ | 0.1760 | 0.9513 | 0.3303 | 0.0132 |
| 0.30 | $(g-r)^{*}$ | 0.0498 | -0.0972 | 0.3784 | 0.0202 | 0.30 | $(r-i)$ | 0.1495 | 0.9283 | 0.3347 | 0.0117 |
| 0.31 | $(g-r)^{*}$ | 0.0544 | -0.1296 | 0.3999 | 0.0218 | 0.31 | $(r-i)$ | 0.1242 | 0.9076 | 0.3385 | 0.0104 |
| 0.32 | $(g-r)^{*}$ | 0.0576 | -0.1585 | 0.4195 | 0.0229 | 0.32 | $(r-i)$ | 0.0983 | 0.8889 | 0.3413 | 0.0089 |
| 0.33 | $(g-r)^{*}$ | 0.0530 | -0.1635 | 0.4210 | 0.0196 | 0.33 | $(r-i)$ | 0.0558 | 0.8881 | 0.3387 | 0.0066 |
| 0.34 | $(g-r)^{*}$ | 0.0336 | -0.1229 | 0.3873 | 0.0107 | 0.34 | $(r-i)^{*}$ | -0.0226 | 0.9246 | 0.3259 | 0.0048 |
| 0.35 | $(g-r)$ | -0.0038 | -0.0301 | 0.3164 | 0.0134 | 0.35 | $(r-i)^{*}$ | -0.1596 | 1.0195 | 0.2986 | 0.0108 |
| 0.36 | $(g-r)$ | -0.0553 | 0.0987 | 0.2241 | 0.0296 | 0.36 | $(r-i)^{*}$ | -0.3490 | 1.1784 | 0.2528 | 0.0253 |
| 0.37 | $(g-r)$ | -0.0871 | 0.1580 | 0.1904 | 0.0268 | 0.37 | $(r-i)^{*}$ | -0.3862 | 1.1818 | 0.2437 | 0.0255 |
| 0.38 | $(g-r)$ | -0.1149 | 0.2123 | 0.1544 | 0.0311 | 0.38 | $(r-i)^{*}$ | -0.4522 | 1.2146 | 0.2282 | 0.0312 |
| 0.39 | $(g-r)$ | -0.1353 | 0.2441 | 0.1339 | 0.0339 | 0.39 | $(r-i)^{*}$ | -0.4112 | 1.1259 | 0.2466 | 0.0275 |
| 0.40 | $(g-r)$ | -0.1521 | 0.2648 | 0.1203 | 0.0361 | 0.40 | $(r-i)^{*}$ | -0.2755 | 0.9552 | 0.2786 | 0.0310 |
| 0.41 | $(g-r)$ | -0.1664 | 0.2758 | 0.1134 | 0.0383 | 0.41 | $(r-i)^{*}$ | -0.2729 | 0.8673 | 0.3045 | 0.0356 |
| 0.42 | $(g-r)$ | -0.1774 | 0.2751 | 0.1147 | 0.0405 | 0.42 | $(r-i)^{*}$ | -0.4159 | 0.9411 | 0.2938 | 0.0306 |
| 0.43 | $(g-r)$ | -0.1848 | 0.2636 | 0.1227 | 0.0427 | 0.43 | $(r-i)^{*}$ | -0.2909 | 0.7830 | 0.3268 | 0.0254 |
| 0.44 | $(g-r)$ | -0.1919 | 0.2502 | 0.1316 | 0.0451 | 0.44 | $(r-i)^{*}$ | -0.2102 | 0.6659 | 0.3523 | 0.0201 |
| 0.45 | $(g-r)$ | -0.1978 | 0.2325 | 0.1426 | 0.0477 | 0.45 | $(r-i)^{*}$ | -0.1557 | 0.5740 | 0.3734 | 0.0149 |
| 0.46 | $(g-r)$ | -0.2017 | 0.2071 | 0.1583 | 0.0503 | 0.46 | $(r-i)^{*}$ | -0.1158 | 0.4960 | 0.3927 | 0.0097 |
| 0.47 | $(g-r)$ | -0.2055 | 0.1781 | 0.1770 | 0.0529 | 0.47 | $(r-i)^{*}$ | -0.0963 | 0.4440 | 0.4057 | 0.0063 |
| 0.48 | $(g-r)$ | -0.2083 | 0.1439 | 0.1993 | 0.0556 | 0.48 | $(r-i)^{*}$ | -0.0869 | 0.4000 | 0.4169 | 0.0050 |
| 0.49 | $(g-r)$ | -0.2083 | 0.1014 | 0.2265 | 0.0585 | 0.49 | $(r-i)^{*}$ | -0.0689 | 0.3441 | 0.4330 | 0.0062 |
| 0.50 | $(g-r)$ | -0.2070 | 0.0556 | 0.2547 | 0.0615 | 0.50 | $(r-i)^{*}$ | -0.0515 | 0.2927 | 0.4475 | 0.0075 |

in other parts of the SED to provide an accurate measurement of the $\mathrm{H} \alpha$ line strength and hence absolute magnitude. This is confirmed by the right-hand plot in Figure 7, which shows little scatter around the best-fit polynomial.

In general, we note that the variations in color on both axes due to galaxy diversity depend on a complex interplay of factors, including the overall shape of the SED and specific features such as absorption and emission line strengths and the prominence of the Balmer jump and $4000 \AA$ break. Figure 9 shows how observed color varies with redshift for all 129 templates and all 10
possible combinations of observed ugriz filters. There is a relatively small range of color values at longer wavelengths where there is little variation between SEDs apart from absorption and emission lines. The small range in $(i-z)$ color at $z \sim 0.28$ already alluded to can be seen clearly in the figure.
As well as variance in computed absolute magnitudes due to galaxy diversity, we also need to consider the variance $\sigma_{\text {phot }}^{2}$ in computed absolute magnitudes due to random photometric errors. Equation (9) shows that this depends on the quantity $\beta$, which is a function of the best-fit parameters $a$ and $b$ and

Parameters for Calculating Absolute Magnitudes $M_{r}=a(g-i)^{2}+b(g-i)+c-D_{M}+r$ or $M_{r}=a(r-z)^{2}+b(r-z)+c-D_{M}+z$

| Red | Input | Parameters |  |  | rms <br> Error | Red Shift | Input <br> Color | Parameters |  |  | rms <br> Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Shift | Color | $a$ | $b$ | c |  |  |  | $a$ | $b$ | c |  |
| 0.00 | $(g-i)^{*}$ | -0.0910 | 0.5390 | -0.1256 | 0.0303 | 0.00 | $(r-z)$ | 0.0000 | 1.0000 | 0.0000 | 0.0000 |
| 0.01 | $(g-i)^{*}$ | -0.0938 | 0.5250 | -0.1223 | 0.0302 | 0.01 | $(r-z)$ | -0.0092 | 1.0028 | -0.0076 | 0.0038 |
| 0.02 | $(g-i)^{*}$ | -0.0946 | 0.5045 | -0.1114 | 0.0295 | 0.02 | $(r-z)$ | -0.0449 | 1.0643 | -0.0460 | 0.0106 |
| 0.03 | $(g-i)^{*}$ | -0.0911 | 0.4742 | -0.0927 | 0.0281 | 0.03 | $(r-z)$ | -0.1879 | 1.2562 | -0.1262 | 0.0215 |
| 0.04 | $(g-i)^{*}$ | -0.0826 | 0.4325 | -0.0652 | 0.0258 | 0.04 | $(r-z)$ | -0.4428 | 1.5838 | -0.2468 | 0.0339 |
| 0.05 | $(g-i)^{*}$ | -0.0609 | 0.3587 | -0.0155 | 0.0212 | 0.05 | $(r-z)$ | -0.6180 | 1.7891 | $-0.3174$ | 0.0410 |
| 0.06 | $(g-i)^{*}$ | -0.0361 | 0.2782 | 0.0381 | 0.0174 | 0.06 | $(r-z)$ | -0.6245 | 1.7770 | -0.3166 | 0.0427 |
| 0.07 | $(g-i)^{*}$ | -0.0090 | 0.1915 | 0.0949 | 0.0158 | 0.07 | $(r-z)$ | -0.6208 | 1.7518 | -0.3115 | 0.0435 |
| 0.08 | $(g-i)^{*}$ | -0.0103 | 0.1717 | 0.1103 | 0.0155 | 0.08 | $(r-z)$ | -0.6075 | 1.7115 | -0.3003 | 0.0439 |
| 0.09 | $(g-i)^{*}$ | -0.0112 | 0.1553 | 0.1200 | 0.0151 | 0.09 | $(r-z)$ | -0.5452 | 1.5984 | -0.2619 | 0.0414 |
| 0.10 | $(g-i)^{*}$ | $-0.0148$ | 0.1479 | 0.1225 | 0.0146 | 0.10 | $(r-z)$ | -0.4249 | 1.3992 | -0.1920 | 0.0372 |
| 0.11 | $(g-i)^{*}$ | -0.0141 | 0.1297 | 0.1324 | 0.0140 | 0.11 | $(r-z)$ | -0.2743 | 1.1576 | -0.1077 | 0.0345 |
| 0.12 | $(g-i)^{*}$ | -0.0156 | 0.1183 | 0.1383 | 0.0135 | 0.12 | $(r-z)$ | -0.1403 | 0.9413 | -0.0327 | 0.0349 |
| 0.13 | $(g-i)^{*}$ | -0.0193 | 0.1174 | 0.1363 | 0.0124 | 0.13 | $(r-z)$ | -0.0598 | 0.7990 | 0.0178 | 0.0355 |
| 0.14 | $(g-i)^{*}$ | -0.0170 | 0.1024 | 0.1448 | 0.0112 | 0.14 | $(r-z)$ | -0.0221 | 0.7153 | 0.0491 | 0.0357 |
| 0.15 | $(g-i)^{*}$ | -0.0236 | 0.1181 | 0.1279 | 0.0101 | 0.15 | $(r-z)$ | -0.0078 | 0.6646 | 0.0691 | 0.0355 |
| 0.16 | $(g-i)^{*}$ | -0.0558 | 0.2072 | 0.0577 | 0.0137 | 0.16 | $(r-z)$ | -0.0041 | 0.6300 | 0.0829 | 0.0351 |
| 0.17 | $(g-i)^{*}$ | -0.0356 | 0.1366 | 0.1118 | 0.0094 | 0.17 | $(r-z)$ | -0.0073 | 0.6055 | 0.0930 | 0.0346 |
| 0.18 | $(g-i)^{*}$ | -0.0162 | 0.0696 | 0.1616 | 0.0061 | 0.18 | $(r-z)$ | -0.0137 | 0.5855 | 0.1017 | 0.0341 |
| 0.19 | $(g-i)^{*}$ | -0.0146 | 0.0593 | 0.1663 | 0.0046 | 0.19 | $(r-z)$ | -0.0203 | 0.5677 | 0.1092 | 0.0336 |
| 0.20 | $(g-i)^{*}$ | -0.0115 | 0.0465 | 0.1724 | 0.0037 | 0.20 | $(r-z)$ | -0.0265 | 0.5502 | 0.1169 | 0.0331 |
| 0.21 | $(g-i)^{*}$ | -0.0093 | 0.0369 | 0.1763 | 0.0038 | 0.21 | $(r-z)$ | -0.0336 | 0.5338 | 0.1249 | 0.0326 |
| 0.22 | $(g-i)^{*}$ | -0.0074 | 0.0282 | 0.1794 | 0.0048 | 0.22 | $(r-z)$ | -0.0396 | 0.5151 | 0.1344 | 0.0317 |
| 0.23 | $(g-i)^{*}$ | -0.0078 | 0.0277 | 0.1736 | 0.0073 | 0.23 | $(r-z)$ | -0.0403 | 0.4872 | 0.1486 | 0.0302 |
| 0.24 | $(g-i)^{*}$ | -0.0148 | 0.0515 | 0.1437 | 0.0119 | 0.24 | $(r-z)$ | -0.0330 | 0.4441 | 0.1706 | 0.0279 |
| 0.25 | $(g-i)^{*}$ | -0.0360 | 0.1261 | 0.0672 | 0.0206 | 0.25 | $(r-z)^{*}$ | -0.0140 | 0.3807 | 0.2028 | 0.0243 |
| 0.26 | $(g-i)$ | -0.0581 | 0.2043 | -0.0126 | 0.0301 | 0.26 | $(r-z)^{*}$ | 0.0184 | 0.2922 | 0.2477 | 0.0199 |
| 0.27 | $(g-i)$ | -0.0749 | 0.2633 | -0.0736 | 0.0376 | 0.27 | $(r-z)^{*}$ | 0.0653 | 0.1758 | 0.3068 | 0.0158 |
| 0.28 | $(g-i)$ | -0.0737 | 0.2590 | -0.0776 | 0.0396 | 0.28 | $(r-z)^{*}$ | 0.0985 | 0.0850 | 0.3544 | 0.0148 |
| 0.29 | $(g-i)$ | -0.0716 | 0.2514 | -0.0779 | 0.0411 | 0.29 | $(r-z)^{*}$ | 0.1173 | 0.0219 | 0.3891 | 0.0152 |
| 0.30 | $(g-i)$ | -0.0678 | 0.2378 | -0.0739 | 0.0423 | 0.30 | $(r-z)^{*}$ | 0.1263 | -0.0214 | 0.4145 | 0.0161 |
| 0.31 | $(g-i)$ | -0.0635 | 0.2212 | -0.0664 | 0.0435 | 0.31 | $(r-z)^{*}$ | 0.1274 | -0.0476 | 0.4303 | 0.0169 |
| 0.32 | $(g-i)$ | -0.0588 | 0.2035 | -0.0581 | 0.0445 | 0.32 | $(r-z)^{*}$ | 0.1221 | -0.0599 | 0.4376 | 0.0168 |
| 0.33 | ( $g-i$ ) | -0.0552 | 0.1876 | -0.0496 | 0.0453 | 0.33 | $(r-z)^{*}$ | 0.1106 | -0.0574 | 0.4358 | 0.0160 |
| 0.34 | ( $g-i$ ) | -0.0521 | 0.1712 | -0.0398 | 0.0461 | 0.34 | $(r-z)^{*}$ | 0.0937 | -0.0431 | 0.4273 | 0.0145 |
| 0.35 | ( $g-i)$ | -0.0441 | 0.1354 | -0.0118 | 0.0456 | 0.35 | $(r-z)^{*}$ | 0.0690 | -0.0151 | 0.4136 | 0.0125 |
| 0.36 | ( $g-i$ ) | -0.0345 | 0.0915 | 0.0249 | 0.0450 | 0.36 | $(r-z)^{*}$ | 0.0291 | 0.0483 | 0.3800 | 0.0095 |
| 0.37 | $(g-i)$ | -0.0140 | 0.0041 | 0.1046 | 0.0448 | 0.37 | $(r-z)^{*}$ | $-0.0337$ | 0.1584 | 0.3236 | 0.0086 |
| 0.38 | $(g-i)$ | 0.0099 | -0.0960 | 0.1967 | 0.0466 | 0.38 | $(r-z)^{*}$ | -0.0442 | 0.1685 | 0.3161 | 0.0089 |
| 0.39 | $(g-i)$ | 0.0340 | -0.2009 | 0.2993 | 0.0539 | 0.39 | $(r-z)^{*}$ | -0.0621 | 0.1963 | 0.2983 | 0.0106 |
| 0.40 | $(g-i)$ | 0.0526 | -0.2747 | 0.3617 | 0.0510 | 0.40 | $(r-z)^{*}$ | $-0.0626$ | 0.1862 | 0.3020 | 0.0105 |
| 0.41 | $(g-i)$ | 0.0609 | -0.3174 | 0.4051 | 0.0507 | 0.41 | $(r-z)^{*}$ | -0.0637 | 0.1849 | 0.2960 | 0.0118 |
| 0.42 | ( $g-i$ ) | 0.0748 | -0.3829 | 0.4705 | 0.0528 | 0.42 | $(r-z)^{*}$ | -0.1234 | 0.3061 | 0.2260 | 0.0207 |
| 0.43 | $(g-i)$ | 0.0743 | -0.3911 | 0.4812 | 0.0511 | 0.43 | $(r-z)^{*}$ | -0.1298 | 0.3129 | 0.2200 | 0.0220 |
| 0.44 | ( $g-i$ ) | 0.0807 | -0.4303 | 0.5272 | 0.0507 | 0.44 | $(r-z)^{*}$ | -0.1229 | 0.2957 | 0.2245 | 0.0223 |
| 0.45 | $(g-i)$ | 0.0847 | -0.4564 | 0.5571 | 0.0524 | 0.45 | $(r-z)^{*}$ | -0.1148 | 0.2770 | 0.2294 | 0.0227 |
| 0.46 | $(g-i)$ | 0.0891 | -0.4820 | 0.5844 | 0.0542 | 0.46 | $(r-z)^{*}$ | -0.1050 | 0.2525 | 0.2388 | 0.0224 |
| 0.47 | $(g-i)$ | 0.0917 | -0.4990 | 0.6022 | 0.0559 | 0.47 | $(r-z)^{*}$ | -0.0889 | 0.2133 | 0.2569 | 0.0213 |
| 0.48 | $(g-i)$ | 0.0912 | $-0.5045$ | 0.6096 | 0.0576 | 0.48 | $(r-z)^{*}$ | -0.0796 | 0.1930 | 0.2615 | 0.0221 |
| 0.49 | $(g-i)$ | 0.0910 | -0.5119 | 0.6181 | 0.0591 | 0.49 | $(r-z)^{*}$ | -0.0852 | 0.2053 | 0.2486 | 0.0247 |
| 0.50 | $(g-i)$ | 0.0917 | -0.5218 | 0.6289 | 0.0607 | 0.50 | $(r-z)^{*}$ | -0.0819 | 0.1973 | 0.2473 | 0.0262 |

the color value $\left(m_{P}-m_{Q}\right)$. Choosing an observed color which minimizes $|a|$ and $|b|$ will in general result in a smaller value of $|\beta|$ and hence $\sigma_{\text {phot }}$. (The exception would be when $2 a\left(m_{P}-m_{Q}\right)$ and $b$ cancel, but for any given polynomial, this would only arise at specific values of the color $\left(m_{P}-m_{Q}\right)$, so it is not useful to consider this situation further.)

The gradient of the polynomial fit in Equation (6) with respect to color is $\beta=2 a\left(m_{P}-m_{Q}\right)+b$. If the range of observed colors $\left(m_{P}-m_{Q}\right)$ on the $x$-axis is small relative to the range of $\left(M_{W}+D_{\mathrm{M}}\right)-m_{Q}$ values on the $y$-axis, the slope $\beta$ will be large.

This will mean that the error $\sigma_{\text {phot }}$ from Equation (9) will also be large. In practice, we find that observed colors with a small range of values on the $x$-axis relative to the range on the $y$-axis also result in larger template scatter, and consequently larger values of $\sigma_{\text {templates }}$ as well, but we note that formally this need not necessarily be the case. An example is shown in Figure 7, which also makes the point that a small range of observed colors will result in greater uncertainty in the best-fit parameters, in the sense that they will be sensitive to small changes in the template SEDs.

Table 5

| Red | Input | Parameters |  |  | rms <br> Error | Red <br> Shift | Input Color | Parameters |  |  | rms <br> Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Shift | Color | $a$ | $b$ | c |  |  |  | $a$ | $b$ | $c$ |  |
| 0.00 | $(r-z)^{*}$ | 0.0584 | 0.2701 | 0.0916 | 0.0221 | 0.00 | $(g-i)$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0.01 | $(r-z)^{*}$ | 0.0531 | 0.2604 | 0.0941 | 0.0209 | 0.01 | ( $g-i$ ) | -0.0004 | -0.0146 | 0.0071 | 0.0022 |
| 0.02 | $(r-z)^{*}$ | 0.0483 | 0.2614 | 0.0885 | 0.0187 | 0.02 | $(g-i)$ | 0.0011 | -0.0346 | 0.0194 | 0.0046 |
| 0.03 | $(r-z)^{*}$ | 0.0280 | 0.2841 | 0.0748 | 0.0164 | 0.03 | $(g-i)$ | 0.0110 | -0.0744 | 0.0455 | 0.0077 |
| 0.04 | $(r-z)^{*}$ | -0.0154 | 0.3320 | 0.0549 | 0.0146 | 0.04 | $(g-i)$ | 0.0446 | -0.1685 | 0.1062 | 0.0129 |
| 0.05 | $(r-z)^{*}$ | -0.0483 | 0.3548 | 0.0477 | 0.0140 | 0.05 | $(g-i)$ | 0.1053 | -0.3284 | 0.2090 | 0.0223 |
| 0.06 | $(r-z)^{*}$ | -0.0520 | 0.3359 | 0.0555 | 0.0135 | 0.06 | $(g-i)$ | 0.1556 | -0.4883 | 0.3288 | 0.0312 |
| 0.07 | $(r-z)^{*}$ | -0.0532 | 0.3140 | 0.0646 | 0.0128 | 0.07 | $(g-i)$ | 0.2919 | -0.8171 | 0.5226 | 0.0398 |
| 0.08 | $(r-z)^{*}$ | -0.0518 | 0.2890 | 0.0753 | 0.0121 | 0.08 | $(g-i)$ | 0.3353 | -0.9575 | 0.6235 | 0.0481 |
| 0.09 | $(r-z)^{*}$ | -0.0394 | 0.2501 | 0.0916 | 0.0113 | 0.09 | $(g-i)$ | 0.3127 | -0.9186 | 0.6020 | 0.0447 |
| 0.10 | $(r-z)^{*}$ | -0.0177 | 0.1989 | 0.1124 | 0.0105 | 0.10 | ( $g-i$ ) | 0.3107 | -0.9361 | 0.6197 | 0.0454 |
| 0.11 | $(r-z)^{*}$ | 0.0045 | 0.1474 | 0.1330 | 0.0100 | 0.11 | $(g-i)$ | 0.3107 | -0.9563 | 0.6391 | 0.0468 |
| 0.12 | $(r-z)^{*}$ | 0.0193 | 0.1070 | 0.1495 | 0.0094 | 0.12 | $(g-i)$ | 0.3091 | -0.9747 | 0.6602 | 0.0478 |
| 0.13 | $(r-z)^{*}$ | 0.0237 | 0.0809 | 0.1609 | 0.0086 | 0.13 | $(g-i)$ | 0.2847 | -0.9252 | 0.6343 | 0.0456 |
| 0.14 | $(r-z)^{*}$ | 0.0222 | 0.0634 | 0.1688 | 0.0076 | 0.14 | ( $g-i$ ) | 0.2790 | -0.9255 | 0.6450 | 0.0450 |
| 0.15 | $(r-z)^{*}$ | 0.0183 | 0.0497 | 0.1744 | 0.0064 | 0.15 | $(g-i)$ | 0.2734 | -0.9248 | 0.6546 | 0.0437 |
| 0.16 | $(r-z)^{*}$ | 0.0136 | 0.0376 | 0.1789 | 0.0051 | 0.16 | $(g-i)$ | 0.1509 | -0.5742 | 0.3981 | 0.0330 |
| 0.17 | $(r-z)^{*}$ | 0.0089 | 0.0264 | 0.1831 | 0.0038 | 0.17 | $(g-i)$ | 0.3112 | -1.0404 | 0.7346 | 0.0459 |
| 0.18 | $(r-z)^{*}$ | 0.0044 | 0.0154 | 0.1867 | 0.0023 | 0.18 | $(g-i)$ | 0.3035 | -1.0388 | 0.7458 | 0.0465 |
| 0.19 | $(r-z)^{*}$ | 0.0007 | 0.0036 | 0.1906 | 0.0010 | 0.19 | ( $g-i$ ) | 0.2974 | -1.0385 | 0.7563 | 0.0478 |
| 0.20 | $(r-z)^{*}$ | -0.0027 | -0.0088 | 0.1954 | 0.0012 | 0.20 | ( $g-i$ ) | 0.2820 | -1.0081 | 0.7446 | 0.0469 |
| 0.21 | $(r-z)^{*}$ | -0.0049 | -0.0243 | 0.2021 | 0.0029 | 0.21 | $(g-i)$ | 0.2725 | -0.9925 | 0.7420 | 0.0471 |
| 0.22 | $(r-z)^{*}$ | -0.0037 | -0.0472 | 0.2134 | 0.0052 | 0.22 | $(g-i)$ | 0.2557 | -0.9537 | 0.7220 | 0.0451 |
| 0.23 | $(r-z)^{*}$ | 0.0070 | -0.0886 | 0.2345 | 0.0085 | 0.23 | $(g-i)$ | 0.2417 | -0.9185 | 0.6965 | 0.0443 |
| 0.24 | $(r-z)^{*}$ | 0.0325 | -0.1582 | 0.2703 | 0.0135 | 0.24 | $(g-i)$ | 0.2060 | -0.8095 | 0.6078 | 0.0408 |
| 0.25 | $(r-z)^{*}$ | 0.0780 | -0.2640 | 0.3249 | 0.0206 | 0.25 | $(g-i)$ | 0.1302 | -0.5690 | 0.4119 | 0.0415 |
| 0.26 | $(r-z)^{*}$ | 0.1457 | -0.4124 | 0.4014 | 0.0306 | 0.26 | ( $g-i$ ) | 0.0827 | -0.4143 | 0.2805 | 0.0421 |
| 0.27 | $(r-z)^{*}$ | 0.1765 | -0.5175 | 0.4707 | 0.0347 | 0.27 | $(g-i)$ | 0.0627 | -0.3526 | 0.2299 | 0.0450 |
| 0.28 | $(r-z)^{*}$ | 0.2327 | -0.6439 | 0.5386 | 0.0421 | 0.28 | ( $g-i$ ) | 0.0591 | -0.3463 | 0.2263 | 0.0471 |
| 0.29 | $(r-z)^{*}$ | 0.2633 | -0.7231 | 0.5844 | 0.0470 | 0.29 | $(g-i)$ | 0.0610 | -0.3511 | 0.2292 | 0.0458 |
| 0.30 | $(r-z)^{*}$ | 0.2812 | -0.7765 | 0.6167 | 0.0505 | 0.30 | $(g-i)$ | 0.0613 | -0.3571 | 0.2341 | 0.0475 |
| 0.31 | $(r-z)^{*}$ | 0.2876 | -0.8052 | 0.6346 | 0.0526 | 0.31 | $(g-i)$ | 0.0628 | -0.3689 | 0.2455 | 0.0493 |
| 0.32 | $(r-z)^{*}$ | 0.3302 | -0.8873 | 0.6683 | 0.0515 | 0.32 | $(g-i)$ | 0.0644 | -0.3796 | 0.2561 | 0.0511 |
| 0.33 | $(r-z)^{*}$ | 0.3467 | -0.9233 | 0.6807 | 0.0507 | 0.33 | $(g-i)$ | 0.0651 | -0.3905 | 0.2680 | 0.0526 |
| 0.34 | $(r-z)^{*}$ | 0.4001 | -1.0185 | 0.7154 | 0.0502 | 0.34 | $(g-i)$ | 0.0665 | -0.4055 | 0.2837 | 0.0539 |
| 0.35 | $(r-z)^{*}$ | 0.4973 | -1.1916 | 0.7848 | 0.0511 | 0.35 | ( $g-i$ ) | 0.0711 | -0.4306 | 0.3053 | 0.0521 |
| 0.36 | $(r-z)^{*}$ | 0.5611 | -1.3055 | 0.8272 | 0.0520 | 0.36 | $(g-i)$ | 0.0872 | -0.5025 | 0.3731 | 0.0533 |
| 0.37 | $(r-z)^{*}$ | 0.4876 | -1.1735 | 0.7628 | 0.0463 | 0.37 | $(g-i)$ | 0.1144 | -0.6185 | 0.4833 | 0.0583 |
| 0.38 | $(r-z)^{*}$ | 0.4757 | $-1.1600$ | 0.7577 | 0.0443 | 0.38 | $(g-i)$ | 0.1404 | -0.7272 | 0.5868 | 0.0608 |
| 0.39 | $(r-z)^{*}$ | 0.4459 | -1.1105 | 0.7342 | 0.0430 | 0.39 | $(g-i)$ | 0.1689 | -0.8506 | 0.7111 | 0.0587 |
| 0.40 | $(r-z)^{*}$ | 0.4466 | -1.1270 | 0.7478 | 0.0444 | 0.40 | ( $g-i$ ) | 0.1867 | -0.9355 | 0.8020 | 0.0577 |
| 0.41 | $(r-z)^{*}$ | 0.4382 | -1.1115 | 0.7369 | 0.0433 | 0.41 | $(g-i)$ | 0.2101 | -1.0447 | 0.9187 | 0.0599 |
| 0.42 | $(r-z)^{*}$ | 0.3434 | -0.9172 | 0.6328 | 0.0442 | 0.42 | $(g-i)$ | 0.2277 | -1.1308 | 1.0118 | 0.0630 |
| 0.43 | $(r-z)^{*}$ | 0.3134 | -0.8648 | 0.6104 | 0.0414 | 0.43 | $(g-i)$ | 0.2344 | -1.1729 | 1.0631 | 0.0649 |
| 0.44 | $(r-z)^{*}$ | 0.3047 | -0.8536 | 0.6078 | 0.0410 | 0.44 | $(g-i)$ | 0.2374 | -1.1914 | 1.0851 | 0.0618 |
| 0.45 | $(r-z)^{*}$ | 0.2978 | -0.8452 | 0.6060 | 0.0408 | 0.45 | $(g-i)$ | 0.2415 | -1.2216 | 1.1254 | 0.0637 |
| 0.46 | $(r-z)^{*}$ | 0.2941 | -0.8466 | 0.6116 | 0.0412 | 0.46 | ( $g-i$ ) | 0.2463 | -1.2521 | 1.1626 | 0.0660 |
| 0.47 | $(r-z)^{*}$ | 0.3018 | -0.8742 | 0.6322 | 0.0428 | 0.47 | $(g-i)$ | 0.2449 | -1.2546 | 1.1705 | 0.0679 |
| 0.48 | $(r-z)^{*}$ | 0.2944 | -0.8621 | 0.6258 | 0.0427 | 0.48 | $(g-i)$ | 0.2388 | -1.2398 | 1.1604 | 0.0692 |
| 0.49 | $(r-z)^{*}$ | 0.2588 | -0.7868 | 0.5852 | 0.0410 | 0.49 | $(g-i)$ | 0.2438 | -1.2620 | 1.1800 | 0.0683 |
| 0.50 | $(r-z)^{*}$ | 0.2414 | -0.7528 | 0.5675 | 0.0410 | 0.50 | $(g-i)$ | 0.2401 | -1.2554 | 1.1771 | 0.0698 |

If $a$ is small, the gradient $\beta=2 a\left(m_{P}-m_{Q}\right)+b$ changes little with observed color and the polynomial is close to being linear. This occurs when the restframe $W$ band coincides with the observed $Q$ band and the polynomial is then close to being a horizontal line (i.e., $a, b, \beta \approx 0$, as in the left-hand panel of Figure 3 at $z=0.3$ ). It also occurs when the restframe $W$ band coincides with the observed $P$ band and the polynomial is then close to being a line of slope +1 (i.e., $a \approx 0$ and $b, \beta \approx 1$, as in the righthand panel of Figure 3 at $z=0.3$ ). When the restframe $W$ band lies between the observed $P$ and $Q$ bands, we find $0 \lesssim \beta \lesssim 1$.

It is very helpful to visually examine the polynomial plots of $\left(M_{W}+D_{\mathrm{M}}\right)-m_{Q}$ against $\left(m_{P}-m_{Q}\right)$ for different observed colors. This gives an instant visual impression of how the best-fit polynomials evolve with redshift and how large the rms scatter $\sigma_{\text {templates }}$ is at different redshifts. It can also reveal unexpected polynomial behavior at certain redshifts, such as the small $(i-z)$ color range and large scatter in $\left(M_{r}+D_{\mathrm{M}}\right)-m_{z}$ at $z=0.28$ referred to above (Figure 7).

Small apparent magnitude errors can result in large absolute magnitude errors when the value of $a$ is large, so that the

Table $\mathbf{6}$
Parameters for Calculating Absolute Magnitudes $M_{z}=a(r-z)^{2}+b(r-z)+c-D_{M}+z$ or $M_{z}=a(g-i)^{2}+b(g-i)+c-D_{M}+r$.

| Red | Input | Parameters |  |  | $\begin{gathered} \text { rms } \\ \text { Error } \end{gathered}$ | Red <br> Shift | Input <br> Color | Parameters |  |  | rms <br> Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Shift | Color | $a$ | $b$ | $c$ |  |  |  | $a$ | $b$ | c |  |
| 0.00 | $(r-z)^{*}$ | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.00 | $(g-i)$ | 0.0215 | -0.2030 | -0.0892 | 0.0338 |
| 0.01 | $(r-z)^{*}$ | -0.0022 | -0.0134 | 0.0057 | 0.0019 | 0.01 | $(g-i)$ | 0.0234 | -0.2170 | -0.0831 | 0.0360 |
| 0.02 | $(r-z)^{*}$ | -0.0037 | -0.0282 | 0.0124 | 0.0038 | 0.02 | $(g-i)$ | 0.0276 | -0.2380 | -0.0706 | 0.0382 |
| 0.03 | $(r-z)^{*}$ | -0.0031 | -0.0487 | 0.0221 | 0.0053 | 0.03 | $(g-i)$ | 0.0418 | -0.2836 | -0.0412 | 0.0403 |
| 0.04 | $(r-z)^{*}$ | 0.0045 | -0.0795 | 0.0362 | 0.0068 | 0.04 | $(g-i)$ | 0.0843 | -0.3945 | 0.0298 | 0.0430 |
| 0.05 | $(r-z)^{*}$ | 0.0158 | -0.1135 | 0.0501 | 0.0084 | 0.05 | $(g-i)$ | 0.1623 | -0.5913 | 0.1547 | 0.0478 |
| 0.06 | $(r-z)^{*}$ | 0.0230 | -0.1408 | 0.0608 | 0.0099 | 0.06 | ( $g-i$ ) | 0.2561 | -0.8461 | 0.3279 | 0.0490 |
| 0.07 | $(r-z)^{*}$ | 0.0299 | -0.1673 | 0.0718 | 0.0113 | 0.07 | $(g-i)$ | 0.4015 | -1.2101 | 0.5537 | 0.0547 |
| 0.08 | $(r-z)^{*}$ | 0.0373 | -0.1930 | 0.0828 | 0.0128 | 0.08 | $(g-i)$ | 0.4650 | -1.3932 | 0.6790 | 0.0599 |
| 0.09 | $(r-z)^{*}$ | 0.0396 | -0.2078 | 0.0904 | 0.0144 | 0.09 | $(g-i)$ | 0.4714 | -1.4225 | 0.6986 | 0.0617 |
| 0.10 | $(r-z)^{*}$ | 0.0322 | -0.2064 | 0.0923 | 0.0159 | 0.10 | $(g-i)$ | 0.4739 | -1.4517 | 0.7260 | 0.0634 |
| 0.11 | $(r-z)^{*}$ | 0.0151 | -0.1914 | 0.0891 | 0.0175 | 0.11 | $(g-i)$ | 0.4350 | -1.3818 | 0.6976 | 0.0628 |
| 0.12 | $(r-z)^{*}$ | -0.0043 | -0.1731 | 0.0846 | 0.0195 | 0.12 | $(g-i)$ | 0.4347 | -1.4037 | 0.7236 | 0.0640 |
| 0.13 | $(r-z)^{*}$ | -0.0178 | -0.1634 | 0.0821 | 0.0214 | 0.13 | $(g-i)$ | 0.4038 | -1.3376 | 0.6898 | 0.0622 |
| 0.14 | $(r-z)^{*}$ | -0.0256 | -0.1620 | 0.0816 | 0.0233 | 0.14 | $(g-i)$ | 0.3945 | -1.3300 | 0.6991 | 0.0619 |
| 0.15 | $(r-z)^{*}$ | -0.0294 | -0.1660 | 0.0819 | 0.0251 | 0.15 | $(g-i)$ | 0.3853 | -1.3214 | 0.7075 | 0.0614 |
| 0.16 | $(r-z)^{*}$ | -0.0318 | -0.1727 | 0.0826 | 0.0269 | 0.16 | $(g-i)$ | 0.2603 | -0.9545 | 0.4343 | 0.0618 |
| 0.17 | $(r-z)^{*}$ | -0.0324 | -0.1811 | 0.0841 | 0.0287 | 0.17 | $(g-i)$ | 0.3456 | -1.2355 | 0.6672 | 0.0621 |
| 0.18 | $(r-z)^{*}$ | -0.0318 | -0.1906 | 0.0853 | 0.0305 | 0.18 | $(g-i)$ | 0.3623 | -1.2821 | 0.7016 | 0.0599 |
| 0.19 | $(r-z)^{*}$ | -0.0310 | -0.2015 | 0.0873 | 0.0323 | 0.19 | $(g-i)$ | 0.3475 | -1.2555 | 0.6949 | 0.0597 |
| 0.20 | $(r-z)^{*}$ | -0.0304 | -0.2130 | 0.0905 | 0.0342 | 0.20 | $(g-i)$ | 0.3350 | -1.2328 | 0.6900 | 0.0596 |
| 0.21 | $(r-z)^{*}$ | -0.0281 | -0.2290 | 0.0963 | 0.0362 | 0.21 | $(g-i)$ | 0.3218 | -1.2076 | 0.6834 | 0.0599 |
| 0.22 | $(r-z)^{*}$ | -0.0223 | -0.2538 | 0.1077 | 0.0383 | 0.22 | $(g-i)$ | 0.3271 | -1.2424 | 0.7252 | 0.0602 |
| 0.23 | $(r-z)^{*}$ | -0.0067 | -0.2998 | 0.1310 | 0.0407 | 0.23 | $(g-i)$ | 0.3185 | -1.2270 | 0.7187 | 0.0619 |
| 0.24 | $(r-z)^{*}$ | 0.0254 | -0.3781 | 0.1716 | 0.0440 | 0.24 | $(g-i)$ | 0.3168 | -1.2078 | 0.6825 | 0.0634 |
| 0.25 | $(r-z)^{*}$ | 0.0142 | -0.4159 | 0.2116 | 0.0437 | 0.25 | $(g-i)$ | 0.2104 | -0.8738 | 0.4209 | 0.0608 |
| 0.26 | $(r-z)^{*}$ | 0.0793 | -0.5587 | 0.2891 | 0.0481 | 0.26 | $(g-i)$ | 0.1539 | -0.6957 | 0.2775 | 0.0645 |
| 0.27 | $(r-z)^{*}$ | 0.1746 | -0.7536 | 0.3912 | 0.0548 | 0.27 | $(g-i)$ | 0.1237 | -0.6094 | 0.2171 | 0.0648 |
| 0.28 | $(r-z)^{*}$ | 0.2307 | -0.8915 | 0.4724 | 0.0582 | 0.28 | $(g-i)$ | 0.1171 | -0.5960 | 0.2118 | 0.0663 |
| 0.29 | $(r-z)^{*}$ | 0.3376 | -1.0772 | 0.5552 | 0.0614 | 0.29 | $(g-i)$ | 0.1135 | -0.5906 | 0.2133 | 0.0677 |
| 0.30 | $(r-z)^{*}$ | 0.3667 | -1.1461 | 0.5947 | 0.0645 | 0.30 | $(g-i)$ | 0.1097 | -0.5820 | 0.2068 | 0.0669 |
| 0.31 | $(r-z)^{*}$ | 0.4445 | -1.2830 | 0.6529 | 0.0646 | 0.31 | $(g-i)$ | 0.1100 | -0.5912 | 0.2191 | 0.0682 |
| 0.32 | $(r-z)^{*}$ | 0.3563 | -1.1652 | 0.6160 | 0.0670 | 0.32 | $(g-i)$ | 0.1103 | -0.5992 | 0.2303 | 0.0694 |
| 0.33 | $(r-z)^{*}$ | 0.3882 | -1.2202 | 0.6344 | 0.0663 | 0.33 | ( $g-i$ ) | 0.1099 | -0.6077 | 0.2433 | 0.0704 |
| 0.34 | $(r-z)^{*}$ | 0.4764 | -1.3660 | 0.6875 | 0.0658 | 0.34 | $(g-i)$ | 0.1105 | -0.6213 | 0.2602 | 0.0711 |
| 0.35 | $(r-z)^{*}$ | 0.6360 | -1.6372 | 0.7952 | 0.0669 | 0.35 | $(g-i)$ | 0.1168 | -0.6569 | 0.2965 | 0.0715 |
| 0.36 | $(r-z)^{*}$ | 0.7203 | -1.7760 | 0.8446 | 0.0672 | 0.36 | $(g-i)$ | 0.1378 | -0.7427 | 0.3758 | 0.0704 |
| 0.37 | $(r-z)^{*}$ | 0.6956 | -1.7140 | 0.8033 | 0.0632 | 0.37 | $(g-i)$ | 0.1688 | -0.8747 | 0.5030 | 0.0751 |
| 0.38 | $(r-z)^{*}$ | 0.7300 | -1.7856 | 0.8382 | 0.0655 | 0.38 | $(g-i)$ | 0.1990 | -1.0074 | 0.6383 | 0.0682 |
| 0.39 | $(r-z)^{*}$ | 0.7033 | -1.7380 | 0.8153 | 0.0654 | 0.39 | $(g-i)$ | 0.2426 | -1.1876 | 0.8147 | 0.0733 |
| 0.40 | $(r-z)^{*}$ | 0.7120 | -1.7696 | 0.8378 | 0.0673 | 0.40 | $(g-i)$ | 0.2593 | -1.2686 | 0.9026 | 0.0707 |
| 0.41 | $(r-z)^{*}$ | 0.7995 | -1.8883 | 0.8695 | 0.0647 | 0.41 | $(g-i)$ | 0.2868 | -1.4002 | 1.0488 | 0.0708 |
| 0.42 | $(r-z)^{*}$ | 0.7383 | -1.7210 | 0.7570 | 0.0610 | 0.42 | $(g-i)$ | 0.2999 | -1.4689 | 1.1266 | 0.0710 |
| 0.43 | $(r-z)^{*}$ | 0.6581 | -1.5900 | 0.7078 | 0.0598 | 0.43 | $(g-i)$ | 0.3069 | -1.5150 | 1.1853 | 0.0727 |
| 0.44 | $(r-z)^{*}$ | 0.6363 | -1.5690 | 0.7095 | 0.0619 | 0.44 | $(g-i)$ | 0.3117 | -1.5520 | 1.2363 | 0.0743 |
| 0.45 | $(r-z)^{*}$ | 0.6142 | -1.5461 | 0.7099 | 0.0635 | 0.45 | $(g-i)$ | 0.3333 | -1.6534 | 1.3461 | 0.0750 |
| 0.46 | $(r-z)^{*}$ | 0.5944 | -1.5253 | 0.7109 | 0.0634 | 0.46 | $(g-i)$ | 0.3421 | -1.7090 | 1.4197 | 0.0745 |
| 0.47 | $(r-z)^{*}$ | 0.5962 | -1.5502 | 0.7354 | 0.0641 | 0.47 | $(g-i)$ | 0.3397 | -1.7096 | 1.4285 | 0.0763 |
| 0.48 | $(r-z)^{*}$ | 0.5671 | -1.5021 | 0.7167 | 0.0639 | 0.48 | $(g-i)$ | 0.3285 | -1.6796 | 1.4079 | 0.0760 |
| 0.49 | $(r-z)^{*}$ | 0.4863 | -1.3411 | 0.6413 | 0.0606 | 0.49 | $(g-i)$ | 0.3329 | -1.7009 | 1.4284 | 0.0752 |
| 0.50 | $(r-z)^{*}$ | 0.4051 | -1.1830 | 0.5701 | 0.0635 | 0.50 | $(g-i)$ | 0.3281 | -1.6877 | 1.4158 | 0.0778 |

polynomial is highly curved in the region of interest and possibly even has a sharp maximum or minimum. This is illustrated by the right-hand $z=0.1$ panel in Figure 3, (although we do, in fact, prefer not to use ( $r-i$ ) as observed color for determining $M_{g}$ at $\left.z=0.1\right)$. In this case, $a=-5.04$ and $b=6.44$ so that $\beta \approx 3.4$ at $(r-i)=0.3$ and $\sigma_{\text {phot }}^{2}=11.6 \sigma_{r}^{2}+5.8 \sigma_{i}^{2}$. Photometric errors of $\sigma_{r}=\sigma_{i}=0.1$ will give rise to absolute magnitude errors $\sigma_{\text {phot }} \approx 0.4$, four times larger than either of the individual apparent magnitude errors. We note also that in this case the polynomial turns over rapidly at the red end of the observed color range so that galaxies a little redder than this
would be expected to be assigned absolute magnitudes $\sim 0.5$ mag or more too bright.) Outliers are also revealed by visual inspection, as well as by the quantitative criterion we use that they are offset from the polynomial by more than 0.2 . We discuss offsets further in Section 3.3.2.

### 3.3.1. Different Observed Colors

To minimize absolute magnitude errors, the optimum observed color to use can be different in different redshift ranges, as summarized in Table 1. This is the case for $M_{g}$ and $M_{r}$, but not $M_{u}, M_{i}$, and $M_{z}$ (unless the $u$ - or $z$-band photometry normally


Figure 8. Observed SEDs of four representative galaxies at $z=0.28$ (offset for clarity). Also shown are transmission curves for the Sloan filter set (solid lines) and the Sloan filter set in the redshifted restframe of the galaxies (dashed lines). The observed SEDs are essentially parallel within the $i$ and $z$ bands and the H $\alpha$ line lies exactly between these two bands. Consequently, there is very little spread in $(i-z)$ color at $z=0.28$ (Figure 7).
(A color version of this figure is available in the online journal.)
used is poor or missing). For determining $M_{g}$, we prefer $(g-r)$ from $z=0$ to $z=0.34$ and $(r-i)$ from $z=0.34$ to $z=0.5$. This strategy uses the observed color with the smallest rms offset $\sigma_{\text {templates }}$ at every redshift. The benefit of switching observed colors is significant: at $z=0.1, \sigma_{\text {phot }}$ is 3.1 times smaller for $(g-r)$ than for $(r-i)$, while at $z=0.5$ it is 10 times smaller for $(r-i)$ than for $(g-r)$. Using data from the VAGC, we show in Figure 10 that switching observed color at $z=0.28$ does not result in a discontinuity in computed $M_{g}$ values.

One can generally find an alternative to the preferred observed color if measurements are not available or are too noisy in a particular waveband. For example, using redshift and apparent magnitude data from the VAGC Figure 11 shows that if no $z$-band magnitudes are available, $(g-i)$ can be used for determining $M_{i}$ at all redshifts instead of $(r-z)$. For redshifts less than $\sim 0.25$, the systematic offset between the two sets of measurements is less than $\sim 0.01 \mathrm{mag}$, and for $0.25<z<0.5$, it is less than $\sim 0.03$ mag. We recall from Section 3.3 that the more obvious choice of $(i-z)$ as observed color is not satisfactory for determining either $M_{i}$ or $M_{z}$.

Because $u$-band photometry generally has much larger errors than photometry in the griz wavebands $(\sim 20$ times larger for faint SDSS galaxies) and may sometimes be unavailable, we also tabulate parameters for calculating $M_{u}$ using observed color ( $g-r$ ) instead of $(u-g)$ (Figure 2). Similarly, we provide parameters for calculating $M_{i}$ and $M_{z}$ without the use of $z$-band photometry for situations where this is absent or of poor quality (Figures 5 and 6).

### 3.3.2. Outliers

To prevent outliers from skewing our polynomial fits, we iteratively exclude objects that lie more than 0.2 mag from the best-fit polynomial until we achieve a stable solution. For any given observed color, outliers only become significant at certain redshifts. The majority of them result from faint starburst and
compact blue galaxies. To assess the impact of outliers with faint absolute magnitudes, we determined the apparent magnitudes at which these galaxies would be visible in galaxy surveys. A detailed examination reveals that none of the gross outliers for our preferred observed colors would be visible in a survey with limiting magnitude $g=21.5$.

In a survey with limiting magnitude $g=23.0$, only the following template galaxies would be visible and exhibit outliers at specific redshifts: $M_{g}$ for compact blue dwarf UGCA410 at $z \sim 0.1, M_{i}$ and $M_{z}$ for compact blue dwarf UGCA219 at $z \sim 0.3, M_{g}$ for compact starburst galaxy MRK1450 at $z \sim 0.1$, $M_{g}$ for compact starburst galaxy MRK930 at $z \sim 0.4$, and $M_{z}$ for star-forming galaxy NGC 660 at $z \sim 0.4-0.5$. The SED plots in Brown et al. (2014) show that all these galaxies have very strong emission lines that contribute significantly to their optical colors. Visual inspection of NGC 660 reveals prominent tidal tails and two intersecting dust lanes indicating that it is in fact two spiral galaxies in the process of merging. It is unusual because the intersecting dust lanes are being viewed edge-on. We therefore expect galaxies with similar SEDs to comprise a negligible fraction of any galaxy sample at $z \sim 0.4-0.5$. We conclude therefore that outliers do not significantly affect our calculation of $K$-corrections except for surveys deeper than $g=21.5$, where some faint compact blue and starburst galaxies will be assigned absolute magnitudes that are 0.2 to 0.3 mag too bright at certain redshifts.

## 4. RESULTS AND DISCUSSION

## 4.1. $K$-corrections for the Sloan Filter Set

For each Sloan filter, we calculate the polynomial parameters $a, b$, and $c$ in Equation (6) on a one-dimensional grid of 51 redshifts between $z=0.0$ and $z=0.5$ by minimizing the sum of the squared $y$-offsets, performing three iterations in order to eliminate from the fit any templates with a $y$-offset of more than


Figure 9. Variation with redshift of the 10 possible observed colors for the ugriz filter set. Colors are plotted for all 129 template SEDs. There is much less variation in observed color at longer wavelengths where there is little variation between SEDs, except for absorption and emission lines. A good range of observed color is necessary, otherwise the polynomial fits are not properly constrained, as is the case for $(i-z)$ at $z=0.28$ (see Section 3.3 and the left-hand plot of Figure 7).
(A color version of this figure is available in the online journal.)
0.2 mag. Tables 2-6 list our results for the five Sloan filters ugriz and indicate which are our preferred observed colors at different redshifts and which are possible alternatives that avoid use of $u$ - and $z$-band photometry. Also tabulated are the rms $y$ offsets between the polynomial models and the template points. Figure 12 plots the differences between absolute magnitudes determined from the template SEDs and from the polynomials and how these differences vary with redshift. The preferred pairs of filters give maximum residuals in ugriz of $0.05,0.04$, $0.05,0.1$, and 0.1 mag , respectively (except for the faint outlier galaxies discussed previously). The rms residual values are smaller: $0.04,0.03,0.03,0.06$, and 0.07 mag , respectively, and these values may be overestimates because the Brown et al. (2014) SED atlas includes many rare types of galaxy and therefore produces a much broader distribution of offsets than any real galaxy survey would.

### 4.2. Comparison with kcorrect

In Figure 13, we compare $u$ - and $g$-band absolute magnitudes calculated with our method and with kcorrect v_4_2 for


Figure 10. Showing that there is no discontinuity in calculated $M_{g}$ values on switching from $(g-r)$ to $(r-i)$ observed color at $z=0.28$. The absolute $g$ magnitudes compared are for galaxies in the VAGC calculated using our method. The red curve denotes the median of the $y$-axis distribution, blue denotes the 15.9 and 84.1 percentiles, and green the 2.3 and 9.7 percentiles.
(A color version of this figure is available in the online journal.)


Figure 11. Showing that alternative observed colors can be used when measurements in particular wavebands are not available. The plot compares $M_{i}$ values calculated using $(g-i)$ and $(r-z)$ observed colors. $(r-z)$ is normally preferred as observed color beyond redshift 0.25 . However, if $z$ band apparent magnitudes are unavailable or have large random error, $(g-i)$ can be used as observed color instead. The absolute $i$ magnitudes compared are for galaxies in the VAGC calculated using our method. The red curve denotes the median of the $y$-axis distribution, blue denotes the 15.9 and 84.1 percentiles, and green the 2.3 and 9.7 percentiles.
(A color version of this figure is available in the online journal.)
synthetic galaxies whose apparent magnitudes were derived from the 129 template SEDs of Brown et al. (2014). For the rest frame gri wavebands, the systematic offset is less than $\sim 0.02$, while for $z$ it is less than $\sim 0.03$. The $u$ band shows a relatively constant offset, with our method producing absolute magnitudes $\sim 0.04$ mag brighter than those from kcorrect. We expect this offset to be due to differences in the ultraviolet between our observational template SEDs and the SPS-based SEDs used by kcorrect. We have used the latest version of kcorrect for our comparisons ( $\mathrm{v} \_4 \_2$ ) and note that the previous version (v_4_1, as used for the published VAGC $K$-corrections and absolute magnitudes) results in a $u$-band offset that is twice as large ( $\sim 0.08$ ).

In Figure 14, we compare absolute magnitudes determined with our method and kcorrect for VAGC galaxies. The systematic offsets are similar in size to those for the synthetic galaxies. However, there are some significant differences for the $u$ band: the systematic offset varies in sign with redshift; the scatter increases markedly beyond $z \sim 0.015$ and there is a substantial population of galaxies that are up to $\sim 0.2 \mathrm{mag}$ fainter in the $u$ band as determined using kcorrect. We return again to this latter point below.

As a further comparison we show color-magnitude plots of $\left(M_{u}-M_{g}\right)$ against $M_{g}$ and $\left(M_{g}-M_{r}\right)$ against $M_{r}$ for our absolute magnitudes and those from kcorrect at redshifts of 0.05, 0.1 and


Figure 12. Variation with redshift of the differences between absolute magnitudes determined from the template SEDs and from the polynomials for our preferred observed colors. For the bulk of galaxies (shown in gray), the preferred pairs of filters give maximum residuals in ugriz of $0.05,0.04,0.05,0.1$, and 0.1 mag, respectively. The rms residual values are smaller: $0.04,0.03,0.03,0.06$, and 0.07 mag , respectively, and these will be overestimates because the templates include a disproportionate number of rare galaxy types. The rare outlier galaxies referred to in the text are shown in color and are mainly faint compact blue and faint starburst galaxies. They only result in outliers at redshifts where they are visible in surveys with limiting magnitudes brighter than $g=21.5$.
(A color version of this figure is available in the online journal.)


Figure 13. Binned plots comparing absolute magnitudes for synthetic photometry generated from the 129 Brown et al. (2014) templates; left: calculated using our method, right: calculated using the latest version of kcorrect (v_4_2). griz systematic offsets are less than 0.02 . $u$-band absolute magnitudes are consistently $\sim 0.04$ fainter than ours, which we attribute to differences in the ultraviolet between our templates and the SPS templates used by kcorrect. The red line is the median difference and the green and blue lines are the 2.3, 15.9, 84.1, and 97.7 percentiles (corresponding to $1 \sigma$ and $2 \sigma$ for a normal distribution).
(A color version of this figure is available in the online journal.)


Figure 14. Binned plots comparing absolute magnitudes for the VAGC; left: calculated using our method, right: calculated using the latest version of $k$ correct (v_4_2). As for the synthetic galaxies in Figure 13, the griz systematic offsets are less than 0.02 . The size of the $u$-band systematic offset is $\sim 0.04$ but varies in sign (unlike that for the synthetic galaxies). This will partly reflect the distribution of galaxy types in the VAGC. In the left-hand panel, a cloud of galaxies is visible at $0.12<z<0.2$ with $u$-band absolute magnitudes that are much brighter as calculated using kcorrect. These galaxies are found to have very faint $u$-band apparent magnitudes (within 1 mag of the SDSS limiting magnitude of $u=22.0$ ). The red, green, and blue lines represent the same percentiles as in Figure 13.
(A color version of this figure is available in the online journal.)
0.2 in Figure 15. The red sequence, blue cloud, and green valley are significantly better defined using our results, particularly at higher redshift and in $\left(M_{u}-M_{g}\right)$ color, as can be seen from the histograms in the right-hand panels. We note that the offset between our $M_{u}$ values and those from kcorrect seen in Figure 14 is still evident at $z=0.1$, where the majority of galaxies are still relatively bright. The dashed lines provide a direct comparison for the same absolute magnitude at each redshift.

In addition, the kcorrect results for $z=0.2$ show a substantial population of galaxies redder than $\left(M_{u}-M_{g}\right)=2$. Such galaxies are not seen in the low-redshift universe and they are not present in our results. There are 1402 objects in the VAGC with redshifts between 0.18 and 0.22 that have extremely red kcorrect colors $\left(M_{u}-M_{g}\right)>2.0$, but normal red-sequence colors $\left(M_{u}-M_{g}\right)<1.7$ as determined by our method. We visually inspected images and spectra for these objects using the SDSS ImageList tool and found that they are predominantly faint objects whose apparent $u$-band magnitudes are within $\sim 1$ mag of the Sloan $95 \% u$-band limit of 22.0 . Their $u$-band uncertainties are $\sim 20$ times larger than those for the other four
filters, typically $\sim 0.2$ mag as opposed to $\sim 0.01 \mathrm{mag}$. We found that the SDSS spectra of these objects are typical of normal elliptical galaxies (and not star-forming dust-obscured galaxies), and exhibit prominent absorption lines, especially $\mathrm{Ca}, \mathrm{K}, \mathrm{Mg}$, and (usually) $\mathrm{H}_{\alpha}$, with relatively insignificant emission lines. The difference between our ( $M_{u}-M_{g}$ ) colors and those from kcorrect is largely due to the difference between the computed $M_{u}$ values; the $M_{g}$ values differ very little. We illustrate these points with the example galaxies shown in Figure 16. Figure 15 shows that our method handles $u$-band faint galaxies like these with large $u$-magnitude uncertainties more reliably than kcorrect.

## 5. SUMMARY

We have developed an improved method of determining $K$-corrections whereby the relationship between the absolute magnitude and apparent magnitude is modeled using a seconddegree polynomial function of just one observed color. The polynomial parameters at any redshift are determined by fitting


Figure 15. Comparing our restframe color-magnitude plots with those from kcorrect (v_4_2) for VAGC galaxies. Left: $\left(M_{u}-M_{g}\right)$ vs. $M_{g}$; right: $\left(M_{g}-M_{r}\right)$ vs. $M_{r}$. We see a better defined red sequence, blue cloud, and green valley, particularly at higher redshift and in $\left(M_{u}-M_{g}\right)$ color. Unlike kcorrect, we do not see a substantial population of galaxies redder than $\left(M_{u}-M_{g}\right) \sim 1.8$ at $z=0.2$, which is not present in the low-redshift universe. The dashed histograms correspond to fixed absolute magnitudes that are bright enough to be highly complete at all three redshifts, ensuring a valid comparison. The right-hand panels are histograms of bin density along the solid and dashed lines, the scales being arbitrarily adjusted to give similar maximum densities for our results.
(A color version of this figure is available in the online journal.)
absolute and apparent magnitudes calculated using the new atlas of 129 template SEDs from Brown et al. (2014). These SEDs form the most extensive and accurate set of galaxy templates yet available, extending from the ultraviolet to the mid-infrared (although we do not make use of the broad wavelength coverage in this paper). They enable us to measure $K$-corrections with high accuracy because for suitable observed colors, the polynomial fits form a remarkably tight sequence. Uncertainties in computed absolute magnitudes are the sum in quadrate of the uncertainties deriving from inexact photometry, redshift uncertainty, and the scatter of templates around the polynomial fits.

The optimum observed color is determined using the rms deviation of the template SEDs around the best polynomial fit, backed up by visual inspection of the polynomial fits. This minimizes random error in computed absolute magnitudes due to galaxy diversity. We find that the best pair of apparent magnitudes sometimes does not correspond to the two filters closest to the redshifted restframe filter for which we are seeking an absolute magnitude. We find that the random errors due to inexact photometry are, in practice, also minimized by choosing observed colors that minimize the template scatter. We investigate outliers, chiefly faint starburst and compact blue galaxies, and show that these are only significant for these rare and faint galaxy types at certain redshifts for galaxies fainter than $g=21.5$.

We list our preferred observed colors for determining absolute magnitudes in different redshift ranges between $z=0$ and $z=0.5$ for all five SDSS filters (ugriz), and we make publicly available the corresponding tables of polynomial coefficients
together with the rms deviations for the polynomial fits. We also tabulate the coefficients for alternative polynomial fits that avoid the use of $u$ - or $z$-band photometry when this is absent or of poor quality.

We have been able to quantify the performance of our method using synthetic galaxy photometry, the SDSS VAGC catalog, and comparisons with kcorrect absolute magnitudes. All of these tests show that systematic differences between our method and kcorrect are less than 0.05 mag across the ugriz filter set, and for some redshifts and filters, the residuals are as little as 0.01 mag. The evolution of restframe colors as a function of redshift is better behaved using our method than kcorrect, with relatively few galaxies being assigned anomalously red colors and a tight red sequence being observed across the whole $0.0<z<0.5$ redshift range.

We make our tables of polynomial parameters and rms offsets in Tables 2-6 publicly available online in CSV format. ${ }^{4}$ These tables use the Sloan filter response curves calculated by J. Gunn, which are available from the SDSS web site. ${ }^{5}$
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Figure 16. Two galaxies with anomalously red $\left(M_{u}-M_{g}\right)$ color as computed by kcorrect. Left panels: gri color images from SDSS; right panels: spectra from SDSS. The spectra of these objects are typical of normal elliptical galaxies but they have faint $u$-band magnitudes within $\sim 1$ mag of the Sloan $95 \% u$-band limit of 22.0 . (Top: SDSS ID 1237671261742235846, bottom: SDSS ID 1237671261730832842.)
(A color version of this figure is available in the online journal.)
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