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Abstract
Previous studies of the income convergence hypothesis for Latin American economies indicate that almost all are not systematically closing their income gap with developed nations. The few studies to consider whether they instead exhibit club convergence – i.e., convergence to a steady-state equilibrium significantly inferior to that of the developed economies – offer little convincing evidence of this either. We argue that this reflects the limitations of their measure of relative income (which includes their sample’s average income) and/or the assumptions underlying the discrete-break unit-root tests they employ. By avoiding these limitations, we obtain evidence of two Latin American convergence clubs.
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1. Introduction

With very few exceptions, Latin American economies are not catching-up with the developed economies in general and the United States in particular in terms of real per capita income (Maeso-Fernandez 2003; Dawson and Sen 2007; Galvão and Gomes 2007; King and Ramlogan 2008; Dawson and Strazicich 2010). This raises the question of whether the region’s economies are instead converging to a steady-state equilibrium position that is fundamentally different from – and markedly inferior to – that enjoyed by the world’s rich nations. In other words, are they trapped in a middle-income ‘convergence club’?

Two previous studies have tested for club convergence among Latin American economies but neither offers convincing evidence that such a club exists (Dawson and Sen 2007; Galvão and Gomes 2007). However, there are grounds for believing that their use of a regional average as the benchmark when measuring the international income differential and/or the assumptions underlying the discrete-break unit-root tests they employ to test the club convergence hypothesis have contributed to this outcome. Therefore, we reassess the hypothesis for 22 Latin American and Caribbean economies using a single-country benchmark for the income differential, to which the recently developed Fourier-type unit-root tests are applied. The key advantage the Fourier-type tests is that they allow for structural breaks in a data series’ deterministic trend but do not restrict their number, timing or functional form. The discrete-break tests, by contrast, impose very specific assumptions in all these respects.

Our main finding is that the income differential of most economies (representing almost 90% of the region’s population) is behaving in a manner consistent with club convergence. However, not all of them are converging to the same steady-state position. Instead we find evidence of two separate convergence clubs within the region. Aside from implying that the distribution of income within Latin America is becoming increasingly polarized over time,
the formation of these clubs indicates the existence of a binding constraint on their members’ economic development. If the region’s policymakers do not take steps to identify and address this constraint, their economies have little prospect of escaping their middle-income status and closing their income differential with the developed world.

The remainder of the paper is structured as follows. Section 2 discusses the theory underlying the club convergence hypothesis and how it can be evaluated for individual economies using time-series econometric methods. In Section 3 the existing Latin American studies of the convergence club hypothesis are reviewed and their methodological limitations discussed. The tests we employ are described in Section 4, which is followed by the details of our dataset and a discussion of the econometric results obtained. Section 6 summarizes the main findings and concludes the paper.

2. The club convergence hypothesis

The standard income convergence hypothesis states that the income differential between rich and poor countries should systematically diminish over time. Ultimately, economies with the same structural characteristics are expected to converge to the same steady-state equilibrium position regardless of their initial conditions, as predicted by the standard neoclassical growth model (Solow 1956; Swan 1956). Club convergence, by contrast, implies that an economy’s initial conditions do matter – countries with different initial conditions will converge to different steady-state positions. A consequence of this is that the global distribution of income does not narrow over time – as would be expected under the standard convergence hypothesis – but instead becomes more polarized (Galor, 1996). More specifically, income differentials between economies with similar initial conditions (i.e., those belonging to the same convergence club) are expected to narrow as they move towards the same steady-state
position, but that position would be markedly inferior to that enjoyed by the economies with more favorable initial conditions.

A number of theoretical growth models predict that convergence clubs will arise as a result of a dynamical system characterized by multiple locally-stable steady-state equilibria instead of the unique globally-stable equilibrium of the neoclassical growth model.¹ Such a situation could arise, for example, because of barriers to the imitation of new technologies due to significant differences in human and physical capital per worker across countries (Basu and Weil, 1998), coordination failures arising from complementarity in innovation (Ciccone and Matsuyama, 1996) or the state of financial development and the associated ability to diversify idiosyncratic risk (Acemoglu and Zilibotti, 1997).

The difference between the two types of dynamical system is illustrated in Figure 1. Figure 1(a) contains that of the neoclassical growth model with its unique equilibrium value of the capital-labor ratio ($\bar{k}$) that all economies (with the same structural characteristics) achieve, regardless of their initial position. However, in Figure 1(b) $\bar{k}_a$ and $\bar{k}_c$ are two locally-stable equilibria, whereas $\bar{k}_b$ represents an unstable equilibrium. Within this dynamical system, economies with similar initial conditions (and structural characteristics) move to the same steady-state position. If their initial value of $\bar{k}$ fell below $\bar{k}_b$, this equilibrium position would be markedly inferior to that of other economies with comparable structural characteristics, but which happen to enjoy more favorable initial conditions (i.e., their initial value of $\bar{k}$ exceeds $\bar{k}_b$). Hence, two distinct convergence clubs would emerge over time.

*Figure 1 about here*
Evidence of club convergence can be found by assessing the time-series properties of the bilateral international income differential \((yd)\), i.e., the natural log of the real per capita income for one economy \((yi)\) less that of another \((yj)\). If Country \(i\) and Country \(j\) are both members of the same convergence club, and both have reached their steady-state equilibrium, then forecasts of their income differential should tend to zero as the forecast horizon tends to infinity (Bernard and Durlauf 1995):

\[
\lim_{k \to \infty} E(yd_{t+k} \mid I_t) = 0
\]  

(1)

where \(I_t\) is the information set at time \(t\). In other words, \(yd\) should be a zero-mean stationary process; all shocks to \(yd\) should be transitory in nature.

However, if either or both economies had yet to reach their steady-state, but were systematically moving toward it during the sample period, this would also be consistent with club convergence (even though \(yd\) would have a nonzero sample mean). In this case, the economy still in transition to the steady-state would be ‘catching-up’ with the other (Bernard and Durlauf 1995, 1996). Hence, given that \(yi < yj\) initially (i.e., \(yd_t < 0\)), there would be evidence of club convergence if

\[
E(yd_{t+k} \mid I_t) > yd_t
\]

(2)

Equation (2) would be satisfied if \(yd\) were found to be a trend-stationary process with a positive slope (Carlino and Mills 1993; Oxley and Greasley 1995).\(^2\)

Therefore, the club convergence hypothesis can be assessed by testing whether \(yd\) has a unit root and, if it does not, estimating is deterministic trend. In order to account for the possibility that an economy has completed its transition to steady-state during the sample period or has been subject to some other form of structural change in its underlying relative

---

1 Galor (1996) and Gancia and Zilibotti (2005) discuss a number of models with this feature.

2 Equivalently, if \(yd_t\) is initially positive, then its deterministic trend would need to be negatively sloped to be considered evidence for the club convergence hypothesis. Note that Carlino and Mills (1993) refer to catching-up as \(\beta\)-convergence.
growth path, empirical studies of the standard and club convergence hypotheses commonly apply unit-root tests that allow for one or more breaks in the deterministic trend for $y_d$.

3. Existing evidence of club convergence in Latin America

Only two previous studies to our knowledge have tested for club convergence in Latin America and neither provides convincing evidence that such a club exists. Dawson and Sen (2007), first of all, test $y_d$ for eight economies (with $y_j$ defined as the weighted average level of per capita income across their sample). They find only three countries (Argentina, Brazil and Colombia) have deterministic trends consistent with catching-up to the group’s average level of income. However, in Brazil’s case catching-up with the group average to a large extent only means it is catching-up with itself, due to its large weighting in the regional average.

Galvão and Gomes (2007) test two regionally-benchmarked measures of $y_d$ for a broader sample of 19 Latin American economies. In the first, $y_j$ is the (simple) average of per capita income across all 19 countries, whereas the second uses either the Central American or the South American average, as appropriate. They reject the unit-root hypothesis for both definitions of $y_d$ for all eight Central American countries, but the rejection rate for the South American countries in their sample rises from four to seven when $y_d$ is based on the South American, rather than the full 19-country, average income measure.

However, Galvão and Gomes (2007) rely on the critical values for a sample twice the size of theirs and no allowance is made for the presence of either autoregressive or moving-

---

3 Dawson and Sen (2007) conclude that Chile and Mexico are converging on the average as well. However, although the trends for both countries’ imply that their income gap is initially shrinking, by the end of the sample period it is expanding (i.e., the trend cuts through the point where $y_d = 0$).
average components in $\Delta yd$. Re-evaluating their results with critical values tailored to their sample size *alone* reveals that, at best, the $yd$ series for only half the sample show significant evidence of having a trend-stationary process. Moreover, of these, only El Salvador’s estimated deterministic trend function indicates it is currently catching-up to its region’s average; the other countries are mostly diverging from their region’s average.5

Hence, the results of these studies suggest that in most cases the underlying growth path followed by one economy is quite different from that followed by others in the region and so there is little indication of club convergence. It would seem that, even though the economies of Latin America share a number of geographic, historical, institutional and cultural characteristics, the differences in their resource endowments, international trade patterns, economic systems, industrial structures, etc. have influenced their relative economic performance in a way that prevents club convergence from taking place.

Such a conclusion may be premature, however, as both studies have two methodological features in common that are potentially problematic when testing for club convergence. In particular, they both use a sample average measure of $y_j$ when constructing each country’s $yd$ variable, to which they both apply discrete-break unit-root tests.

Defining $y_j$ as an average immediately raises the issue of how such an average should be calculated. Galvão and Gomes (2007) choose a simple average, but this places equal importance on economies of vastly different size (e.g., Brazil versus Guyana, Mexico versus

---

4 The one- and two-break Lagrange Multiplier (LM) tests they apply are reasonably sensitive to both of these factors. For example, the 10% critical value for the two-break test ($T = 100$; breakpoints at $\lambda_1 = 0.4, \lambda_2 = 0.8$) is −5.32. Its value when $T = 50$ is −6.20 (based on 10,000 simulations). If a moderate (+0.6) autoregressive component or a small (+0.3) moving average component is also present, it becomes −6.58 and −6.76, respectively.

5 Galvão and Gomes (2007) conclude that most of the countries in their sample show evidence of $\beta$-convergence at the end of the sample period. However, in the majority of cases their interpretation is mistaken, as they incorrectly apply Carlino and Mills' (1993) criterion.
Dawson and Sen (2007) choose a weighted average, but as indicated above this can also be problematic if the sample includes a relatively large economy, like Brazil, which essentially ends up being tested for convergence on itself.

Calculating the average across the countries that happen to be in the sample set can also be problematic, as it is implicitly assumed that the countries selected for study match the membership of the suspected convergence club. Should the sample exclude a club member (or include a nonmember), then any average will be subject to measurement error. As there is no reason for all members of such a club to be located in the same geographic region (or for all countries in the same region to belong to the same club), this is not a trivial problem.

The use of discrete-break unit-root tests can be problematic as well because they incorporate a number of assumptions about the shape an economy’s underlying relative growth path may take. In particular, as Enders and Lee (2004, 2012) and Becker et al. (2006) observe, such tests assume a data series has a pre-specified number of instantaneous structural breaks in its deterministic trend. Moreover, the trend is assumed to be composed of segments that are strictly linear between breakpoints, and which may be discontinuous at each breakpoint. Finally, when these breakpoint(s) are allowed to be chosen by the test, a search process is applied to a trimmed sample period that excludes the observations near its endpoints. Hence, the power of the test can be adversely affected by a break that occurs at an excluded observation.

These assumptions may be appropriate in some contexts, but they are difficult to justify for $y_t$. Quite apart from the fact that the actual number of structural breaks is normally unknown, it seems unreasonable to expect the transitional process of catching-up could end at a specific moment in time so as to produce a sharp breakpoint. Instead, an economy in transition would seem more likely to approach its steady-state equilibrium position along a smoothly-curving path, a scenario that could be only roughly approximated by a small
number of strictly linear segments. Hence, even when a discrete-break test is able to reject the null hypothesis of a unit root, there is a chance the deterministic trend it implies for \( yd \) will only crudely describe the economy’s true underlying growth path.

To determine whether these two factors affect the level of evidence for club convergence, we make two changes to the approach taken by the previous studies. First, our measure of \( yd \) will use a single regional economy as the benchmark. We do this because the theoretical growth models that predict club convergence expect all club members to gravitate toward a similar steady-state position and so their income differential with any other club member should systematically diminish over time. Therefore, any member of the club could be the benchmark.

The use of a single economy as the benchmark also has an advantage over a sample average in that the test results for any individual country would be independent of the composition of the rest of the sample. The accidental exclusion of some club members, or the inclusion of nonmembers, would be of no consequence. The only risk is that the selected benchmark country is not a club member – and that possibility should be revealed by the test results obtained.

The second change we make is to employ the recently developed Fourier-type unit-root tests of Enders and Lee (2012) to test \( yd \). These avoid the potentially restrictive assumptions inherent in the discrete-break unit-root tests with respect to the nature of the deterministic component of \( yd \). Instead of assuming that this is adequately described by a succession of strictly linear segments, the Fourier-type tests allow for a wider (and arguably, in the present context, more realistic) range of functional forms.
4. Econometric methodology

Enders and Lee (2004) and Becker et al. (2006) argue that the limitations of the discrete-break tests can be avoided by incorporating a single frequency component of a Fourier approximation into a standard unit-root test, as this can mimic a wide variety of breaks (including ones spread over multiple periods) as well as other forms of nonlinearity (including smooth curves) in the data series’ deterministic trend function. A strictly linear trend is also retained as a special case.

The broken linear trend case considered by the discrete-break tests is not nested within the single-frequency Fourier functional form. Hence, if the trend for $y_t$ is actually linear with one or two sharp and possibly discontinuous breaks, a Fourier-type unit-root test will not identify that trend as accurately as might be possible using a discrete-break test. However, as discussed in Section 3, this is not expected to represent a serious limitation in the context of the club convergence hypothesis. Moreover, Enders and Lee (2012) (hereafter, E&L) demonstrate that the power of their Fourier-type Lagrange Multiplier (FLM) unit-root test, at least, is comparable to that of a discrete-break test even when discrete breaks in the trend and/or intercept are present.

To describe E&L’s FLM test consider a series, $x_t$, with the following data generating process (DGP):

$$x_t = \gamma t + d(t) + e_t \tag{3}$$

$$e_t = \rho e_{t-1} + u_t \tag{4}$$

where $u_t$ is a stationary disturbance term and $d(t)$ is a deterministic function of time of unknown form incorporating structural breaks of unknown number and timing, or any other source of nonlinearity.

E&L note that $d(t)$ can be approximated to any desired level of accuracy by a sufficiently complex Fourier function:
\[ d(t) = a_0 + \sum_{k=1}^{n} a_k \sin(2\pi kt/T) + \sum_{k=1}^{n} \beta_k \cos(2\pi kt/T); \quad n \leq T/2 \]  

where \( n \) is the number of cumulative frequencies in the approximation, \( k \) represents a specific frequency, \( \pi = 3.1415926 \ldots \) and \( T \) is the number of observations.

For several reasons, including tractability and to avoid an over-fitting problem, E&L recommend that a single frequency should be sufficient in most cases. Hence, substituting (5) (with \( n = 1 \)) into (3) gives the following DGP for \( x \):

\[ x_t = a_0 + \gamma_t + a_k \sin(2\pi kt/T) + \beta_k \cos(2\pi kt/T) + \epsilon_t \]  

where \( k \) now represents the selected single frequency.

To test the hypothesis that \( x \) has a unit root (i.e., \( \rho = 1 \)) against the alternative (\( \rho < 1 \)), E&L employ the Lagrange Multiplier (LM), or Score, principle by imposing the null on equation (6) and estimating it after taking first-differences:

\[ \Delta x_t = \delta_0 + \delta_1 \Delta \sin(2\pi kt/T) + \delta_2 \Delta \cos(2\pi kt/T) + \nu_t \]  

The coefficient estimates obtained (\( \tilde{\delta}_0, \tilde{\delta}_1, \tilde{\delta}_2 \)) are used to construct the following detrended series:

\[ \tilde{S}_t = x_t - \tilde{\psi} - \tilde{\delta}_0 t - \tilde{\delta}_1 \sin(2\pi kt/T) - \tilde{\delta}_2 \cos(2\pi kt/T), \quad t = 2, \ldots, T \]  

where \( \tilde{\psi} = x_1 - \tilde{\delta}_0 - \tilde{\delta}_1 \sin(2\pi k/T) - \tilde{\delta}_2 \cos(2\pi k/T) \), and \( x_1 \) is the first observation of \( x \). This detrended series forms the core of the FLM test equation which, once augmented with \( m \) lags of \( \Delta \tilde{S} \) to control for serial correlation, takes the following form:

\[ \Delta x_t = \phi \tilde{S}_{t-1} + \gamma_0 + \gamma_1 \Delta \sin(2\pi kt/T) + \gamma_2 \Delta \cos(2\pi kt/T) + \sum_{j=1}^{m} \lambda_j \Delta \tilde{S}_{t-j} + \epsilon_t \]  

The null that \( x \) has a unit root is assessed using the \( t \)-statistic for the estimate of \( \varphi \), which has a nonstandard distribution. Specifically, E&L show that the asymptotic distribution of this \( t \)-statistic depends on the value taken by \( k \), but it is invariant to the other parameters that determine \( d(t) \). As our sample size does not match that for the critical values E&L provide and as these values are, to some extent at least, sensitive to the particular autoregressive,
moving-average (ARMA) characteristics of the data, we estimate the $t$-statistic’s distribution using the simulation method outlined in Section 5.

If the value of $k$ were known \textit{a priori}, it could be imposed on the test equation. As this is not normally the case, E&L propose a data-driven search method for selecting $k$. This involves estimating equation (9) for a range of values of $k$ and choosing the one ($\hat{k}$) minimizing the sum of squared residuals. E&L suggest that $\hat{k}$ be chosen from the integer values 1 through 5, but this forces the function’s trigonometric component to end at its starting position (relative to the linear trend). Therefore, we follow Christopoulos and Leon-Ledesma (2011) by selecting $\hat{k}$ from the range $[0.1, 0.2, ..., 4.9, 5.0]$.

It is possible, of course, that $x$ has a strictly linear trend, in which case equation (9) is over-specified and the standard LM test is likely to be more powerful. Consequently, E&L provide an $F$-test of the null that $\gamma_1 = \gamma_2 = 0$. The distribution of this test statistic ($F(\hat{k})$) is also nonstandard, as E&L assume that $x$ has a unit root under the test’s null hypothesis.

Although the FLM test allows for nonlinearities in the trend function for $x$, it retains the standard unit-root test assumption of linear mean-reversion to that trend. It is possible, however, that the rate of mean-reversion varies with the economy’s distance from its underlying (relative) growth path. For example, a large shock may provoke a faster and stronger corrective response from policymakers than a small one would (Beechey and Österholm 2008). Therefore, in case the FLM test is unable to reject the null because of its assumption of linear mean-reversion, we also employ a variant of the test incorporating nonlinear mean-reversion that is derived by following Chortareas et al’s (2002) approach.

Their nonlinear mean-reversion variant of the standard Schmidt-Phillips LM unit-root test (i.e., the NLM test) assumes the data series follows an exponential smooth transition autoregressive process under the alternative hypothesis. This is represented in the NLM test equation by its first-order Taylor series approximation, with the effect that $S_{t-1}$ is replaced by
its cube. By replacing the linear deterministic trend function in Chortareas et al’s (2002) NLM test with one incorporating a single-frequency Fourier function we get a nonlinear mean-reversion version of the FLM test (i.e., the NFLM test):

\[ \Delta x_t = \varphi \tilde{S}_{t-1} + \gamma_0 + \gamma_1 \Delta \sin(2\pi kt/T) + \gamma_2 \Delta \cos(2\pi kt/T) + \sum_{j=1}^{m} \lambda_j \Delta \tilde{S}_{t-j} + \epsilon_t \]  

(10)

As is the case with the FLM test, the null hypothesis that \( x \) has a unit root is also evaluated using the \( t \)-statistic for the estimate of \( \varphi \). As with Chortareas et al’s (2002) NLM test, the NFLM test statistic also has a nonstandard distribution and, in common with the FLM test, this distribution also depends on the value taken by \( k \). Therefore, we also estimate series-specific distributions for this test statistic using the simulation method described in Section 5.

5. Data and econometric results

All data for the construction of \( yd \) for 22 Latin American and Caribbean countries are taken from the Penn World Table version 7.1 (Heston et al. 2012). The specific real per capita income series chosen to construct \( yd \) is gross domestic product per capita at 2005 constant prices (series code: RGDPL2). This series covers the period 1950–2010 for most countries, but begins a little later in the case of Chile, the Dominican Republic, Ecuador, Paraguay (all 1951), Jamaica (1953), Haiti and Barbados (both 1960).

The benchmark economy chosen for \( yd \) is Argentina. Although not the largest economy in the region, Argentina is of reasonable size and was also the most developed of the Latin American economies over the first half of the 20th century. In any case, as discussed in Section 3, what matters is that the benchmark is in the same club as the other economies, which cannot be known \textit{a priori} but may be revealed by the test results.

As indicated in Section 4, all four unit-root tests (i.e., FLM, NFLM, LM and NLM) generate \( t \)-statistics with nonstandard distributions. As their published critical values relate to
sample sizes greater than those available here and/or can be sensitive to the ARMA properties of a data series, the distribution of the \( t \)-statistic for each test on each country’s measure of \( yd \) is estimated by a simulation process. Specifically, an ARMA\((p, q)\) model is fitted to the first difference of each \( yd \) series and its optimal values of \( p \) and \( q \) are selected (from the range 0 to 5) using the Schwarz Bayesian Criterion. Each test is then applied (using, in the case of FLM and NFLM, the value of \( \hat{k} \) selected for the actual series in question) to 40,000 artificial series (with \( T \) matching that of the actual data series) constructed with the coefficient estimates from the optimal ARMA model and residuals randomly drawn from a \( N(0, \sigma^2) \) distribution (where \( \sigma^2 \) is the variance on the errors from the ARMA model). This gives a country-specific estimate of the distribution of each test’s \( t \)-statistic from which its \( p \)-value may be determined.

A similar issue arises with the \( F(\hat{k}) \) statistic and its distribution is similarly derived. Specifically, 100,000 artificial data series conforming to the DGP described by equations (6) and (4) (with \( \rho = 1 \) and \( \gamma = \alpha_k = \beta_k = 0 \), in accordance with the null) are tested. The initial values, \( y_0 \) and \( e_0 \), for each are chosen randomly and \( u_t \) is drawn from a \( N(0, 1) \) distribution.

The maximum number of lagged augmentation terms for each test is set at seven and insignificant lags are removed by a general-to-specific process. The test results obtained are presented in Table 1. The null hypothesis that a unit root is present cannot be rejected by either the FLM test or the NFLM test for El Salvador, Guatemala and Trinidad & Tobago. Hence, the underlying growth paths of these three economies do not appear to have a stable or systematic relationship with that for Argentina and so cannot be members of the same convergence club. However, the unit-root null hypothesis can be rejected by at least one test for the other 18 countries, which indicates that they have a deterministic relative growth path with respect to Argentina.
To determine whether these relative growth paths are consistent with club convergence, the deterministic trend function for each is estimated as follows:

$$y_{dt} = \alpha_0/\Theta + (\gamma/\Theta)t + (\alpha_k/\Theta)\sin(2\pi \hat{k}t/T) + (\beta_k/\Theta)\cos(2\pi \hat{k}t/T) + \sum_{j=1}^{m} \theta_j y_{d,t-j} + u_t$$

where $\Theta$ is one minus the sum of the autoregressive components ($\theta_j$) and $m$ is chosen to control for serial correlation. The results obtained are reported in Table 2 and plotted against the actual values of $y_{d}$ (represented by a thin line) in Figure 2.6 (Note: The countries are presented in Figure 2 in the order they will be discussed.)

Of the 18 countries, seven (Chile, Costa Rica, the Dominican Republic, Jamaica, Mexico, Panama and Uruguay) could be considered to be members of a convergence club along with Argentina. Specifically, the deterministic trends found for all except Jamaica indicate that catching-up has taken place over much, if not all, of the sample period and their rate of catch-up can be seen to slow as $y_{d}$ approaches zero. In fact, Chile and Mexico appear to have converged to a steady-state level of income that is a little higher than Argentina’s, whereas Uruguay seems to have reached a steady state that lies a little below Argentina’s.

---

6 Two trend functions are estimated for Bolivia, Brazil, Costa Rica, the Dominican Republic, Ecuador, Nicaragua, Panama and Venezuela, as the unit-root hypothesis can be rejected for these countries by both the FLM and NFLM tests for different values of $\hat{k}$. As King and Ramlogan-Dobson (2014) demonstrate, very different combinations of the Fourier coefficients can produce very similar-looking trends and this turns out to be the case for all of the above-mentioned countries. Therefore, to avoid cluttering the graphs, only one of their trend functions is shown in Figure 2.
Jamaica’s relatively large value of $\hat{k}$ (2.0) suggests that the oscillations in its relative underlying growth path are transitory in nature and so its convergence status may be established from the linear component of its trend function alone (Christopoulos and Leon-Ledesma 2011). As its linear slope ($\gamma$) and intercept ($a_0$) coefficients are both statistically significant, but take opposing signs, they indicate that Jamaica’s income differential with Argentina is slowly diminishing (Carlino and Mills 1993).

Several of the 11 other countries (i.e., Bolivia, Haiti, Honduras and Nicaragua) exhibit divergence for most if not all of the sample period and so clearly do not belong to the same convergence club as Argentina. Several others – specifically Brazil, Columbia, Ecuador and Paraguay – all have periods during which they have made notable progress in closing their income gap with Argentina, but the opposite has been true since the early 1990s and so they are unlikely to be members of the same club as Argentina either.

Of the three remaining countries, the fitted trend for Barbados suggests that it has recently begun to catch-up (from above) with Argentina, but this development comes too close to the end of the sample period to be confident that it represents a sustained change. A more conservative assessment of this case is that Barbados and Argentina have followed essentially parallel growth paths over the sample period, but their large income differential is inconsistent with the idea that they belong to the same club. Peru could also be said to have recently shifted onto a growth path that is slowly closing its income gap with Argentina, but its trend could as easily be interpreted as showing a large and persistent income differential that is subject to only mild and relatively transitory oscillations. Finally, the negative slope of Venezuela’s deterministic trend since the early 1980s has transformed its initially positive income differential into a negative one. As there is no sign its current rate of divergence from Argentina is slowing, they cannot be considered members of the same club.
In summary, these results provide evidence of an eight-country (i.e., including Argentina) convergence club, but this represents only a minority (in both numerical and population terms) of the region. However, a visual comparison of the estimated deterministic trends of the other 11 countries (and the \( yd \) series of the three countries that are not stationary) suggests seven (namely, Brazil, Colombia, Ecuador, El Salvador, Guatemala, Peru and Venezuela) that may represent a second convergence club.

We formally consider this possibility by testing an alternative measure of \( yd \) in which Venezuela is the benchmark. The results obtained are shown in Panel A of Table 3. These reveal that the unit-root hypothesis can be comfortably rejected by at least one test for all countries, except Guatemala. Panel B of Table 3 and Figure 3 contain the fitted deterministic trends for these five countries. All five trend functions indicate that each country’s income gap with Venezuela has been systematically closing during the sample period. It is also notable that the rate of catch-up exhibited by both Brazil and Colombia has declined in recent decades as their measures of \( yd \) approach zero, as would be expected of members of the same club.

*Table 3 and Figure 3 about here*

Taking these two sets results together, we find that most of the economies in our sample can be classified as belonging to one of two convergence clubs. The first contains eight countries (i.e., Argentina, Chile, Costa Rica, the Dominican Republic, Jamaica, Mexico, Panama and Uruguay) and the second contains six countries (i.e., Brazil, Colombia, Ecuador, El Salvador, Peru and Venezuela).

This leaves eight countries in our sample that cannot be assigned to either club, but almost all of these are either (in the Latin American context) very rich (i.e., Barbados and
Trinidad & Tobago) or very poor (Bolivia, Haiti, Honduras, Nicaragua and Paraguay). In other words, they occupy the two extremes of the Latin American income distribution and it is possible they belong to convergence clubs primarily populated by economies located outside the region. It is also worth noting that the 14 countries that can be assigned to one of the two clubs contain almost 90% of the region’s population. Hence, Latin America can be broadly characterized as being composed of two convergence clubs.

One implication of this finding is that the distribution of income across the region is becoming increasingly polarized over time. Moreover, our results offer some support for the group of theoretical growth models that predicts the existence of multiple steady-state equilibrium positions. By the same token, our results represent evidence against the standard, single steady-state, neoclassical growth model.

The existence of multiple equilibria in turn implies that the process of convergence to the income level of rich nations is not automatic and a developing economy will face barriers to growth that must be overcome if it is to advance beyond a particular level of economic development. Moreover, these barriers appear to remain effective even when, as is the case in Latin America, considerable effort has been made to implement a broad range of economic reforms designed to stabilize macroeconomic fundamentals, privatize industry and liberalize markets à la the Washington Consensus. This suggests that policies targeted at overcoming the particular barriers to growth and structural transformation facing Latin American economies are required. This, of course, first requires the nature of these barriers to be identified.

The theoretical multiple-equilibria growth models suggest that barriers to further economic development could arise for a variety of reasons. For example, they may arise as a consequence of an economy’s initial level of human capital per capita, its state of financial development, or externalities caused by complementarity in innovation (Ciccone and
Matsuyama 1996; Acemoglu and Zilibotti 1997; Basu and Weil 1998). These models, in turn, suggest that policies designed to substantially increase investment in human capital or even a temporary ‘big-push’ targeted at increasing incentives for firms to adopt new production technologies would be necessary to overcome these barriers and move the economy onto the growth path to a superior steady-state position (Gancia and Zilibotti 2005).

However, it is important to note that, although our results indicate that two groups of economies are facing some form of barrier to their further development, finding evidence of club convergence only supports the concept of multiple-equilibria growth models and does not provide support for any particular model based on a specific cause of multiple equilibria. It is also important not to presume that all members of a convergence club must be facing the same barrier to growth. It is possible that there is a set of barriers an economy must overcome when it reaches a particular stage of development. However, depending on the actual set of policies, institutions, etc. an individual economy has adopted, not all of those barriers may be relevant in its case. Hence, the particular barrier (or barriers) actually impeding one club member could differ from those faced by another.

For example, we find evidence that Brazil and El Salvador are members of the same convergence club, but when Hausmann et al. (2008) employ their framework for growth diagnostics to identify the most binding constraint on each country’s economic activity, they come to very different conclusions. Brazil’s economic growth, they argue, is constrained by its heavy burden of transfers (e.g., pensions) and high public debt, whereas they conclude that problems with self-discovery – i.e., identifying and implementing profitable new ideas and activities – is the binding constraint in El Salvador’s case.

In this light, identifying a set of countries that belong to the same convergence club does not imply that there must be a common strategy or policy that would enable all of them to escape their shared steady-state equilibrium and advance to a superior one. Furthermore,
even when some club members are subject to the same binding constraint, it is possible that each requires a different solution because what is most effective for one economy may be less so when set in another economy’s context (Rodrik, 2006, 2010). It may even prove necessary for countries to experiment with different and possibly quite unorthodox policies to see what works in their setting, as Rodrik (2006, 2009, 2010) advocates, in part based on the success of countries like China, Vietnam, Malaysia among others at achieving a prolonged period of high economic growth.

6. Conclusions

In contrast to earlier studies, we find strong evidence that most of the 22 Latin American economies we examined belong to one of two convergence clubs. The first of these contains eight countries (i.e., Argentina, Chile, Costa Rica, the Dominican Republic, Jamaica, Mexico, Panama and Uruguay), whereas the second is comprised of six countries (i.e., Brazil, Colombia, Ecuador, El Salvador, Peru and Venezuela).

The existence of these two clubs provides support for the class of theoretical growth models that predict the existence of multiple steady-state equilibrium positions, as opposed to the unique equilibrium that characterizes the neoclassical growth model. This in turn implies that even if a developing country adopts the institutions of a developed country and its government pursues sound macroeconomic policies, this may not be sufficient to promote the structural transformation needed for economic development. Instead, additional policy action would be needed to overcome the barriers that currently prevent their economy from converging to a superior steady-state position.

The various multiple-equilibria growth models identify different causes of convergence clubs. It is possible there are multiple factors contributing to the existence of a particular convergence club and that the particular factor responsible for the membership of any one
country (i.e., its binding constraint) is not the same as that for other members of the same club. Our analysis cannot isolate the specific nature of the barriers that have created the two convergence clubs we identify but, by providing evidence that barriers to economic development exist, it adds weight to calls for a country-by-country diagnosis of the binding constraint on their growth and the development of targeted, context-specific policies to overcome it.

Finally, given that most Latin American economies belong to one of two convergence clubs and there is no particular reason to believe that the membership of such clubs should be confined to a specific geographic region, it seems natural to ask whether either club contains members from other parts of the world. We leave this question for future research.
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Table 1: Unit-root test results for \( yd \) (benchmark: Argentina)

<table>
<thead>
<tr>
<th>Country</th>
<th>( \hat{k} )</th>
<th>( t )-ratio</th>
<th>( p )-value</th>
<th>( F(\hat{k}) )</th>
<th>( \hat{k} )</th>
<th>( t )-ratio</th>
<th>( p )-value</th>
<th>( F(\hat{k}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbados</td>
<td>0.1</td>
<td>(-4.852)</td>
<td>0.0194</td>
<td>7.517*</td>
<td>3.3</td>
<td>(-2.378)</td>
<td>0.2246</td>
<td>7.487</td>
</tr>
<tr>
<td>Bolivia</td>
<td>0.1</td>
<td>(-4.596)</td>
<td>0.0759</td>
<td>0.847</td>
<td>1.0</td>
<td>(-5.404)</td>
<td>0.0025</td>
<td>0.511</td>
</tr>
<tr>
<td>Brazil</td>
<td>1.1</td>
<td>(-4.727)</td>
<td>0.0395</td>
<td>5.267</td>
<td>1.3</td>
<td>(-5.746)</td>
<td>0.0006</td>
<td>15.73</td>
</tr>
<tr>
<td>Chile</td>
<td>1.3</td>
<td>(-3.942)</td>
<td>0.1710</td>
<td>4.912</td>
<td>1.2</td>
<td>(-4.429)</td>
<td>0.0196</td>
<td>4.851</td>
</tr>
<tr>
<td>Colombia</td>
<td>1.4</td>
<td>(-4.451)</td>
<td>0.0742</td>
<td>11.82†</td>
<td>1.4</td>
<td>(-3.873)</td>
<td>0.0842</td>
<td>6.251</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>0.1</td>
<td>(-5.302)</td>
<td>0.0777</td>
<td>10.73†</td>
<td>4.8</td>
<td>(-3.449)</td>
<td>0.0814</td>
<td>9.075</td>
</tr>
<tr>
<td>Dominican Rep.</td>
<td>1.5</td>
<td>(-4.137)</td>
<td>0.0818</td>
<td>0.675</td>
<td>1.2</td>
<td>(-3.773)</td>
<td>0.0834</td>
<td>0.108</td>
</tr>
<tr>
<td>Ecuador</td>
<td>1.6</td>
<td>(-4.380)</td>
<td>0.0363</td>
<td>10.60†</td>
<td>1.0</td>
<td>(-4.703)</td>
<td>0.0084</td>
<td>3.403</td>
</tr>
<tr>
<td>El Salvador</td>
<td>4.8</td>
<td>(-2.329)</td>
<td>0.2885</td>
<td>7.517*</td>
<td>4.8</td>
<td>(-2.112)</td>
<td>0.3408</td>
<td>6.984</td>
</tr>
<tr>
<td>Guatemala</td>
<td>1.0</td>
<td>(-3.479)</td>
<td>0.3832</td>
<td>1.596</td>
<td>5.0</td>
<td>(-2.712)</td>
<td>0.1238</td>
<td>1.136</td>
</tr>
<tr>
<td>Haiti</td>
<td>4.2</td>
<td>(-2.539)</td>
<td>0.2216</td>
<td>5.277</td>
<td>1.3</td>
<td>(-3.926)</td>
<td>0.0655</td>
<td>1.984</td>
</tr>
<tr>
<td>Honduras</td>
<td>1.3</td>
<td>(-3.766)</td>
<td>0.3326</td>
<td>1.331</td>
<td>1.2</td>
<td>(-4.449)</td>
<td>0.0324</td>
<td>3.053</td>
</tr>
<tr>
<td>Jamaica</td>
<td>2.0</td>
<td>(-3.891)</td>
<td>0.0446</td>
<td>3.663</td>
<td>2.0</td>
<td>(-3.386)</td>
<td>0.0456</td>
<td>2.632</td>
</tr>
<tr>
<td>Mexico</td>
<td>0.7</td>
<td>(-3.952)</td>
<td>0.1702</td>
<td>2.137</td>
<td>1.2</td>
<td>(-4.617)</td>
<td>0.0121</td>
<td>6.069</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>1.2</td>
<td>(-4.488)</td>
<td>0.0668</td>
<td>2.424</td>
<td>0.3</td>
<td>(-4.633)</td>
<td>0.0104</td>
<td>2.703</td>
</tr>
<tr>
<td>Panama</td>
<td>1.5</td>
<td>(-4.406)</td>
<td>0.0551</td>
<td>1.145</td>
<td>1.4</td>
<td>(-6.218)</td>
<td>0.0002</td>
<td>2.573</td>
</tr>
<tr>
<td>Paraguay</td>
<td>1.5</td>
<td>(-3.430)</td>
<td>0.2478</td>
<td>10.51†</td>
<td>1.6</td>
<td>(-3.582)</td>
<td>0.0855</td>
<td>11.39</td>
</tr>
<tr>
<td>Peru</td>
<td>1.2</td>
<td>(-4.435)</td>
<td>0.1246</td>
<td>0.319</td>
<td>1.4</td>
<td>(-4.282)</td>
<td>0.0343</td>
<td>0.060</td>
</tr>
<tr>
<td>Trinidad &amp; Tobago</td>
<td>1.4</td>
<td>(-3.429)</td>
<td>0.2450</td>
<td>1.162</td>
<td>2.7</td>
<td>(-2.195)</td>
<td>0.2515</td>
<td>7.080</td>
</tr>
<tr>
<td>Uruguay</td>
<td>1.2</td>
<td>(-3.041)</td>
<td>0.5907</td>
<td>3.228</td>
<td>0.8</td>
<td>(-4.129)</td>
<td>0.0360</td>
<td>2.408</td>
</tr>
<tr>
<td>Venezuela</td>
<td>0.4</td>
<td>(-4.736)</td>
<td>0.0561</td>
<td>5.970</td>
<td>0.9</td>
<td>(-4.234)</td>
<td>0.0407</td>
<td>0.382</td>
</tr>
</tbody>
</table>

Notes: LM (NLM) test results are only shown for cases where the unit-root null cannot be rejected at the 10% level or better according to the corresponding FLM (NFLM) test and the \( F(\hat{k}) \) test statistic is insignificant at the 10% level or better. Bold type is used to highlight \( t \)-ratios that are significant at 10% level or better. *, †, ‡ denote \( F(\hat{k}) \) test statistics that exceed the 10%, 5% or 1% critical value, respectively.

* The 10% (5%) [1%] critical values are 6.550 (8.194) [12.062] when \( T = 60 \) and 7.269 (9.178) [13.555] when \( T = 50 \).

\(^b\) The 10% (5%) [1%] critical values are 6.003 (7.460) [10.820] when \( T = 60 \) and 6.477 (8.069) [11.948] when \( T = 50 \).
**Table 2: Deterministic trend function estimates**

<table>
<thead>
<tr>
<th>Country</th>
<th>$k$</th>
<th>$a_0$</th>
<th>$\gamma$</th>
<th>$a_k$</th>
<th>$\beta_k$</th>
<th>$a_k = \beta_k = 0$†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barbados</td>
<td>0.1</td>
<td>19.42 (1.914)*</td>
<td>-0.6788 (−1.972)*</td>
<td>52.29 (1.987)*</td>
<td>-18.05 (−1.806)*</td>
<td>3.403†</td>
</tr>
<tr>
<td>Bolivia</td>
<td>0.1</td>
<td>11.74 (2.356)†</td>
<td>-0.2928 (−2.104)†</td>
<td>25.36 (1.897)*</td>
<td>-12.22 (−2.486)†</td>
<td>4.633†</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>-0.678 (−13.69)‡</td>
<td>-0.0085 (−5.896)‡</td>
<td>-0.035 (−1.145)</td>
<td>0.059 (3.055)‡</td>
<td>3.413‡</td>
</tr>
<tr>
<td>Brazil</td>
<td>1.1</td>
<td>-0.866 (−23.21)‡</td>
<td>0.0119 (12.18)‡</td>
<td>-0.182 (−11.22)‡</td>
<td>-0.094 (−4.856)‡</td>
<td>9.919‡</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>-0.834 (−16.14)‡</td>
<td>0.0124 (9.895)‡</td>
<td>-0.203 (−9.903)‡</td>
<td>-0.000 (−0.003)</td>
<td>6.299‡</td>
</tr>
<tr>
<td>Chile</td>
<td>1.2</td>
<td>-0.692 (−11.64)‡</td>
<td>0.0110 (6.858)‡</td>
<td>0.061 (1.623)</td>
<td>0.207 (5.491)‡</td>
<td>7.123‡</td>
</tr>
<tr>
<td>Colombia</td>
<td>1.4</td>
<td>-0.797 (−56.41)‡</td>
<td>0.0076 (21.65)‡</td>
<td>-0.012 (−0.974)</td>
<td>0.112 (13.53)‡</td>
<td>13.13‡</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>0.1</td>
<td>1.530 (0.514)</td>
<td>-0.0586 (−0.694)</td>
<td>6.003 (0.777)</td>
<td>-1.807 (−0.616)</td>
<td>0.930</td>
</tr>
<tr>
<td></td>
<td>4.8</td>
<td>-0.280 (−22.71)‡</td>
<td>0.0053 (17.46)‡</td>
<td>0.028 (3.277)‡</td>
<td>0.004 (0.433)</td>
<td>6.292‡</td>
</tr>
<tr>
<td>Dominican Rep.</td>
<td>1.2</td>
<td>-1.158 (−21.97)‡</td>
<td>0.0175 (12.05)‡</td>
<td>-0.055 (−1.992)*</td>
<td>0.041 (1.285)</td>
<td>1.876</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>-1.207 (−29.20)‡</td>
<td>0.0190 (17.85)‡</td>
<td>-0.010 (−0.421)</td>
<td>0.055 (2.241)†</td>
<td>2.049</td>
</tr>
<tr>
<td>Ecuador</td>
<td>1.0</td>
<td>-0.776 (−6.418)‡</td>
<td>0.0029 (0.827)</td>
<td>-0.142 (−2.174)†</td>
<td>-0.096 (−1.806)*</td>
<td>3.599†</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>-0.914 (−42.71)‡</td>
<td>0.0079 (15.00)‡</td>
<td>-0.001 (−0.069)</td>
<td>0.141 (13.12)‡</td>
<td>8.807‡</td>
</tr>
<tr>
<td>Haiti</td>
<td>1.3</td>
<td>-1.528 (−35.86)‡</td>
<td>-0.0888 (−6.769)‡</td>
<td>-0.087 (−4.654)‡</td>
<td>-0.010 (−0.385)</td>
<td>6.074‡</td>
</tr>
<tr>
<td>Honduras</td>
<td>1.2</td>
<td>-0.913 (−17.39)‡</td>
<td>-0.0033 (−2.236)‡</td>
<td>-0.133 (−4.330)‡</td>
<td>0.015 (0.416)</td>
<td>6.120°</td>
</tr>
<tr>
<td>Jamaica</td>
<td>2.0</td>
<td>0.076 (1.897)*</td>
<td>-0.0025 (−2.141)‡</td>
<td>0.015 (0.511)</td>
<td>-0.120 (−4.863)‡</td>
<td>5.199‡</td>
</tr>
<tr>
<td>Mexico</td>
<td>1.2</td>
<td>-0.159 (−2.783)‡</td>
<td>0.0066 (4.296)‡</td>
<td>-0.136 (−4.961)‡</td>
<td>-0.008 (−0.254)</td>
<td>5.566‡</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>0.3</td>
<td>-7.325 (−6.595)‡</td>
<td>0.1658 (5.186)‡</td>
<td>-2.605 (−4.652)‡</td>
<td>5.951 (6.114)‡</td>
<td>5.695‡</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>-0.567 (−12.57)‡</td>
<td>-0.0147 (−11.52)‡</td>
<td>0.021 (0.840)</td>
<td>-0.209 (−7.602)‡</td>
<td>5.885‡</td>
</tr>
<tr>
<td>Panama</td>
<td>1.4</td>
<td>-1.159 (−23.57)‡</td>
<td>0.0181 (16.55)‡</td>
<td>-0.048 (−1.911)†</td>
<td>0.076 (3.025)‡</td>
<td>3.863†</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>-1.172 (−24.38)‡</td>
<td>0.0186 (18.37)‡</td>
<td>-0.020 (−0.770)</td>
<td>0.088 (3.945)‡</td>
<td>4.078†</td>
</tr>
<tr>
<td>Paraguay</td>
<td>1.6</td>
<td>-1.257 (−35.99)‡</td>
<td>0.0080 (9.051)‡</td>
<td>0.018 (0.608)</td>
<td>0.224 (10.65)‡</td>
<td>10.02†</td>
</tr>
<tr>
<td>Peru</td>
<td>1.4</td>
<td>-0.482 (−17.11)‡</td>
<td>-0.0009 (−1.211)</td>
<td>-0.044 (−2.423)‡</td>
<td>-0.089 (−4.565)‡</td>
<td>6.617‡</td>
</tr>
<tr>
<td>Uruguay</td>
<td>0.8</td>
<td>0.253 (3.096)‡</td>
<td>-0.0124 (−5.465)‡</td>
<td>-0.389 (−9.127)‡</td>
<td>0.004 (0.159)</td>
<td>5.513‡</td>
</tr>
<tr>
<td>Venezuela</td>
<td>0.4</td>
<td>0.123 (0.341)</td>
<td>-0.0078 (−0.763)</td>
<td>0.333 (5.248)‡</td>
<td>0.039 (0.139)</td>
<td>20.11‡</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.361 (6.159)‡</td>
<td>-0.0075 (−4.516)‡</td>
<td>-0.006 (−0.184)</td>
<td>-0.093 (−5.939)‡</td>
<td>6.165‡</td>
</tr>
</tbody>
</table>

*Notes: t-ratios are shown in parenthesis. *, †, ‡ denote test statistics that exceed the 10%, 5% or 1% critical value, respectively.*
### Table 3: Unit-root test results for $yd$ (benchmark: Venezuela) and deterministic trend function estimates

#### A: Unit root test results for $yd$ (benchmark: Venezuela)

<table>
<thead>
<tr>
<th>Country</th>
<th>$\hat{k}$</th>
<th>$t$-ratio</th>
<th>$p$-value</th>
<th>$F(\hat{k})$</th>
<th>$t$-ratio</th>
<th>$p$-value</th>
<th>$F(\hat{k})$</th>
<th>$t$-ratio</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>1.4</td>
<td>-4.674</td>
<td>0.0339</td>
<td>0.542</td>
<td>1.6</td>
<td>-5.156</td>
<td>0.0017</td>
<td>2.389</td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>1.3</td>
<td>-4.349</td>
<td>0.0811</td>
<td>1.407</td>
<td>0.1</td>
<td>-3.127</td>
<td>0.2456</td>
<td>1.201</td>
<td>-0.734</td>
</tr>
<tr>
<td>Ecuador</td>
<td>1.7</td>
<td>-3.938</td>
<td>0.0666</td>
<td>0.994</td>
<td>1.6</td>
<td>-4.165</td>
<td>0.0252</td>
<td>1.047</td>
<td></td>
</tr>
<tr>
<td>El Salvador</td>
<td>1.1</td>
<td>-4.307</td>
<td>0.0989</td>
<td>1.187</td>
<td>1.1</td>
<td>-4.067</td>
<td>0.0423</td>
<td>0.911</td>
<td></td>
</tr>
<tr>
<td>Guatemala</td>
<td>0.1</td>
<td>-3.729</td>
<td>0.4779</td>
<td>4.886</td>
<td>-2.020</td>
<td>0.4891</td>
<td>1.2</td>
<td>-3.233</td>
<td>0.3081</td>
</tr>
<tr>
<td>Peru</td>
<td>0.1</td>
<td>-4.379</td>
<td>0.0613</td>
<td>2.100</td>
<td>0.6</td>
<td>-4.374</td>
<td>0.0238</td>
<td>1.355</td>
<td></td>
</tr>
</tbody>
</table>

#### B: Deterministic trend function estimates

<table>
<thead>
<tr>
<th>Country</th>
<th>$\hat{k}$</th>
<th>$\alpha_0$</th>
<th>$\gamma$</th>
<th>$\alpha_k$</th>
<th>$\beta_k$</th>
<th>$\alpha_k = \beta_k = 0^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>1.4</td>
<td>-1.193 (-26.40)‡</td>
<td>0.0199 (17.90)‡</td>
<td>-0.121 (-5.663)‡</td>
<td>0.062 (2.466)†</td>
<td>6.912‡</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>-1.230 (-19.97)‡</td>
<td>0.0214 (14.67)‡</td>
<td>-0.090 (-2.433)†</td>
<td>0.106 (3.100)‡</td>
<td>4.061†</td>
</tr>
<tr>
<td>Colombia</td>
<td>1.3</td>
<td>-1.138 (-20.27)‡</td>
<td>0.0144 (8.759)‡</td>
<td>-0.009 (-0.206)</td>
<td>0.116 (3.386)‡</td>
<td>2.353</td>
</tr>
<tr>
<td>Ecuador</td>
<td>1.6</td>
<td>-1.272 (-23.42)‡</td>
<td>0.0158 (12.39)‡</td>
<td>-0.036 (-0.844)</td>
<td>0.110 (3.925)‡</td>
<td>4.362‡</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>-1.295 (-30.13)‡</td>
<td>0.0160 (16.91)‡</td>
<td>0.020 (0.659)</td>
<td>0.113 (4.480)‡</td>
<td>5.521‡</td>
</tr>
<tr>
<td>El Salvador</td>
<td>1.1</td>
<td>-0.940 (-27.21)‡</td>
<td>0.0074 (7.388)‡</td>
<td>0.071 (3.050)‡</td>
<td>0.113 (5.971)‡</td>
<td>7.943‡</td>
</tr>
<tr>
<td>Guatemala</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Peru</td>
<td>0.1</td>
<td>-34.81 (-3.247)‡</td>
<td>1.0753 (3.493)‡</td>
<td>-99.16 (-3.513)‡</td>
<td>33.63 (3.184)‡</td>
<td>5.964‡</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>-1.668 (-6.048)‡</td>
<td>0.0316 (3.955)‡</td>
<td>0.215 (2.158)†</td>
<td>0.529 (3.636)‡</td>
<td>5.610‡</td>
</tr>
</tbody>
</table>

**Notes:** LM (NLM) test results are only shown for cases where the unit-root null cannot be rejected at the 10% level or better according to the corresponding FLM (NFLM) test and the $F(\hat{k})$ test statistic is insignificant at the 10% level or better. **Bold type** is used to highlight $t$-ratios that are significant at 10% level or better. $t$-ratios are shown in parenthesis. $^a$: Standard $F$ distribution. $^*, †, ‡$ denote test statistics that exceed the 10%, 5% or 1% critical value, respectively.
Fig. 1 Alternative dynamical systems (adapted from Galor 1996)

(a) Unique globally-stable steady-state equilibrium

(b) Multiple locally-stable steady-state equilibria
Fig. 2 Fitted deterministic trend functions (thick line) for $y_d$ (Argentina benchmark; thin line)

(a) Chile ($k = 1.2$)

(b) Costa Rica ($k = 0.1$)

(c) Dominican Republic ($k = 1.2$)

(d) Jamaica ($k = 2.0$)

(e) Mexico ($k = 1.2$)

(f) Panama ($k = 1.5$)
Fig. 2 (continued)

(g) Uruguay ($k = 0.8$)

(h) Bolivia ($k = 1.0$)

(i) Haiti ($k = 1.3$)

(j) Honduras ($k = 1.2$)

(k) Nicaragua ($k = 1.2$)

(l) Brazil ($k = 1.1$)
Fig. 2 (continued)

(m) Colombia ($k = 1.4$)  
(n) Ecuador ($k = 1.0$)  
(o) Paraguay ($k = 1.6$)  
(p) Barbados ($k = 0.1$)  
(q) Peru ($k = 1.4$)  
(r) Venezuela ($k = 0.4$)
Fig. 3  Fitted deterministic trend functions (thick line) for $y_d$ (Venezuela benchmark; thin line)

(a) Brazil ($k = 1.4$)  
(b) Colombia ($k = 1.3$)  
(c) Ecuador ($k = 1.7$)  
(d) El Salvador ($k = 1.1$)  
(e) Peru ($k = 0.6$)