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Introduction
In this paper we will present Deep Learning as a comparative 

technique to other existing and tried out Educational Data Mining 
Techniques and in so doing investigate its comparative strengths and 
weaknesses. This view is a complimentarist, namely that what you are 
looking for may be best served by a variety of approaches, depending 
upon the research question under investigation.

Learning Analytics aim to find extra and new information from the 
wealth of data that learning interaction produces, to give insights to 
better inform and personalise the learning experience of the student. 
The new perspectives that they yield can transform interactive 
education systems to better cater for an individual’s or group’s 
needs and support them on their particular educational journey. 
Traditional Educational Data Mining (EDM) has used techniques 
such as visualisation, association nets, decision trees, rule induction, 
stochastics techniques (e.g. Baysian reasoning or Markov chains), and 
AI in the form of shallow neural networks. In the work presented here 
we further expand this repertoire toward a goal of more flexible and 
personalised learning.

The use of AI in the classroom is a topic that is gaining both 
momentum and visibility at a great pace in recent years. Machine 
Learning provides an additional tool to the EDM arsenal. In this paper, 
we employ Deep Learning to expand and improve the understanding 
of a learner’s state to improve their learning, teaching, and assessment. 
Deep Learning is a development of neural AI that uses more layers 
of individual units within the network to provide a more sensitive 
detection of patterns. It has already been used elsewhere to great effect 
to provide awareness of hidden knowledge.

In the context of Learning Analytics we here apply Deep Learning to 
revisit and enhance our perception of key interaction features that can 
give a better understanding of a user’s state and subsequent pedagogical 
needs and requirements. The approach is therefore one that is much 
more in tune with learning and interaction considerations, not just 
on the student outcomes. We here propose, in addition to outcome 
prediction, a more fine grain analysis that look for a finer detail of 
student performance and how this might be identified so that we have 
a more causative model of observed outcome, one that is much more 
focused on the circumstances of the students themselves. Such states 
of learning include (with symptomatic signs):
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• Engagement indicators - log-ins, how many log-ins, when do 
this access the coursework/revision notes e.g. all the time vs at the 
very last minute;

• Spotting drops out – indicators such as Loneliness and 
Alienation;

• Wheel spinning - characteristics of being stuck – not moving 
on and unsuccessfully doing the same set of exercises again and 
again;

• Predicting Outcomes – based on Marks, Extensions, Re-
submission, Non-Submission and Failure.

In this paper we apply Deep Learning via the Google engine 
Tensorflow to a large VLE data set [1,2]). OULEARN has already been 
extensively mined by existing techniques. The paper presents in details 
the existing findings and state of the art in order to find a starting point 
to base our comparisons upon

The approach of this research follows from Hassan et al (2019). The 
wheel spinning in the research will be used to imitate the interaction 
patterns of students’ correctness to responses in their module course. 
The research will also explore the relationship between student’s 
dropout, Learning and wheel-spinning using their assessment study 
profile generated from the OULAD VLE dataset [2]; besides that, the 
clickstreams learning interactions for each students’ daily activities in 
the course periods across views is also used.

Background and Approach
The problem of identifying student academic challenges in order to 

optimise the academic performance of students has been an area of 
concern for several decades [3]. Within higher education, there has 
been a focus on teaching and assessment that will promote students to 
be independent managers of their own learning experience, especially 
within virtual learning environments [4]. Digital technology of the 
virtual learning environment generates more accessible teaching-
learning assessments of students’ academic learning experiences 
and can provide interactive engagement activities. These digital 
environments offer new opportunities for Educational Data Mining 
and the opportunity to give new learning analytics [5-8]. These 
identify a range of the learning analytic questions and answers that are 
can potentially be addressed through differing techniques. The work 
here aims to compliment the range of these inquiries and explores an 
alternative way of addressing them. A similar range techniques are 
also reviewed in Sin et al. [9] in relation to a range of learning analytics 
question, ustiliding Big Data approaches. They note that the increasing 
use of Learning Management Tools (LMS – equivalent to the VLEs 
in this paper) mean that today’s students increasingly produce large 
amount of Big Data in the everyday activities.

Hlosta et al. [1] used a General Unary Hypothesese Automation and 
Markov Chain-based analysis methods of educational data mining. 
They looked at course assignment data and whether students had 
submitted, but not their scores. They found a strong (90%) correlation 
between failure to submit. Jha et al. [2] used a full set of features, and 
attempted to find the key features that that show the attributes that 
indicate these behaviours. Not only did they look at student dropout 
rates, but also at how to predict student performance. Models based 
on student interaction were good predictors of both performance and 
drop out. 

In the work outlined here, we look at a student centric and problem 
solving behaviour rather than just had metric of performance and 
drop out. In particular the type of pattern of behaviour we investigate 
are shown in Table 1.

The work that we outline and propose here is to extend the feature 
analysis presented above. to look specifically in the post-mortem 
data of the students interactions and identify ones more focused on 

providing insights into a student thinking and fine-grained problem 
solving. In providing learning analytics of this type we aim to directly 
support their problem solving and in doing so get a more personalised 
basis for subsequent tutor intervention.

Table 1: student behaviours and indicators

Target Behaviour Typical indicators of our 
target behaviours

Engagement

Log ins, how many logins, 
when do this access the 

coursework/revision notes e.g. 
all the time vs at the very last 

minute

Spotting drops 
out

Last logins, failure to submit 
work, decreasing patterns of 

engagement

Wheel Spinning

Characteristics of being 
stuck – not moving on and 

unsuccessfully doing the same 
set of exercises again and 

again

Outcomes
Marks, Extensions, Re-

submission, Failure. Non 
Submission

To find a validated proven accuracy, a data validation process was used 
to ensure that the data is clean for quality usage and pre-production. 
To achieve a potential outcome on this result, we implemented 
classified data pre-production. To improve prediction accuracy, we 
measured and calculated filtered data necessary for establishing 
classified categories tasks, and compared it to other simulation results 
of data categories. We checked the proportion of each performance of 
the compared categories, we identified that each categories task had a 
different percentage size in their performance task: 

We compared the overall percentage outcome of Students learning 
engagement or attendances based on the assumption this would 
improve retention rates in an institution, and compare it with the 
prediction performances of students who dropped out, withdrew, 
or passed. Thus, if a student attends regular classes and does not put 
more effort to persist in their learning study despite academic stress, 
that student may not do well even if they have a good attendance 
record. In such a situation, if the student doesn’t have proper support, 
it may lead to depression and unproductivity i.e. to wheel spinning. 
Wheel spinning occurs when a student persists in their study but yet 
cannot take advantage of the learning opportunity despite regularly 
committing to a course study, regular attendance etc. 

Students’ performances or engagement can be measured with different 
forms or methods on their students’ academic performances such as 
clickstream interactive activities, quizzes reading, questionnaires, 
discussion forums, and observation of group interactions. In the 
context of this research study, students were measured based on their 
general categories of evaluation grade-performances, weekly activities, 
clickstreams in everyday activities and compared with the categories 
of final_result performances. The established classified result is used 
to represent each category of dimensional learning or interactive 
activities [10-17]. 

Figure 1 represents assessment features that were used to measure 
the classified task assignment for students’ grades and likewise, 
provide detailed information for each category task that required 
decisions to provide critical information about student success. To 
identify the important aspects of students’ academic performances and 
their learning engagement, the featured model was used to illustrate 
the attributes of different categories of class for each feature. In the 
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experiment study, we consider the information gains weighted by the 
number of the feature samples split by each feature classified task of the 
built models. We were able to identify and rank recommended features 
that are can be used to indicate academic engagement. Using all of 
the features to build an accurate model, based on the data generated 
from the OULAD VLE datasets for students’ participation, we were 
able to obtain scores for each students’ performances and assisted in 
identifying students who are at risk of dropout or withdrawing. 

Figure 1: Plotting the recommended features that are informative for each 
category task performances of data visualisation.

Conclusion
Wheel spinning behaviour is an indicator of students who would 

benefit from intervention.

We identified that Deep Learning algorithms learn from high-level 
features from data, and learning analytics is suitable for Big Data. The 
study applied deep neural networks to build models with the use of 
neural network architectures to automatically learn multiple levels 
of representation features directly from the collection of learning 
interaction data. This provided some indicators for student academic 
grade performances and to identify wheel-spinning before dropout

There are some limitations to this approach, namely that it is 
dependent upon large amounts of data in order to effectively train the 
Deep Learning algorithm. In many areas this will not be forthcoming 
given the size of classes and the limited time window for data 
gathering. However, with the current trend to using VLEs institution 
wide and the massive participation in MOOC style delivery, there 
exists a considerable scope for the application of this approach. 
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