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A B S T R A C T 

We determine the error introduced in a joint halo model analysis of g alaxy–g alaxy lensing and galaxy clustering observables 
when adopting the standard approximation of linear halo bias. Considering the Kilo-Degree Survey, we forecast that ignoring 

the non-linear halo bias would result in up to 5 σ offsets in the reco v ered cosmological parameters describing structure growth, 
S 8 , and the matter density parameter, �m 

. We include the scales 10 

−1 . 3 < r p /h 

−1 Mpc < 10 in the data vector, and the direction 

of these offsets are shown to depend on the freedom afforded to the halo model through other nuisance parameters. We conclude 
that a beyond-linear halo bias correction must therefore be included in future cosmological halo model analyses of large-scale 
structure observables on non-linear scales. 

Key words: methods: analytical – cosmological parameters – large-scale structure of Universe. 
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 I N T RO D U C T I O N  

he halo model is a phenomenological model often used to interpret
he large-scale structure of the Universe (see Cooray & Sheth 2002
or a re vie w). In this model, all dark matter exists within dark matter
aloes, which trace the underlying matter fluctuations. In its most
eneric form it includes a number of approximations such as dark
atter haloes are spherical and can be completely described by their
ass, and that the haloes trace the underlying matter fluctuations

n a linearly biased way – linear halo bias. These assumptions have
rovided a useful description of large-scale structure observables
ntil now, but with ever improving data sets these need to be revisited.
n this paper, we focus on the impact of neglecting the non-linear
ature of halo bias. 
Galaxy–galaxy lensing studies are concerned with matter–galaxy

 v erdensity correlations and often use a halo model to interpret the
ata, and to understand the connection between galaxies and halo
ormation (e.g. Mandelbaum et al. 2005 ; Cacciato et al. 2009 ). 1 It is
ommon to assume linear halo bias in halo models of g alaxy–g alaxy
ensing (e.g. Cacciato et al. 2012 ; Dvornik et al. 2018 ; Zacharegkas
t al. 2022 ), or to include some non-linear halo bias through
echniques such as ‘halo exclusion’ where haloes are not allowed
 E-mail: mahony@astro.rub.de 
 Large surv e y area spectroscopic galaxy clustering surv e ys tend to cut scales 
ele v ant to the halo model (Alam et al. 2017 , 2021 ). 
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o o v erlap (van den Bosch et al. 2013 ). In the case of matter–matter
orrelations it is possible to use fitting functions (e.g. HALOFIT ; Smith
t al. 2003 ; Takahashi et al. 2012 ) or phenomenological parameters
e.g. HM-CODE; Mead et al. 2020 ) to o v ercome the limitations
f the halo model. Ho we ver, once galaxy correlations are included
hese corrections are no longer applicable, as they do not connect the
alaxy distribution to non-linear halo bias (Mead & Verde 2021 ). 

Mead & Verde ( 2021 ) explore the relation between haloes and the
nderlying matter distribution, and address the standard approxima-
ion that haloes trace the underlying matter distribution with a linear
alo bias. They measure the non-linear halo bias from N -body simula-
ions, incorporating an additional beyond-linear halo bias correction,

NL , into the halo modelling. A key benefit is that the correction,
NL , can easily be included into the existing halo model framework.
iyatake et al. ( 2021a ) present a complementary approach to account

or beyond-linear halo bias, directly emulating the g alaxy–g alaxy
ensing and galaxy clustering observables from similar non-linearly
iased simulations (Nishimichi et al. 2021 ). We compare these two
pproaches in Section 4.1 and find them to be consistent. 

In this paper, we present forecasts for a joint halo model cos-
ological analysis of g alaxy–g alaxy lensing and galaxy clustering

bservables with the Kilo-Degree Survey (KiDS; Kuijken et al.
019 ). Section 2 details how the Mead & Verde ( 2021 ) beyond-
inear halo bias correction, βNL , is incorporated into the halo model
ower spectra where linear halo bias has previously been assumed
Dvornik et al. 2018 ). Section 3 presents how the lensing and
lustering observables are impacted by the beyond-linear halo bias
© 2022 The Author(s) 
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orrection. The resulting cosmological parameter offsets introduced 
y a standard linear halo model analysis of joint lensing-clustering 
bservables is presented in Section 4 . Through an analysis of mock
ata from the DARK EMULATOR (Nishimichi et al. 2019 , 2021 ), we
emonstrate in Section 4.1 that the accurate reco v ery of cosmological
arameters is possible when incorporating βNL into the halo model. 
e conclude in Section 5 . In Appendix A , we present details of

he simulations used in this work, and in Appendix B a rescaling
echnique to model the cosmology dependence of βNL . 

 I N C L U D I N G  BEYOND-LINEAR  H A L O  B I AS  

he halo model assumes that all dark matter exists within dark matter
aloes, which are then populated with galaxies. In this section, we 
ummarize how galaxies populate dark matter haloes using the 
onditional stellar mass function (CSMF) formalism (Yang, Mo & 

osch 2008 ; Cacciato et al. 2009 ; Cacciato et al. 2013 ; Wang et al.
013 ; van Uitert et al. 2016 ; Dvornik et al. 2018 ). A key feature of
he CSMF formalism is that the galaxies are split into centrals and
atellites, where centrals reside at the centre of their host halo and
atellites orbit around them. 

In this work, we require two 3D power spectra to calculate our
bservables: the g alaxy–g alaxy power spectrum P gg , and the galaxy–
atter power spectrum P g δ . These can be split into contributions from

ne-halo (1h) and two-halo (2h) terms, where the 1h term describes 
he clustering on small scales within a single halo and the 2h term
escribes the clustering on larger scales between two haloes. These 
erms can then be further broken down into contributions from central 
c) and satellite (s) galaxies, 

 gg = 2 P 

1h 
cs + P 

1h 
ss + P 

2h 
cc + 2 P 

2h 
cs + P 

2h 
ss , 

 g δ = P 

1h 
c δ + P 

1h 
s δ + P 

2h 
c δ + P 

2h 
s δ . (1) 

e do not include P 

1h 
cc as there is only one central galaxy per halo so

his term corresponds to shot noise, which we do not include in the
easurements. As shown in van den Bosch et al. ( 2013 ), Cacciato

t al. ( 2013 ), and Dvornik et al. ( 2018 ) these contributions are given
y 

 

1h 
xy ( k, z) = 

∫ ∞ 

0 
H x ( k, M, z) H y ( k, M, z) n ( M, z)d M , 

 

2h 
xy ( k, z) = P 

lin 
δδ ( k, z) 

∫ ∞ 

0 
d M 1 H x ( k, M 1 , z) n ( M 1 , z) b( M 1 , z) 

×
∫ ∞ 

0 
d M 2 H y ( k, M 2 , z) n ( M 2 , z) b( M 2 , z) , (2) 

here x and y can be c, s, or δ. P 

lin 
δδ is the linear matter power spectrum,

hich we obtain using the Eisenstein & Hu ( 1998 ) transfer function.
e calibrate the halo mass function, n ( M , z), the number density

f dark matter haloes with mass M at redshift z, and the halo bias,
 ( M , z), which accounts for dark matter haloes being linearly biased
racers of the underlying dark matter distribution, from numerical 
imulations (Tinker et al. 2010 ). The profiles H encode the matter or
alaxy contribution, 

 δ( k, M, z) = 

M 

ρ̄m 

˜ u h ( k| M, z) , 

 c ( k, M, z) = H c ( M, z) = 

〈 N c | M〉 
n̄ c ( z) 

, 

H s ( k, M, z) = 

〈 N s | M〉 
n̄ s ( z) 

˜ u s ( k| M, z) , (3) 

here ρ̄m 

is the present-day mean matter density of the Universe. 
The average number of central and satellite galaxies in a halo of
ass M within the stellar mass range [ M � , 1 , M � , 2 ], 〈 N c | M 〉 , and

 N s | M 〉 , and the average number density of central and satellite
alaxies across all halo masses, n̄ c and n̄ s , are the Halo Occupation 
istribution (HOD) quantities. These are computed using the CSMF 

ormalism 

 N x | M〉 = 

∫ M �, 2 

M �, 1 

� x ( M � | M) d M � , (4) 

nd, 

 x = 

∫ ∞ 

0 
〈 N x | M 〉 n ( M ) d M . (5) 

ere, � x ( M � | M ) denotes the CSMF, the average number of galaxies
ith stellar mass M � that reside in a halo of mass M . Note
 N c | M 〉 varies between 0 and 1, as there is at most one central
alaxy per halo. The CSMF of central galaxies is modelled as a 
ognormal, 

 c ( M � | M) = 

1 √ 

2 π ln (10) σc M � 

exp 

[
− log ( M � /M 

∗
c ) 

2 

2 σ 2 
c 

]
, (6) 

here σ c is the scatter between stellar mass and halo mass and M 

∗
c 

s parametrized as 

 

∗
c ( M) = M 0 

( M/M 1 ) γ1 

[1 + ( M/M 1 )] γ1 −γ2 
, (7) 

here M 0 , M 1 , γ 1 , and γ 2 are free parameters. The CSMF of satellite
alaxies is modelled as a modified Schechter function, 

 s ( M � | M ) = 

φ∗
s 

M 

∗
s 

(
M � 

M 

∗
s 

)αs 

exp 

[ 

−
(

M � 

M 

∗
s 

)2 
] 

, (8) 

here αs go v erns the power-la w behaviour of satellite galaxies, M 

∗
s 

s parametrized as 

 

∗
s ( M) = 0 . 56 M 

∗
c ( M) , (9) 

nd φ∗
s is parametrized as 

log [ φ∗
s ( M)] = b 1 + b 2 ( log m 13 ) , (10) 

here m 13 = M /(10 13 M �h −1 ), and b 1 and b 2 are free parameters.
hese parametrizations are moti v ated by Yang et al. ( 2008 ). For

urther details of the CSMF formalism see Cacciato et al. ( 2013 ) and
vornik et al. ( 2018 ). 
Referring back to equation ( 3 ), ˜ u h is the Fourier transform of

he normalized density distribution of dark matter in a halo of
ass M , and ˜ u s is the normalized number density distribution of

atellite galaxies in a halo of mass M . There is no ˜ u c as there is
nly one central galaxy per halo. We assume satellites follow the
patial distribution of the underlying dark matter, i.e. ˜ u s ≡ ˜ u h , and 
ssume that the density profile of dark matter haloes follows an
FW profile (Navarro, Frenk & White 1996 ). The NFW profile

s described by two parameters the concentration, c , and mass,
 , of the halo, ho we ver these two parameters are correlated. In

his work, we adopt the Duffy et al. ( 2008 ) concentration–mass 
elation, 

( M, z) = 10 . 14 

[
M 

(2 × 10 12 M �/h ) 

]−0 . 081 

(1 + z) −1 . 01 , (11) 

nd additionally include two normalizations, 

 h , s ( M, z) = f h , s c( M, z) , (12) 
MNRAS 515, 2612–2623 (2022) 
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here f h normalizes the concentration–mass relation for the dis-
ribution of dark matter ˜ u h and f s normalizes the concentration–

ass relation for the distribution of satellite galaxies ˜ u s . Debackere,
chaye & Hoekstra ( 2021 ) show that including these parameters can
elp to account for the impact of baryonic feedback. 
The two-halo term in equation ( 2 ) assumes that haloes are linearly

iased tracers of the underlying matter field, 

 hh ( M 1 , M 2 , k, z) 	 b ( M 1 , z) b ( M 2 , z ) P 

lin 
δδ ( k, z ) . (13) 

ead & Verde ( 2021 ) address this assumption by introducing a
eyond-linear bias correction βNL so, 

P hh ( M 1 , M 2 , k, z) 	 

b ( M 1 , z) b ( M 2 , z) P 

lin 
δδ ( k, z)[1 + βNL ( M 1 , M 2 , k, z)] , (14) 

nd the βNL function encompasses everything beyond the linear bias
odel. The 2h terms in equation ( 2 ) then become, 

 

2h 
xy ( k, z) = P 

lin 
δδ ( k, z) 

∫ ∞ 

0 
d M 1 H x ( k, M 1 , z) n ( M 1 , z) b( M 1 , z) 

×
∫ ∞ 

0 
d M 2 H y ( k, M 2 , z) n ( M 2 , z) b( M 2 , z) 

+ P 

lin 
δδ ( k , z) I NL 

xy ( k , z) , (15) 

here the second term includes the Mead & Verde ( 2021 ) beyond-
inear halo bias correction βNL , 

 

NL 
xy ( k, z) = 

∫ ∞ 

0 

∫ ∞ 

0 
d M 1 d M 2 β

NL ( k, M 1 , M 2 , z) 

×H x ( k, M 1 , z) H y ( k, M 2 , z) n ( M 1 , z) 

×n ( M 2 , z) b( M 1 , z) b( M 2 , z) . (16) 

NL is calibrated directly from numerical simulations using
imulation-measured quantities of the linear bias ˆ b on large scales,
nd the halo auto power spectrum 

ˆ P hh . In the large-scale limit
NL ( M 1 , M 2 , k → 0, z) = 0, such that equation ( 15 ) returns to

he standard linear halo model formalism with I NL 
xy ( k → 0 , z) = 0. 

In this work, we extend the Mead & Verde ( 2021 ) analysis by
alibrating βNL for a range of different cosmologies utilizing the
ark Quest N -body simulations (Nishimichi et al. 2019 , 2021 ),

nstead of MULTIDARK 

2 (Klypin, Trujillo-Gomez & Primack 2011 ;
rada et al. 2012 ; Riebe et al. 2013 ). Dark Quest explores a 6D
osmological parameter space within the wCDM framework sampled
ith 100 models following a sliced latin hypercube design, centred

t the Planck Collaboration VI ( 2020 ) best-fitting cosmological
odel. The partner DARK EMULATOR 

3 regressor utilizes Gaussian
rocesses and a weighted Principal Component Analysis to then
ake predictions for quantities measured by Dark Quest, for any set

f cosmological parameters within the support range of the training
imulations (Nishimichi et al. 2021 ). See Appendix A for further 
etails. 

 OBSERVABLES  

he two observables included in this analysis are the projected
 alaxy–g alaxy correlation function w p ( r p , z) (galaxy clustering)
nd the excess surface density profile �( r p , z) (g alaxy–g alaxy
ensing). These are calculated from the power-spectra P gg and P g δ by
NRAS 515, 2612–2623 (2022) 

 MULTIDARK : https:// www.cosmosim.org/ . 
 DARK EMULATOR : ht tps://github.com/DarkQuest Cosmology/dark emulator 
ublic . 

4

r
A
d
fi

omputing the two-point correlation functions 

gx ( r, z) = 

1 

2 π2 

∫ ∞ 

0 
P gx ( k , z) 

sin k r 

k r 
k 2 d k , (17) 

here x is either g or δ. The projected g alaxy–g alaxy correlation
unction w p ( r p , z) relates to the 3D g alaxy–g alaxy correlation
unction ξ gg ( r , z) via, 

 p ( r p , z) = 2 
∫ r π, max 

0 
ξgg ( r p , r π , z) d r π , (18) 

here r p is the projected separation between two galaxies, r π the
eparation perpendicular to the line of sight and r π , max the maximum
ntegration range used for the data ( r π , max = 100 Mpc h −1 in this
ork). The excess surface density profile �( r p , z) is given by 

� ( r p , z) = 

2 

r 2 p 

∫ r p 

0 
� ( R 

′ , z) R 

′ d R 

′ − �( r p , z) , (19) 

here �( r p , z) is the projected surface mass density. This relates to
he galaxy–matter correlation function ξ g δ( r , z) via, 

( r p , z) = 2 ̄ρm 

∫ ∞ 

r p 

ξg δ( r , z) 
r d r √ 

r 2 − r 2 p 

, (20) 

here ρ̄m 

is the present-day mean matter density of the universe.
or further details see Dekel & Lahav ( 1999 ), Sheldon et al. ( 2004 ),
acciato et al. ( 2013 ), and Dvornik et al. ( 2018 ). 
In this work, we forecast the impact of including a beyond-linear

alo bias correction βNL for a galaxy clustering sample similar to
he bright galaxy sample in the Kilo-Degree Survey Data Release 4
Bilicki et al. 2021 ). This sample is flux-limited at r < 20 mag and
ontains approximately 1 million galaxies with a mean redshift of
.23. It has a similar selection to the Galaxy And Mass Assembly
urv e y (GAMA; Driv er et al. 2011 ). We therefore use the CSMF
arameter values found for GAMA galaxies in van Uitert et al. ( 2016 )
o simulate the power spectra, and hence the observables. Referring
o Section 2 , there are 10 CSMF parameters [ f h , M 0 , M 1 , γ 1 , γ 2 , σ c ,
 s , αs , b 1 , b 2 ]. All of these parameters need to be marginalized o v er
n order to constrain the underlying cosmological parameters. 

In Figs 1 and 2 , we quantify the impact of including beyond-
inear bias in halo model estimates of KiDS-like clustering ( P gg ,
 p ) and lensing ( P g δ , �) observables, for a range of different

alues for the matter density parameter, �m 

, and the linear theory
tandard deviation of matter density fluctuations in a sphere of radius
 h −1 Mpc, σ 8 . In all cases, we find the non-linear halo bias affects
he predictions o v er a wide range of scales at the level of up to

20 per cent. 4 The impact of non-linear halo bias on the two power
pectra P gg and P g δ (left-hand panels) is similar, with the ratio tending
o 1 on large scales as expected. These changes translate differently
o the observables w p and � (right-hand panels) due to projections
ffects. Critically, the scales impacted are those where the signal to
oise is typically maximized in observations, implying that there is
o opportunity to mitigate the impact of beyond-linear halo bias with
 halo model analysis that utilizes conserv ati v e scale cuts. F ocussing
n the power spectra (left-hand panels), we find the non-linear
alo bias serves to increase power between 0 . 1 < k < 1 h Mpc −1 ,
he transition region between the one and two-halo regimes. The
 We note that the curves in Figs 1 and 2 are not perfectly smooth. This 
esults from imperfections in the βNL interpolation process, described in 
ppendix A. Future work will optimize this interpolation procedure, but we 
o not anticipate these low-amplitude features to impact significantly on the 
ndings of our analysis. 

https://www.cosmosim.org/
https://github.com/DarkQuestCosmology/dark_emulator_public
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Figure 1. Fractional change in halo model predictions for lensing and clustering observables when including the beyond-linear halo bias correction βNL . 
We present the fractional change in the g alaxy–g alaxy power spectrum P gg ( k ) (upper left), projected g alaxy–g alaxy correlation function w p ( r p ) (upper right), 
galaxy–matter power spectrum P g δ( k ) (lower left) and excess surface density profile �( r p ) (lower right) at a redshift of zero for a KiDS-like surv e y. NL 

indicates that the mock data is drawn from a halo model that includes a βNL correction to account for non-linear halo bias. The three curves demonstrate the 
sensitivity of the effect to changes in σ 8 (see inset). 

Figure 2. Fractional change in halo model predictions for lensing and clustering observables when including the beyond-linear halo bias correction βNL , as in 
Fig. 1 . The three curves demonstrate the sensitivity of the effect to changes in �m 

(see inset). 
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ddition of βNL to our analysis therefore corrects a well-documented 
ssue with the standard halo model underpredicting the clustering 
n this region (Tinker et al. 2005 ; Fedeli et al. 2014 ; Mead et al. 
015 ). 
Comparing Figs 1 and 2 we conclude that the non-linear halo 

ias correction is most sensitive to changes in �m 

, with changes 
n the value of σ 8 making less impact. For example, at a lower
alue of �m 

= 0.3, including βNL in the halo model changes P gg by
pproximately 20 per cent, whereas at a higher value of �m 

= 0.34, it
s reduced to an approximately 10 per cent ef fect. This sensiti vity has
ractical implications for how the βNL correction can be included in 
osmological analyses. Ideally βNL would be emulated for each point 
n parameter space, but DARK EMULATOR currently has a relatively 
arrow cosmological range. We discuss possible solutions to this in 
ppendix B . 
c
 C O S M O L O G I C A L  PA R A M E T E R S  

e assess the impact of neglecting non-linear halo bias in a
alo model joint lensing-clustering cosmological analysis of a 
iDS-1000-like surv e y. Fig. 3 presents marginalized constraints 
n S 8 = σ8 

√ 

�m 

/ 0 . 3 and �m for a mock joint data vector of
 w 

NL 
p , i ( r p , z) , � 

NL 
i ( r p , z)], as shown in Figs 1 and 2 . The scales

ncluded in the data vector are those shown in Figs 1 and 2 ,
0 −1 . 3 < r p /h 

−1 Mpc < 10. Here NL indicates that the mock data is
rawn from a halo model that includes a βNL correction to account for
on-linear halo bias. We assume i = 1, 2, 3 stellar mass bins, (10.3.
0.6], (10.6, 10.9] and (10.9, 12] with units of log ( M � /h 

−2 M �),
ith a median redshift of 0.18. The mock analytical joint-covariance 
atrix is derived following Dvornik et al. ( 2018 , in preparation)

nd Joachimi et al. ( 2021 ). Our model includes 15 free parameters, 5
osmological parameters and 10 halo model parameters (see Table 1 ). 
MNRAS 515, 2612–2623 (2022) 
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M

Figure 3. Forecast marginal constraints on the structure growth parameter, 
S 8 , and the matter density parameter, �m 

, for a standard halo model analysis 
of lensing-clustering data from a KiDS-like surv e y. The mock data vector is 
drawn from a halo model that includes a βNL correction to account for non- 
linear halo bias and adopts a Planck Collaboration et al. ( 2020 ) cosmology 
(shown dashed). Ignoring non-linear halo bias in the halo model analysis 
results in an offset in the reco v ered cosmological constraints (orange). This 
offset is not mitigated through the addition of a free multiplicative nuisance 
parameter (green) or through the addition of complementary stellar mass 
function data (SMF, red). The input cosmology is reco v ered when using a 
mock data vector drawn from a halo model which does not include a βNL 

correction (blue). 

Table 1. Fiducial sampling parameters and their priors. �m 

is the matter 
density parameter, σ 8 the linear theory standard deviation of matter density 
fluctuations in a sphere of radius 8 h −1 Mpc, h 0 the hubble parameter, 
�b the baryon density parameter, and n s the scalar spectral index. f h and 
f s normalize the concentration–mass relation for dark matter and satellite 
galaxies (equation 12 ); M 1 is a characteristic mass scale and M 0 is a 
normalization; σ c is the scatter between stellar mass and halo mass; αs 

go v erns the power-law behaviour of satellite galaxies; γ 1 and γ 2 are powers 
in the expression for the stellar mass of centrals; and b 1 and b 2 enter the 
expression for the satellite stellar mass function (equations 6 –10 ). 

Parameter Fiducial value Prior 

Cosmology 
�m 

0.3158 [0.1, 0.45] 
σ 8 0.812 [0.6, 1.0] 
h 0 0.6732 [0.64, 0.82] 
�b 0.0494 [0.01, 0.06] 
n s 0.9661 [0.84, 1.1] 

CLF 

f h 1.0 [0.0, 1.2] 
log ( M 0 ) 10.58 [9.0, 13.0] 
log ( M 1 ) 10.97 [9.0, 14.0] 
γ 1 7.5 [5.5, 9.5] 
γ 2 0.25 [0.001, 1.0] 
σ c 0.2 [0.1, 1.0] 
f s 1.0 [0.0, 1.2] 
αs −0.83 [ −1.1, −0.6] 
b 1 0.18 [ −0.2, 0.3] 
b 2 0.83 [0.6, 0.9] 
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NRAS 515, 2612–2623 (2022) 
he input fiducial cosmology is given by Planck Collaboration VI
 2020 ) TT, TE, EE + lowE + lensing and the fiducial halo model
arameters are given by van Uitert et al. ( 2016 ) (see Section 3 ).
n this forecast, we do not include modelling for intrinsic galaxy
lignments or magnification, referring the reader to Dvornik et al. (in
reparation) where these additional terms are accounted for in the
nalysis. We use the Markov chain Monte Carlo (MCMC) sampler
MCEE to explore the parameter space, and our convergence criteria
s a number of samples at least 100 times the autocorrelation time
F oreman-Macke y et al. 2013 ). 

Fig. 3 compares four different cosmological analyses. In all cases,
he analysis pipeline assumes linear halo bias with I NL 

xy ( k, z) = 0 in
quation ( 15 ), and the data vector either includes non-linear halo
ias (NL) or in the case of the blue contours is matched to the
nalysis pipeline. For the blue contours we expect to recover the
nput cosmology and any differences are due to projection effects
hen marginalizing o v er man y parameters (see e.g. Joachimi et al.
021 ). We find that the marginal constraints on S 8 = 0.829 and
m 

= 0.311, which are offset with respect to the input by 0.4 σ
nd 0.3 σ , respectively. We take these small projection effects into
ccount when estimating offsets in parameters for the remaining
ases, and use the marginal distributions to compute the offsets. We
av e v erified that the best-fitting values for all cases are close to the
aximum of the marginal distributions. Adopting a standard halo
odel analysis results in a 1.4 σ offset in the reco v ered value of �m 

orange contour). Introducing an additional free nuisance parameter
o the standard halo model analysis a , allowing for freedom in the
mplitude of the central and satellite two-halo power spectra (e.g.
 

2h 
cs → a 2 P 

2h 
cs , P 

2h 
c δ → aP 

2h 
c δ ), resolves some of the offset in �m 

. As
his additional power parameter is degenerate with σ 8 ; however,
he inclusion of this multiplicative nuisance term a to account for
n additive astrophysical systematic results in a 2.3 σ offset in the
eco v ered value of S 8 (green contour). 

Observations of the stellar mass function (SMF) are known to
nhance constraints on the halo model parameters (van Uitert et al.
016 ). We find that the inclusion of a mock SMF into our data vector
esults in the largest offset in the reco v ered cosmological parameters,
ith a 5 . 2 σ S 8 offset and a 4 . 9 σ �m 

offset (red contour). Here
ncluding the SMF breaks degeneracies between the cosmological
arameters and the CSMF parameters, which determine the central
nd satellite profiles H x (More et al. 2013 ). This tightens the
arameter constraints and results in greater offsets. Fig. 4 shows
he most significant offset is in the value of f s the normalization of
he concentration–mass relation for satellite galaxies (equation 12 ).
his follows as f s is not constrained by the SMF but by the lensing
nd clustering, which are missing the non-linear halo bias. In contrast
 0 and γ 1 are less affected as they are predominantly determined by

he high stellar mass region, which is largely constrained by the SMF.
ncluding the SMF can therefore be very useful in a joint lensing-
lustering halo model analysis, but only if the halo model is fully
epresentative of the underlying observables. 

Looking at the reduced chi-squared for the three different cosmo-
ogical analyses in Fig. 3 , we find that all provide a good fit to the
ata. It is therefore not feasible to assess the model using goodness of
t, but the offsets in the cosmological parameters clearly show that
on-linear halo bias can no longer be neglected in g alaxy–g alaxy
ensing and galaxy clustering halo model analyses. 

.1 Comparison to DARK EMULATOR 

iyatake et al. ( 2021b ) present cosmological parameter constraints
rom a joint lensing-clustering analysis of the Hyper Suprime-
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Figur e 4. Forecast mar ginal constraints on the structure growth parameter, S 8 , the matter density parameter, �m 

, and the conditional stellar mass function 
(CSMF) parameters for a standard halo model analysis of lensing-clustering and stellar mass function (SMF) data from a KiDS-like surv e y. The mock data 
vector is drawn from a halo model that includes a βNL correction to account for non-linear halo bias (red) in comparison to a reference case with linear halo 
bias (blue). Ignoring non-linear halo bias in the halo model analysis results in particularly large offsets in both the CSMF and cosmological parameters when 
including the SMF, as the SMF breaks degeneracies between the cosmological and CSMF parameter when combined with lensing and clustering. f h and f s 
normalize the concentration–mass relation for dark matter and satellite galaxies (equation 12 ); M 1 is a characteristic mass scale and M 0 is a normalization; σ c is 
the scatter between stellar mass and halo mass; αs go v erns the power -law beha viour of satellite galaxies; γ 1 and γ 2 are powers in the expression for the stellar 
mass of centrals; and b 1 and b 2 enter the expression for the satellite stellar mass function (equations 6 –10 ). 
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am Surv e y (HSC; Aihara et al. 2017 ) and the Baryon Oscillation
pectroscopic Surv e y (BOSS; Da wson et al. 2013 ). Utilizing the
ARK EMULATOR they extract direct measurements of the halo–matter 
ross-power spectrum 

ˆ P hm 

( k) and the halo–halo power spectrum 

ˆ 
 hh ( k) from the Dark Quest simulations (Miyatake et al. 2021a ). In
oing so they bypass the traditional halo-model route of constructing 
hese quantities using simulation-calibrated fitting functions of the 
alo mass function, n ( M , z), the halo bias, b ( M , z), and the halo
ensity profile (Navarro, Frenk & White 1997 ; Duffy et al. 2008 ;
inker et al. 2010 ). This approach therefore automatically accounts 
or the non-linear halo bias and halo exclusion, that we have 
ncapsulated with the DARK EMULATOR estimates of βNL . As Dark 
uest is a dark matter only simulation, Miyatake et al. ( 2021b ) then
se a halo occupation distribution (HOD) to map the galaxy–halo 
onnection and predict w p ( r ) and �( r ) observables to compare
ith HSC observations and set tight constraints on S 8 and �m 

. 
Fig. 5 compares the emulated g alaxy–g alaxy and g alaxy–matter

ower spectra from Miyatake et al. ( 2021a ) to the two-halo model
pproaches presented in Section 3 . Here, we match the HOD galaxy–
alo prescription, simulating a BOSS-like sample of luminous red 
alaxies. Any differences in the models therefore arise from the 
ifferent approaches taken to determine the underlying halo–matter 
MNRAS 515, 2612–2623 (2022) 
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M

Figure 5. Comparison between the g alaxy–g alaxy and galaxy–matter power 
spectra computed directly from DARKEMULATOR + HOD (Miyatake et al. 
2021a ; Nishimichi et al. 2021 ) and from our halo model with and without 
the beyond-linear halo bias correction βNL . We find broad consistency, at the 
level of ∼ 10 per cent (grey bar). 
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Figure 6. Forecast marginal constraints on the structure growth parameter, 
S 8 , and the matter density parameter, �m 

, for a standard halo model analysis 
with linear halo bias (blue) and a halo model analysis that includes a βNL 

correction to account for non-linear halo bias (orange, green). The mock 
lensing-clustering data is drawn from DARK EMULATOR + HOD (Miyatake 
et al. 2021a ; Nishimichi et al. 2021 ). The ∼ 10 per cent differences shown 
in Fig. 5 do not translate into offsets in the cosmological parameters when 
including βNL . The input cosmology (shown dashed) is reco v ered when 
matching the Zheng et al. ( 2005 ) HOD model utilized by DARK EMULATOR 

(orange) and when using the Cacciato et al. ( 2013 ) HOD model adopted in 
the rest of this analysis (green). 
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onnection. We find consistency with broad agreement within ∼
0 per cent accurac y (gre y band). The inclusion of the βNL non-linear
alo bias correction (dashed) is shown to impro v e the agreement
articularly around the transition region, k ∼ 0 . 1 h Mpc −1 . On very
mall and large scales, we note that simulation resolution and
ampling effects come into play with Dark Quest (see the discussion
n Appendix A ). 

In Fig. 6 , we perform a cosmological analysis of the DARK

MULATOR mock w p ( r ) and �( r ) observables, assuming KiDS-like
rrors. Similar to the findings in Fig. 3 , we reco v er a significant offset
n the reco v ered parameters when assuming linear halo bias in our
alo model with a 2.4 σ offset in S 8 and a 2.1 σ offset in �m 

. 5 When
ncluding the non-linear bias model βNL , ho we ver, we find that the
alo model is flexible enough to reco v er the input cosmology, despite
he ∼ 10 per cent differences in Fig. 5 . This is true when matching
he Zheng et al. ( 2005 ) HOD galaxy–halo prescription utilized with
ARK EMULATOR , which does not include stellar masses, and when
sing the Cacciato et al. ( 2013 ) HOD prescription utilized in the rest
f this work (Figs 1 - 4 ). 
Miyatake et al. ( 2021a ) conduct a similar experiment to Fig. 6 ,

etermining the offset in the reco v ered cosmological parameter
onstraints when analysing a mock data vector from the DARK

MULATOR + HOD with a fully analytical halo model. They find
ffsets in S 8 and �m 

, with similar directions to Fig. 6 , but with
educed magnitudes due to their wider uncertainties. Figs 3 and 6 ,
o we ver, sho w dif ferent of fsets in the reco v ered cosmologies. This
s further confirmation that the halo model configuration choice can
ave a significant impact on the final parameter biases in the S 8 –�m 

pace, as demonstrated by the other contours in Fig. 3 . We therefore
onclude from these studies that cosmological parameter constraints
re sensitive to missing ingredients and how they are accounted for
ithin the halo model. 
NRAS 515, 2612–2623 (2022) 

 We compute the offset for the linear halo bias case (blue contour) with 
espect to the non-linear bias case (orange contour), using the same approach 
s for Fig. 3 . 
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 C O N C L U S I O N S  

n this paper, we re vie w the accuracy of cosmological parameter
onstraints from a joint halo model analysis of g alaxy–g alaxy lensing
nd clustering in a KiDS-like surv e y. We find that significant offsets,
p to ∼5 σ level, are introduced in the marginal constraints on S 8 and
m 

, when taking the standard halo model approach of neglecting
he non-linear bias of haloes. We adopt the beyond-linear halo bias
orrection βNL , proposed in Mead & Verde ( 2021 ), which we re-
alibrate using the Dark Quest simulations (see Appendix A ). We
nd that the amplitude of the projected g alaxy–g alaxy correlation
unction w p ( r p ), and the excess surface density profile �( r p ), are
mpacted at the level of up to ∼ 20 per cent . Importantly, neglecting
he non-linear halo bias impacts a very wide range of scales such that
here is little opportunity to mitigate this approximation using scale-
uts. We therefore conclude that any future halo model large-scale
tructure study must include non-linear halo bias modelling in their
nalysis. 

In a recent joint HSC-BOSS g alaxy–g alaxy lensing and clustering
nalysis, Miyatake et al. ( 2021b ) employ the N -body simulations
rom the DARK EMULATOR to model their observables (Nishimichi
t al. 2019 ; Miyatake et al. 2021a ). This approach naturally incorpo-
ates non-linear halo bias, as the haloes are extracted directly from the
imulations. We demonstrate that a halo model analysis of KiDS-like
ARK EMULATOR g alaxy–g alaxy lensing and clustering observables
an accurately reco v er the input cosmology, at the level of 0.3 σ ,
rovided the Mead & Verde ( 2021 ) βNL correction is included in the
nalysis. 
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One benefit of employing the Dark Quest calibrated βNL correc- 
ion, in contrast to a direct emulation of observables with DARK 

MULATOR , is the retention of the halo model flexibility. Importantly 
he halo model allows for the marginalization o v er nuisance pa-
ameters that can account for uncertainty on the impact of baryon 
eedback on the simulated dark matter distribution (Debackere et al. 
021 ). This approach also facilitates straightforward extensions 
o simultaneously model multiple large-scale structure probes and 
onstrain baryon feedback models (see e.g. Mead et al. 2020 ; 
cuto et al. 2021 ; Tr ̈oster et al. 2021 ). In addition a halo model

pproach permits the study of an essentially unlimited range of 
xotic cosmological models (Cataneo et al. 2019 ; Bose et al. 
020 ). 
One caveat to this work is the existence of ‘assembly bias’, a

erm which refers to the assumption in halo modelling that the 
lustering of haloes depends only on their mass and not their 
ssembly history (Gao, Springel & White 2005 ; Wechsler et al. 2006 ;
alal et al. 2008 ). We do not account for our uncertainty o v er the

ignificance of assembly bias in our analysis, but refer to Miyatake 
t al. ( 2021a ) where they find that even in a maximum assembly bias
cenario, the impact of assembly bias can largely be mitigated by 
cale cuts. 
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PPENDIX  A :  DA R K  QU EST  A N D  T H E  DARK 

MULATOR 

n this Appendix, we re vie w the Dark Quest N -body simulations used
o calibrate the beyond-linear halo bias quantity βNL , referring the
eader to Nishimichi et al. ( 2019 , 2021 ) for full details. Dark Quest
xplores 100 sets of wCDM cosmological parameters selected in
D space using a latin hypercube design. At each cosmological
arameter set, a high-resolution and a low-resolution simulation
re performed. The former (latter) co v ers como ving cubes with the
ide length of 1 h 

−1 Gpc (2 h 

−1 Gpc ), while the number of simula-
ion particles is fixed to 2048 3 . The ROCKSTAR finder (Behroozi,

echsler & Wu 2012 ) is applied to identify dark matter haloes,
nd they are analysed after subhaloes are removed. The halo and
atter two-point correlation functions (both auto and cross), as well

s the halo mass function, are tabulated at various halo masses 6 

nd redshifts. The DARK EMULATOR 

7 regressor utilises Gaussian
rocesses and a weighted Principal Component Analysis to make
redictions from Dark Quest at any set of cosmological parameters
ithin the support range of the training simulations (Nishimichi et al.
019 , equation 25). It makes use of the FFT Log algorithm (Hamilton
000 ) to quickly mo v e from configuration space to Fourier space.
he Zheng et al. ( 2005 ) halo occupation distribution (HOD) model is
lso implemented to make predictions for galaxy statistics (Miyatake
t al. 2020 ). 

To determine βNL , equation ( 14 ), we use the DARK EMULATOR

o predict the quantities of the linear bias ˆ b ( M, z) and the halo auto
ower spectrum 

ˆ P hh ( M 1 , M 2 , k, z). Direct measurements of the Dark
uest real-space halo–halo two-point correlation function, ξ hh , are

moothly connected to an analytical prescription on large scales to
itigate the impact of sample variance noise. This is found to be

ignificant even with the (2 h 

−1 Gpc ) 3 volume of the low-resolution
imulation suite. The scale to switch to the analytical prescription is
et to 60 h 

−1 Mpc , with the large-scale signal taking the form 

hh ( r, z, M 1 , M 2 ) = IFT 

[
� h ( k, z, M 1 ) � h ( k, z, M 2 ) P 

lin 
δδ ( k, z) 

]
. (A1) 
NRAS 515, 2612–2623 (2022) 

 The cumulative halo number density was used as a proxy of the mass in the 
ctual emulator implementation. They can be converted to each other using 
he mass function emulator. 
 DARK EMULATOR : ht tps://github.com/DarkQuest Cosmology/dark emulator 
ublic . 

i  

c  

t  

u  

t  

s  

r  

t  
ere IFT stands for an inverse Fourier Transform and the function
 h is the propagator defined by 

 h ( k, z, M) = 

P 

lin 
h δ ( k, z, M) 

P 

lin 
δδ ( k, z) 

, (A2) 

ith P 

lin 
h δ being the Crocce & Scoccimarro ( 2006 ) cross-spectrum

etween the halo density field and the linear matter density field.
his function exhibits a simple, near Gaussian, damping behaviour

owards high- k , which describes the damping of the bump in the
orrelation function originating from baryon acoustic oscillations.
t the other end, the low- k limit of � h corresponds to the linear
ias factor. Our ˆ P hh used to estimate βNL is the Fourier Transform
f the ξ hh function. The DARKEMULATOR module for � h is used
o e v aluate b ( M ) and is consistently calibrated against the low-
esolution simulations, which have less statistical uncertainties. 

It is worth noting that there is no guarantee that the function
NL e v aluated this way approaches zero in the low- k limit (see
ig. 5 ). This is because of the mixture of scales in the Fourier
ransform. Our halo power spectrum does not necessarily approach

o � h ( k, z, M 1 ) � h ( k, z, M 2 ) P 

lin 
δδ ( k, z) at low- k despite the use of the

rescription in equation ( A1 ). Indeed, effects, such as the halo-
xclusion effect, which are confined to small scales in configuration
pace, are known to contribute to the low- k part of the power
pectrum, leading to non-Poissonian shot noise (Seljak, Hamaus &
esjacques 2009 ; Baldauf et al. 2013 ). DARK EMULATOR automati-

ally takes account of these physical effects in its predictions. 
To reduce computation time we determine βNL from the DARK

MULATOR on a regular grid of k , M 1 , M 2 , and z, then construct an
nterpolator. For k we take 50 points between 10 −2 and 10 1.5 h Mpc −1 ,
or M 1 and M 2 , 5 points between 10 12 and 10 14 h Mpc −1 , and for z,
 points between 0.0 and 0.5. We construct an interpolator for βNL 

sing linear interpolation, extrapolating βNL outside of the domain.
his interpolation process will be optimized in future work. 

PPENDI X  B:  RESCALI NG  H A L O  B I A S  

n this paper, we have demonstrated the importance of including
eyond-linear halo bias and halo exclusion, both incorporated within
NL , for calculations that involve the halo model. In this appendix, we
onsider the cosmology dependence of βNL and present a rescaling
echnique that is able to predict the cosmology dependence with
easonable success. 

First, recall that βNL ( M 1 , M 2 , k ) is really a proxy for P hh ( M 1 , M 2 ,
 ). Mead & Verde ( 2021 ) advocated using βNL , the ratio of the halo–
alo spectrum to the linear spectrum, rather than the power spectrum
irectly because this ratio will cancel some of the cosmology
ependence intrinsic to P hh , for example, the large-scale dependence
n σ 8 . In fact, because βNL is designed to be zero at large scales,
ndependent of cosmology, already means that a significant amount
f the cosmology dependence is absorbed in its initial definition. 
To address the further cosmology dependence of βNL we utilize

he ‘rescaling’ technique of Angulo & White ( 2010 ; AW10) to
ap the function between different cosmologies. AW10 proposed
 redefinition (or rescaling) of length and time units (which together
mply a mass-unit rescaling) of a cosmological N -body simulation,
hosen such that the halo-mass function that would be inferred from
he rescaled simulation closely matched that in a desired ‘target’ sim-
lation, with different cosmology. After length and time rescaling,
he Zel’dovich ( 1970 ) approximation can be used to adjust the large-
cale displacement field of the particle distribution to account for
esidual differences in the linear clustering between the rescaled and
arget cosmology. In principle, the rescaling can be applied multiple

http://dx.doi.org/10.1086/432084
http://dx.doi.org/10.1088/0004-637X/724/2/878
http://dx.doi.org/ 10.1051/0004-6361/202039805
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Table B1. Rescaling parameters for the cosmologies we consider in this 
appendix. In each case we rescale the fiducial (central) Dark Quest cosmology, 
with parameters { ω c = 0.120; ω b = 0.0223; �m 

= 0.316; n s = 0.965; A s = 

2.21 × 10 −9 ; w = −1 } to match the target cosmology at z 
′ = 0.5 with the 

‘deviant’ parameter noted in the first column (only one parameter is varied 
at a time). The columns of the table should therefore be thought of as the 
redshift z and size scaling s that need to be applied to the fiducial cosmology 
to match the target. Note that the rescaling parameters are most severe in z 
for the A s scaling, because this parameter has the biggest effect on the power 
spectrum of those within the Dark Quest hypercube. 

Target deviant parameter s z s m 

h 
′ 
/ h 

ω c = 0.1114 1.049 0.673 1.153 0.970 
ω c = 0.1282 0.957 0.346 0.877 1.029 
ω b = 0.0215 0.995 0.482 0.984 0.997 
ω b = 0.0230 1.005 0.518 1.016 1.002 
�w = 0.5886 0.876 0.444 0.876 0.876 
�w = 0.7802 1.198 0.592 1.198 1.198 
A s = 1.4308 × 10 −9 1.000 0.954 1.000 1.000 
A s = 3.4027 × 10 −9 1.000 0.087 1.000 1.000 
n s = 0.9307 1.080 0.632 1.261 1.000 
n s = 0.9983 0.927 0.372 0.796 1.000 
w = −1.14 1.000 0.454 1.000 1.000 
w = −0.86 1.000 0.566 1.000 1.000 
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imes from the same original simulation, and so a single simulation 
an be used to model properties of multiple different cosmologies. 
W10 demonstrated that clustering statistics for matter and for haloes 
easured from rescaled simulations compared well to those from 

roper simulations of the target cosmology. The algorithm has been 
urther tested and developed: Ruiz et al. ( 2011 ) and Mead & Peacock
 2014 ) demonstrated that rescaling can be applied to haloes directly,
ithout the need to go via the simulated matter distribution. Guo et al.

 2013 ) showed the properties of galaxy distributions were robustly
eproduced under rescaling. More recently, the algorithm has been 
xtended to massive-neutrino cosmologies by Zennaro et al. ( 2019 ), 
nd to baryonic physics by Aric ̀o et al. ( 2020 ). Rescaling has been
sed recently to greatly reduce the computational burden of building 
osmological emulators (Contreras et al. 2020 ; Zennaro et al. 2021 ).

We test the rescaling approach using the Dark Questemulator of 
ishimichi et al. ( 2019 ), which can be used to emulate the halo–
alo power spectra o v er a range of masses and cosmologies and
herefore to construct βNL . The stated accuracy of Dark Quest for
alo–halo power spectra is 4 per cent, which sets a limit to how
ell we can use the emulator to probe the rescaling technique. 
iv en the e xistence of Dark Quest, it is clearly not necessary to
erform this rescaling, but in the future we envisage cosmological 
nalyses wanting to explore parameter space beyond the Dark Quest 
ypercube and therefore some means to extrapolate results from the 
mulator become essential. 

While the usual AW10 algorithm is applied directly to particle or
alo data from N -body simulations, there is no reason not to apply
he algorithm to a summary statistic, such as βNL , that has already
een measured from a simulation; although a disadvantage of doing 
his is that the final ‘displacement field’ step of the algorithm cannot
e applied. Following AW10, we decide on a ‘target’ cosmology 
t redshift z 

′ 
and we attempt to match that cosmology by rescaling

 ‘fiducial’ cosmology by e v aluating quantities of interest in that
osmology at a redshift z and then by rescaling length units by
imensionless parameter s , such that: 

R 

′ 

h 

′−1 Mpc 
= 

sR 

h 

−1 Mpc 
. (B1) 

ass conservation implies that this length rescaling simultaneously 
mplies a mass rescaling: 

M 

′ 

h 

′−1 M �
= 

�
′ 
m 

�m 

s 3 M 

h 

−1 M �
= 

s m 

M 

h 

−1 M �
. (B2) 

ote carefully the factors of h and h 
′ 

in the units that arise in
quations ( B1 ) and ( B2 ), which appear because of the standard
onvention to use factors of h in some cosmological units. Primed 
uantities are in the target cosmology while unprimed are those in 
he fiducial cosmology. We can calculate the variance in the density 
eld when smoothed on comoving scale R , σ ( R ), in any cosmology
s it only relies on linear theory, 

2 ( R) = 

∫ ∞ 

0 
 

2 
lin ( k) T 2 ( kR) d ln k , (B3) 

 ( x ) is the spherical Fourier transform of a top-hat window function.
ost prescriptions for the halo mass function (e.g. Sheth & Tormen 

999 ; Tinker et al. 2010 ; Despali et al. 2016 ) are parametrized in
erms of σ ( R ), which has been shown to be the quantity of primary
nterest for halo formation (Bond et al. 1991 ). We therefore use σ ( R )
o find a match between the fiducial and the target cosmologies by
inimizing the ‘cost function’, 

2 ( s , z) = 

1 

ln ( R 

′ 
2 /R 

′ 
1 ) 

∫ R ′ 2 

R ′ 1 

d R 

′ 

R 

′ 

[
1 − σ ( s −1 R 

′ , z) 

σ ′ ( R 

′ , z ′ ) 

]2 

, (B4) 

hich is equi v alent to the ratio of σ ( R ) functions across a logarithmic
ange in R . Note that choosing s and z according to equation ( B4 )
sually results in the linear spectra also being closely matched 
ecause of the close relationship between the two as evidenced by
quation ( B3 ). The range between R 

′ 
1 and R 

′ 
2 is chosen to correspond

o the Lagrangian radii of haloes in the desired target sample. 
In our case, we choose log 10 ( M 

′ 
1 /h 

′−1 M �) = 12 . 5 and
og 10 ( M 

′ 
2 /h 

′−1 M �) = 15 for our halo-mass range, which corre-
ponds to the range of haloes probed by Dark Quest. We choose our
fiducial’ cosmology to be at the centre of the Dark Quest parameter
ypercube (parameters in the caption of Table B1 ) and we test how
ell the rescaling algorithm allows us to match βNL at z 

′ = 0.5 for
ifferent cosmologies around the parameter hypercube. The values of 
he rescaling parameters s , z, and s m 

for each cosmology are given in
able B1 . For most cosmologies, the rescaling represents only a small
hange ( s is close to unity and z is close to z 

′ = 0.5); the exception
s scaling in A s , which requires comparatively large changes in z.
his is due to the comparatively large range of A s spanned by the
mulator (a factor of ∼3.5 in A s , corresponding to a factor of ∼1.8
n σ 8 ). Note that for cosmologies that change only A s and w, s = 1 is
equired, which is because the linear theory power spectra for these
odels have identical shapes and are only offset in amplitude, which

an al w ays be mapped to a different z for scale-independent linear
rowth. Note also that for some cosmologies (e.g.high/low �w ) the 
equired value of s is identical to h 

′ 
/ h , which indicates that the linear

pectrum shapes are identical but with pure horizontal and vertical 
ffsets, with the horizontal offset purely a function of our decision
o use h 

−1 Mpc units, rather than pure Mpc. For all cosmologies
onsidered in this appendix, choosing s and z via equation ( B4 )
esults in near perfect matches to the σ ( M ) function of the target
osmology, with residuals well below the per-cent level across all 
ele v ant scales. 
MNRAS 515, 2612–2623 (2022) 
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M

Figure B1. Performance of the rescaling algorithm for the case when βNL from the cosmology at the centre of the Dark Quest parameter space is rescaled 
to match the cosmology denoted in the plot legend. The left-hand panel shows the performance when attempting to match lo wer v alues of the cosmological 
parameters whereas the right-hand panel show the performance for higher values of the cosmological parameters. Dotted curves show pre-rescaling (from which 
the intrinsic cosmology dependence of βNL can be inferred), while solid curves show post rescaling. The grey region denotes the quoted 4 per cent error for the 
halo–halo power spectrum from Dark Quest. It is clear that performing the rescaling on βNL provides a better match to the target data, with errors comparable 
to the emulator performance across most rele v ant scales. 
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Figure B2. Similar to Fig. B1 , but each coloured line represents a ‘ran- 
dom’ cosmology drawn uniformly from within the Dark Quest parameter 
hypercube. Note that there is no correspondence between the cosmological 
models shown in the left-hand and right-hand panels, even when they share 
a colour. In all cases, and for all scales shown here, the rescaling impro v es 
the correspondence with the target cosmology. The error mostly stays below 

10 per cent. 
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Once s , s m 

, and z have been computed via the minimization
f equation ( B4 ), we e v aluate the βNL function in the original
osmology and compare it to that in the target cosmology: i.e.
omparing rescaled 

NL 
res = βNL ( M 1 = M 

′ 
1 /s m 

, M 2 = M 

′ 
2 /s m 

, k = sk ′ , z = z) , (B5) 

ith βNL e v aluated in the fiducial cosmology, to target βNL 
tgt =

′ NL ( M 

′ 
1 , M 

′ 
2 , k 

′ , z ′ ). We also show the ‘standard’ comparison, with-
ut rescaling, where we simply e v aluate the fiducial βNL at the target
asses, wavenumbers and redshift, i.e. 

NL 
std = βNL ( M 1 = M 

′ 
1 , M 2 = M 

′ 
2 , k = k ′ , z = z ′ ) . (B6) 

At fixed redshift, βNL is a function of three variables, which makes
t unwieldy to plot a comparison of rescaled and target versions. We
herefore create a 1D summary statistic 

2 
β ( k ′ ) = 

1 

ln ( M 

′ 
2 /M 

′ 
1 ) 2 

∫ M 

′ 
2 

M 

′ 
1 

∫ M 

′ 
2 

M 

′ 
1 

d ln M 

′ 
1 d ln M 

′ 
2 

×
[ 
βNL ( M 

′ 
1 /s m 

, M 

′ 
2 /s m 

, sk ′ ) − β
′ NL ( M 

′ 
1 , M 

′ 
2 , k 

′ ) 
] 2 

, (B7) 

o asses the performance of the rescaling, which corresponds to a
ean difference o v er logarithmic ranges in both halo-mass variables.
e also considered weighting the abo v e inte gral by factors of

he halo-mass function, but decided against this because different
alculations are sensitive to different halo mass ranges, and a mass-
unction weighting strongly boosts the contribution from lower halo
asses. βNL itself has a roughly similar shape and amplitude for all

alo-mass arguments, so equation ( B7 ) has the advantage of roughly
venly weighting in log halo mass. 

In Fig. B1 , we show the performance of the rescaling algorithm
ia the summary statistic given in equation ( B7 ). In almost all cases,
nd o v er almost all scales, the rescaling impro v es the match of the
riginal to the target βNL . The exceptions are for the changing ω b ,
here it has a tiny, detrimental effect, and for the low ω c model,
here rescaling also degrades the match. The shaded-grey area shows

he quoted 4 per cent Dark Quest error; it would be unrealistic to
xpect our results to be better than this limit. In all cases, the error
tays below 6 per cent for k < 0 . 3 h Mpc −1 . The error remains at
his level for k < 1 h Mpc −1 for all cosmologies except those that
NRAS 515, 2612–2623 (2022) 
hange �w , where the error can reach a maximum 16 per cent. In
ig. B2 we instead show results for 12 random cosmologies, drawn
niformly from the Dark Quest hypercube. Results are similar, but
lightly degraded compared to Fig. B1 where we vary only a single
osmological parameter for each target model. Ho we ver, the error
ainly stays below 10 per cent in all cases shown. Note that we

nvisage βNL being applied as a correction to standard halo model
alculations, where it represents an at-most 30 per cent correction;
herefore a 10 per cent error in βNL translates to an ∼3 per cent
rror in the eventual halo model. We consider these results highly
ncouraging for the idea of using rescaling to estimate βNL outside
he Dark Quest parameter space. 

In future, we could consider including minimizing the difference in
rowth function in our choice of s and z (together with the standard
quation B4 ) using the extended method proposed by Angulo &
ilbert ( 2015 ). They refined the choice of rescaling parameters to

onsider the historical structure formation in the target cosmology (as

art/stac1858_fb1.eps
art/stac1858_fb2.eps
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ell as the mass function), and demonstrated that doing this impro v es
he match for the rescaled halo concentration–mass relation, which 
tself has been shown to be dependent on the halo formation history
e.g. Bullock et al. 2001 ). It may be that the beyond-linear clustering
f haloes is sensitive to the structure-formation history, rather than 
ust the present-day linear spectrum shape and amplitude (e.g. Mead 
017 ). It would also be interesting to measure βNL in rescaled 
imulations directly, which has the advantage that the displacement- 
eld step can be applied to the halo catalogue pre measurement. 
ince βNL e xclusiv ely contains be yond-linear physics this would 
e a test of the generality of the displacement-field step beyond 
inear scales. Halo masses in Dark Questare defined using the ×
00 background density spherical-o v erdensity criterion, but various 
uthors (e.g. Despali et al. 2016 ; Mead 2017 ) have suggested that
 cosmology-dependent virial o v erdensity criterion, informed via 
he spherical-collapse model, may better capture the cosmology 
ependence. Indeed, the results in Fig. B1 were least good for
hanging �w , which has the largest effect on spherical-collapse 
alculations. Clearly βNL is a function of the halo-identification 
echnique (both o v erdensity and so-called percolation) and so we
re not in a position to test the performance of rescaling with virial-
efined haloes, but this would be an intriguing direction for future
ork. 
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