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In this paper, to reduce the congestion rate at the city center and increase the traveling quality of experience
(QoE) of each user, the framework of long-range autonomous valet parking is presented. Here, an Autonomous
Vehicle (AV) is deployed to pick up, and drop off users at their required spots, and then drive to the car park
around well-organized places of city autonomously. In this framework, we aim to minimize the overall distance
of AV, while guarantee all users are served with great QoE, i.e., picking up, and dropping off users at their
required spots through optimizing the path planning of the AV and number of serving time slots. To this
end, we first present a learning-based algorithm, which is named as Double-Layer Ant Colony Optimization
(DLACO) algorithm to solve the above problem in an iterative way. Then, to make the fast decision, while
considers the dynamic environment (i.e., the AV may pick up and drop off users from different locations),
we further present a deep reinforcement learning-based algorithm, i.e., Deep Q-learning Network (DQN) to
solve this problem. Experimental results show that the DL-ACO and DQN-based algorithms both achieve the

considerable performance.

1. Introduction

The mobility of urban area is highly dependent on the transporta-
tion system. Effective transportation plays an important role in the
sustainability and development of future smart cities (Zhu, Shen, & Ren,
2022). Normally, city centers are the busiest places and difficult for
the traffic congestion control (Li, Taeihagh, & Tan, 2022; Ni, Lin, &
Shen, 2019). A large number of vehicles enter and leave the city center
every hour (Gyawali & Qian, 2019; Orejon-Sanchez, Crespo-Garcia,
Andres-Diaz, & Gago-Calderon, 2022). It may result in various mobility
issues, e.g., high congestion, pollution and fuel consumption rate as
well as long journey time for the people. One of the key issues leading
to the above problems may be that the vehicles keep searching for
Car Park (CP) in city center (Cogill et al., 2014; Heidari, Navimipour,
& Unal, 2022). According to the survey, 30% of overall traffic in
urban area is caused by drivers searching for a suitable CP (Shoup,
2017). On average, it takes a driver about 6-20 min in UK to find a
CP (Shoup, 2006). This is due to the fact that the drivers looking for
CP may not have the prior and background information about CP or
information about best route (Mackey, Spachos, & Plataniotis, 2020;
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Vondra, Becvar, & Mach, 2016). To reduce the searching and roaming
time, the Smart Parking (SP) has been proposed, which gives drivers
an opportunity to receive information of CP on their smart phones.
The message provides user with real-time available parking slots in
CP (Yue, Abdel-Aty, Wu, & Farid, 2019). Thanks to the Information
and Communication Technologies (ICT) as well as machine learning
and computer vision based solutions, finding available CP slot becomes
more and more convenient (Kirschner & Lanzendorf, 2020; Zhu et al.,
2022). However, the SP may suffer from challenging scenarios where
each vehicle rushes to the same CP and thus may result in a higher
congestion rate in the city center (Kotb, Shen, & Huang, 2017; Zhong,
Ni, Cui, Zhang, & Liu, 2021).

In the future, we envision that almost all the Autonomous Ve-
hicle (AV) can operate on battery power and move autonomously,
contributing to eco-friendly environment. The AV can reduce the car-
bon emission and minimize journey cost, when compared with fuel-
powered cars (Shaaban, Mohamed, Ismail, Qaraqe, & Serpedin, 2019).
In addition, AV is expected to offer Autonomous Valet Parking (AVP),
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Fig. 1. The proposed long-range autonomous valet parking framework.

which can help the AV find the suitable car park slot in CP. Normally,
AVP provides two kinds of solutions: (1) Short-range Autonomous Valet
Parking (SAVP); and (2) Long-range Autonomous Valet Parking (LAVP).

For the first case, the user can leave vehicle at the CP entrance.
Then SAVP can guide the AV to find a suitable parking spot itself
inside CP. Specially, the AVP applies 3-dimensional (3D) localization
and computer vision techniques to move between different stories of a
CP. It also searches for a vacant parking slot as well as avoid obstacles
on their way (Paidi, Fleyeh, Hakansson, & Nyberg, 2018). In addition,
users can pick up their AVs at the entrance of CP for the return
journey, which may be synchronized with the movement of user to
avoid delays as well as congestion inside CP. However, the key issue
of SAVP is that the users still have to go a long way to the entrance
of CP themselves, probably from their work place or city center via
other means, however, as mentioned earlier, this process may take
around 6-20 min on average. On the other hand, the LAVP proposes
to deploy CP at the border of city center to avoid congestion inside
the city center (Khalid et al., 2019). In this case, instead of going to
the entrance of CP, the users can leave the AV anywhere. Such as the
place close to their company or inside the city center where they can do
shopping. These places can be called as the drop-off spots. Once people
gets out of the AV, the AV can move to the available CP autonomously
controlled by LAVP. For the return journey, users may use their mobile
phones to book the AV, which will pick-up them at any spot as set
by them, via applying the similar techniques. Normally, the drop-off
spots can be set the same as the pick-up spots. To facilitate this process,
the advanced vision and optimization techniques can be applied to
minimize overall cost (e.g., resources, battery, time) of AVs during the
above process (Hodorog, Petri, & Rezgui, 2022).

In above mentioned scenarios, the key challenges are yet to be
addressed, i.e., path planning of the AV in dynamic environment, while
also consider (1) meeting the quality of experience (QoE) of each
user, (2) serving the user with the optimal order, i.e., picking up user
first and dropping off it later, (3) minimizing the overall distance of
the AV. The above optimization normally includes the mixed integer
variables, which is very difficult to tackle. The traditional convex-
based solutions, due to high complexity, may not be applied in the
above situations. Additionally, the random search does not normally
provide optimal solution, as it is difficult to converge due to the non-
learning and environment adaptability behavior. Furthermore, other
hybrid optimization based solutions, e.g., greedy optimization normally
needs several iterations and also suffer from high complexity. If the
environment varies, the above mentioned optimizations may have to
be re-run to adapt to the new environment, which may not suitable

for the fast decision making in the dynamic environment (Singh et al.,
2020).

Against the above background, in this paper, we aim to design the
long-range autonomous valet parking framework, as shown in Fig. 1.
In this framework, we optimize the path planning of AV, aiming at
minimizing the overall distance of the AV, while guaranteeing all users
are served, by picking up, and dropping off them to their required spots.
To this end, we propose two learning based solutions, i.e., Double-Layer
Ant Colony Optimization (DL-ACO) and DQN-based algorithms to solve
the above problem. The DL-ACO can be applied to the new scenario or
unfamiliar environment, especially for the case when DQN is difficult
to be trained and converge. The DL-ACO can also be used to verify the
results of DQN based algorithm in uncertain scenarios. On the other
hand, the DQN can be applied to the familiar environment to make
the efficient and fast decisions. This is because we can pre-train DQN
and once the training is done, DQN can make decision very fast. The
proposed techniques will improve the overall ride sharing and parking
experience and it will also contribute towards green environment and
sustainable development.

The remainder of this paper is organized as follows. Section 2
presents the related work and Section 3 describes the system model.
Section 4 introduces the proposed DL-ACO algorithm, while Section 5
presents the DQN-based algorithm. The simulation results are reported
in Section 6, followed by conclusions at last.

2. Literature review

Finding a suitable car parking slot is one of the key challenges in
transportation systems. The optimal path planning plays an important
for vehicles to search for a suitable car park slot while also minimizing
the resources required, e.g., battery consumption (Fan, Zhang, Yu,
Hong, & Dong, 2022; Javed & Zeadally, 2018). Popular path planning
and route optimization algorithms include Dijkstra, Ant Colony Opti-
mization (ACO) and A-Star (A*) (Dorigo, Birattari, & Stutzle, 2006),
which can help to find the shortest path from source to destination. The
Dijkstra algorithm divides road into edges and each edge is assigned
with the weight. The weight of edges varies from scenario to scenario,
which can either be energy, time or distance. In ACO, the artificial ants
use swarm intelligence to find the shortest route. The biological ants
when searches for food can leave some hormones called pheromone
on their way to destination. This pheromone is sensed by other ants
and then they can follow the same path. If more ants travel with the
same path, there will be a higher amount of pheromone. However,
the above-mentioned algorithms do not normally learn from the past



M. Khalid et al.

experience. This means if the source or destination changes, they may
have to re-solve the problem to get the new optimal solutions.

Machine learning based solution has been proposed recently to
assist real-time decision making in various situations. It mainly involves
three main subcategories: supervised learning, unsupervised learning
and reinforcement learning (Fadlullah et al., 2017). Supervised learn-
ing requires labeled data for decision making, whereas unsupervised
learning is applied to learn data pattern and relationships from un-
labeled or unknown data. The reinforcement learning, on the other
hand, can be applied to the environments where no prior information
is available. The learning process is achieved through direct interaction
with environment. The reinforcement learning normally has five main
elements: an agent, environment, state, action and reward (Luong
et al,, 2019). In reinforcement learning, an agent can interact with
the environment by taking actions and obtain the accumulated reward.
The reinforcement learning may contain multiple episodes to fully train
an agent in the environment. Then the decision making can be done,
with the help of the agent. The reinforcement learning technique has
shown huge potentials in autonomous vehicles, such as Unmanned
Aerial Vehicles (UAVs). In Wang et al. (2019), Wang et al. proposed
a RLAA algorithm based on Q-learning to optimize the user association
and resource allocation in UAV-enabled MEC. In Wang et al. (2020),
a UAV-aided MEC framework is investigated, where a group of UAVs
cooperate to serve ground UEs, and the authors developed a MAT
algorithm based on multi-agent reinforcement learning to optimize the
trajectories of UAVs.

The transportation system of a city is one the most dynamic system
where a robust decision handling system is a crucial element. The
robust decision system for transportation in smart cities will always
contribute towards sustainability and green environment. The deep
reinforcement learning after certain amount of training is capable of
handling real time scenarios. In this paper, to assist LAVP in the
dynamic environment, two learning-based algorithms are proposed.
Specifically, the DL-ACO algorithm can be applied in unfamiliar sce-
narios, whereas DQN-based algorithm can be deployed in dynamic or
familiar environment, after adequate training.

3. System model

In this section, we consider the LAVP scenario, as shown in Fig. 1,
where the city map is divided into a grid map. We assume that there is
an AV serving N users within the city. To simplify this, we formulate
the city as a ZX x ZY grid map, which contains several obstacles, and
we define the set of users as N £ {n = 1,2,..., N}. The AV starts to
serve users from the initial taking-off spot, whose coordinate is denoted
as ¢ = [X!,Y']. Additionally, the AV serves the user n by visiting the
pick-up spot, whose coordinate is ¥ = [X?,YF], and visiting the drop-
off spot, whose coordinate is ¢° = [XP,YP]. Finally, the AV reaches
the CP spot, whose coordinate is denoted as ¢€ = [X€, Y], after all
users are served.

Note that, we assume this process lasts for T' time slots or steps,
which vary with the path planning of AV. For simplicity, we denote the
set of time slots as 7 2 {tr = 1,2,...,T}, and in the time slot 7, the AV
will select an action a(t) from the action set, which is denoted as A £
{UP, DOWN, LEFT, RIGHT, TOP-LEFT, TOP-RIGHT, BOTTOM-LEFT,
BOTTOM-RIGHT}. Thus, it has

at) € AVt (1,2,...,T}. (@)

Then, given the coordinate of the AV, denoted by ¢(t) = [X(¢), Y ()]
in time slot ¢, the coordinate of the AV gq(r + 1) = [X(t + 1),Y(z + 1)] in
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next time slot is defined as follows:

[X®) - 1LY®)], if UP
[XO+ 1L Y®)], if DOWN
[X®,Y(@®) - 1], if LEFT

[X®,Y (@) + 1], if RIGHT

qr+1) = . 2
[X(@®)—-1,Y(@#) —1], if TOP-LEFT

[X()—1,Y(@) + 1], if TOP-RIGHT
[X()+1,Y() - 1], if BOTTOM-LEFT
[X(®)+1,Y@) +1], if BOTTOM-RIGHT

Thus, the distance traversed between ¢ and ¢ — 1 is expressed as
d(t,t—=1)=Vllg(®) - qt - DI?, V1 €T, 3

where || - || denotes Euclidean norm. Also, the AV can only move to its
adjacent grid within the target grid map in each time slot. It has:

0<Xn<ZX, VteT, (©)]
and
0<Y<Z', VieT. (5)

In each time slot, the AV will also need to avoid obstacles, and it
has

qt) g ONtEeT, (6)

where O is the set of the coordinates of obstacles.
In our paper, the traveling of AV is associated with pick-up spot,
whose coordinate is ¢ = [XP,YF], and a drop-off spot, whose co-

ordinate can be expressed as ¢P = [XP YP]. For simplicity, we
assume if the AV reaches the pick-up spot where user n is present,
the user is picked by the AV, which can be expressed as ¢(t) = qf s
ie, [X®,Y®] = [XP,YP]. Similarly, if the AV reaches the drop-off
spot, it drops that user » at that spot, which can be defined as ¢(¢) = qf R
ie, [X(®),Y(®] = [XP,yP]. Without loss of generality, we introduce the
set U(t) to present the serving status of all users in time slot ¢ as follows:

U@) = {u,(n,Vvne N'},Vt € {1,2,...,T}, )

where u,(?) is the serving status of user » in time slot 7, which has

0 if ¢ & {q'), 7 = 1,2,...,1),
" and ¢P ¢ {q(). 1 = 1,2,....1),
w0 =11, if ¢ € ('), 7 = 1,2,....1}, ®
and ¢P ¢ {q()."' = 1,2,...,1},
5 if g© € {q(t)),1, = 1,2,...,1},
" and ¢P € (q(ty).1, = 1.2, 1)1y <1y,

in which, from the first time slot to the current time slot ¢, (1) if the
AV does not reach the pick-up and drop-off spot, u,(t) = 0; (2) if the AV
reaches the pick-up spot, but does not reach the drop-off spot, u, (1) = 1;
and (3) if the AV first reaches the pick-up spot, and then arrives the
drop-off spot, u, (1) = 2.

After all the users are served, the AV then reaches the CP spot, and
serving process terminates. The serving process terminates. Thus, we
can have:

N
Y u,()=2N,t=T, 9
n=1

and

gt =q¢°,t=T. (10)

Besides, the AV will start serving users from the initial taking off
spot. Thus, it has:

gt =q',t=0. 11
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We aim to minimize the overall distance for the AV, while at the
same time to make sure all users are served, through optimizing the
path planning of the AV. To this end, we formulate our problem as
follows:

J— T
P r;nTn D dtt=1)

subject to constraints (12a)

D), (4, (5),(6),(9),(10),(11D),

in which, g = {q(*),Vt€ T}, and T = {1,2,...,T}.

The above optimization P is quite challenging to tackle as one has
to decide the optimal path planning, i.e., g and the minimal number of
time slots, i.e., T that the AV moves. Precisely, the AV has to avoid
obstacles in each time slot, and it must serve users in the adequate
order. That is to say each of user should be picked up first and then
dropped off next to the adequate spot. After that the AV has to reach
the CP spot.

Next, we will propose two solutions to address the above problem.
Firstly, we propose a learning based DL-ACO algorithm, which can
solve the problem in an iterative way. The DL-ACO algorithm can be
applied in some unfamiliar scenarios. Then, to adapt to the dynamic
environment, we further present a DQN-based algorithm, which can
achieve the solutions in a fast way, once the training process is done.

4. Proposed DL-ACO algorithm

The ACO can be applied in different optimization scenarios such as
graph traversing, job scheduling and traveling salesman problems (Koc-
sény & Szadeczky-Kardoss, 2022; Pacini, Mateos, & Garino, 2014). The
basic idea is to apply the biological ants working in form of a group
to find a global optimal path. This path is between their nest and
destination. The biological ants can leave a special kind of chemical
called pheromone when they search for the destination. Then, the
following ants will search according to pheromone left on the ground.
Besides, the density of pheromone is related to the overall distance
between the nest and destination. Thus, if the density of pheromone on
a particular path is the highest among others, Then, most ants choose
this path, which is the shortest path.

In our paper, the DL-ACO algorithm consists of two parts. Specifi-
cally, we first apply it to achieve the best path planning between each
pair of spots, including taking-off, pick-up, drop-off, and CP spot. Then,
we further apply it to find the optimal order for serving users. The
details are given as follows.

Algorithm 1 Path planning between different spots

1: Initialize the distance matrix D™ with size 2N +2;
2: Establish the spot list E* with size 2N +2;

3: for spot i € E* do

4: for spot j € E* do

5 Initialize pheromone matrix p™ with size Z;
6. Initialize vector D¢;

7: for iteration / = 1,2, ...~ do

8 for ant k = 1,2,..k"* do

9 fort=1,2,..,T™* do

10: Select an action from .4 with probability pf ;
11: end for

12: if ant k reaches spot j from spot i then

13: Calculate overall distance dy according to (3);
14: D¢ «d;

15: Update pheromone matrix p™;

16: end if

17: end for

18: end for

19: D™, ; = min(D°);

20:  end for

21: end for
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Motivated by the work in Liu, Yang, Liu, Tian, and Gao (2017),
the first part of the proposed DL-ACO is described in the Algorithm
1. Specifically, we first define a distance matrix D™ with size 2N + 2,
which is used to store the minimal distance between each pair of spots,
as shown at Line 1. Besides, we establish a spot list E* with size 2N +2
that the AV must reach. Then, from Line 3, we start to find the minimal
distance value between spot i and spot j. From Line 5 to 6, we initialize
the pheromone matrix p™ with size Z, and we define a vector D¢ to
store the successful distance value achieved by each ant. Then, from
Line 10, the ant k starts to explore and selects an action from .A. Note
that the ant k£ moves from the current grid v to the next available grid
w with the probability p];,w, expressed as follows:

a ﬂ
M= a3
’ Zzeallowedu Tg,znvyz

where 7, ,, #,,, are the amount of pheromone left and the attractive-
ness from grid v to grid w, n,,. @, § are influence parameters which
determine the importance of pheromone versus heuristic information.

Then, from Line 12, if the ant k reaches the spot j, the overall
distance d; between the pair of spots can be obtained by (3), and will
be stored in D¢. Additionally, according to the grids that the ant k visits,
the pheromone matrix p™ will be updated given the following equation

Tpw < (1- /’)Tv,w + Z A Tzl;c,w’ (14)
k

where p denotes the pheromone decay and a ¥ can be obtained by

. ;—a,if ant k visits path between grid v, w,
ATk =149 (15)
0, otherwise

where y is the constant value.

Furthermore, from Line 19, after adequate iteration, we select the
minimal distance value from D¢ and store it in D™. Then the best path
planning between spot i and spot j is achieved.

Algorithm 2 DL-ACO algorithm for LAVP

1: Obtain the distance matrix D™ from Algorithm 1;

2: Initialize the pheromone matrix p* with size 2N +2;
3: Initialize the minimal distance value d™";

4: for iteration / = 1,2,..., "™ do

5 for ant k = 1,2,...k™ do

6 Select spots from spot list E*;

7: Obtain overall distance d, according to D™;

8

9

if (9), (10), (11) are met and d, < d™" then
Update pheromone matrix p*;

10: d™" — d;
11: end if

12:  end for

13: end for

14: Obtain optimal path planning according to d™".

Next, having obtained the distance matrix D™ that can represent
the minimal distance between each pair of spots, we further achieve
the optimal order for serving users. Precisely, we show the overall
algorithm in Algorithm 2. From Line 2 to 3, we initialize the pheromone
matrix p* with size 2N +2. Besides, we temporarily define a value d™"
to represent the minimal overall distance value achieved by the ants.
Then, from Line 4, each of ant starts to explore and selects the spot that
it will visit. Specifically, the ant k moves from the current spot i to the

next available spot j with the probability pf.‘j.
B
t*nt.
ko ijlij
L (16)
Zzeallowed,- TizMiz
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After all spots are visited, we obtain the overall distance d,. If the
order of spots that the ant k visits can meet requirement of (9), (10),
(11), and in the same time d, < d™" is met, we update the pheromone
matrix p* as follows:

T (1- p)’ri’j + Z A Tf]., an
k

where A r,.kj is

uo .. o
L=, if ant k visits path between spot i, j,

A T.k. = dl‘z (18)

0, otherwise.

Then, we set d, as the temporarily minimal distance value d™".
After adequate iteration, we can obtain the optimal path planning
according to d™".

5. DQN-based algorithm

The above DL-ACO algorithm may not be suitable for dynamic
environment (where pick-up, drop-off and route will change in ev-
ery episode) as it needs to iterate to find the optimal solutions, and
re-run if the locations of pick-up, drop-off spots changes at each cy-
cle. Motivated by this, we introduce a DQN-based algorithm that can
achieve the best solutions in a short time. Next, we first introduce some
background knowledge of deep reinforcement learning, including deep
neural network (DNN), Q-value, and other fundamental elements.

5.1. Background knowledge

The reinforcement learning being an emerging technology play-
ing a beneficial role in scenarios where environment is dynamic and
keep changing frequently (Silver et al.,, 2018). A general reinforce-
ment learning model consists of an agent, action list, reward, states
and environment (Silver et al., 2016). Specifically, in the structure
of reinforcement learning, an agent is considered to interact with the
environment. The process of the interaction can be expressed as the
finite Markov decision process (MDP). Specifically, given a series of
states s(t), the goal of the agent is to select actions a(f) that can
maximize the accumulated rewards ZZ:; y'=1r(t"), where y is the dis-
count factor that balances the immediate and future reward, r(¢) is the
reward. Additionally, in order to map the relationship between state
s(¢) and action a(¢), an action-value function, it is also known as Q-value
Q(s(1), a(?)) is defined, which can be expressed as an Bellman equation.
Besides, in order to obtain the accumulated rewards, another important
element of reinforcement learning named Q-table (Watkins & Dayan,
1992) is applied to store the Q-value of each pair of action and state.

However, the classical reinforcement learning may suffer from high-
dimensional space of states and actions as the size of Q-table is fi-
nite. Motivated by the development of deep neural networks (DNNs),
Mnih et al. (2013, 2015) combined reinforcement learning and DNNs,
i.e., DQN, which can replace the Q-table. Additionally, in order to fur-
ther stabilize the training process, two mechanisms are proposed. First,
the memory named experience replay is used to store the experiences
of the past, which eases the correlation between each of states. When
the action is generated by the DQN, the agent sends the action to
the environment, and the state will transfer to the next state. Then,
the experience, which consists of [s(t), a(?), r(?), s(t + 1)] will be stored
in the experience replay memory. When the learning process starts,
several experiences will be sampled for training the DQN. The second
mechanism is called target network, which has the same structure as
the DQN, but it only updates with certain intervals.

Sustainable Cities and Society 89 (2023) 104311

5.2. DQN-based algorithm for LAVP
In order to apply DQN-based algorithm in the LAVP framework, we
define the action, state, and reward function as follows:

+ Action: In our proposed scheme, we define a(¢) in each time slot
as the action of the AV, and it has

a(t) € A. (19)

State: In our paper, the state s(r) consists of the following com-
ponents:

- the current coordinate of the AV: [X (1), Y (?)].

— the coordinates of all pick-up spots: [X?,YF],vne N.
— the coordinates of all drop-off spots: [XP,YP],vne N.
- the coordinate of CP spot: [X¢,YC].

- the serving status of each user: u,(1),Vn € N.

Reward:
In order to achieve a better performance in terms of convergence,
we define the reward function r(¢) as follows:

—p, if (4)-(6) are not met
2p, if q(t) = qF and u,() = 1 in the first time

r(t) = 14p, if q(t) = qP and u, () = 2 in the first time (20)
10p, if q(t) = ¢€ and 3, u, (1) = 2N
—d(t—1,1), otherwise,

From above, it is observed that (1) if the AV crosses the border or
hits the obstacle, the agent will obtain a reward, which is —p; (2)
if the AV reaches the pick-up spot, i.e., u,(r) = 1, and ¢(t) = qf,’ in
the first time, the reward is 2p; (3) if the AV reaches the drop-off
spot of user n and reached the pick-up spot of user n before, that
is to say u,(t) = 2, and ¢(r) = q,? the agent will also receive a
reward of 4p; (4) if the AV reaches the CP spot and all users are
served, which means (9), (10), (11) are met, the reward is 10p;
and (5) otherwise the reward is defined as the minus of distance
dit—1,1).

We provide the overall structure of DQN-based algorithm for LAVP
in Fig. 2. More precisely, the agent is deployed to control the AV
through interacting with the environment, the agent sends the state s(z)
to the DQN named evaluation network, which generates the Q-values
of all actions. Note that in order to avoid the local optimum, an e-
greedy policy is applied. Then, the agent sends the action a(r) to the
environment and obtains the reward r(¢). After that, the environment
transfers to the state s(r + 1) of the next time slot. The experience,
which consists of [s(7), a(?), r(t),s(t + 1)], is stored in the experience
replay memory M. When the learning process starts, K experiences
will be randomly sampled for obtaining the target value, which can
be expressed as

O (s(1), a(t) =
) 21)
E[r(t) + y(lz‘gﬁ()Q*(s(t + D), a(t+1); 6_)] s

where y € [0,1] is the discount factor Q* is generated by the target
network, 6~ denotes the network parameter.
Then, the loss function can be calculated as follows:

L©O)=E [(Q*(sm, a(t)) - Q(s(1), a(r); 0))2] : 22)

The evaluation network is updated according to the following equa-
tion:
voL(0) =

(23)
E [(Q*(S(t), a() = O(s(1), a(t); 0)) vO(s(1), a(1); 9)] .
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Fig. 2. Overall structure of DQN for LAVP.
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Fig. 3. The convergence performance of DQN.

Furthermore, we show the overall algorithm design in Algorithm
3, from which, we first initialize the evaluation network, and target
network with parameters 0, 6~ respectively at Line 1. The experience
replay memory M is also initialized at Line 2. Then, in each training
episode, we initialize the state in the first time slot. The agent interacts
with the environment given the state s(r) and receive the action from
the evaluation network. Note that for avoiding the local optimum,
an e-greedy policy is applied, which means the agent can obtain the
action that has the largest Q-value with probability e, or randomly
obtains the action from .4 with probability 1 — e. From Line 9, it
obtains the reward according to (20), and transfers to the state of
next time slot s(f + 1). Then, the experience [s(?), a(t), r(t), s(t + 1)] is
stored into the experience replay memory. From Line 12, if the learning
process starts, K experiences will be randomly sampled for training the
networks. Specifically, we obtain the loss value from (22), and train the
evaluation network from (23). Additionally, the target network will be
updated with the rate .

6. Performance analysis

The simulation has been carried out in Python 3.7, tensorflow
1.15.0, INTEL 3450T, and NVIDIA GTX 1050Ti. We divide the simu-
lation area as a 20 x 20 grid map, which consists of various roads,
obstacles and buildings. The AV always starts to serve users from the
initial taking off spot, whose coordinate is ¢' = [0, 0]. After serving all
users, the AV will move to the CP spot, whose coordinate is ¢¢ = [19, 19].
Once the DQN training is completed, the AV can move to CP anytime.
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Algorithm 3 DQN-based algorithm for LAVP

1: Initialize evaluation and target network with parameter 6, 6~;

2: Initialize experience replay memory M;

3: for E=1,2,..,E"™ do

4 Initialize state s(r);

5. fort=1,2,.T™ do

6: Obtain state s(f) from the environment;

7: Select action a(r) that has the largest Q-value with probability e;
8.

9

Randomly select action from .4 with probability 1 —¢;
H Obtain reward according to (20);
10: Obtain the state of next time slot s(z + 1);

11: Store experience [s(?), a(t), r(1), s(t + 1)] in memory;
12: if learning process starts then
13: Randomly sample K experiences from memory;
14: Calculate loss function according to (22);
15: Train the evaluation network according to (23) with learning rate
b3
16: Update parameters of the target network:
0" =760+ (1 —1);
17: end if
18:  end for
19: end for
Table 1
Simulation parameters.
Parameter Description Parameter Description
zX 20 zr 20
q' [0,0] q° [19,19]
N 3 a 1.1
i 12 » 0.5
m 10 emax 10
Jemax 20 jmax 50
) 0.0003 y 0.99
p 10 € 0.9
T 0.001 Emax 10°
pmas 100 K 256

For simulation and analysis purposes, we instruct the AV to park at
CP once all passengers are served. In our DQN-based algorithm, we
deploy three fully-connected layers with [400,300,300] neurons. The
AdamOptimizer (Kingma & Ba, 2014) is used. The network is trained
with the learning rate ¢ = 0.003, the target network is updated with the
rate 7 = 0.001, and the size of experience replay memory is 10°. More
parameters can be found in Table 1.

We first analyze the convergence performance of DQN-based algo-
rithm during the training process in Fig. 3, where there are 3 users
waiting to be served by the AV. As shown in Fig. 3, we observe that
the accumulated reward achieved by DQN remains at —600 at the
beginning. The plausible explanation is that the neural network is not
convergent and the AV always moves out of the grid map, which means
the penalty is always incurred. After that, the accumulated reward
increases rapidly, which means the network starts to converge. Then,
after 1000 training episodes, the curve remains between 0 and 200
eventually, which means the DQN-based algorithm has achieved the
optimal path planning.

Then, we depict the path planning of AV achieved by the proposed
DL-ACO algorithm in Fig. 4. Note that the black rectangle represents ob-
stacle, the gray rectangle represents the spot. In addition, 1.5 represents
the initial taking off spot, P.S denotes pick-up spot, D.S is drop-off spot,
C P means CP spot, and red line is the path planning of AV. In Fig. 4(a),
there are 3 users, the coordinates of their pick-up and drop-off spots are
@b = ([3,41,[7,91.[10,51}, ¢¢ = {[14,7],[17,16],[15,12]} respectively.
One can observe that the AV controlled by DL-ACO algorithm serves
all users with the order IS - PS1 - PS2 - PS3 - DS1 —> DS3 —
DS2 — CP. Additionally, we can also observe that in each pair of spots,
the DL-ACO always achieved the shortest distance.
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Table 2

Executed time of DL-ACO and DQN.
Case DL-ACO DQN

Execution Distance Training Testing Distance

1 112.99 (s) 38.971 1.44 (s) 38.971
2 134.55 (s) 39.556 2.40 (s) 39.556
3 203.66 (s) 53.213 1687.95 (s) 1.04 (s) 46.627
4 128.77 (s) 43.799 0.93 (s) 40.385
5 138.35 (s) 38.971 1.52 (s) 38.385

Then, in Fig. 4(b), we deploy another 3 users, whose coordinates
of pick-up and drop-off spots are ¢, = {[0,6],[5,6],[10,8]}, q;’ =
{[15,6],[15,13],[19, 17]} respectively. We can observe that the AV con-
trolled by DL-ACO algorithm serves the users with the order IS —
PS1 - PS2 - PS3 - DS1 - DS2 — DS3 — CP. Besides, we
can conclude that DL-ACO still achieved the shortest distance in each
pair of spots.

Furthermore, we show the path planning of AV achieved by DL-
ACO in another scenario, where the coordinates of users’ pick-up and
drop-off spots are g} = {[4,3],[13,7],[18,6]}, and ¢ = {[14,11],[12, 16],
[16,16]}. It is observed that the AV serves the users with the order
IS - PS1 - PS2—- DS1— PS3 - DS3— DS2— CP.

Then, after adequate training, we save the network parameters of
DON for testing. We depict the path planning of AV controlled by DQN
in Fig. 5. Note that the spots in Fig. 5 are the same as Fig. 4. As shown in
Fig. 4(a), the AV serves the users with the order I.§ - PS1 - PS2 —
PS3 - DS1 > DS3 - DS2 — CP. The overall distance is the same as
Fig. 4(a), although their path planning is slightly different.

In Fig. 4(b), the AV serves the users with the order /.S — PS1 —
PS2 - PS3 - DS1 —» DS2 —» DS3 — CP, which is the same as
Fig. 4(b).

Then, as shown in Fig. 5(c), the AV serves the users with the order
IS - PS1 - PS2— PS3 - DS1— DS2 — DS3 — CP. Additionally,
compared with the path planning in Fig. 4(c), DQN is much better as its’
order for serving users is more practical, which will reduce unnecessary
path.

Furthermore, we compare the execution time and distance achieved
by DL-ACO, DON in different cases, i.e., different locations of pick-up,
drop-off spots, where there are 3 users. For DQN, the training episodes
is 3500. In Table 2, we observe that no matter which case is, DQN
always outperforms DL-ACO in terms of over distance. However, it is
easy to see that DL-ACO consumes at least 100 s for achieving the
considerable performance, while DQN only needs about 1 s in testing,
although it takes longer time in training process.

Finally, we analyze the performance of DL-ACO and DQN-based
algorithms given different number of users. For fairness, we also ap-
ply another random algorithm as comparison. In this setting, the AV
randomly selects a available action to take until all users are served
and the AV reaches the CP spot. We obtain 500 pairs of path planning
of AV achieved by Random and select the optimal result to compare
with the proposed DL-ACO and DQN-based algorithms in Fig. 6, from
which, we can observe that when the number of users are 1, 2, 4, and
5, our proposed DL-ACO and DQN achieve the similar performance in
terms of overall distance. However, when the number of users is 3, DQN
outperforms DL-ACO. One plausible explanation is that DL-ACO does
not find the best order for serving users. The Random algorithm always
performs the worst, no matter how many number of users is.

Conclusions

In this paper, we have presented a LAVP framework and shown
two learning based solutions, i.e., DL-ACO and DQN-based algorithms
for minimizing the overall distance of the AV. The DL-ACO can be
applied to the scenarios where pre-training is not required. The limi-
tation here is that decision may take longer time and consume higher
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Fig. 4. The path planning of AV achieved by DL-ACO (IS for Initial Spot, PS for Pick-up
Spot, DS for Drop-off Spot, CP for CP Spot).
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Fig. 5. The path planning of AV achieved by DQN (IS for Initial Spot, PS for Pick-up
Spot, DS for Drop-off Spot, CP for Car Parking Spot).
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Fig. 6. The overall distance of AV achieved by DL-ACO, DQN and Random given
different number of users.

power as compared to the DQN-based algorithm but the time spent
on training will not be needed. Similarly, DL-ACO cannot be applied
to critical scenarios where a quicker decision is required. The DQN-
based algorithm needs training but after the training, it can make
faster decision than DL-ACO algorithm. The DQN-based algorithm can
be directly applied to critical scenarios. The experimental results have
shown that both DL-ACO and DQN-based algorithms can achieve the
considerable performance. The proposed techniques may contribute
to the decrease of the overall waiting time for parking and improve
the experience of people in busy areas, e.g., city center. The DL-ACO
and DQN-based algorithms may be readily extended to other urban
transportation problems like electric vehicle charging, charging slot
deployment and ride sharing schemes.
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