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Abstract

This thesis is concerned with fault estimation in Fault-Tolerant Control (FTC) and as
such involves the joint problem of on-line estimation within an adaptive control system.
The faults that are considered are significant uncertainties affecting the control variables
of the process and their estimates are used in an adaptive control compensation
mechanism. The approach taken involves the active FTC, as the faults can be
considered as uncertainties affecting the control system. The engineering (application
domain) challenges that are addressed are:

(1) On-line model-based fault estimation and compensation as an FTC problem, for
systems with large but bounded fault magnitudes and for which the faults can be
considered as a specia form of dynamic uncertainty.

(2) Fault-tolerance in the distributed control of uncertain inter-connected systems

The thesis also describes how challenge (1) can be used in the distributed control
problem of challenge (2). The basic principle adopted throughout the work is that the
controller has two components, one involving the nominal control action and the second
acting as an adaptive compensation for significant uncertainties and fault effects. The
fault effects are a form of uncertainty which is considered too large for the application
of passive FTC methods. The thesis considers severa approaches to robust control and
estimation: augmented state observer (ASO); sliding mode control (SMC); sliding mode
fault estimation via Sliding Mode Observer (SMO); linear parameter-varying (LPV)

control; two-level distributed control with learning coordination.
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Chapter 1.
| ntroduction

1.1 Introduction

As modern technological systems increase in complexity, their corresponding control
systems become more and more sophisticated. Control system methodologies have
evolved from simple mechanical feedback structures, into advanced electronic devices
for controlling high performance and highly unstable systems which optimize the cost
and control effort (Franklin et al., 2002). Some of the control methods that have
received good attention in the last two decades are predictive control (Pachter et al.,
1995, Monaco et al. 1997; Huzmezan and Macigjowski, 1998; Kale and Chipperfield,
2005), robust control (Morari et al., 1989; Grimble, 2001) and adaptive control
(Ahmed-Zaid et al. 1991; Bodson and Groszkiewicz, 1997; Wise et al., 1999; Tao et al.,
2001; Tao, Chen, and Joshi, 2002; Kim et al., 2003). So far only predictive control has
been well applied to industry problems (e.g. process industry). However, very few
applied or theory-based control systems methods involve fault signal estimation of fault
detection in their designs.

The performance of many control systems and especially for safety-critical applications
e.g. aircraft, chemical and nuclear power plants must be optimised to handle wide
changes in system operation and still maintain reliability, dependability and integrity in
terms of stability, robustness and performance.
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Some unexpected scenarios or unusual system events mean the performance and even
the stability of the designed closed-loop system can be degraded. These unexpected
scenarios may be faults, failures or system damage, which are usually not considered in
the controller design process. The need to account for faults in a closed-loop system has
been the main motivation for this research, providing some new concepts in fault-

tolerant control (FTC) of uncertain systems.

1.2 Faults, Failuresand Fault Diagnosis Ter minology

In order to develop this subject further the terms fault and failure need to be defined in
the context of uncertain systems. A ‘Fault’ is an unexpected change in the system

function. Isermann (1984) defined a fault as ‘... a non-permitted deviation of a

characteristic property, which leads to the inability to fulfill the intended purpose...’

Faults in the components of controlled systems may lead to total system failure,
depending on the precise conditions, the criticality of the fault, etc and if appropriate
action is not taken [Definitions established by the Technical Committee for IFAC
(International Federation of Automatic Control) Symposium SAFEPROCESS (Fault
Detection Supervision and Safety for Technical Processes), Isermann and Ballé, 1997].

On the other hand, a ‘Failure’ describes the condition when the system is no longer
performing the required function i.e. the system function involving the faulty

component may have failed.

A wide range of different process control variables, e.g. temperatures, flow-rates, liquid
levels, pressures, voltages, currents, etc., can be constantly monitored on-line and the
required control effort may be caculated on the basis of any or al of these
measurements, either directly or via transformation. In general, faults in the control
system may be seen to arise in input/output signals from: (i), actuators, (ii) sensors, (iii)
the controller or within the system being controlled (see Figure 1-1).

Actuator Pr ocess component Sensor
faults faults faults
R S | S—{
mput—sb | i Output
Controller —»| Actuator > Plant »| Sensor : >
1 1
i 1
1 1

|_> """""""""""""""""""""" System’

Figure 1-1: Types of faultsin a control system
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Faults within the system itself (i.e. arising from the system components) are often

termed component faults, arising as variations from the structure or parameters used

during system modelling, and as such cover a wide class of possible faults e.g. dirty
water having a different heat transfer coefficient compared to when it is clean, changes
in aliquids viscosity or components slowly degrading over time through wear and tear,

aging or environmental effects, etc.

Structural changes, due to hard failures of equipment or external obstacles, can include
anything from leaks due to fractures or cracks in pipes, stuck valves, short circuits, or
simply from parts which become loose. These lead to changes in the interaction between
variables and can sometimes result in what may be considered a new process operating
as the physical laws of the system, such as conservation of mass or flow, may be
fundamentally altered. These types of faults may be simple to detect but can be difficult
or expensive to locate, estimate and compensate for through an active FTC system
(Zhang and Jiang, 2006; Isermann, 2006).

Actuator faults: In equipment such as motors, valves, solenoids, relays, etc., faults may

be the result of a jam, the actuator may become ‘stuck’ at a constant level, damage to
bearings or gears, changes from the design characteristics or complete failure. For
example this may occur due to increased resistance through friction and, as actuators

usually require a separate power source, afall in asupply voltage or current.

Sensor faults: The sensors are any equipment that takes a measurement or observation
from the system, eg. potentiometers, ammeters, voltmeters, accelerometers,
tachometers, thermocouples, pressure gauges, strain gauges, etc., and faults are often
due to poor calibration or bias, scaling errors or a change in the sensors dynamic
characteristics however many signals a'so need a power source and some conditioning

or amplification and these too can raise potential faults.

‘Fault Diagnosis (FD) is the name given that used to determine the presence and
characteristics of faults. FD aso comprises ‘Fault Detection’, ‘lsolation’ and
‘Identification’ of faults. Fault Detection is the determination of the presence of faults
in a system and the time of detection. Fault Isolation is used to discriminate the location
of fault and the time of detection while Fault Identification gives information of size
and the nature of the fault (Chen and Patton, 1999).

The subject Fault detection and isolation (FDI) has developed as afield of research and
application in control systems, that is particularly important when dependability is

required, especialy since faults in sensors, actuators and components are associated
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with increasing operating costs, off-specification production and can even lead to
system failure or shut-down. In the FDI problem, faults are detected and isolated,
principaly using model-based methods although data-driven FDI methods are aso
important in real applications, especially when system models are ill-defined.

The procedures of Fault Detection and Identification (FDD) offer an extension to those
of FDI by providing an additional “diagnosis’ of faultsin terms of fault identification or
fault estimation and sometimes an assessment of the degree of severity of the fault(s)
(Blanke et al., 2003).

This thesis describes methods for Fault-Tolerant Control (FTC) that are based on the
fault estimation and fault accommodation aspects arising from FDD. As a consequence,
issues concerning residual generation and fault isolation of FDI are not central to the
theme. However, there are similarities between fault estimation and the residual

generation problem and these are discussed in Chapter 2.

From a practical point of view, the topics of FDI and FDD raise very interesting and
challenging directions for applied research. For example: the detection of faults, to be
useful in practice, should be achieved early by detecting “incipient” effects associated

with the fault before its effect becomes serious.

Incipiency in this context means that the fault is difficult to detect because of its small
effect on the system. The detection and isolation of incipient faults leads to a robustness
problem as the effects of the faults become comparable with the effects of modelling
uncertainties (Patton et al, 1989). It is important to detect and isolate incipient faults
with high reliability in terms of low false-alarm and missed-alarm rates, in order to
avoid the consequences of (a) system breakdown (b) mission abortion and (c)
catastrophes (Beard 1971; Willsky 1976; Patton et al., 1989).

1.3 Practical Requirementsfor Fault Tolerant Control

The context of FD includes the terms monitoring and supervision. ‘Monitoring’ is an
on-line task for determining the “condition” or “health” of a system, by recording
necessary information, recognising and indicating anomalies in the behaviour, whereas
‘Supervision’ can be classified as on-line monitoring a physical system and taking
suitable actions to maintain the operation and system performance in the presence of a

fault (Blanke et al., 2003). These challenges have motivated a control strategy widely
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known in the literature as Fault Tolerant Control (FTC) (Patton, 1997; Blanke et al.,
2003).

As the complexity of modern systems increases, the high numbers of variables that are
involved in the dynamical system structure of these systems make it difficult for even
the most experienced human operator to notice that a fault has occurred. S/he may not
understand the fault development and its possible propagation through the system and
may not be able to respond correctly and promptly. Thisis particularly the case for fast
modern systems, requiring fast decision speeds (Blanke et al., 2003; Zhang and Jiang,
2003). The authorities of roles that the human operator can perform have therefore
decreased in many complex applications with a noticeable trend towards full

automation.

Even in aircraft flight systems, modern pilots have limited authority surrounded by
complex avionics systems with quadruplex fly-by-wire redundancy. The dissimilar
redundancy flight computer hardware and software systems are able to maintain the
safety and integrity of the flight for many fault scenarios. However, when there are
structural faults, the pilot’s experience and decisions are required. It is well known that
the majority of accidents that correspond to these flight systems faults are caused by
pilot error (Burcham and Burken, 1997; Burcham et al., 1998 and 1999; Jones, 2005).

It is a valid generalisation that in all safety-critical systems, e.g. for those found on
aircraft, spacecraft and automobiles or within the nuclear, petro-chemical and chemical
process industries, etc. a small malfunction or fault that is uncompensated by the control
system or redundancy (involving reconfiguration etc) may lead to serious failure and
even catastrophe. An example of this is the military aircraft which is designed to be
unstable without the control system (referred to as static instability), to enhance the
agility and manoeuvrability of the aircraft. The flight control system not only makes the
aircraft stable but also provides important handling qualities for flight. If the control
system malfunctions there is a real danger that the controllability and stability of the
aircraft will be lost and an accident will follow. The robustness and integrity of the
flight control system are thus of high importance and a very large percentage of the cost
of the development of a modern aircraft reflects the cost of the high integrity avionics
and flight systems (Ganguli et al., 2002; Alwi and Edwards, 2005, 2006; Boskovic,
Bergstrém, and Mehra, 2005; Boskovic, Prasanth, and Mehra 2007). The quadruplex
level of redundancy of a fly-by-wire aircraft can, under certain circumstances, be

reduced to atriplex level of redundancy by using FDI or FDD systems, by replacing the



hardware redundancy by analytical redundancy using system model information (Patton
et al., 20008).

The detection, isolation and diagnosis of faultsin a safety-critical system can be used in
several ways to enhance the system integrity. Once the faults are detected and isolated
the unhealthy part(s) of the system can be replaced by using either analytical estimation
methods (soft redundancy) or by using control system reconfiguration. Alternatively,
the fault can be estimated on-line and compensated by an adaptive control scheme.

Figure 1-2: Accidents show that fault information isimportant

Figure 1-2 shows some examples that faults can lead to serious accidents. (@) an
actuator fault caused an airplane to crash, (b) a sensor fault caused arollercoaster to stop

in mid-air, and (c) acomponent fault caused another aircraft to crash (www.cnn.com).

In case of the aviation accidents, e.g. ELAL Flight 1862 Bijlmermeer Incident, on 4
October 1992, a Boeing 747, ELAL Flight 1862, cargo plane of the Isragli airline
ELAL, crashed into an apartment building in Bijimermeer, Amsterdam, Netherlands
(see Figure 1-3). 43 people were killed, plus 39 persons on the ground. Many more were
injured. [Nederland Aviation Safety Board: (NASB)].

Figure 1-3: ELAL flight 1862: the aircraft the and the Bijlmermeer apartment building

NASB indicated that: *...the plane had only managed to maintain level flight at first
dueto its high air speed (280 knots). The damage to the right wing, resulting in reduced
lift, had made it much more difficult to keep the plane level. At 280 knots (520 knvh),
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there was nevertheless sufficient lift on the right wing to keep the plane aloft. Once the
plane had to reduce speed for landing, however, it was doomed; there was too little lift
on the right wing to enable stable flight, and the plane banked sharply to the right

without any chance of recovery...’

However, according to many incidents, where pilots successfully landed crippled
aircraft, Burcham et al (2004) and Gero (2006) show that in many cases, the
damaged/faulty aircraft is still flyable, controllable and some level of performance can
still be achieved, to allow the pilot to safely land the aircraft. An independent
investigation by Smaili and Mulder (2000) on the ELAL flight 1862, suggested that
there was still some control and flying capability associated with the crippled aircraft,
where pilots successfully landed crippled aircraft. Macigowski and Jones (2003)
demonstrated in simulation, using a model-based predictive control approach that the
ELAL 1862 disaster could have been avoided and it may have been possible to control
the crippled aircraft using a form of FTC in the flight control system to maintain the
required controllability for the purpose of a quick landing back at Schiphol airport,

Amsterdam.

In 2004, the Group for Aeronautical Research and Technology in Europe (GARTEUR)
organization initiated the Flight Mechanics Action Group 16 to study this accident
further. The AG16 group developed further research on fault-tolerant flight control and
demonstrated the value of using FTC methods to reduce the probability of accident for
cases such as the ELAL 1862 Amsterdam flight disaster. The goa was to apply a
number of FDD and FTC algorithms within a realistic failure scenario, based on the
earlier study provided by Smaili and Mulder (2000).

Although the aircraft of the ELAL 1862 flight was a Boeing 747 some modern aircraft
(e.g. Boeing 777 and Airbus 320, 330, 340, 350, 360, 370, and 380) are equipped with
fly-by-wire flight control computers which can increase the safety of aircraft operations
by guarding the safe flight envelope and easing manual flight control. With a forward-
looking interest the AG16 study developed and tested several types of fault-tolerant
flight control systems that could be used not only for systems such as the Boeing 747
but mainly for modern fly by wire aircraft systems. The controllers employed
techniques ranging from H_ (Ciedak et al., 2009), sliding mode control allocation
(Alwi and Edwards, 2009), and model-predictive control (Joosten et al., 2009) to
parameter estimation and nonlinear dynamic inversion (Lombaerts et al., 2009). The use



of these FTC agorithms in a high fidelity flight ssmulator can further increase safety in

the case of actuator, aerodynamic or even structural failuresin the aircraft.

Amongst industrial accidents, the Bhopal disaster in December 1984 shows an
important example. The release of toxic methyl isocyanate (MIC) gas from the Union
Carbide chemical plant in Bhopal, India, has been referred to as the worst industria
accident in history i.e. 2000 fatalities, 10,000 permanent disabilities, and 200,000
injuries (Chisti, 1986). [see Figure 1-4 (a)]

Leveson (2002) states ‘...The Indian government said the accident on human error the
improper cleaning of a pipe at the plant. A relatively new worker was assigned to wash
out some pipes and filters, which were clogged [i.e. worker ignored the early warning
signs which were available on temperature measurement gauges|. MIC produces large
amounts of heat when in contact with water, and the worker properly closed the valves
to isolate the MIC tanks from the pipes and filters being washed. However, without

inserting a required safety disk (a slip blind) to back up the valvesin case they leaked...’
-
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Figure 1-4: Some serious industria accidents

In March 23, 2005, at the BP oil refinery in Texas City, the second-largest oil refinery
in the state and the third-largest in the United States, a major explosion occurred in an
isomerization unit at the site, killing 15 workers and injuring more than 170 others.
According to areport issued after the accident, the disaster was caused by aging process
control techniques and the liquid level in the tower being 20 times normal [see Figure
1-4 (b)].

At the Buncefield oil refinery, the fifth largest oil depot in the UK, in December 2005, a
combination of a faulty sensor indicating that fuel had stopped being pumped and
human error resulted in the largest fire in Europe since World War 2 [see Figure 1-4
(©)]. An ongoing 10 billion pound compensation claim and prosecutions for 5

companies, including those responsible for the control system design. The poor



mai ntenance procedures and incorrect results arising from the FDI procedure were aso
of maor significance (Buncefield Maor Incident Investigation Board, 2006.
http://www.buncefiel dinvestigation.gov.uk/reports/initial report.pdf).

Recently, improvements in production and quality control techniques have greatly
improved reliability however this has been offset by higher performance specifications
and increasing complexity in both control agorithms and the hardware used. These
mean that such systems strongly require some coordination of supervision for both
control and diagnosis for possible faults, with the level of FTC dependent on the
probability of a fault occurring, how critical it is within the overal process and the
possible consequences of missing a problem or not identifying a problem in a timely
manner (Patton, 1997; Sharif and Grosvenor, 1998).

1.4 Classification and Review of FTC Methods

Modern technological systems rely heavily on sophisticated control systems to meet
increased safety and performance requirements. Thisis particularly true in safety critical
applications e.g. aircraft, spacecraft, power plants, and chemical plants processing
hazardous materials, where a minor fault could potentialy develop into catastrophic
eventsif left unattended or incorrectly responded to. To prevent fault induced losses and
to minimize the potentia risks, new control techniques and design approaches need to
be developed to handle system component malfunctions whilst maintaining the
desirable degree of overall system stability and performance levels. A control system
that possesses such a capability is often known as an FTC system (Patton, 1997; Blanke
et al., 2003). Historically, from the point of view of practical application, a significant
amount of research on FTC systems has been motivated by aircraft flight control system
designs (Steinberg, 2005).

Patton (1997) stated in his survey that, ‘. . . Research into fault tolerant control is
largely motivated by the control problems encountered in aircraft system design. The
goal is to provide a self-repairing capability to enable the pilots to land the aircraft

safely in the event of seriousfault ....’

During the last two decades, there have been various approaches to active FTC. Most of

these belong to the following categories: pseudo-inverse modelling (Gao and Antsaklis,

1991), adaptive control systems (Bodson and Groszkiewicz, 1997; Diao and Passino,

2001; Tao et al., 2002), eigenstructure assignment (Jiang, 1994), multiple-model
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methods (Maybeck and Stevens 1991; Rauch, 1995; Maybeck, 1999; Boskovic and
Mehra, 2000, 2002; Yen and Ho 2003; Jiang and Zhang, 2006), reliable control
(Veillette et al., 1992; Velllette, 1995) H_ control (Yang and Stoustrup, 2000; Y ang et

al., 2001), mode-matching (Huang and Stengel, 1990; Gao and Antsaklis, 1992),
compensation via additive input design (Noura et al., 2000; Thelilliol et al., 2000 and
2002), dliding mode control (Utkin 1992; Edwards and Spurgeon, 1998; Hess and
Wells; 2003; Vetter et al., 2003; Edwards, 2004; Alwi and Edwards, 2005, 2006, 2007,
2009).

During the last two decades there has been a substantial literature on the subject of FTC
according to reviews, survey papers and books (Patton et al., 1997; Blanke et al., 2001,
2003, 2006; Zhang and Jiang, 2003, 2006), which give the state of the art and
perspectives in the field of control reconfiguration in FTC. As discussed above,
approaches to FTC are motivated only by a particular application. For example, safety
in flight control, efficiency and quality improvementsin industrial processes, etc.

The main challenges to be faced in the design of FTC systems are:

(1) It is difficult to compensate a number of possible faults acting within or on the

system.

(2) The control system or control system parameters must be changed in some way
using available redundancy (hardware or analytica forms), either by
accommodating the fault(s) (e.g. using fault estimation methods) or by a
reconfiguration mechanism (either based on the use of FDI/FDD procedures or
fault estimation).

(3) The stability of the FTC system must be maintained. The occurrence of a fault
can make the system deviate far from its normal operation and can lead to a
severe change in system behaviour. Even bounded faults can cause the closed-
loop system to deviate rapidly from its required operation and hence the fault
accommodation time is a critical parameter. The requirement for rapid reaction
to faults can mean that the FDI or FDD procedure, if used, may slow down the
accommodation process. The accommodation ability of a control system
depends on several factors, for instance, the magnitude of the fault, the
robustness of the system, etc. Therefore, to overcome such problems, new
controllers must be developed with accommodation capabilities and tolerance to

faults.
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Generally, there exist two approaches to FTC: (a) passive fault tolerant control systems
(PFTCS) and (b) active fault tolerant control systems (AFTCS) (Beard, 1971; Patton,
1997; Chen and Patton, 1999).

FTC

ACTIVE

PASSIVE (INTELLIGENT CONTROL)

FAULT DETECTION ISOLATION (FDI)
FAULT Egﬁ MATION
CONTROL RECBNFIGURATION
FAULT COI\(ZIF\;ENSATION

ON-LINE CONTROLLER
PROJECTION REDESIGN

BASED OR
ADAPTIVE CONTROL

ROBUST
CONTROL

Figure 1-5: Fault-tolerant control methods (adapted from Patton, 1997)

Figure 1-5 shows the generally accepted taxonomy of active and passive FTC methods.

(@ Inthe passive approach, robust control techniques are used to make sure that the
control loop system remains insensitive to faults. The effectiveness of this
strategy, that usually assumes a very restrictive repertory of faults, depends upon

the robustness of the nominal closed-loop system. It is interesting to note that

PETCS does not require FDI and controller reconfiguration/adaptation (Patton,
1997).

(b) In the active approach, a new control system is re-designed according to the
estimation of the fault performed by the FDI unit and according to the
gpecification to be met for the faulty system. The control law(s) iSare
reconfigured/restructured to achieve performance requirements, subsequent to
faults. Therefore most AFTCS require FDI to provide the fault or failure
information so that reconfiguration can be achieved (Patton, 1997).

Active approaches are divided into two main types of methods. (1) projection-based
methods and (2) on-line automatic controller redesign methods. In projection-based

methods, a new pre-computed control law is selected according to the required
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controller structure (i.e. depending upon the type of malfunction which has been
isolated). The latter calculates for new controller parameters in response to control
impairment. Thisis often referred to as reconfigurable control (Patton, 1997 and 2007,
Chen and Patton, 1999).

Figure 1-6 shows the architecture of FTC consisting of two blocks: (1) fault diagnosis
and (2) controller re-design, these tasks will carry out the two steps of FTC:

(1) The diagnosis block uses the measured inputs and outputs and tests their
consistency with the plant model. Its result is a characterisation of the fault with
sufficient accuracy for the controller re-designs.

(2) The re-design block uses the fault information and adjusts the controller to the
faulty situation.

v

control > Diagnosis |«
Re-design > 9
Supervision
f(t) d(t) level
N A l""i""""'""E'x'el:hiibh"
level
Yre | Controller > Plant — Y(t)
g u(t)

Figure 1-6. The architecture of FTC (Blanke et al., 2003)

Figure 1-6 illustrates that FTC extends the usual feedback controller by a supervisor,
which includes the diagnostic function and the controller re-design blocks. In the
absence of afault, the system works as before, i.e. on the execution level. The nominal
controller (sometimes referred to as the “baseline” controller, see Patton, 1997), which
is designed for the fault-free system, attenuates the disturbance d(t) and ensures good
set-point/reference following and other requirements on the closed-loop system. In this
situation, the diagnostic block recognizes that the closed-loop system is faultless (fault-

free) and no change of the control law is necessary.

If afault f(t) occurs, the supervision level makes the control loop fault-tolerant. The

diagnostic block identifies the fault and the controller re-design block adjusts the
controller to the new situation. Following this, the execution level alone continues to

satisfy the control target.
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However, fault tolerance can also be achieved without the structure given in Figure 1-6
by means of well established control methods. As this is possible only for a restricted
class of faults, these methods will not be described in more detail in this Chapter.

However, they require brief outline as follows:

(i) Robust control: a fixed controller is designed that tolerates changes of the
plant dynamics. The controlled system satisfies its goals under al faulty
conditions. Fault tolerance is obtained without changing the controller
parameters. It is, therefore relates closely to passive fault tolerance. However,
the theory of robust control has shown that robust controllers exist only for a
restricted class of changes that may be caused by faults. Further, arobust control
works suboptimally for a given nominal plant because its parameters are
obtained as a trade-off between performance and robustness; this is the classical
Pareto-optimal optimization result. The controller is not adjusted to the nominal
process behaviour but is chosen to satisfy the performance specifications for the
plant subject to all faults, and

(if) Adaptive control: the controller parameters are adapted to changes of the
plant parameters. If these changes are caused by some fault, the adaptive control
may provide active fault tolerance. However, the theory of adaptive control
shows that this principle is particularly efficient only for plants that are
described by linear models with slowly varying parameters. These restrictions
are usualy not met by systems under the influence of faults, which typically
have a nonlinear behaviour with sudden parameter changes. The faults cause
nonlinear effects as the system moves away from its known equilibrium point.

Patton (1997) proposed the complex combination of three major research fieldsin FTC;

i.e. FDI/FDD, robust control, and reconfigurable control (see Figure 2.2).

FDI/FDD

Robust
Control

Reconfigurable
Control

Figure 1-7: Thethree disciplines of FTC (Patton, 1997)
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Patton (1997) also discussed the relationship between these fields of research. For a
typical FTC scheme, when a fault occurs, the FDI/FDD scheme will detect and locate
the source of the fault. It is important to note that FDI is concerned with the decision
problem (fault detection and isolation), whist FDD is concerned with a little more than
FDI in the sense of possible fault causes, including fault estimation and diagnosis of the
fault severity etc. This information is then passed to the mechanism unit to initiate
reconfiguration. The Reconfigurable Controller will try to adapt to the fault, and
provide stability and some level of performance. Both the FDI/FDD and reconfigurable
controller al'so need to be robust against uncertainty and disturbance. Robust control is
designed to be robust against disturbances and uncertainty during the design stage. This
enables the controller to counteract the effect of a fault without requiring
reconfiguration or FDI/FDD. For some robust methodologies, its fault tolerant

capability islimited, i.e. total actuator failure cannot be handled directly.

Some widely referred to survey materials on FTC and FDI are: (Patton, 1997; Blanke et
al., 1997, 2000, 2001; Zhang and Jiang, 2003, 2006), and (Isermann and Ballé, 1997;
Chen and Patton, 1999) and more recent publications (books and edited monographs)
such as (Blanke et al. 2001, 2003, 2006; Caccavale and Villani, 2003; Mahmoud €t al.,
2003; Tao et al., 2004) in the field of FTC and (Chen and Patton, 1999; Patton et al.,
2000a; Isermann, 2006; Simani et al., 2003) for FDI.

Some studies describe the integration and combination of FDI and FTC schemes
(Polycarpou and Vemuri, 1995; Demetriou and Polycarpou, 1998; Wu, 2000). Some
papers discuss the fault accommodation problem based on the integration of control and
FDI (Napolitano et al. 1995; Niemann and Stoustrup, 1997; Belcastro, 2001; Theilliol et
al., 2002; Yen and Ho, 2003). Zhang and Jiang (2003, 2006) give a good
bibliographical review of reconfigurable FTC systems. Their work proposes a
classification of reconfiguration methods which is based on the mathematical tools
used, the design methodologies used, the way of achieving reconfiguration, etc. They
also address a bibliographical classification based on the design methods with emphasis
on the different practical applications, discussing open problems, an overal picture of

historical, current, and future development in this area.

The combination of both FDI/FDD and reconfigurable controllers within the overall
system structure is the main feature distinguishing active from passive FTC. Therefore
the main issues in active FTC are how to design; (i) a controller which can be easily

reconfigured, (ii) a FDI/FDD unit with high sensitivity to faults and robustness to model
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uncertainties and external disturbances, and (iii) a reconfiguration mechanism which is
able to recover the pre-fault system performance within the constraints of control inputs
and system states.

It should be noted that for some FTC schemes, the detection and isolation of faults is
not sufficient. Some FTC schemes require further information about the nature and
behaviour of each fault. In active FTC, the information obtained from the diagnostic
algorithm should be used in the controller re-design. Hence, process diagnosis should
not only indicate that some fault has occurred but it has to identify the fault location and
fault magnitude with sufficient precision. This information will make it possible to set
up amodel of the fault system, which can be used in the controller re-design. Therefore,
FDI and FDD (including fault estimation/identification) are essential features of an
active FTC system (Blanke et al., 2003).

1.5 TheFault Estimation Approachto FTC

This research focuses on the development of methods to estimate the magnitude
variations of the fault rather than to detect the presence of a fault via the use of a
residual signal. The residua signal is suitable for the combined problem of fault
detection and isolation, when the structure of the fault effect on the system is not
completely known. Whenever it is necessary to isolate a fault, beyond the use of one
residual signal, a bank of dissimilar residual signals can be used to indicate the location
of the fault in the system (Patton et al, 1989; Chen and Patton, 1999; Edwards et al.,
1998, 2000).

In other words, fault estimation is a direct way to provide fault information e.g. the fault
estimation technique provides an estimate of the size and severity of the fault. This can
be important in many on-line applications. Furthermore, when compared with other
fault estimation signals within the same system, these can be used to isolate al faultsin

the same system.

This thesis is thus concerned with the active approach to FTC and in particular the use
of on-line fault estimation embedded within an adaptive control problem. In this
approach the fault isolation decision process is obviated, as the accommodation to the
fault(s) is automatic within the adaptive scheme. Hence, in this work the residual
generation problem of fault detection is replaced by one of fault estimation. It is
important to note, as pointed out by Chen and Patton (1999) that an ideal residual signal
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for FDI, even in an uncertain system application, can be defined as a robust estimator of
the fault to be detected. If thisideal residual generator remains insensitive to uncertainty
and modelling errors it can be further defined to be robust ‘... The fault estimator and
ideal residual signal are thus equivalent when true robustness is achieved...” It is
important to note that the fault estimation algorithms developed in this research are
essentially ideal residual generators corresponding to the particular fault. The link
between fault estimation and residual generation has interesting potential for future

research and is not pursued further in thisthesis.

The challenges for fault estimation in FTC that are investigated by this thesis can be
summarised as follows:

(1) The need to develop new methods for rapid and accurate estimation of
actuator faults. The work focuses on the estimation of actuator faults as a

specific part of an adaptive control system within FTC.

(i) The challenge to develop adaptive/autonomous control schemes for FTC
based on fault estimation that is simple to implement in real applications.

(ili)  The need to consider robustness in the active FTC designs. This is achieved
as the disturbance and uncertainty signals are considered implicitly in the
fault estimation and accommodation, once again making the proposed
genera approach attractive for real application studies.

1.6 Thesis Structure and Contributions

The remainder of the thesisis arranged in the following manner:

Chapter 2 introduces the definition of the terms fault and failure and briefly discusses
the different types of faults and faillures which can occur on actuators and sensors
examples, a description of the residual generator structure in model-based FDI is
presented and an example mathematical model of a general faulty system is also given.
Chapter 2 also reviews the robust FDI methods that can be achieved using disturbance-
decoupling techniques via the Unknown Input Observer (UIO). The main issue of the
FDI based on analytical redundancy is the sensitivity of the FDI agorithm to modelling
uncertainties, parameter variation, and disturbance. Chapter 2 also introduces the
background concepts of quantitative model-based FDI and FDD as well as an outline of
the taxonomy of FTC methods, based on either active or passive methods. The main
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concepts and strategies behind some of the FTC and FDD schemes in the literature, as

well as their advantages and drawbacks, are also discussed.

Chapter 3 proposes a new approach to fault compensation for FTC using fault
estimation by which the faults acting in a dynamical system are estimated and
compensated within an adaptive control scheme with required stability and performance
robustness. The proposed FTC scheme includes an augmented state observer (ASO) in
the control system, which has an intrinsic robustness in terms of the stability and
performance of the estimation error. The ASO includes a compensation gain matrix
which is designed using a Lyapunov LMI-pole-placement approach, based on
knowledge of the fault bounds. This stability concept is developed via a theorem and a
corresponding proof. Additionaly, the novel adaptive compensation FTC concept is
illustrated by considering friction force as a specia type of input or actuator fault in a
mechatronic system. The example given is an illustration based on the friction
compensation problem via a nonlinear inverted pendulum with Stribeck friction. It is
very reasonable to consider the friction as a fault in the system as it is a bounded but

unwanted effect which causes the performance of the system to change.

This Chapter also shows that the friction (fault) estimation and compensation is handled
and the results demonstrate excellent performance of the adaptive controller in
removing the effect of the friction force to yield very precise positioning control. It is
also important to note that combined fault estimation and fault compensation control
problem provides a powerful method of loop-transfer recovery, enabling the Separation
Principle to be reached as the bounded faults and/or uncertainties are estimated and
compensated in the observer feedback control system. The theory and approach have
wide application to more complex problems in which actuator, sensor faults as well as
multiplicative faults and unknown input signals can all be compensated together using
the system description and proposed stability conditions.

Chapter 4 focuses on an alternative approach to the one described in Chapter 3, using
sliding mode theory for estimation and control. The bounded estimation problem is
defined along with the stability and control performance requirements for the FTC
system, corresponding to a combination of the well known dliding mode observer
(SMO) and dliding mode control (SMC) structures. Chapter 4 also develops a design
method for on-line FTC, based on fault estimation. The interconnection of the SMO and
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SMC structures is made via a bounded fault estimate signal is illustrated using the
friction compensation example discussed in Chapter 3.

Asdiscussed in Chapter 3, the key idea behind this example is that the friction force can
be considered as an actuator fault acting on the system. The estimates of the friction
force generated via the SMO theory are then directly used in an adaptive SMC scheme.
The main contribution of this Chapter is the development of an adaptive gain for the
nonlinear unit vector term which ‘compensates for the effects of friction force. The
approach is illustrated using a nonlinear inverted pendulum with Stribeck friction.
Necessary and sufficient conditions for SMO estimation (as a matched uncertainty) and
SMC stability are from (Edwards et al., 1998 and 2000). The new ideas and
contributions are thus two-fold; (a) the concept of viewing friction as a fault-effect and
(b) the combined use of the sliding mode friction estimation and sliding mode control.
The friction compensation problem is merely one example of an adaptive FTC system

and the principles are applicable to awide range of application systems.

Chapter 5 addresses the robust fault estimation problem of linear parameter-varying
(LPV) systems where the state-space equation depends on the time-varying system
parameters as an aternative to robust residua generation for FDD as discussed in
Chapter 2. This Chapter describes the development of a robust fault estimator which can
be characterized via a set of linear matrix inequalities (LMIs) with the robustness
property to exogenous disturbance. First, the LPV feedback controller for the fault-free
case is designed. To demonstrate the proposed method, an illustrative example of atwo-
link manipulator is provided and the polytopic LPV model of this system is aso
presented. Finally, the active FTC mechanism is illustrated by an on-line combination
of the polytopic feedback controller and polytopic LPV estimator [using the introduced

fault-effect factor estimation] for achieving actuator fault estimation and compensation.

Chapter 6 provides anovel approach associated with a distributed control system that
Is designed to be tolerant to faults. The key to the formulation of the basic control
problem is one of being able to decompose the globa level task and associate each
subsystem with its own goals and performance requirements. Chapter 6 focuses on the
development of the global controller, its structure and optimisation under the action of
the Autonomous Coordination and Supervision Scheme (ACSS). The global controller
is developed as an intelligent learning coordinator from the knowledge base of the

ACSS. This Chapter aso proposes learning control systems methods which can be used
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together with on-line constrained optimisation strategies. The solutions are achieved
using two different combinations of neura networks and learning paradigms: (i) at a
local level, a Recurrent Neural Network (RNN) is used to identify the subsystem
dynamics in a suitable structure for the purpose of FDI, and (ii) at the higher, global
level, a feed-forward network is used along with Hebbian learning to learn the
coordinating function. The first illustration of these concepts is made in Chapter 6 using
a ssimple example of two interconnected sub-systems. Chapter 6 forms the basis for

further work on FTC of distributed control systemsin Chapter 7.

Chapter 7 provides the estimation strategies for both fault(s) and interconnection
disturbance. The work is linked with the use of compensation via the design of a
distributed system two-level control scheme. The estimation methods are based on the
use of the ASO approach described in Chapter 3. This new adaptive approach to
compensating control in FTC is computed using the fault/interconnection estimation. A
tutorial study is given of estimation and compensating control in the presence of faults
within an example of a nonlinear Three-Tank interconnected system. The system
comprises both faults and interconnection disturbances. Finally, the proposed FTC
concept is applied via the ASO approach deding with the problem of
interconnection/local fault estimation and compensation, whereas the two-level control
approach (as described in Chapter 6) is used to handle the interconnection disturbances

acting on each subsystem, viathe Interaction Prediction Principle.

Chapter 8: summarises and concludes the overall work described by the thesis and
makes suggestions and recommendations as to how the research can be further

developed in the future.
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Chapter 2.
Outline Review of Modd-based FDI
and FDD Methods

2.1 Introduction

This Chapter provides an overview of the main research topics and published work on
quantitative model-based FDI and FDD. Section 2.2 provides a classification of
FDI/FDD methods and Section 2.3 and 2.4 discuss is some detail the main mathematical
properties of residual generation approaches for FDI and FDD, respectively. Section
2.5 provides a specific study of the literature and the main concepts involved in the use
of fault estimation for different forms of control reconfiguration in active FTC. This
Section also discusses a potential correspondence between residual generation and fault

estimation concepts and their importance in robust FTC.
2.2 Classification of Fault Diagnosis Approaches

Research developments in the field of analytical redundancy methods for FD started in
the 1970's (Beard, 1971; Willsky, 1976). Many approaches in the context of robust
model-based fault diagnosis have been proposed (Clark, 1978; Himmelblau, 1978;
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Chow and Willsky, 1984; Isermann, 1984; Gertler, 1988; Patton et al, 1989, 1994; Chen
and Patton, 1999; Patton et al., 2000a; Simani et al, 2003; Blanke et al, 2003; Isermann,
2006; Ding, 2007).

Since the 1970s many monitoring methods and procedures have become available
through developments in computer technology. Fault diagnosis techniques have also
gained interest and have been engineered into many practical and industrial systems.
Fault diagnosis requirements followed the trend in increased automation in science and

engineering applications (e.g. industry, medicine, defence, transportation) [ref??7].

In the field of flight systems, aircraft dynamics are well studied and hence model -based
FDI methods can be quite easily applied in flight control systems (Deckert et al., 1977,
Chandler 1984; loannou et al 1989; Patton 1991a 1991b; Rauch et al., 1995;
Polycarpou and Heilmicki, 1995; Smaili and Mulder, 2000; Alwi and Edwards, 2005,
2006; Ciedak et al., 2009). The challenges here are mainly of reliability of FDI methods
(for safety-critical application) and verification and certification for flight air

worthiness.

The development of real time/on-line FDI systems is becoming an issue of primary
significance in the design of intelligent and autonomous control systems. However, the
imprecise measurements and uncertain dynamical behaviour of the process, together
with unknown disturbances, make the ‘early fault detection’ problem difficult to
achieve (Patton, 1997; Chen and Patton, 1999; Simani et al, 2003).

On-line monitoring tools not only provide early warning of plant malfunction (including
loss of safety, environmental degradation, poor economy, etc.) but also information as
to how to minimize maintenance schedule costs. Precise diagnostic information must be
generated quickly to protect the plant/system from shut down and provide human
operators with appropriate process status information to help them take correct decisive
actions not only when faults become serious but also when faults are developing and
difficult to detect (adso caled incipient faults). It is clear that the application of
supervised on-line diagnosis schemes can be profitable in terms of a decrease in service
costs (Patton, 1997; Chen and Patton, 1999, Isermann, 2006).

The main idea of the model-based approach to FDI/FDD is to generate signals that

reflect inconsistencies between nomina and faulty system operation. Such signals,

termed “residuals’, are usually generated using analytical approaches, such as observers

(Chen and Patton, 1999; Patton et al., 2000a), parameter estimation (Isermann, 1994) or

parity equations (Gertler, 1998) based on anaytical (or functional) redundancy.
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Considerable attention has been given to both research and application studies of real
processes, using analytical redundancy as this is a powerful aternative to the use of
repeated hardware (hardware redundancy).

As discussed in Chapter 1 the terms monitoring and supervision are sometimes used in
FDI. Many mathematical model-based methods for FDI have been developed (See,
e.g., Willsky, 1976; Isermann, 1984; Gertler, 1988; Patton and Frank, 1989; Chen and
Patton, 1999).

However, afault diagnosis system should have the same following characteristics:

e Low detection delay
e Low rateof false alarms
e Fault isolability (the ability to find the correct location of the fault)

e Robustness to noise, uncertainty and parameter variation

One of the main challenges lies in finding the fault when it is just developing. This may
give more time to take the necessary measures to avoid breakdown or malfunction of

the system.

: !

M odel-based | NonMode-based |

A 4

Residual Generation

A 4 A 4

Fault detection and isolation Fault detection and identification
(FDI) (FDD)

T S v

! Parity equation 1 | Observer-based | | parameter estimation | | Observer-based

Figure 2-1: Fault diagnosis (FD) classification (from Chen and Patton, 1999)
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There are many classifications of FD in the literature (Chen and Patton, 1999; Isermann
and Ballé, 1997). The obvious classification is model and non-model-based fault
diagnosis. However, in this thesis the emphasis will be only on model-based fault
diagnosis. In view of the overal fault tolerant strategy, model-based schemes are
grouped based on their capabilities into two major categories; (i) FD using residual
schemes (residual generation) and, (ii) FD which has the capability to estimate the faults
(fault estimation) [see Figure 2-1]

The following Sections, review the basic theoretical concepts of model-based fault
detection and isolation first, followed by a classification based on residual generation

and fault estimation.

2.3 Residual Generation Approachesto FDI

2.3.1 Theidea behind model-based FDI

The main idea behind model-based FDI is to compare the system’'s available
measurements, with a priori information represented by the system’s mathematical
model asillustrated in Figure 2-2.

The main advantage of the model-based approach is that no redundant hardware
components are required to implement the FDI scheme. The model-based information is
used to create a form of analytical or functional redundancy, rather than hardware
redundancy. In this work only the quantitative form of mathematical model is used.
Other model forms can be qualitative or a combination of qualitative and quantitative,
based for example on fuzzy reasoning, neural networks or neuro-fuzzy modelling
strategies (Patton et al., 2000b; Calado et al., 2001; Uppa and Patton, 2005).

A model-based FDI agorithm can be achieved in software on the process control
computer and in many cases the measurements needed for control are sufficient for the
FDI agorithm so that no additional hardware is required (Chen and Patton, 1999).

Figure 2-2 shows the conceptual structure model-based fault diagnosis comprising
residual generation and decision making: (i) the residual generation providing a
residual signal that carries information on the time and location of the faults. The
residual signal should be close to zero in the fault-free case and deviate from zero when

a fault has occurred, whereas (ii) the decison making evauates the residuals and
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monitors if and where a fault has occurred. This two-stage structure was first suggested
by Chow and Willsky (1980) and is now widely accepted by the fault diagnosis

community.

Input ' Output

»
|

&
Qa
3

———————————————————————————————

»| Residual Generation |«

\ 4

Decision Making

i Residual signal !

M odel-based FDI

Figure 2-2: Conceptual structure of model-based fault diagnosis
(Chen and Patton, 1999)

The most important issue in model-based fault diagnosis is robustness against modelling
uncertainty which arises from incomplete or inaccurate modelling of the monitored
process. Robust fault diagnosis has become an interesting research issue over recent
years (Chen and Patton, 1999).

FDI used the measured outputs y(t) from sensors {normally needed in the feedback
control} and the control inputs u(t) as the control actuation generated by the controller

and demanded reference signals. Model-based FDI is mainly concerned with on-line
fault diagnosis, which is carried out during system operation. This is because the system
inputs and outputs required by model-based FDI are only available when the system is
In operation.

The relationship between the FDI role and the control loop is shown in Figure 2-3. It
can be seen that the system model needed in the model-based FDI is an ideal replica of
the open-loop system dynamics, although the system is considered to be operating in
closed-loop. This is because both the inputs and outputs needed for the FDI algorithm
are related to the open-loop system. ‘... Therefore, it is not necessary to consider the
controller in the design of a fault diagnosis scheme. Once the inputs to the actuators are
available, the fault diagnosis problem is the same no matter how the system is working

in open-loop or in the closed-loop...” (Chen and Patton, 1999)
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Figure 2-3: Fault diagnosis and control-loop

However, in cases when the inputs u(t) to the actuator are not available, the reference
command u,(t) is used in FDI. Therefore, the model depends on the relationship
between the reference command u,(t) and the measured output y(t) . In this case the

controller plays an important role in the design of the FDI scheme.

In the presence of modelling uncertainty the controller may desensitise the residual
signals to the fault effects and possibly weaken the robustness of the FDI system with
the potential for lower reliability in both fault detection and fault isolation. To attempt
to overcome this problem the controller and FDI system can be designed simultaneously
(Jacobson and Nett, 1991; Wu, 1992; Stoustrup et al., 1997; Chen and Patton, 1999;
Weng et al., 2008). The connection between fault diagnosis and robust control design is

an on-going topic of research and is not considered further in thisthesis.

The first step in the model-based approach to FDI is to make a mathematical model of
the system to be monitored. In the case of a nonlinear system, this implies a model

linearization around an operating point.

————» Actuators ———» Plant ———» Sensors ———»
u(t) Ug(t) yr(t) y(t)
(input) (actuation) (output) (measured output)

Figure 2-4: The open-loop system

We can consider the open-loop system to be represented in Figure 2-4 by a time-
invariant, linear dynamic system in state-space form as follows:

X(t) = AX(t) + Bug(t)

Ya(t) = CX(1) (2-1)
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where x e R" is the system state vector, ug € R"is therea actuator input vector to the

actuator and yg € RPis the real system output vector. A, B and C are the system

matrices with appropriate dimensions.

2.3.2 Modeling of system with faults

Consider when the component faults f,(t) occurring in the system of Figure 2-4 the

dynamic model of the faulty system can then be presented as: (see Figure 2-5)

X(t) = AX(t) + Bug(t) + f.(t) (2-2)
The component fault represents some change in the system, for example, a leak in a
water tank in the three tank system, etc. In some circumstances, the fault could be

described as a parameter change in a system e.g. in i™ row and j™ column element of

the system matrix A, the open-loop dynamics of the system can then be described as:

X(t) = AX(t) + Bug(t) + 1;Aq; X; (t) (2-3)

where: x; isthe j™ element of the vector x, I, e R" is the vector with all zero

J

elements except ‘1’ inthe i element and Ag; the parameter change.

However, the actua “output states’” yg of the system are not accessible and sensors

must be used to measure the system output that also introduce additional dynamics.

Ignoring the sensor dynamics, the measured outputs y(t) can be described as:
y(t) = yr(t) + fs(t) (2-4)

where: f, e R Pisavector of additive output sensor faults. When there is avariation in

the sensor scalar factors (multiplicative faults), a particular system measurement

becomes y(t) =(1tA)yg(t) and the fault vector can then be written
as f (t) =+ Ayg(t). Figure 2-5 illustrates the open-loop system with actuator,

component and sensor faults, respectively.
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actuator fault component fault sensor fault

f.(t) f.(t) fs(t)

! 1 d

u(t)—» Actuators ———» Plant ——» Sensors ———»
actuator input Ug(t) Yr(t) y(t)
(actuation) (output) (measured output)

Figure 2-5: Open-loop system with faults

Consider the case when the actuator control input vector ue R™ is a known control
command. The input sensors are not considered in this case and the actuator response

Ug(t) is not directly accessible. For a controlled system (if the actuator dynamics can

be neglecting) ug(t) can be described as:
Ug(t) = u(t) + f,(t) (2-5)
where: f,(t) e R"isthe actuator fault vector.

The open-loop linear system model with all actuator, component and sensor faults can
be described as:

%(t) = AX(t) + Bu(t) + Bf , (t) + f(t)

2-6
(O = Ox(D) + T4() (2-6)
Considering the general case with all faults, the system may be described as:
X(t) = Ax(t) + Bu(t) + F f (t
(t) (t) + Bu(t) + R f (1) (2-7)

y(t) = Cx(t) + F, f ()

The system is strictly proper (for F, # 0) with respect to the fault vector f (t) € RY.
Each element f;(t)[i=1 2,...g] of f(t) corresponds to a specific fault. F, and F,

are matrices with appropriate dimensions and represent the signal effect of faults on the

system. These are called ‘the fault entry matrices’. Vectors u(t) and y(t) are the

measured input and output vectors called ‘the input-output vectors of the monitored

system’ and are assumed to be known for the FDI purpose (Chen and Patton, 1999).

The system with faults (Figure 2-5) can also be represented by an input-output transfer

matrix representation:

y(s) = Gy (s)u(s) + G (s) f (9) (2-8)
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where:
G,(s)=C(sl —-A)'B (2-9)

G;(s)=C(sl —A)'F, +F, (2-10)

Egs.(2-7) orEq. (2-8) areageneralised and widely accepted framework for linear
model-based FDI in either the time-domain or the frequency domain (see more details
in Patton and Chen, 1999; Ding, 2007).

The FDI methods use prior knowledge about some signal characteristics e.g. the
dynamic range of the signal, the frequency spectrum etc, that is not always available.
Moreover, these characteristics strongly depend on the operating point of the system.
Indeed, the introduction of “residuals’ is one of the most significant contributions in
model-based FDI methodology. These residuals can be designed to be sensitive to faults
and insensitive to model uncertainties and operating point changes (Chen and Patton,
1999).

‘...Residuals are quantities that represent the inconsistency between the actual system
variables and the mathematical model. Based on the mathematical model, many
invariant relations (dynamic or static) among different system variables can be derived,
and any violation of these relations can be used as residuals...” (Chen and Patton,
1999).

A general structure of the residual generator (Patton and Chen, 1991a, 1991b) shown in
Figure 2-6 can be expressed as:

B u(s)
r(s)=[H,(s) Hy(S)]{y(SJ

=H,(u(s) + H, () y(s)

(2-11)

In fault-free conditions the residua should be zero therefore from Eqg. (2-11) it is

clear that the transfer matrices H,(s) and H(s) must satisfy the condition:
H,(s)+H, ()G, (s) =0 (2-12)

The fault detection is performed by the comparing the residual evaluation function with
athreshold function T (t) asfollows:

T(t) for  f(t)=0

Ja (1 (1))
T() for  f(t)=0

Jeov (1 (1))

<
. (2-13)
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A simple and most frequently used method is to compare the residual with a fixed
threshold.

Figure 2-6: General structure of aresidual generator (from Chen and Patton, 1999)

This method works well if the system is in steady state and either the faults to be
diagnosed are not very small or the model used for the residual generator is a faithful
replica of the process dynamic behaviour. In order to make the fixed threshold approach
work well many investigations use robust systems principles to ensure that the residual
IS robust to model mismatch (modelling uncertainty, unknown disturbances, etc). This
strategy is known as 'active robustness in FDI. In this approach there is an active
attempt to make the residual robust.

The aternative strategy of scheduling the threshold in a dynamic way (perhaps as a
function of the controls signal variation) is known as 'passive robustness. Here there is
little or no attempt to make the residual robust to uncertainty but the effect of robustness
is taken up in the adaptive behaviour of the threshold (Chen and Patton 1999 and the

references therein).

2.3.3 Fault detectability and isolability

The concept of fault detectability and isolability are introduced here as they are used in
Section 7.3. By using the transfer matrix representation of the system with faults in Eq.
(2-8) and the general residua structure Eq. (2-11) the residua in the presence of

faults can be described as:
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r(s) =[H,(s)+H ()G (s)]u(s) + H ()G« () f ()

5 (2-14)
From the constraint condition of theresidual (2-12), now have:
r(s)=H,(s)G; (s)f(9)
AN R
=Gy (91(9) (2-15)

9
=[G ()i fi(9)
i=1

where Gy (s) = H,(S)G¢ () is the fault transfer matrix representing the relationship
between the residuals and faults (see Figure 2-7), [G, ()], is the i™ column of the

transfer matrix G,; (s) and f,(s) isthe i™ edlement of f(s) (Chen and Patton 1999).

fi () —| [G; (94 j

i —— [Gy(s]i p— r(s)

fo(S——> [Gi (9],

Figure 2-7: The relationship between fault and the residual

In order to detect the i™ fault fi (s), [G;; (S)]; should be (designed to be) non-zero:
[Gi (5)]; # 0 (2-16)

If the condition in Eq. (2-16) is satisfied, the i fault f; is detectable in the

residua r(s).‘...Thiscan be defined as ‘ Fault Detectability Condition’ for the residual

r(s) tothe i" fault f; ... (Chen and Patton, 1999).
The condition:
[G (0)]; #0

follows by application of the final value theorem, as a ‘Srong Fault Detectability

Condition’, which holdsastimet —» o« .
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For fault isolation aresidual set is needed. If the residua set can isolate all the faults, it

can be said that it has the required ‘isolability’ property. There are two main approaches

to achieve the fault isolation task:

Structured residual approach

In the structured residual approach, each residual must be designed to be
sensitive to a subset of faults. In a‘Sructured residual set’ each residual in the
set of residuals has a required sensitivity to specific faults whilst insensitivity to
others (Gertler, 1991), so that individual faults can easily be isolated. To

generate a structured set of residuals:

(). The first step is to specify the sensitivity and insensitivity
relationship between residuals and faults.

(i1). The second step isto design a set of residual generators, based on
the relationships specified in step one.

There are various kinds of structured residuals. The ‘Dedicated Residual Set’ is
a set of residuals where each one is sensitive to only one fault [inspired by the
Dedicated Observer Scheme proposed by Clark (1978)]. The ‘Generalized
Residual Set’ is aset of residuals, with each residual sensitive to all but one fault
[based on the Generalized Observer Scheme by Frank, (1990)].

Directional residual approach

Another approach for fault isolation is to design a directional residual vector,
which liesin afixed and fault-specified direction in the residual space (Chen and
Patton, 1999). The generated residua vector is compared with known fault
signature directions. However, for reliable fault isolation, each fault signature
has to be uniquely related to one fault (See more details in Section 2.7 of Chen
and Patton, 1999).

2.3.4 Residual generation methodologies

It is clear that the generation of residual signals is the main issue in model-based FDI.

There are avariety of methods available for residua generation both for continuous and

discrete system models. This Section outlines the commonly used model-based residual

generation techniques. If robust residual generation is achieved then the residud

evaluation is easily achievable, e.g. through the use of any well-developed statistical

31



approaches of ‘Generalised Likelihood Ratio’ (GLR) testing (Willsky and Jones, 1974;
Tanaka and Mdiller, 1993; Peng et al., 1997) and the ‘Sequentia Probability Ratio’
(SPR) test (Willsky, 1976; Basseville, 1988), can be utilised.

However, it is well known that model-reality mismatches always exist in practice.

Disturbances as well as model uncertainty are inevitable in real application problems,

which imply the need for robustness in the FDI design. Consider the following FDI

approaches:

Parameter estimation approach

In this approach, the parameters of the model of the system are estimated using
the input-output measurements of the system (Isermann, 1984, 2006). The main
idea is that by detecting a change in the system parameters residuals can be
generated. These residuals can then be used to detect and isolate faults. The
main drawback of this approach is that the model parameters should have a
physical meaning and they should correspond to the actual physical parameters
of the system (FDI is straightforward if thisistrue). If this condition is not true it
is difficult to distinguish fault effects on the residual from causal effects of
parametric variation, uncertainty or other time-varying system properties (e.g.
changing disturbance or even system structure changes). As a result, the fault
isolation task becomes difficult. Moreover, if the model structure is nonlinear in
its parameters, non-linear modelling methods or non-linear feedback structures
should be applied and these may cause serious difficultiesin the case of complex
(difficult to model) systems. Robust parameter estimation techniques may be
applied to account for system-model mismatch. However, Patton et al (2000)
pointed out that the detection of faults in sensors and actuators is possible but
complicated using the parameter estimation.

Parity relation approach

Parity relations (equations) can be used in a systematic approach, based on
analytical redundancy, to design structured residuals for fault isolation. The
basic idea of this approach is to provide a check of consistency of the
measurements. However, this approach is more suitable for linear systems as
discussed in more detail in (Chen and Patton, 1999). Patton and Chen showed
that the parity equation approach has a strict mathematical equivalence with the
observer —based approach, under certain conditions (Patton and Chen, 1991).
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e Observer approach

The observer approach to FDI can be used to generate residuas via the
difference between the estimated actua system outputs. The main advantage of
this approach over the parity equation approach is more suitable for tolerating
some degree of nonlinearity and uncertainty. For this reason the observer
approach is given more attention in the literature (Patton and Chen, 1997). The
observer-based approach, particularly the unknown input observer or UIO, is
described in Section 2.3.5 and applied to a distributed and interconnected system
examplein Section 7.3.

Clark et al. (1975) first applied the Luenberger observer to the problem of fault
detection. The main concept of observer-based FDI is that the estimates of certain
measured or unmeasured signals can be obtained via a state estimator in either
Luenberger observer or Kalman filter forms. The estimates of measured signals can then
be compared with the origina signals to generate the residuals. Another focus on
observer-based FDI arises from the popularity of using state space models and the wide
applicability of observers (especially for linear systems) in control. A brief history of
observer-based FDI can be found in Patton (1994), Patton and Chen (1997) and Chen
and Patton, (1999). The problem of model mismatch is usually addressed by using the
concept of “the unknown input”. Using the observer-based approach the residuals are
generated as the difference between the estimated and the actual output. Consider a state
observer (see Figure 2-8) for the system described by Eq. (2-7) .

uw System y(t)

; X .
—>» C > Y(t)
B [ i 4 [
A j¢

____________________________________________________

Figure 2-8. State observer for FDI (from Chen and Patton, 1999)

The observer shown in Figure (2-10) can be described by the following equations:
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K(t) = AX(t) + Bu(t) + Le(t)

y(t) = CX(t) (2-17)

e(t) = y(t) - CX(t)
where L e R™" is a designed observer gain, X(t) is the estimated state, y(t) is the
estimated output and e(t) is the output estimation error. The state estimation error can
be expressed as: e, (t) = x(t) — X(t) , thus:

&, (t) = AIX(t) — x(t)] - Le(t)
= Ae,(t) - LCe,(t) (2-18)
=(A-LC)e(t)

Applying this observer to the system in Eq. (2-7) with actuator, component and

sensor faults, and the output estimation error e(t) can be expressed as.

e(t) = y(t) - y(t)

= Ce, (t)+ F, f (t) (2-19)
The state estimation error can be written as:
e (t) = Ax(t) + Bu(t) + F, f (t) — AX(t) — Bu(t) — Le(t)
= (A= LC)e, (t) + F, f (t) — LF, f (1) (2-20)
Theresidual can then be generated as:
r(t) =W, e(t) (2-21)

The matrices W, e RP" can be designed to generate residuals with desired
characteristics e.g. time response and directional property, e.g. using eigenstructure
assignment (Patton and Chen, 1991b; Patton and Chen, 2000) or via multi-objective
optimisation (Chen, Patton and Liu, 1996; Liu and Patton, 1996).

2.3.5 Theunknown input observer (UIO)

The Unknown Input Observer (UIO) has been known in the control literature since 1975
(Wang, Davison and Dorato, 1975). However, the concept was introduced to FDI
applications to achieve robust FDI by Watanabe and Himmelblau (1982). Since that
work many studies have proposed a wide range of robust FDI design tools (Patton,
Frank and Clark, 1989; Frank and Ding, 1997; Chen and Patton, 1999; Patton et al.,
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2000; Ding, 2007). The UIO can tolerate some extent of model uncertainty and hence
increase the degree of fault diagnosis reliability. The UIO can be represented by the
linear time-invariant state space model [the following continuous-time deterministic
description has been adopted from (Chen and Patton, 1999; Patton et al., 2000)]:

x(t) = Ax(t) + Bu(t) + Ed(t)

y(t) = Cx(t) (2-22)

where d(t) e R? is the unknown input or disturbance and E e R™9 is disturbance

distribution direction. Consider the UIO shown in (Figure 2-9). The effect of unknown
disturbance d(t) isde-coupled using:

Zo )= I:uio z(t) + Tuio Bu(t) + Kuio y(t)

R(t) = Zyo (1) + Hoo (1) (2-23)

where z,,(t) is the state of the observer, F,,, T,o, Ky, @d H, are the matrices to
be designed to achieve disturbance decoupling and X(t) is the estimated state vector
(Chen and Patton, 1999).

Unknown input
1 dw

Input »  System

Optimal Disturbance De-coupling Obser ver

Figure 2-9: The Unknown Input Observer [ Chen and Patton, 1999]

The state estimation error e, (t) = x(t) — X(t) can be described by the following equation
(Chen and Patton, 1999):
&, (t) = (A— H;,CA- Ko C)e, (t) + [Flo — (A= HioCA— K, ClZ (t)
+[Kdo = (A= HisCA— K§oC)H o 1y(t) +[Tyo — (I —H;,C)]Bu(t)  (2-24)
+(H;,C—1)Ed(t)
where:

35



Kuio=Kl +K& (2-25)

uio uio

Along with the UIO observer design the decoupling of the effects of the unknown input
signals acting on the estimation error system dynamics is achieved if the following
conditions are satisfied:

(Hi,C-1E =0

Tuio: I_HuioC (2 26)
I:uio = A- HuioCA_ K&iOC
Klﬁo = I:uioHuio

The matrix K1 contains free design parameters that should be chosen to stabilise the

uio
observer dynamics matrix F;, (e.g. the design can be achieved using multivariable pole

placement). The choice of matrix K.  is not unique due to the multivariable degrees

of design freedom. The remaining design freedom could, in principle be used e.g. to
structure the design of the residual equation. The gain matrix K2, is used to de-couple

the unknown input signal in the observer feedback. Once the unknown input distribution

matrix E is known, then the matrix H ,, is determined from Eq. (2-26). Note that

forE = 0, the observer design isidentical to that of the standard Luenberger Observer
with K, = KL, andwith KZ, = 0.
Hence, the state estimation error e, (t) becomes:

éx(t)= I:uioex(t) (2-27)

It can be seen that the state estimate e, (t) will approach zero asymptotically, i.e.
X(t) — x(t) if al eigenvalues of the matrix F, are stable. The necessary and sufficient
conditions of UIO are given by: (Chen and Patton, 1999)
) rank(CE) = rank(E)
This means that the number of disturbances to de-couple cannot be greater
than the number of measurements.
(i) (C, A) isadetectable pair
where A = A—-E(CE)'CA and (CE)" =[(CE)" CE] }(CE)" denotes the

pseudo-inverse of (CE).
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If the condition (i) holds true the first relation in Eq. (2-26) is solvable and
H., = E(CE)" is a special solution for the matrix H,. If there are no unknown
inputs in the systemi.e. E=0,T,, =1, and H,, =0, the UIO becomes a simple full-

order Identity Observer.

2.3.6 Robust FDI scheme based on UIO

The system in Eq. (2-22) with the presence of sensor and actuator faults can be

described as:
X(t) = Ax(t) + Bu(t) + Ed(t) + Bf ,(t)

y(t) = Cx(t) + f4(t) (2-28)

where f, e R™and f, e RPare sensor and actuator faults respectively. When state

estimation is available, the UIO residual signal can be generated as:

r(t) = y(t) - CX(t)

= (1 - CHyo ) Y(O) — C2yo 1) (2-29)

When this UIO is applied to the system of Eq. (2-28), the state estimation and
residual signal become:

&, (1) = (A - Kio)e, () + T o B (1) — Ko o (1) — Hoo f5 (1) (2-30)
r(t) = Ce, (t) + f () (2-31)

It should be noted that in the above equation that the disturbance effects are de-coupled.

To detect actuator faults, it is necessary that T,;,B# 0. A fault in the i™ actuator will

affect the residual if we make, T, b =0 where b isthe i™ column of input matrix B .

However, the sensor faults have adirect effect on the residual .

To achieve fault isolation, a structured residual set can be used, as mentioned in Section
2.3.3.

For sensor fault isolation the Generalized Observer Scheme (Chen and Patton, 1999) is

as shown in Figure 2-10. Each Observer;, j =1, 2,..., p, isdriven by al inputs and all

outputs except the j™ output. Hence, the fault appearing on the j™ sensor will have no

effect on Observer;. In this scheme it is assumed that al actuators are fault-free.
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Figure 2-10: Sensor fault isolation scheme using UIO
(Chen and Patton, 1999)

The system can be described by (Chen and Patton, 1999):

X(t) = Ax(t) + Bu(t) + Ed(t)
yl(t)=CIx(t)+ fJ (1)
y; (1) =cIx(t) + fg(t)

(2-32)

where ¢; e ®*"is j" row of matrix C, C' e R is ™ row deleted from

matrixC, y;is i component of y(t) and y’ (t) e RPtisthe component deleted from

the vector y(t) . A set of m UIOs can be constructed as:
2o (1) = FuloZio (1) + ToBU®) + Koy (1) for j=12....p
and a set of residuals can be generated as.
r'(©)=(1-CHjo)y (- C'zjo ()
The parameter vectors must satisfy the following:

(Hl,C'-NE =0

uio
Tu{.o =1 _Hdiocj
Fu{o = A- HujionA_ Kl:JLijon

F,is designed to have stable eigenval ues and:

2f _pli j
Kuio - I:uioHuio
I — ki 2j
Kuio - Kuio + Kuio
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If the above conditions hold true, each residual risdriven by al inputs and all outputs

but the j" output, and it isinsensitiveto | sensor fauilt.
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Figure2-11: Actuator fault isolation scheme using UIO
[Chen and Patton, 1999]

For actuator fault isolation, the Generalized Observer Scheme (Chen and Patton, 1999)

isas shown in (Figure 2-11).
As shown in the Figure 2-11, each Observer;, i =1, 2,..., m, isdriven by al outputs and

all theinputs but the i™ input. All sensors are supposed to be fault-free and the system
can be represented by the following equations:

X(t) = Ax(t)+ B'u' + B'f} +b[u + f, ()] + Ed(t)
= Ax(t)+B'u' +B'f + E'd'(t) (2-38)
y(t) = Cx(t)
where i=12,...,m, u and f,(t) and arethe i"™ components of control input u and
actuator faults, respectively. u' e R™? is obtained from control input u by deleting

the i" component of u,, and B' € R™™? is obtained by deleting the i" column of B

and taking b e R" asthe i"column of B.

The disturbance terms can be written as;
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. : d(t
E'=[E b], dl(t){u.(t):i-(t)} (2-39)

For the above system, a set of m unknown input observers can be constructed as:
2. ) =F. . Z @O+T. BU{)+K, yt) for i=12..m (2-40)
and residual's can be generated as:
r' (1) = (1 = CH o) y(1) - Czy10 (1) (2-41)
The parameter vectors must satisfy the following:

(H.,,C-DE'" =0
Tuiio = I_HLiJiOC (2'42)
Fl. = A-H! CA-K! C

uio uio uio

The matrix F., isdesigned to have stable eigenval ues and:

KL?iiO = I:uiioHLio (2-43)
KLiJiO = Kl:!lji0+KLﬁiO (2'44)

If the above conditions hold true, each residual r' isdriven by all outputs and al inputs
but the i™ input, and it is insensitive to i™ actuator fault. Other fault information e.g.

frequency response data may be used to isolate such faults (Bogh, 1995).

Many good research studies have been done on residual based FDI using different
methods for various applications. In particular, Chen and Patton (1999) provide a
discussion on model-based residual FDI schemes, covering all aspects including basic
principles and robustness issues. Note that in the residual generation problem, afault is
detected and its location identified, but there is no further information on the fault (e.g.
its magnitude, fault type or characteristics, or the fault severity in the system).

2.4 Residual Generation Approachesto Fault Estimation

Figure 2-12 seeks to illustrate an idea from Blanke et al (2003) showing that the

residual signal r(t) can be processed further to develop an estimator of the fault f (t).
Blanke et al (2003) refer to this operation as “residual evaluation” but the term Residual

Post-Processor is preferred here as the term residual evaluation is usually reserved for
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the decision-making process applied to detect that a fault has occurred (i.e. using a

constant or variable threshold evaluation function).
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Figure 2-12: The structure of fault estimation (adapted from Blanke et al, 2003)

In theideal casei.e. when the residual generator model is a perfect replica of the system
dynamics, and when there are no exogenous disturbances acting on the system of Figure
2-12, [i.e. d(t) = 0] the generalized residual is expressed as[see Eq. (2-12)]:

r(s) =[H,(8)+H ()G, (s)]u(s) + H ()G () T (9)
0" (2-45)
~ Hy(8)G ()T (9)

A “post-processing” operation may be applied to Eq. (2-45) to generate an estimate

of f (t), corresponding to the ideal case.

The non-ideal case, when the term[H,,(s) + H,(s)G,(s)] # O, corresponds to the fact
that the residua r(s) is aso a function of a control-induced uncertainty
[Hy(9)A,(9G,(9)Ju(s) = 0 term  and an  exogenous disturbance term
[H,(5)A4(S)G4(9)]d(s) = O, where d(s) = Ld(t)}and L{}denotes the Laplace
Transform of the continuous-time signal {.} as follows (modified from Section 8.3.4 in
Chen and Patton, 1999):

r(s)=Hy(s)Gy(s)d(s) + Hy(s)G; (s) f (9)

+Hy(5)Aq(8)Gy (5)d(s) + Hy () A ()G (5) T (9) (2-46)
+H,()A, ()G, (s)u(s)
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Following the above, the fault estimation problem then becomes one of de-convolution

to remove from r(s) the effects of: (a) the control signal-induced uncertainty and (b)
the exogenous disturbancesd(s). These effects act together on the state estimation

errore, (s) .

This is, in principle, a starting point for generating a robust estimate f(t) of f(t).
Chen and Patton (1999) provide a detailed discussion of the significance of this
potential approach in their Chapter 8 which is a development of using the residua
generation of FDI.

2.5 Overview of Fault Estimation in Reconfigurable FTC

FDI approaches have an intrinsic capability to detect the presence or occurrence of fault
(i.e. select one among two hypotheses of “normal system” or “faulty operation”) and to
distinguish the faulty component (i.e. select one among severa hypotheses). This
facilitates the development of the concept of reconfiguration in FTC e.g. to turn off the
faulty component(s), and turn on some redundant non-faulty ones, so that the system
can continue with acceptable operation. However, in some cases, fault accommodation
mechanisms (based on fault estimation) are necessary, i.e. the control function is
adapted based on the FDI in order to recover acceptable control of the system subject to
bounded faults (Patton 1997, Blanke et al. 2000, Staroswiecki and Gehin 2000; Blanke
et al, 2003).

When fault estimation is used, it is important to consider the FDD rather than the FDI
problem (see definitions in Section 1.2) since the FDD problem includes fault
estimation as a sub-task. However, it is still interesting to bear in mind the approach to
fault estimation based on residual generation as described in Section 2.4.

Research on ‘reconfigurable FTC systems' has increased progressively since the initial
research on restructurable control and self-repairing flight control systems of the early
1980s (Chandler, 1984; Eterno et al., 1985; Montoya, 1983). Reconfigurable FTC has
attracted more and more attention in both industry and academic communities due to
increased demands for safety, high system performance, productivity and operating
efficiency in a wider engineering application, not limited to traditional safety-critical
systems.
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25.1 Linear Parameter Varying (L PV) approaches to fault estimation

and control reconfiguration

In recent years, LPV modelling methods have become popular in the FDI and FTC
community, especialy for applications related to vehicle and aerospace control (Bokor
and Balas, 2004).This approach is very valuable whenever nonlinear plants can be
modelled as LPV systems with on-line measurable state-dependent parameters. The
resulting system is known as “quasi-LPV” because the time-varying parameters are not
exogenous independent variables but depend on the state space system see (Packard and
Kantner, 1992; Rugh, 1991; Shamma and Athans, 1992); and surveys (Rugh and
Shamma 2000; Leith and Leithead, 2000) for more details.

The first solution to the FDI design problem based on LPV systems was given in
(Bokor, Szabé and Stikkel, 2002) and (Bokor and Balas, 2004). Recently, FDI and FTC
for LPV systems have attracted many investigators (Bokor and Balas, 2004; Henry and
Zolghadri, 2004; Casavola et al., 20053, 2005ab, 2007; Weng et al., 2008; Zolghadri et
al ., 2008; Issury and Henry, 2009; Henry et al., 2009; Cieslak et al., 2009).

Casavola et al (2007, 2008) in their work on LPV filter-design methods for FDI showed
that the fault detection filter of Beard (1971) is essentially an H_ Luenberger observer

synthesized by minimizing frequency conditions that ensure guaranteed levels of
disturbance rejection and fault detection. They used the bounded real lemma (BRL) of
Apkarian (1995) and the Separation Principle to formulate the fault detection filter

problem as a convex LM obtimization problem.

In another research direction, time-delay problems have received attention for more than
two decades. It is well known that time delays are sometimes present in systems due to
measurement or state variable transport delays, computational delays, or transmission
lags, etc. Although the stability and control analysis of such systems has been
investigated extensively in the control literature, there have also been severa important
studies on the application of robust FDI methods to systems with time-delay (Wu and
Grigoriadis, 2001; Zhang P et al., 2002; Zhong et al., 2003, 2005; Mahmoud, 2004,
Mohammadpour and Grigoriadis, 2006; Sun et al., 2007). Recent work by Weng et al
(2008) considers the robust fault detection of LPV time-delay systems where the time-

delay is unknown but with bounded variation rates. An LPV residual generator is
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generated in terms of LMIs which can be obtained via efficient interior-point

algorithms.

Returning to the active FTC problem posed in terms of sensor faults, the availability of
a fault reconstruction signal means that if the sensor faults can be
estimated/reconstructed, thisinformation can be used directly to correct the sensor faults
before they are used by the controller. The system can be tolerant to sensor faults
without the need for controller reconfiguration or restructure. The severity of an
actuator fault (actuator effectiveness) can be estimated, which is beneficial for controller
reconfiguration (Zhang and Jiang, 1999 and 2002; Wu et al., 2000). This is one step
further than the use of the residua-generation based FDI, but is applicable only to
specific types of reconfigurable/FTC controllers. Some FTC controllers such as the
methods proposed in (Wu et al., 2000; Zhang and Jiang, 1999, 2002) require estimates
of the actuator efficiency to alow the FTC controller to tolerate the faults/failures.
Rodrigues et al., (2005) proposed the design of an active FTC and polytopic UIO for
system represented by a multi-model representation in which a polytopic UIO is
synthesized for providing actuator fault estimation, and this estimation isused inaFTC
strategy which schedule some predefined state feedback gains. The design of a static
output feedback is later synthesized and developed through LMIs (Rodrigures et al.,
2007).

Weng, Patton and Cui (2007) proposed an active FTC scheme based on a gain-

scheduled form of H_ design under the assumption that the effects of faults on the

system can be of affine parameter dependence. They developed a reconfigurable robust

H_ controller using this approach and demonstrated the concepts on an interesting

component fault in the double inverted pendulum. The controller is a function of the
“fault effect factors’ (as defined in Chen et al 1999 and Chen and Patton 2001). The
fault effect factors are estimated on-line from the FDI residual vector. The effectiveness
of the proposed method is demonstrated through the nonlinear double inverted
pendulum system with a fault in the motor tachometer loop (Weng, Patton and Cui,
2007).

Later, a joint design of robust controller and fault estimator for LPV systems is
presented which relates to earlier work by Jacobson and Nett (1991) [see also discussion
in Section 2.3]. An LPV controller is aso developed to generate both control signals
and fault estimates. The proposed method is illustrated through an uncertain system
with actuator faults (Weng, Patton and Cui, 2008).
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25.2 Sliding mode approaches to fault estimation and control

reconfiguration

Based on dliding mode theory there have been some interesting threads of development
on the use of SMO designs for reconfigurable FTC systems. The first sliding mode
observer designs used typical residual-based FDI ideas (Sreedhar et al., 1993; Yang and
Saif, 1995; Hermans and Zarrop, 1996). The idea is to ensure that the sliding motion is
broken when faults/failures occur in the system and a residual is generated containing

information about the fault.

Edwards et al (1998, 2000) provided an alternative way of using variable structure and
sliding mode theory to eliminate some of the restrictions in the design methods of fault
estimation that found in the literature. Their work considered the application of a specid
SMO to the problem of FDI. Edwards and Spurgeon (1998) proposed the so-called
equivalent output injection concept to reconstruct fault signals. However, in their early
work they did not include and anaysis of modelling uncertainty. The effects of
uncertainty were taken account in Tan and Edwards (2003) and Jiang et al. (2004)
demonstrating good capability for reconstructing/identifying faults. Not only do these
design approaches have the ability to detect and isolate the source of the fault they also
provide further information about the fault which can be used especially for controller

reconfiguration.

The fault detection and identification based dliding mode approaches are developed later
and severa studies by Y an, Edwards and Spurgeon in the field of interconnected large-
scale system are published [see the references therein e.g. Yan et al., 2003, 2004, 2006,
and 2008]. Furthermore, the interesting papers in the field of fault tolerant flight control
can be found in work by Alwi and Edwards (2005, 2006, and 2007) and Alwi et al
(2009).

2.5.3 Alternative approaches to fault estimation and control

reconfiguration

Although extensive individual research studies on FTC have been carried out,
systematic concepts, design methods, and even terminology are ill not yet
standardized. During the last decade efforts have been made to unify some terminology
(Isermann and Ballé, 1997; Blanke et al., 2000, 2001, 2003, 2006; Staroswiecki and
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Gehin, 2001; Isermann, 2006; Mahmoud et al., 2003; Simani et al., 2003). However, in
some cases further confusion has been caused by even introducing redundant
terminology!

For historical reasons and problem complexity, most research studies on FDD and
reconfigurable control have been carried out as two separate entities. These two
subjects are investigated mostly by separate fields or groups of researchers. More
specificaly, most of the FDI/FDD techniques are developed as a diagnostic or
monitoring tool, rather than as an integral part of FTC. As a result, some existing FDD

methods may not satisfy the requirement for controller reconfiguration.

On the other hand, most of the research on reconfigurable control is carried out
assuming the availability of a perfect FDD. Little attention has been paid to the anaysis
and design with the overall system structure and interaction between FDD and
reconfigurable control. For example, from the viewpoint of reconfigurable controls
design (Zhang, 2003, 2006); “ ... (a) What are the needs and requirements for FDD? (b)
What information can be provided by the existing FDD techniques for overall FTC
designs? (c) How to analyze systematically the interaction between FDD and
reconfigurable controls? (d) How to design the FDD and reconfigurable controlsin an

integrated manner for on-line and real-time applications? ...”

Many other challenging issues concerning the integration of FDD and reconfigurable
control still remain open for further research and development and some of these are

considered in later chapters of thisthesis.

2.6 Conclusion

This Chapter summarises briefly the types of faults and failures acting on actuators and
sensors and its importance to FTC and FDI and reviews the model-based FDI
approaches that rely on the concept of analytical redundancy. The main advantage of
analytical redundancy based FDI as compared with the use of hardware redundancy is
that extra hardware components are not required. However, there is always a model-
reality mismatch between the process and the assumed model of the system dynamics.
The Chapter aso reviews the robust FDI methods that can be achieved using
disturbance-decoupling techniques. The Chapter outlines the main issues of FDI based
on analytical redundancy are the sensitivity of the FDI algorithm to model uncertainties

and exogenous disturbance and the resulting robustness problem.
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The Chapter focuses on the UIO as a specia form of traditional state observer for FDI,
applicable to uncertain systems. The treatment of this subject is useful in Chapter 7
which deals with the problem of FTC for nonlinear distributed systems.

The Chapter ends by outlining different methods of FTC and the mechanisms of
achieving fault tolerance, ranging from robust control to control signal redistribution.

The existing approaches to FDD and reconfigurable control are outlined.

47



Chapter 3.
Fault Estimation and Compensation
based on Augmented State Approach

3.1 Introduction

With reference to the classification of FTC systems given in Figure 1-5 of Chapter 1,
this Chapter is concerned with the active approach to FTC, involving fault estimation,
fault compensation and adaptive control. The work of this Chapter only considers
actuator faults since if the sensor fault can be estimated, this information can be used
directly to correct the fault from sensor measurements before using by the controller.
This avoids reconfiguring or restructuring the controller to be tolerant to sensor faults.

As stated in Chapter 2, there have been a number of studies on FTC based on fault
estimation methods [see Wang and Daey, 1996; Wang et al., 1997; Wu et al., 2000;
Zhang and Jiang, 1999 and 2002; Rodrigues et al., 2005, 2007]. Some of these studies
deal with tolerance to sensor faults and others deal with the FTC problem for actuator

faults (Jiang and Staroswiecki, 2002; Zhang, Jiang and Cocquempot, 2002).

Of these studies, the most relevant to the work of this thesis and which fit to the scheme
of Figure 1-6 is that of Wang and Daley (1996, 1997). Wang et al (1997) proposed an
FDD agorithm where an observer is constructed to diagnose the faults via the

augmented error technique from Model Reference Adaptive Control (MRAC) in which
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an observation error model is set up and used to compute the gains required in the fault
estimation for actuator and sensor faults. The Wang et al (1997) approach has severd
weaknesses. The method requires a priori knowledge of the norms of the unknown
inputs representing model uncertainties and/or the statistics of the process noise of the
system, which are used to achieve stable fault estimation. Furthermore, the diagnostic
strategy depends strongly on some a priori knowledge of spectra components of the
unknown inputs in the frequency domain (Wang et al., 1997). Itisunrealistic to need to
depend on this information for real applications.

With this background in mind, the main contribution of this Chapter isto investigate the
properties of an augmented state observer (ASO) approach for fault estimation in
adaptive control for FTC, providing tolerance to actuator faults. The FTC controller is
included within the structure of an augmented state system incorporating a full order
state observer in which the actuator faults are estimated via additional state variables.

The observer system for each case forms a part of the controller-compensator structure.

A useful topic outlined in Section 3.5 is the concept of the robustness of the ASO to
modelling uncertainty. It is found that the adaptive mechanism compensates not only for
the fault effect acting on the estimation error but also compensates for any unknown
input signals. The consequence is that if the unknown input signals are decoupled from
the ASO estimation error, the fault estimation will be improved but the control system s
still affected by the uncertainty. It is demonstrated via the tutorial in Section 3.5 that a
robust baseline controller is necessary for the FTC system to remain robust to
uncertainty. It is also shown that by decoupling the uncertainty via the UIO approach,
the fault estimates are very much improved but the sensitivity of the control loop to the
modelling uncertainty still remains. Methods to achieve this robustness are not

considered further for the ASO approach described in this Chapter.

It is important to note that the FTC schemes proposed in this Chapter are adaptive
systems as the on-line fault estimates are updated continuously and the estimates are
used to compensate the faults acting within the control channels. The compensation is
achieved within the observer estimation error system with the consequence that the
control signal has a time-varying component, the adaptive part of the control. This
adaptive system cancels or reduces bounded uncertainty effects due to either faults or
unknown input signals (or both together, for more discussion of this see Section 3.5)
acting on the observer state estimation error. The use of on-line compensation means
that the fault isolation task of FDI is not strictly required, although this function can be
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useful. The possible value of including the full FDI function is discussed in the
concluding statement of this Chapter. In this work the ideal residua generation
problem of FDI, as described in Chapter 2, is replaced by fault estimation. In this
Chapter the use of the residual generation process is obviated and attention is turned
directly to the use of fault estimation embedded within the adaptive control scheme, to

achieve good fault-tolerance.

There is no loss of generality in considering the process to be nonlinear. The
procedures that are developed in this Chapter have the property of tolerance to faults.
However, modelling uncertainties, for example as a consequence of applying the
schemes to a nonlinear process will also be considered as “faults’ in the adaptive
process. Hence, both fault(s) and modelling uncertainties (unknown inputs) are
estimated and compensated using an augmented state space structure with additional
states corresponding to estimates of both faults and uncertainties. This property is
discussed in Sections 3.4 and 3.5 using linear and nonlinear inverted pendulum

example.

3.2 Augmented State Observer (ASO)

This approach is motivated by the work on estimation of unknown input directions for
robust observer-based FDI by Chen and Patton (1999). In their work Chen and Patton
used an augmented state observer to estimate the unknown input directions in a UIO
observer description for robust unknown input de-coupling in FDI, based on both state
observer and Kalman filter descriptions (Chen and Patton, 1996). The original ideawas
to estimate the unknown input direction parameters. Later Patton et al (2008a, 2009)
extended this idea to the problem of fault(s) estimation to enhance the discrimination of
some faults against other faults for the purpose of robust fault isolation applied to robust
FDI of the Mars Express satellite system.

The work described below constitutes an original development of the use of an extended
observer for unknown input estimation within the framework of an adaptive control
scheme for fault compensation, the ASO. The approach has wide application to fault
compensation, athough this study focuses on the friction compensation control

problem.
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Hence, in this work the ASO forms an intrinsic part of an estimator-controller
compensation mechanism which is quite different from the earlier studies based on
Chen and Patton (1996, 1999). The details involved in the development of the ASO
approach to actuator fault estimation are given prior to developing the mathematical
description and stability of the complete ASO FTC compensator in Section 3.3.

The ideas of the ASO for fault estimation are now developed, based on the starting
concept of actuator faults applied within alinear system.

Consider a state space representation of a linear system with actuator faults (Chen and
Patton, 1999):

X(t) = AX(t) + Bu(t) + F, f,(t)

y(t) = Cx(t) (3-1)

where: x(t) e R" isthe state vector, y(t) e R the output observation vector, u(t) e R™
the input control vector and F,is the fault distribution matrix. (A, B) is a controllable

pair with appropriate dimensions. Likewise (C, A) isan observable pair.

A full-order state observer for the system of Eq. (3 - 1), driven by the outputs y(t) can

be designed with the following structure:

X(t)

AX(t) + BK, X(t) + L, [ y(t) — Cx(t)]

. . (3-2)
(A+ BK,)X(t) + L,CIx(t) — X(1)]

mxn

where: K, e R™" isthe feedback gain matrix obtained by alinear multivariable pole-

placement state feedback design and L, € R™P are the observer gains to be designed

[see Proposition 3.1 and Theorem 3.1].
Defining the state estimation error as e (t) = x(t) — X(t) so that:

e () = (A-LC)e, (t) + F, f, () (3-3)
This error state system is corrupted by the fault term F_ f_(t) .

In this new contribution, the goal of a compensating observer-controller mechanism is

to compensate for the term F, f,(t). An idea solution would be to combine the state

feedback controller for the system of Eq. (3-1) with the state observer using a
“actuator fault accommodating” controller of the form:
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u(t) = Kx)’z(t) + Kafa(t) (3-4)
Uy U,

where K, € R™™ isthe actuator fault compensation gain to be designed.

The control signal u(t) is sought to stabilise the fault-corrupted system EQ. (3-1)
around the system equilibrium in the presence of unwanted actuator fault signals, where

u,(t) is the control of the nominal system (fault-free case), and u,(t) is the

compensating control to be added to compensate for the actuator fault f,(t) effect on

the closed-loop system. The signas X(t) and fa are state and actuator fault

estimations, respectively.

3.3 ASO Strategy for Actuator Fault Estimation

The fault compensating observer-controller for the system of Eq. (3-1) can be
achieved by replacing u(t) in Eq. (3-1) with Eq. (3-4). Hence, the new state
estimate feedback closed-loop system becomes:

X(t) = AXx(t) + B[K, X(t) + K, f(t)] +F, f, (1)
= AX(t) + B[ux(t) + ua(t)] + Fa fa(t) ( 3-5 )
— AX(t) + Bu, (t) + Bu, (t) + F, f. (t

In order to compensate the actuator fault in Eq. (3- 1), the control u, (t) must satisfy:
Bu,(t) + F,f.(t) = 0 (3-6)
The solution of EQ. ( 3 - 6) can be obtained by:

u,(t) ~ —B*F, f,(t)
—

< (3-7)

where B™ is the pseudo-inverse of the matrix B. However, since f,(t) is an actuator

fault, it is of interest here to letF, = B [i.e K, = B"B]. This assumption is retained

throughout this Chapter.

It is hypothesized here that a suitable estimator fa (t) for the actuator fault f,(t) can now

be determined from the integral of the observer estimation error e, (t) asfollows:
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f,0) = Ly[y(t)—CK(t)] (3-8)

where: L, e R™P are the observer gains to be designed [see Proposition 3.1 and

Theorem 3.1].

The adaptive compensation control signal is calculated from Eq. (3-4) based on the
estimates % and f, and hence the solution must now be posed in terms of an

Augmented Sate Observer (ASO) as follows:

Proposition 3.1
Following the new closed-loop system in Eg. (3-5) and the observer in Eq. (3-2),

here the new error state e, (t) = x(t) — X(t) inEq. (3-3) can bewritten as:

X(®) = X(t) = AIX(®) = XO] - L) - 901+ BK, f, (1) + Fa fa ()

. (3-9)
éx (t) = (A_ Lxc)ex (t) + BKa fa(t) + Fa fa(t)

In order to estimate the magnitude of the fault it is necessary to combine the two

estimators of Egs.(3-9) and ( 3- 8) into one augmented system structure as follows:
e (t A-LC BK, | e(t F
O ATLE BRSO P (3-10)
fa(t) L.C 0 | fa(t) 0

Eq. (3-10) can be re-arranged as:

e®] |[A BK,] [ Ly e ()] [F,
{fa(t)} [0 0 }[—LJ[%;] {fa(t)}{o}a(t) (3-11)
e(t) A Lo g(t) Fo

Eq. (3-11) can be written in compact notation as:
6(t) = (A — LoCo)B(t) + Fofalt) (3-12)

Since the actuator faults f,(t) are bounded, one can aways find a positive

number B such that 8 > | f, (t)] .

Let ¢ = R" be abounded set, and then the following definition can be made.

Definition 3.1
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The solution of €(t)to the uncertainty system Eq. (3-12) is said to be ultimately
bounded with respect to the set of ¢ if:

e On any finite interval the solution remains bounded, i.e. if [€(ty)|<6 then
[E(t)[ < d(5) forany telty, t,]

e In finite time the solution €(t) enters the bounded set ¢ and remains there for

all subsequent time.
The set ¢ isusualy an acceptably small neighborhood of the origin and the concept is
often termed practical stability (Edwards and Spurgeon, 1998).

Theorem 3.1
Consider the closed-loop system described by Egs. (3-2) and (3-12) and assume
that the pair (A, B) is controllable and the pair (C,, A,) is observable. If the observer

gains L, in (3-12) are chosen such that there exists a S.P.D. matrix P e R(MP)X(M+P)
satisfying:

P(Ay — LoCo) + (Ap — LCo) " P = -, B (3-13)

where a,q, >0 and B >|f,| then &(t) will be contained in a bounded region around
the equilibrium independent of e, (0), X(0) and f,(0). Furthermore, if the controller
gains K, are chosen such that the matrix A+ BK, is Hurwitz then X(t) will also be
contained in a bounded region around the equilibrium independent of e, (0), X(0)
and f, (0) , meaning that the closed-loop system Egs. (3-2) and (3-12) ispractically
stable.

Proof of Theorem 3.1

Consider a candidate Lyapunov function V =&' P& with its time derivative along
trajectories of Eq. (3-12) as:

V=8"P(A,—LC,)E+€ (A, —LC,)" PE+28"PF,f,
=& [P(A,—LCy) + (A, —LC,)" P&+ 28" PF,f, (3-14)

—a, Pl

Substitution of Eq. (3-13) and 8 > || f, | into Eq. (3-14) resultsin:



V < —fot B[ + 25|87 PR, | (3-15)
< —Blaqw| &+ 2|87 PR |)

Using the Cauchy-Schwarz inequality (Steele, 2004):

|87 PRy | = &7 PR)Fy P& <A (PR, P)[E| (3-16)

where 4, (-) denotesthe largest eigenvalue of the matrix defined in ().

Define:

2
5 =—=\ A (PFoFJ P) (3-17)

aso

Then from Eqs (3-16) and (3-17) it follows that:

V < =Bty | 8] + 28| A (PFFg P) | €|

~ 2 a
< Pt | B[+ b= (PR P) 5]

aso

(3-18)

<Pt ||é‘||£||é‘||—ai\//lmax(PFoFoT p)j

aso
<—Baw|E](|E]-6)
Define a region Dy :{é’:||'é||<6}. Following Eq. (3-18) it can be concluded
that V <0 VE ¢ D; . Therefore, there exists a time t,>0 such tha
e(t)e Dg, Vt>t, independent of e, (0), X(0) and f,(0), hence proving thefirst part

of Theorem 3.1. In other words, € is ultimately bounded with respect to D; .

Since the matrix A+ BK, is Hurwitz, the subsystem Eq. (3-2) is a stable linear
system subject to inputs e, (t) that are bounded by Dy around the origin. Therefore,
X(t) will also be bounded around the origin and hence the last part of Theorem 3.1 is

proven. |

Note that the controllability and observability conditions guarantee the existence of the

controller gain K, and observer gains L, satisfying the conditions in Theorem 3.1.
The magnitude of the steady state errors are defined by the regionDy, which can be

decreased by enlarging the design parameter o, asshownin Eq. (3-17).
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Theorem 3.1 is also applicable for linear systems subject to unknown but bounded input

disturbances/faults, i.e. it provides a bound for the input disturbances/faults.

3.4 Combine On-Line Fault Estimation and Compensation

Section 3.3 derives the condition for stability for the ASO used for actuator fault
estimation in terms of a bound on the fault signal, in terms of the observer gain
matrix L, of Eq. (3-12). This has been obtained from the use of Theorem 3.1 and its

proof. It isnecessary now to consider the problem of joint fault and state estimation.

Consider againthe Eqs (3-2) and (3 -8), these must be combined into one system
as follows: [i.e on-line actuator fault estimation and compensation can be implemented

as the closed-loop system depicted in Figure 3-1].

xt) | [A+BK, of %) ] [L, )
BRI N R

[(A+BK, —L,C) O] X(t) L,
- L,C O{f }{ }y(t)
~ Fa a(t) La
- - (3-19)
_||A+BK, O L, | X(t) L,
1o oHale 9l fol e
i S i o
Eq. (3-19) can be re-written in simplified as:
X=(A —LC)X+Ly (3-20)

The solution of Eq. (3-20) provides an estimate fa(t) of the fault magnitude f, (t),
which is the last component of the augmented state vector X(t), and a new control law

asdescribed in EQ. (3-4) isadded to the nominal system in order to remove or reduce
the actuator fault effects on the system [see Figure 3-1]
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Eq.(3-1)

f.—>
r_ei___’!—b System >y

u(t) L j_’ 7 % =E}+X _

........

[ U R J

Figure 3-1: The ASO fault estimation and compensation scheme

Figure 3-1 shows the concept of the on-line observer-based adaptive controller strategy
for on-line estimation and compensation in which the matrix parameters:
A,C,, K,, K, and L aredetermined and the stability of both the observer and control

elements of this adaptive system as derived in Section 3.3.

3.4.1 Friction compensation case study

The control of systems that involve friction in the movement of mechanical components
presents interesting challenges (Armstrong-Hélouvry et al., 1994; Olsson et al, 1998;
Armstrong and Chen, 2008). The tendency in recent years has been to go down a road
of more and more detailed modelling of the friction phenomenain order to evoke an on-
line friction compensation procedure, thereby attempting to cancel out the effect of the
friction in the feedback loop (Bona and Indri, 2005).

This is a natural development of the modelling requirements in robust and nonlinear
control and estimation. Despite severa important studies, the friction modelling
problem remains a very difficult challenge, mainly because of the uncertain dynamic
characteristics involved and that friction characteristics change over time due to, for
example wear, temperature and humidity (Bona and Indri, 2005). From a control point
of view, friction compensation strategies that require a detailed model of the friction
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characteristics have limitations arising from non-smooth nonlinearity and the fact that
friction modelling remains an imprecise subject, thereby resulting in a robustness
problem. The new contributions are summarised as:

(1) Thefriction forces acting in a mechanical system can be viewed as “ specific
type of fault signals’, facilitating the use of methods of fault estimation
arising from FDI theory (Chen and Patton, 1999), thereby obviating
completely the use of complex friction modelling.

(2) Estimates of friction forces can be used within an FTC structure to provide
on-line friction compensation. The friction estimates provide important

robustness indicators for the friction compensator design.

(3) FTC schemes for friction compensation can be devel oped which are adaptive

in the sense of depending on bounded estimates of the friction forces.

These requirements are satisfied when the friction force itself is considered as a specific
type of fault. The friction force may be tolerable in the feedback system, alowing
acceptable performance. However, if the system performance is degraded to a
significant extent, exhibiting limit cycle oscillation, action needs to be taken either to
remove the “faulty” component (e.g. replaceit or giving lubricated bearing) or to invoke
an automatic fault-tolerant strategy in the control system. It is reasonable to consider
the friction force as a fault as the friction in a mechanical system is an unwanted
phenomenon in the majority of real systems (Patton et al., 2008b).

According to Eqg. (3- 1) when the system subject to friction forces acting in up to m
of the input channels independently. For example, if this approach is extended to a
multiple-joint actuated robot system, more than one friction signal would then be
estimated and compensated so that for this general case:

X(t) = AX(t) + Bu(t) — fic (V)]

3-21
y(t) = Cx(t) ( :

where: f .. =[fs..,..., f.]"T represents the friction forces acting on the system.

Hence, the nonlinear friction force that reduces the effective force for a given control
input can be represented as an actuator fault. The proposed friction compensation

methods do not require a model of the nonlinear friction forces f ;. (t). The methods

only require that the friction forces should be bounded, which is a valid assumption
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since the nonlinear friction force is bounded by its static friction level (Armstrong-
Hélouvry et al., 1994; Olsson et al, 1998).

3.4.2 Inverted pendulum example

To illustrate the above discussion a tutorial example of the inverted pendulum with a
cart is used here as friction compensation problem in the absence of friction model (see
Figure 3-2). The cart is linked by a transmission belt which is used to drive the wheel
via a DC motor to rotate the pendulum into vertical position in the vertical plane by
force control u(t) on the cart. The nonlinear equations of motion including friction on
the cart are:

(M +m)%, +F, X, +m(@,cosd, —02sin6,) =u(t) - fc(X,),

" . _ . (3-22)
JO, +F0, —ml gsing, + mlx, cosd, =0

where: x,,6,, are the cart position and the pendulum angle, respectively. The system

parameters are given in Table 3-1.

y
A
u(t) — M
Q 1 <>/4— ffric(t)
0! f > X
: Xp (1) R
Figure 3-2: Inverted pendulum system
Constants M m J I F, F g

Values 3.2 0.535 0.062 0.365 6.2 0.009 9.807
Units Kg Kg | Kg*m? m Kg's | Kgrm® | m/s

Table 3-1: Theinverted pendulum parameters
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For simulation purposes the friction force acting on the cart is described by the
discontinuous Sribeck friction model (Putraet al, 2004):

{-3 if %,<0
fric =9(X)sign(x,), where sign(x,) e [-11 if %, =0 (3-23)
{ if %x,>0

g(x,) = F, +(Fs - Fc)exp(—|>‘<p|/vs)5s is the Stribeck friction function withF, and F
are the Coulomb and Static friction levels, respectively and vg, 6 > 0 are the Stribeck

velocity and shaping parameters, respectively. In the friction simulation, the following

parameter values are used:

F.=5N, v, = 015ms’ and 5, =1.22
A linearization of the left hand side of EQ. (3-22) has been made around the
equilibrium point: X, = ép =0, =0. These results in the system triple corresponding

to single input u(t) and measurements y(t) € R>. The three measurements (cart

position, pendulum angular position and cart velocity) replicate the measurements of the

|aboratory system.
0 0 1 0 0
1 000
0 0 0 1 0
A= ,B= ,C=/0 1 0 0},
0 -1.9333 -1.9872 0.0091 0.3205 0010
0 369771 6.2589 -0.1738 —1.0095

It should be noted that in this study, it is assumed that only the position measurement of
the cart (X,,) and the angle of the pendulum (6,) are available for the feedback loop,

1000
i.e. C :{0100}' The state feedback controller gain K, is designed by placing the

closed-loop pole at: -4.2,-4.4, -4.6 and -4.8, and given by:

K, =[184.10 365.71123.66 63.86]

The friction compensation gain is set to K, =1, which is appropriate for this example if

F, =B and(B'B)'B"F, = 1[seeEq.(3-7)].

It can be verified that the pair (C,, A,) asinEq. (3-12) isobservable:
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[ 0.0000 0.0000 1.0000 0.0000 0.0000 |
0.0000 0.0000 0.0000 1.0000 0.0000

A, =| 0.0000 -1.9333 -1.9872 0.0091 -0.3205
0.0000 36.9771 6.2589 -0.1738  1.0095

| 0.0000 0.0000 0.0000 0.0000 0.0000 |

| 1.0000 0.0000 0.0000 0.0000 0.0000
° | 0.0000 1.0000 0.0000 0.0000 0.0000

The observer gains L, which correspond to eigenvalues of (A, — L,C,) placed a -12,
-16, -13, -15 and -14 [satisfying condition Eq. (3-13)], are given by:

[ 28.8285 -3.5192

- 2.6301 39.0105
Lo =| 216.3432 -92.7549
-67.1367 513.3875
1-1705.2120  2119.5169

Simulation results for given initia values: x(0)=col(1.1 —-1.1 0 O0)are shown in

Figure 3-3 and Figure 3-4.

E I I I I I I I
05— Fommmm e Fommmmn R [ I IR IR
U) I I I I I I I
Q OE 1 1 1 1 1 1 1
£ | | | | | | |
S o5 | | | | | | |
0 10 20 30 40 50 60 70 80
. Time [s]
e]
S8 05 |
- It | | | | | | |
U) i I I I I I I I
o o% ‘ ‘ !
o | | | | | | |
E 05 -
=}
3 4 : : : : : : :
8 0 10 20 30 40 50 60 70 80
Time [s]

Figure 3-3: Nonlinear inverted pendulum system output responses

(without friction force)
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Cart POS. [m]

Pendulum POS. [rad]

Time [s]

Figure 3-4: Nonlinear inverted pendulum system output responses
(with friction force Fs= 2.50 N)

Figure 3-5 shows the friction force and its estimate with the static friction level

F,=125N and with low estimation errors. Figure 3-6 demonstrates the on-line

friction force estimation and compensation described in Section 3.4. It can be seen that
before t = 40s (i.e the compensator is switched ‘OFF’) the inverted pendulum system
exhibits limit cycle oscillation around the vertical equilibrium point (the origin). Thisis
because the cart, which is affected by the friction, exhibits stick-dlip (see Definition 3.1)
motion of dynamic friction. However, after t = 40s, the limit cycle oscillation is
reduced to a very small neighbourhood around the equilibrium point as described in
Theorem 3.1. In this case the amplitude of the pendulum angle is less than 5mrad and
the amplitude of the cart stick-slip motion islessthan 2.5 mm. The limit cycle arises as
a conseguence of the friction phenomena and static and kinetic friction forces that tax or
oppose the control force friction force, causing sudden change in position motion of the
cart and pendulum. The control signal (force) on the cart increases to overcome the
stick-dlip and static friction force, causing a sudden jerk of the cart in one direction. As
the cart moves beyond the reference position the feedback error changes sign causing
the cart bearing to stick once again, the force from the control builds up causing a
sudden jerk in the opposite direction. The process repeats giving a stable limit cycle

oscillation.

Definition 3.1: Stick-dlip phenomenon

Patek, 2001 defined a stick-slip motion as ‘... Sick-dlip (or "dlip-stick") refers to the
phenomenon of a spontaneous jerking motion that can occur while two objects are
dliding over each other. Stick-dlip is caused by the surfaces alternating between sticking
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to each other and dliding over each other, with a corresponding change in the force of
friction. Typically, the static friction coefficient between two surfaces is larger than the
kinetic friction coefficient. If an applied force is large enough to overcome the static
friction, then the reduction of the friction to the kinetic friction can cause a sudden jump

in the vel ocity of the movement ...’

> | { : | !
= i i i i Friction .
@ ! ! ! ! Estimate
e | | | |
s i | | |
S | | | | |
o | | | | |
= I I I I I
L | | | | |

I I I I I
-5 | | | | |
50 55 60 65 70 75 80

Friction Compensatio
nError [N]
o
I
|
I

50 55 60 65 70 75 80

Figure 3-5: Comparison of the friction force ( f;.) and its estimate ( f ;)

(with Fs = 1.25 N)

Compensator OFF Compensator ON
0.1
£ 0.05
g o
8 005
-0.1
0.1 ' | | |
3 ‘ | | |
3 SRYRVEVIVEVIVEY R R
o Off~r I B L ! ML WWW’V—A"V
: oA o]
= | | | 1 | | |
2 005 n o R S T S . .
o | | | ! | | |
0.1 | | | 1 | | |
0 10 20 30 40 50 60 70 80
Time [s]

Figure 3-6: ASO simulation results (with Fs = 1.25 N) for friction compensation
activated at timet = 40s.

63



Friction Compensation

Friction Forces [N]

Error [N]

Friction ffric

— Estimate

Figure 3-7: Comparison of thefriction force ( f;.) and its estimate ( f ;)

Cart Pos. [m]

Pendulum Pos. [rad]

0.1
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-0.05

-0.1
0

0.1
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o

-0.05

-0.1
0
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,,U g ‘
M ‘M

| T
I I
I I
I I
******* = - - -t
I I
I I
| |
I I

10 20

Figure 3-8: ASO simulation results (with Fs =

80

2.50 N) for friction compensation

activated at timet = 40s.

Figure 3-7 and Figure 3-8 show the case when the static friction level is increased

toF, =250 N, the simulation results show that friction force estimation and

compensation are still working very well with the increase of static friction magnitude.
As discussed in Section 3.3 as long as the friction force is bounded the friction
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estimation and compensation will work well. Thisleads to adaptive control in the sense

of fault estimation and compensation in nonlinear system as an active FTC property.

Section 3.5 investigates the robustness of the ASO method based on the notion that
modeling uncertainty and friction fault effects can compete in the compensation
mechanism, since they may act at the same point in the system. The accuracy of the
fault estimation can aso be affected by the presence of modeling uncertainty or
additional disturbance. The most obvious way to illustrate the robustness and FTC
aspects of the ASO isto apply the ASO to alinear system with added nonlinear Stribeck
friction. The separate and combined effects of the friction and modeling uncertainty are
thus applied through the model example to illustrate the difference between the FTC
action and the effect of modeling uncertainty and need for improved robustness of the

controller.

3.5 Actuator Fault Estimation with Disturbance Decoupling

The aim here is to investigate the issue of designing fault estimation systems that are
robust in the sense of decoupling the unknown input in the models. The main
contribution is to incorporate the concept of unknown input decoupling described by
Chen and Patton (1999) for diagnostic observers and outlined in Section 2.3.6, to
achieve robustness in FDI. This is different from the work of Wang et al (1997), in
which the norm of the unknown input vector is not required in the design of the
proposed diagnostic algorithm. That is, the observation error, which is used to construct
the diagnostic algorithm, does not depend on the effect of the unknown input.

Consider the system with actuator faults in Eg. (3-1) with the presence of an

unknown input term Ed(t) :

%(t) = AX(t) + Bu(t) + F, f,(t) + Ed(t)

y(t) = Cx() (3-24)

where: E e R™9 isafull rank constant matrix, d(t) € R? is the unknown input signal

vector representing model uncertainties or/and input noise acting in the state space

system. It is assumed that the pair (C, A) is observable and that the output vector

y(t) € RPis output controllable from the unknown input Ed(t) [a control system is

said to be (completely) output controllable if the output vector can be driven to the
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origin in finite time and if the output is not everywhere zero-valued after application of
the control input (MacFarlance and Karcanias, 1976; Katsuhiko O, 1997)]

A necessary condition for decoupling the wunknown input d(t) is
that rank(CE) =g, (q< p), and it is assumed thatrank(CE) = rank(E) (Chen and
Patton, 1999).

From Eqs (3-24), y(t) isobtained as:

y(t) = CAx(t) + CBu(t) + CF, f,(t) + CEd(t) (3-25)

And the Moore-Penrose generalised inverse matrix (CE)" can be obtained as (see

discussion in Chen and Patton, 1999):
(CE)* = [(CE)" (CE)] *(CE)", e ®Pd (3-26)

Thus, using Eq. (3-25) the unknown input signal d(t) (assumed continuous) can be

estimated by the following:
d(t) = (CE)"[y(t) — CAX(t) — CBu(t) - CF, f (t)] (3-27)

Substituting Eqg. (3-27) into Eqg. (3-24), the state equation which is independent of

the unknown input term Ed(t) is derived as:

%(t) = [I,, - E(CE)* C]AX(t) +[I,, - E(CE)* C]Bu(t)
A B
+[I,, - E(CE)*C]F, f,(t) + E(CE)" y(t) (3-28)
F

AX(t) + Bu(t) + F, f, + E(CE)" y(t)

The following derivation constitutes an original contribution in this research.
In a similar manner to Eqs (3-4)-(3-7), an observer-based adaptive controller is
obtained by:

u(t) = K, %) + K, f, () (3-29)
U, Uy

whereK, e R™ and K, e R™™ are the feedback and actuator fault compensation

gain obtained from the new system triple (,5\, B, Ea). Hence, Eq. (3-28) yields:

X(t) = Ax(t) + BK,X(t) + BK, f,(t) + F, f, + E(CE)* y(t) (3-30)
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Thus, the state estimate X isgiven by the solutionto [seeEq. (3-2) ]:

K(t) = AR(t) + BK, X(t) + L, [ y(t) — CX(t)] + E(CE)* y(t)

RS (3-31)
= (A+BK)X(t) + L[ y(t) - CR(t)] + E(CE) " y(1)
y(t) = CX(t) (3-32)
Now, be defining a new state vector:
Xpew (1) = X(t) = E(CE) " y(t) (3-33)

It can easily be seen that Eq. (3-33) removes the time derivative of the measurement

output vector in Eq.(3-31) and leads to the following:

X (1) = X(t) - E(CE)* ¥(1)

- L (3-34)
= AX(t) + BK, X(t) + L, [ y(t) - CX(t)]

Re-forming Eq. (3-34) as.

%, (1) = AX(t) + Bu, (t) + L, y(t) - L, CX(t)
+ ALE(CE)*]y(t) - ALE(CE)*]y(t)
+L,C[E(CE)"]y(t) - L,C[E(CE)"] y(t)
Alx(t) - ECE)* y)]- Lc[x) - E(CE)* y(v)]
+ Bu, (t) + L, y(t) + AE(CE)"]y(t)
- L,C[E(CE)"]y(t) (3-395)
AX 1 (1) = LeCt e (1) + BUy (8) + L, y(8) + ALE(CE) ] (1)
- L,C[E(CE) ] y(t)
= At (1) = LCxt e (1) + Buy (1) + [(A— LC)E(CE)" + L, ]y(®)

= |A— LXC|9(W (t)+ Bu, (t) + [(A— L,C)E(CE)" + Lny(t)
A, Eo

Eq. (3-35) can now be rewritten as:
Rnew ®) = Ao X, (1) + BUL (1) +E o¥(1) (3-36)

From this it follows that the state estimation without involving the time derivative of the

measurement output y(t) isnow given by:
R(t) = 2, (1) + E(CE) " y(1) (3-37)

and
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fa® = Laly(® —CX()] (3-38)
where L, e R™P and L, € R™P arethelinear observer gains to be designed.

The system in Eq. (3-30) with the observer in Eqg. (3-31), and the estimate fa(t) in

Eq. (3-38) can be arranged in the following closed-loop system:

X() — X(t) = AIX() — XO] - L[y() — 9] + BK, f, (1) + F, fa(0)
&(t) = (A-L,C)e (1) + BK, f, (1) + F, f, (1)

e&t)] [A-LC BK,[e®] [F,
{fam}‘{ LC o L(t)Ho}a“) (3-40)

where g, (t) = x(t) — X(t) isthe state estimation error, and e, (t) = y(t) — y(t) given by:

(3-39)

e, (t) = Ce,(t) (3-41)

Egs. (3-39) and (3-41) show that the unknown input disturbance term Ed(t) does
not affect the output error, i.e. the fault estimation given in Eq. (3-38) isrobust against

unknown disturbances.

Re-arranging Eq. (3-40) as:

ex (t) _ ;\ éRa B LX ex (t) I’:"a
[fa(t)} {0 0 } {LJ%@ {fa(t)}{o}a(t) (3-42)
¢ U A L 5 R

Eq. (3-42) can bere-written in the form:

8(t)= (A~ LeCo)&(1) + Fofa () (3-43)
This means that the compensation gain IZa must design such that the pair (A, - L,Cp)
is observable. Again, since the actuator faults represented by the elements of ( f,) are

bounded, one can aways find a positive number g such that B >|f,| [see aso

Proposition 3.1 and Theorem 3.1].

68



3.5.1 Tutorial exampleof linear inverted pendulum system with

friction

According to Eq. (3-24), when the system is subject to friction forces acting in up to
m of the input channels independently together with the presence of an unknown input

term Ed(t) can bere-written as:

X(t) = AX(t) + Blu(t) — i (] + Ed(D)

3-44
y(®) = Cx(®) ( :

Consider as a smple tutoria example the linearised pendulum system
withE = col(0.5,1, 1.5, 2) (chosen arbitrarily) and d(t) is a zero-mean random noise
signa with normal distribution and with variance 0.05. The parameters of the friction

model used to generate fg,.(t)and the matrices (A,B,C) of the linearised pendulum
model (corresponding to the vertical equilibrium) are given in Section 3.4.1 .
For the purpose of this tutorial, in contrast to the nonlinear system simulation results as

given in Section 3.4, here the ASO is applied to the linear system. Eg. (3-24) isused
to investigate the trade-off and comparison of the fault compensation designs with and

without robustness to uncertainty. The uncertainty here is defined to arise from the

term Ed(t) only and the friction signal f.(t) isconsidered only as afault signal.

The solution for the observer gain L, in Eqg. (3-43) is used to investigate the
combined effect of the friction f;.(t) and unknown input Ed(t) signas, respectively.

The simulation experiments are conducted as follows:

Simulation 1: As described in Section 3.3, consider the case that E is not taken into
account for the design of on-line ASO fault estimation and compensation (i.e. robust

estimation is not considered).

Figure 3-9 shows that before t = 40s without the augmented state f .;_to compensate the

friction force, the inverted pendulum system exhibits limit cycle oscillation around the
vertical equilibrium point (the origin). This is because the cart, which is affected by the

friction, exhibits stick-slip motion.
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Figure 3-9: ASO simulation results (with F, = 2.50N ) for friction compensation

activated at timet = 40s.

Figure 3-9 aso shows that the activation of the friction compensation term after t = 40s.
The limit cycle oscillation is significantly reduced. In this case the amplitude of the
pendulum angle is less than 15mrad and the amplitude of the cart stick-slip motion is

less than 10mm.

These results can be achieved because the friction force is estimated by the ASO
estimator [see Figure 3-10]. Once again as the on-line friction force estimate is updated
continuously and used to compensate the friction force acting within the control channel

using an observer-based adaptive controller inEq. (3-4).

70



Friction f

fric

Friction Forces [N]

Friction Compensation
Error [N]

80

Figure 3-10: Comparison of the friction force ( f ;) and its estimate ( f.)

(with F, = 2.50N)

Simulation 2: As described in Section 3.5, consider the case when the unknown input
distribution E is taken into account for the design of on-line ASO fault estimation and

compensation (i.e. robust estimation is considered).

Again, it can be verified that the pair (C,, A;) asin Eq. (3-43) is observable. The
observer gains L, are designed such that the eigenvalues of (A, — L,C,) are placed at -
-4.5, -85, -55, -6.5and-7.5[satisfying condition Eq. (3-43)], isgiven by:

[ 324478 22.7102
-12.6867  -4.3088

Lo=| 2347925  264.4323
-303.6056  -299.7198

-2403.7797  -3142.3899|

Similar to Figure 3-9, Figure 3-11 with same initid condition vaue,
X(0)=col(1.1 -1.1 0 O0) aso shows that when friction compensation mechanism is
turned ‘ON’ at time t = 40s, the limit cycle oscillation is reduced. In this case the
amplitude of pendulum oscillation is less than 20mrad and the amplitude of the cart

stick-dlip motion is less than 18mm.
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Figure 3-11: ASO simulation results ( F, = 2.50N ) for friction compensation

activated at timet = 40s.
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Figure 3-12: Comparison of thefriction force ( f,;.) and its estimate ( ffric) with

(F, = 2.50N)

Figure 3-12 demonstrates clearly the robust property of the friction force estimation
using the ASO estimator when the unknown input disturbance decoupling described in
Section 3.5 is utilised. Whilst the friction estimation error is very small, the
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compensation performance has been compromised by the inclusion of the unknown

input de-coupling.

Hence, Figure 3-11 shows clearly that after the compensation mechanism is switched
‘ON’ the compensation result is not as good as that in Figure 3-9, even if the friction
estimate in Figure 3-12 is very accurate with a small estimation error when compared
with Figure 3-10.

It is very important to note here that for good FTC performance robust compensation is

essential and robust fault estimation is not the main goal. On the other hand for robust
control the effects of uncertainties must be compensated or minimised within the
feedback control design. Small and bounded fault effects could be considered as
uncertainty signals in this context but not through an FTC analysis (involving control
adaption/fault compensation etc). This aternative robust control subject is essentially

the passive approach to FTC.

When the joint estimation and compensation approach is used asillustrated in the above
tutorial example the robustness problem is then not an issue as the compensation
mechanism seeks to compensate for both bounded fault effects and uncertainties.

If one wereto consider instead an FDI problem for detection and isolation of the friction
fault using residual generation, the robustness of the residua with respect to the
unknown input signal would have to be taken into account. This thesis does not pursue
the FDI problem since the goa of the work of this Chapter is to develop adaptive
strategies for fault compensation, based on fault estimation via a linear observer and

adaptive control. This form of FTC employs adaptive control as the new control law
given by Eg. (3-4) isadirect function of the bounded on-line fault estimate fa(t).

This is in keeping with the standard definition of adaptive control. For example, as
given in the Wikipedia entry on Adaptive Control: ‘...Adaptive control involves
modifying the control law used by a controller to cope with the fact that the parameters
of the system being controlled are slowly time-varying or uncertain. Adaptive control is
different from robust control in the sense that it does not need a priori information
about the bounds on these uncertain or time-varying parameters, robust control
guarantees that if the changes are within given bounds the control law need not be

changed, while adaptive control is precisely concerned with control law changes...’.

See also the definition of adaptive control given by Astrom and Wittenmark (1994):
“...An adaptive controller is a controller that can modify its behavior in response to

changes in the dynamics of the processes and the character of the disturbances. In other
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words, an adaptive controller is a control with adjustable parameters and a mechanism
for adjusting the parametersi.e. an adaptive control system can be thought of as having
two loops. One loop is a nominal feedback control with the process and controller. The
other loop is the parameter adjustment loop. The parameter adjustment loop is often

slower than the nominal loop...’

3.6 Conclusion

This Chapter provides the strategy of fault estimation and compensation via the design
of an augmented state approach, the augmented state observer, in which the new
adaptive compensating control is designed based on the estimation error system. The
idea of tutoria applications of uncertain systems is illustrated through the examples of
friction compensation in an inverted pendulum (without any requirements of a friction
force model). The simulation results show, based on a practical example, that the ASO
has very good potential in fault estimation and compensation, with a simple design.
From a practica standpoint, this method can be implemented well on real-time
application systems, even when there are multiple faults.

Although this Chapter does not deal with systems with multiple faults, in Chapter 7 the
ASO is further developed and applied to systems with multiple faults, focussed on a
distributed system example.

The Chapter has discussed briefly the concepts of control robustness and robust
estimation and robust fault compensation using a linear system example. An example of
on-line friction estimation/compensation is provided, after defining the friction force
acting in a mechatronic system as a fault to be compensated within the control loop.
This is an important example as the work has shown clearly the potential of this
approach to obviate the complexity problem that can arise when model-based friction
compensation methods are used in which detailed models of friction phenomena are
used. As friction phenomena are so difficult to model, these approaches may not yield
better robustness and improved friction compensation, when compared with the ASO
approach. It is clear, due to the adaptive nature of the ASO-based compensation FTC
system that good robustness with respect to the friction model parameters is achieved.
However, it is important to note that if the fault effect is smal, the ASO fault
compensator mechanism may not be necessary or may introduce an unwanted but small

disturbance (residual error). For this case it would be of interest to use a robust FDI
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scheme to detect the presence of afault and isolate its location within a system, prior to

switching on the estimation and compensation scheme.

This Chapter makes a strong case for the use of fault estimation in the problem of active
FTC in which the faults acting on the system being controlled are estimated and
compensated on-line, under well derived stability constraints on the feedback gains.
For friction compensation this stability problem is very well posed since the dynamic
friction forces are always bounded by their static levels and these are well know or can
be well estimated for a give mechatronic system. The friction compensation problem is
a nice example to illustrate the power and potential of this approach. However, it is
now clear that the approach can be generalised to FTC problems in which the faults
have different significance in terms of multi-faults and aso in terms of actuator.

Chapter 7 takes up some of these aspects as an extension to the work of this Chapter.

75



Chapter 4.

Fault Estimation and Compensation
based on Sliding M ode Approach

4.1 Introduction

Variable structure control (VSC) was first developed in the USSR in the 50's as a
control method applicable to uncertain dynamical systems (Zinober, 1990). Sliding
mode control (SMC) is a specia case of a VSC system and has received significant
attention during the last two decades. Survey and tutorial papers, with numerous
references, have been written on SMC by Utkin (1971, 1977, and 1978), Ryan and
Corless (1984), Dorling and Zinober (1986), DeCarlo (1988) and books have been
published by Zinober (1990), Utkin (1992) and Edwards and Spurgeon (1998).

The background material in this Chapter follows closely the presentation in (Edwards
and Spurgeon1998) and Alwi (2008). In SMC, the controller performance depends on a
diding surface design. The state variables in state space are driven to the dliding surface
and are forced to remain there by discontinuous (non-linear) feedback action. Once the
state motion reaches the diding surface (manifold) the motion remains within or near
the manifold in what is effectively a reduced or system with strong insensitivity to
parametric variations occurring in the space outside the sliding manifold. Hence, once

the dliding surface or dliding manifold is reached, the system has a strong robustness
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property to so-called “matched” disturbances. This robustness property of SMC is a
strong motivation for the work described in this Chapter.

The main contribution of this Chapter is to combine, for on-line use in a practica
system, the Sliding Mode Observer (SMO) for fault estimation with the SMC, to
provide an effective and robust active FTC strategy (the detailed discussions describein
Section 4.4). The approach is illustrated using a nonlinear inverted pendulum with
Stribeck friction (Putra et al., 2004). Necessary and sufficient conditions for estimation
(as a matched uncertainty) are taken and modified from Edwards and Spurgeon (1998)
and Alwi (2008).

As described in Chapter 3, the new ideas are two-fold (a) the concept of viewing friction
as a fault-effect, and (b) the combined use of siding mode fault estimation and control.
This work develops and evaluates a powerful approach to on-line FTC for the friction
compensation problem. The estimates of the friction force generated via the SMO
theory of Edwards and Spurgeon are directly used in an adaptive SMC scheme. All the
required mathematical conditions are given, including stability proofs underlying the
SMC and SMO.

4.2 Sliding M ode Control

The objective of this Section is to summarise the SMC concept as described in (Dorling
and Zinober, 1988; Zinober, 1990; Edwards and Spurgeon, 1998) including its basic
properties as a mechanism for achieving good control performance via on-line fault
estimation and compensation or FTC. An analysis and the tutorial example are based on
asimple nonlinear inverted pendulum with cart system to illustrate the concept of SMC.

Generaly, the design approaches for SMC controllers comprise two stages. (i) design
the dliding surface, (ii) the switching control law can be designed so that diding is
attained and maintained on the surface. When perfect dliding occurs, there are two main
advantages of SMC,; there is a reduction in order, and the system has low sensitivity to
some certain disturbances so-called matched uncertainty (Edwards and Spurgeon,
1998).

The SMC system can be viewed as partitioned into two subspaces, the so-called “range
space” and the “null space” (the significance of these terms are explained in Section

4.2.1). The state motion corresponding to the range space dynamics is affected by
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uncertainties and perturbations. On the other hand, once the state motion is driven into
the dliding regime (or null space subsystem) the controlled system remains insensitive
or with low sensitivity to the matched uncertainty and behaves as a “free” system in the
ideal case, following an intersection of eigenvector directions into the equilibrium.
State motion occurring precisely within the sliding manifold has zero sensitivity to the
matched uncertainty, whereas motion close to the switching boundary of the dliding
manifold takes on afinite but small sensitivity to uncertainty [Zinober, 1990].

Hence, the SMC have two feedback control components; (i) a linear component to
stabilise the nominal linear system, and (ii) a nonlinear or discontinuous component.
The linear control component brings about or ensures the reachability of the dliding
regime of the system and the discontinuous controller component is used to cause the
dliding motion (through switching action) and thereby cancel or reduce the effects of
non-linearities and/or uncertainties in the system, as outlined above. Therefore the
SMC is applicable for both non-linear and uncertain systems because of the use of the
discontinuous component to induce dliding motion. These properties are discussed
further in the Section 4.2.3.

4.2.1 Regular form for diding hyperplane design

Consider the following linear time invariant (LTI) system:
X(t) = Ax(t) + Bu(t) (4-1)

where xeR" is the system state vector and ueR™Mare the system inputs, and the
system matrices are Ae R™,Be R™™. The matrix B is assumed to have full rank and

the pair (A, B) iscontrollable.

Let s:R" > R™ be aswitching function represented as:

s(t) = X(t) (4-2)
where: Se R™" isfull rank and so-called the hyperplane, and defined by:

S={xeR": s(x) =0 (4-3)
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In the design procedure for SMC, it is well known that for the controllable system

described in Eqg. (4-1) [with rank(B)=m], there exists an invertible transformation,
T, e R™ defined as:

[ X (t)

This transformation brings the system in Eq. (4-1) into the regular form as follows:
(Edwards and Spurgeon, 1998).

X (1) = A () + AXo (1) (4-5)
X5 (1) = Aoy X (1) + Agp Xy () + Bou(t) (4-6)

where: x(t) e R™™ and x,(t) e R™. B, e R™™ isnon-singular and given by:

T8-|’
r _BZ (4'7)

The purpose of the regular form above is to partition the transformed system into a
suitable structure so that the null space [see Eq. (4 - 5) ] and range space dynamics [see
Eq. (4-6)] can bedesigned.

In the new coordinates the switching functionin Eq.(4 - 2) becomes:
S(t) = Syx (1) + S, %, (1) (4-8)

where: S, e R™™™ and S, e R®™™. The matrices S, and S, are the design parameters

such that det(S,) =0 , and there exists afinite time t that satisfies:
S(t)=0 for all t>t, (4-9)

Therefore, an ideal sliding motion takes place for al t >t,, and during diding, the

motion is given by:

S(t) = Sx (1) + S%,(t) = S[x(t) x,(1)] = 0 (4-10)
Re-arranging Eq.(4-10) yields:
X, (1) = =S, S%4 (1) (4-11)

For smplicity, let M =-S,'S,. Substituting Eq. (4-11) intoEq. (4-5) gives:
% (1) = (Ag — AM)x () (4-12)
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In can be seen that Eq.(4-12) presents the dynamics of the closed-loop system in the
dliding mode, which is equivalent to a classical state feedback problem i.e. the problem
of finding a matrix M [X,(t) =-Mx;(t)] in Eq.(4-11) isequivaent to finding the
gain matrix K in astate feedback problem [i.e. for u(t) = —-Kx(t)]inEq.(4-1).

The stability of the closed-loop system in Eq. (4-12) depends on the n—mreduced
order pair ( A;, A,) and the design matrix M which also based on pair (A, A,) [€0.
the matrix Aj; — A,M is HurwitZ]. It is straightforward to prove that the matrix pair
(A4, A,) is controllable, if and only if the pair (A, B) is controllable (Edwards and
Spurgeon, 1998; Alwi, 2008). Once the matrix M has been obtained, the diding

surface S can aso be calculated as follows:

s=[s;M S)] (4-13)
where S, can be chosen arbitrarily aslong asit isinvertible, in this study, it is designed
assS, =1,.

Three main approaches have appeared in the literature for designing the state feedback
matrix M .

(). Robust pole-placement (Ryan and Corless, 1984)
(i1).  Quadratic minimisation (Utkin and Y oung, 1978), and
(iif).  Eigenstructure assignment (Zinober, 1990)

For this study approach (ii) has been used, and will be discussed in Section 4.2.5.
Approach (iii) is an extension to (i) in which the multivariable design freedom in the
design of M is used more fully to achieve an assignment of the eigenvectors of the
reduced order null space dynamics as well as the assignment of the eigenvalues. The
pole-placement problem is equivalent to only the eigenvalue part of the eigenstructure

assignment problem (Zinober, 1990).

4.2.2 Thereachability problem

Once the surface S is obtained, the next step of the procedure is the design of the
control to ensure that the designed sliding mode is attained. Therefore, the problem of
determining the control structure, which ensure that diding surface is reached and

motion on Sis maintained, is called the ‘reachability problen'.
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In other words, the reachability condition meansthat ‘... the trajectory of the switching
function s(t) must be directed towardsiit...” (Edwards and Spurgeon, 1998). Therefore
need to design in order to satisfy the reachability condition (Utkin, 1977; Zinober,
1990). This can be expressed as: [seefollowing Eqs (4-14) and (4-15)]

s—»ot 50~

or equivaent to
$$<0 (4-15)

Edwards and Spurgeon (1998), propose a strong condition to guarantee that the sliding
surface is reached even in the presence of uncertainty and in finite time. This is given

by:
SS < _nreach|s| (4'16)

where: 1, 1S apositive design scalar and so-called the 1,4, -reachability condition’

4.2.3 Sliding properties under conditions of model uncertainty and

disturbance

When the reachability condition Eq. (4-16) is satisfied the motion of the system
moves to the dliding hyperplane subsystem. In general, the motion will remain within
or close to the hyperplane switching boundary unless the system is disturbed. However,
some disturbances and uncertainty will enable the motion to remain close to the sliding
surface even in the presence of uncertainty. This invariance property of sliding mode
control was first investigated by Drazenovi¢ (1969) for the wider context of variable
structure systems and holds for certain disturbance and parametric variations that lie

within a bounded range and satisfy a given structural property defined in the state space.

This property is well known in the literature as the sliding motion matching condition
and is referred as matched uncertainty. Utkin (1971) dealt with this problem for single
input systems and Utkin (1977, 1978) deals with the multivariable control case. In fact,
as the matching conditions (see below) are sometimes rather restrictive most of the
work in the literature on this subject has been concerned with the problem of
“mismatching”, i.e. solutions for dealing with cases when the matching conditions do
not hold.
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To understand the matching conditions, consider the system in Eq.(4-1) with the
presence of the uncertainty as follows:

%(t) = AX(t) + Bu(t) + DE(t, X) (4-17)

where: £ eR, xR" > RY is unknown function representing an uncertainty or

exogenous disturbance acting on the system. Ac R™", Be R™™ and DeR™I are

known matrices with appropriate dimensions.

Attime tg, if the system states lie on the dliding surface and remain there, that is:
S(t)=0 and $(t)=0 (4-18)

Egs. (4-2),(4-17), and (4-18) can be re-written in terms of the time derivative of

s(t) as:

S(t)

()
S[AX(t) + Bu(t) + DE(t, X)] (4-19)
-0

Thus, the control action for sliding motion can be obtained by:
Ugg (1) =—(SB) '[SAX(t) + SDE(t, X)]  for all t>t, (4-20)
where: Uy, (t) isthe so—called equivalent control.

The equivaent control is basically the control that maintains the sliding motion without
the high frequency (discontinuous component) (Utkin, 1977; El-Ghezawi, Zinober and
Billings, 1983; Dorling and Zibober, 1986; Edwards and Spurgeon, 1998) and is clearly
an idealised concept.

It can be seen that the equivalent control in Eqg.(4-20) depends on the unknown
uncertain signal &£(t,x). However, this uncertainty will still enable the sliding motion
to remain close to the dliding surface [i.e. the sliding motion is insensitiveto &(t,x)], if

the following condition is satisfied (Edwards and Spurgeon, 1998).

Replacing the control input u(t) in Eq. (4-17) with equivalent control action ug (t) in
Eqg.(4-20) gives:

X(t) = AX(t) — B(SB) ™ SAX(t) — B(SB) 1 SDE(t, X) + DE(t, X)

i . (4-21)
=1, - B(SB) S| AX(t) +[ I, — B(SB) "S|DE(t, X)

Define:
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P=1,-B(SB)'S (4-22)
where P, isaprojection operator, thus Eq. (2-19) can be rewritten as:
X(t) = P,AX(t) + P.D&(t, X) (4-23)
There existsamatrix Re R™? suchthat D = BR, if R(D) —cR(B), and it follows that:

*, = 91,-B(SB) S
= S—(SB)(SB)_ls (4-24)

I'm

=0
and
P.B =[l,-B(SB)'S|B
= B-B(B®) (B (4-25)

I'm

=0
In the following the Eq. (4-25), thus Eq. (4-23) can be rewritten as:

X(t) = PLAX(t) + P,DE(t, X)
= P,AX(t) + P,BRE(t, X)

s (4-26)

= PsAX(Y)

It can be seen that during the sliding motion, Eq. (4-26) is not depend on the uncertain
signa &(t,x). This leads to the property that the ideal sliding motion is totally

insensitive to the uncertain function in (4-17) if R(D)<cR(B) (Ryan and Corless,

1984; Dorling and Zinober, 1986; DeCarlo, 1988; Zinober, 1990; Edwards and
Spurgeon, 1998).

Edwards and Spurgeon (1998) state that, *...any uncertainty which can be expressed in
the form of or as in Eq. (4-17) where R(D)cR(B) is described as matched
uncertainty. Any uncertainty which does not lie within the range space of the input

distribution matrix is described as unmatched uncertainty . . .’

If this matching condition is not satisfied the uncertainty does not lie within the range
space of B, i.e. R(D) ¢z R(B) and severa studies have proposed sliding control design

methods that can preserve invariance for sliding under extended conditions (DeCarlo,
1988; Spurgeon, 1991; Spurgeon and Davies, 1993). The property which is probably
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the most important for FTC in terms of handling actuator faults will be outlined in
Section 4.4

4.2.4 Unit vector approach

The control structure for multivariable systems described in this Section is based on that
of Ryan and Corless (1984), which is so-called the ‘unit vector’. Consider a system
which has only matched uncertainty (Edwards and Spurgeon, 1998):

%(t) = AX(t) + But) + f,.(t, X u) (4-27)
where f_(t,x,u): R xR" xR™ — R(B) isunknown but bounded and satisfies:
[t x,0)| < ke )|+ (t, %) (4-28)

where k., is a known positive constant with k., <+/4,.,(B"B) and a() is a known

function.

Without any loss of generdlity, the system in Eq. (4-27) can be transformed into
regular form as follows [see Section 4.2.1]:

X (1) = Ax(B) + ALX, (1) (4-29)
X (1) = Apy Xy (t) + AgyXo (t) + Bou(t) + i (t, x,u) (4-30)

where: f, represent a projection of f, into the subspace R(B), then the following

Euclidean normis preserved and satisfied:
| fnt,x,U)| < Ko U] +ex(t, %) (4-31)
As described in Section 4.2.1, the switching function s(t) can be presented as:

S(t) = S (t) + S % ()

= SM () + S0 (4-32)

where: M e R™™™ and S, e R™™ is designed matrix, a common choice here, isto
let S, = AB,* for anon-singular diagonal design matrix A € R™™, which implies that:

S,B, = A (4-33)
Define a second coordinate transformation by:
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T—[I O} (4-34)
s s

Therefore, the system can be transformed into new partition as follows:

Xy (t) X (t)
=T )
[S(t)} S[Xz(t)} (4-35)
In the following Eq.(4-35), the system in Eq. (4-29) can be re-arranged as:
X0 _ Ar Ay || x() 0 o 1.
L(t)Hﬂm KQZMs(t)HA}UG){sz(t)}fm“’x’“) (4-36)

where: Ay = Ay — ApM, Ay = MA; + Ay —ApM  and A, =MA, + Ay, The
proposed control law consists of two components (Ryan and Coreless, 1984); a linear

component and nonlinear or discontinuous component as follows:
u(t) =y (£) +u, (1) (4-37)

The linear control component is given by:

U (1) = A" S, ApX(t) — (S A S, — D)s()] (4-38)

where: ® € R™™ isany stable design matrix.

The nonlinear component is given by:

__ 1 RSl
un(t) - pc(t’X)A "st(t)” for S(t) ¢0 (4'39)

where: P, e R™™ isa S.P.D matrix satisfying the Lyapunov equation:
PRO+® P, =1, (4-40)

and p.(t,x) isany scalar function, which depends only on the magnitude of uncertainty,
and satisfies:

Sk Uy )] + &, 0) + 7,
(L kB2

pc(t,X) = (4-41)

In other words p.(t,X) must be greater than the magnitude of the uncertainty, and y.

isapositive scalar design parameter.
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Edwards and Spurgeon (1998), working in the original coordinates, show that Eq.
(4-38) can be rewritten as:

u (t) = — A1 (SA- DS)xX(t)

4-42
. ( )

It should be noted here that following the above analysis, the uncertainty is assumed to
be matched. For the case when unmatched uncertainty terms can be included in the
above analysis can be found in Edwards and Spurgeon (1998).

Sections 4.2.1 to 4.2.4 discuss the conditions required to achieve the design of the
control law of Eq. (4-37). In Section 4.2.5, the design of the switching surface, namely
the matrix S in the switching function of Eqg. (4 - 2) isoutlined.

4.2.5 Design of diding surface using quadratic minimization

The section describes a design method for the switching hyperplaneS. In this thesis,
only the quadratic minimisation method is chosen (based on Section 4.2.2 in Edwards
and Spurgeon, 1998). This method was proposed by Utkin and Y oung (1978) using a
modified classical linear quadratic regulator (LQR) problem. In designing the dliding
surface, the control inputs are not considered explicitly. This design problem involves

the minimization of the quadratic cost:
1= [ Qout (4-43)
ts

Subject to Eq. (4-1) where Q is S.P.D and t indicates the start of diding.

First, it is necessary to transform the system in EQ. (4- 1) into regular form (see
Section 4.2.1) using a coordinate transformation z(t) =T, x(t) . Therefore, in regular
form, the matrix Q in Eq. (4-43) can be partitioned as:

(4-44)

TOT = {Qn le}

Q21 Q22
where: Q,, = Q).

In the LQR problem, Eq. (4-43) can be represented in the z(t) coordinate system as:
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J=J= %J‘(ZI (t)Quizy (1) + ZZI ()Quz, (1) + Zg (t)Qxz, (t))dt (4-45)

It can be seen that Eq. (4-45) does not satisfy the standard form of the LQR problem.
To overcome this problem, it is necessary to remove the cross term 2z (1)Qp,z,(t) in

Eqg. (4-45). Utkin and Young (1978) proposed factorizing the last two terms of Eq.
(4-45) yidding:

221 Qo2 +25Quo%s = (2 +Q Q1) Qo (32 + Q2 Quzs) =21 Q1 Qs (4-486)
Using Eq. (4-46), hence Eq. (4-45) can be written as:

o0

3= 2 [ 0010 + ez + Q30" Qunes + Qs ~ Qs

ts

(4-47)
1 T _ -1 -1 T -1 dt
=5 2 (Qu = QuQ2Q21)71 + (22 + Q2Qp21) Qoo (25 + QQ21)
ts 0 Vq Vg
By defining:
Q=Qu-QuQnQn (4-48)
and
Vg =22 + Q5 Q2 (4-49)
Hence, Eq.(4-47) can be written as:
.J—loo(TA T Quov, et (4-50)
ey A Qzy + Vg QxVy
ts
Recall that the transformed dynamical systemin Eq. (4-5) isheregiven by:
21(t) = Ayza () + Az () (4-51)

The z,(t) term in Eqg. (4-51) can be eliminated by using Eq. (4-49), so that the
modified constraint equation in Eq. (4-51) becomes:
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t1(8) = Auza (1) + AlVg — Q2 Q1]
= Apzg () + ApVg — A&zQilezlzl
=[A; - A12(?2721(?21]21 + AV (4-52)
A
= Axy (1) + ApVq ()

where A= Ay - Alegijﬂ. Theoptimal v, (t) minimising Eq. (4-50) isgiven by:

Vg (1) = —Qz APy (1) (4-53)

where P, satisfies:
PA+ATR - PA,QzALR +Q=0 (4-54)
During dlidingi.e. s(t) = O[seeaso Eq. (4-18)] and hence:

2() =-S5, S (4-55)
M

Thesolution for v, inEgs. (4-49) and (4-53) leadsto:

25 + QQpizs = Qo AL Pz (t) (4-56)
or

22 (t) = —Q (AR + Q)2 (1) (4-57)

In the following Eqg. (4-55), the matrix M can be represented by:

M = S,'S, (4-58)
= Qizl(AszF)l+Q21)

Therefore, when the matrix M is obtained, matrix S can aso be determined (see Eq.
(4-13)].

Whilst Section 4.2 outlines the main features and the potential of SMC, Section 4.3
describes the benefits of using the Siding Mode Observer (SMO) for FDI, specifically

for fault estimation.

4.3 Sliding Mode Observer for FDI and Fault Estimation
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The SMO of Edwards and Spurgeon (1998) and Edwards et al (2000) has proved to be a
powerful approach for nonlinear FDI methods. The idea of the SMO isto ‘...design the
observer gains such that the sliding surface is reached and maintained and so that the
error between the plant and the observer states is equal to or converges to zero...’
(Alwi, 2008). Prior to the advent of the Edwards and Spurgeon SMO approach dliding
mode observers have been used earlier for fault detection. For example, Sreedhar et al
(1993) provide a diding mode design procedure in which it is assumed that the states of
the system are available (e.g. which is not practical in many real applications). Further
approaches were developed by Yang et al (1995) and by Hermans and Zarrop (1996).
The common idea was to ensure that the dliding motion is broken or destroyed when
faults/failures occur and aresidua is generated providing information about the fault.

The development of FDI in terms of the estimation/reconstruction of faults using SMO
is provided by Edwards et al. (2000), with the concept of the ‘equivalent output error
injection signal’ to estimate/reconstruct faults. However, uncertainty was not considered
in their early papers. This work was further developed by Tan and Edwards (2002) who
considered the case of sensor faults. The work on robust estimation/reconstruction of
sensor and actuator faults is developed further by Tan and Edwards (2003 and 2006).
The advantage of these methods compared with some well known non-sliding observer
based FDI approaches is that the dliding motion is not broken even in the event of
faults/failures. This Section includes an introduction to a typical SMO and shows how
the SMO can be used for fault estimation as suggested by Edwards and Spurgeon
(1998).

4.3.1 Atypical SMO

This Section introduces briefly one class of SMO which isused in Section 4.4 within an
active FTC system. The SMO structure presented here evolved from the Walcott and
Zak observer (1987 and 1988) and the Utkin observer (1992), and is well known as the
Edwards and Spurgeon SMO (1998), described as follows:

Consider the nominal linear system with a class of uncertainty described by:

(1) = AX(t) + Bu(t) + DE(t, X, U) (4-59)
y(t) = Cx(t) (4-60)
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where: Ae R, Be R™,CeRP",D e R™ with q< p<n, and the matrices B, C
and D are of full rank, the function &: R, xRPp — R, is assumed to be unknown

but bounded so that:

letxw)] < rju®)|+aty) (4-61)

where: a(t,y): R, xR? > RY isaknown function, and r; isaknown scalar.

The general idea of the SMO design is to generate a state estimate X(t) such that the

state error of the system e;"(t) = X(t) — X(t) approaches zero asymptotically even the

presence of the uncertainty.

The diding surface is the hyper plane represented by:

S, = {&" R : Ce" =0} (4-62)

The observer structure of the system in Egs. (4-59) and (4-60) can be written in the
form (Edwards and Spurgeon 1998):

Xt = A+ BUt) - Ge(t) + GV () (4-63)

where G,G,eR™ ae the design linear and nonlinear gain matrices,
eySm (t) = Y(t) — y(t) isthe output estimation error, and v, (t) is a discontinuous switched

component to induce asliding motion on siding surface S, .

Edwards and Spurgeon (1998) state ‘...A sliding mode observer in EQ. (4-61) which
rejects the uncertainty class in Eq. (4-59) exists if and only if the nominal linear

system satisfies...’
e rank(CD)=q
e invariant zerosof (A D, C) are stable.
[Proof of the necessity is given in Proposition 6.2 in Edwards and Spurgeon (1998)]

Edwards and Spurgeon (1998) proposed the design of system which is transformed into

observer canonical form via a transformation matrix T,, so that x+ T x, and the

output distribution matrix becomes:
ct,*=[o 1] (4-64)

Therefore, the new coordinate system can be presented by:
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X (t) = Ay (1) + A y(t) + Byu(t) (4-65)
Y(t) = AxX(t) + Ay Y(t) + Bou(t) + DS(t)

where: x (1) e R"P | y(t) eRPand A, has stable eigenvalues (Edward and
Spurgeon, 1998).

Consider an observer of the form:

%,(1) = Ay (1) + AR 9() + Buu(t) - Apel™(t)

§(t) = A (1) + A §() + Bou(t) — (Ay — A, ) (1) +V, (1) oo
where: A3, is stable design matrix, and v, isdefined as:
sm
ol ot u)||D2||% it (1) % 0 o
otherwise
where: P, isaS.P.D. matrix and satisfies Lyapunov equation as follows:
AL, P+ PAS, = (4-68)
and the scalar function p,(t,y) in Eq. (4-67) ischosen so that:
Poty) = riful®)|+alty)+7, (4-69)

where: y, isapositive scalar.
The system state estimation error e;"(t) = %,(t) - (t) and ej"(t) are associated as
follows:
&N () = Aue (1) (4-70)
&7 (t) = Ayl (1) + Ae]" (1) +V, (1) - Do& (1) (4-71)

In the following Egs.(4-66) to (4-71), the observer gains and the discontinuous

vector v, (t) for the observer structure described in Eq. (4-63) are given by (Edwards
and Spurgeon 1998):

Thelinear gain

G =T," Hhe (4-72)
° ‘/1422 _J,lesz

and the non-linear gain
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0
G, =| D, ||T01L } (4-73)
p

and

PCE" () o~
- po(t, y,u if Ce;” #0
v.(t)= Pty )| &

| chexsm(t)” (4-74)
0 otherwise

4.3.2 The Edwards-Spurgeon observer for fault estimation

The SMO properties of interest that are important for fault reconstruction/estimation
were based on the concept of the equivalent ‘output error injection signals’ proposed in
(Edwards and Spurgeon, 1998; Edwards et al, 2000). Their work forms the basis for the
development of an active approach to FTC based on actuator faults, described in Section
4.4. Consider anominal linear system with faults given by:

%(t) = AX(t) + Bu(t) + Df,,(t) (4-75)

y(t) = Cx(®) + (1) (4-76)

wheree AeR™BeR™MCeRP" DeR™ saisfying q<p<n, and the
matricesB,C and D are full rank. f,(t) and f.(t) are the functions that represent
actuator and sensor faults, respectively. However, it is assumed that only y(t) and u(t)
are measurable, whereas the states of the system are unknown.

Since an observer has been designed using Eq. (4-63), a diding motion can be
obtained, thus estimates of f,(t) and f (t) can be determined from approximating the
equivaent control (Edwards and Spurgeon, 1998; Edwards et al., 2000).

4.3.3 Actuator fault estimation
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Following the work of Edwards and Spurgeon (1998), consider the case when f (t) =0

but f,(t) =0 . Thisimplies that during the sliding motion, the output estimation error

isequal to zeroi.e. )" (t) = 0 and then &J"(t) = 0. Therefore, Eq. (4-71) becomes:

O:J’lele)ff‘(t)—l)2 fo (1) + Voeq () (4-77)

where v, is the equivalent output error injection signal necessary to maintain sliding.

From Eq. (4-70) it follows that: ejf‘(t) — 0 and hence that:

Voeq (t) =D, 4 (1) (4-78)

As Vyq(t) is a discontinuous signal, an appropriate approximation must be used in

order to recover the equivalent output injection. The discontinuous component in Eq.
(4-67) isnow replaced by a continuous approximation:

B Pzeygn(t)
Voo (t) - p0||D2" ||Pzeysm(t)|| oy, (4 -7 9)

where o, isasmall positive scalar.

It is important to note that the equivalent feedback can be approximated, to any degree
of accuracy, which depends on the choice of o, (Edwards and Spurgeon 1998). Since

rank(D,) = q it follows from Eq. (4-78) that:

Rey O 4-80
P O] + o (4-80)

fo(t) = = po|D,|(D; D,) D3

From Eq. (4-80), it can be seen that the f,(t) term can be computed online, and

depends only on the output estimation error ef,m(t). ‘...Therefore, f,(t) can be

approximated to any degree of accuracy...” (Edwards and Spurgeon, 1998).

4.3.4 Sensor fault estimation
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Edwards and Spurgeon (1998) and Edwards et al, (2000) also consider the case when
f,(t) =0 but f(t) # 0. Since the output of the system is represented by Eq. (4-76), it
follows that:

& (t) = Ces™(t) - (1) (4-81)

The state estimation error in the observer as described in Section 4.3.1, is now given by:
& (1) = Ape'(t) + A, T4 (1) (4-82)
&7 (1) = Aneg (1) + ALy (1)~ (1) + A fo (1) + v, 1) (4-83)
It can be seen that the functions f, and fs appear as output disturbances, and thus the
nonlinear gain p,(t, y,u) in Eq. (4-74) must be chosen sufficiently large in order to
maintain the dliding and overcome the disturbance effect (Edwards and Spurgeon,

1998). As discussed in Section 4.3.3, during sliding e;"(t) =0 and then &J"(t) =0,
provided that a sliding motion in Eq. (4-83) can be obtained by:

0 = ﬂzﬁi?(t)— f.s,(t)JrJ’lezfs(t)JrVoeq(t) (4-84)

If it now be assumed that the sliding motion dynamics are fast éfln(t) ~ 0, then Eq.
(4-82) can be rewritten as:

M) ~ ~AFALf (4-85)

For a dowly-varying fault i.e. fs(t)zO, the dynamics of the dliding motion are
sufficiently fast, so that by replacing exsf‘(t) in Eq. (4-84) with Eq. (4-85) gives:
ﬂZl[ﬂ111ﬂ12 fs (t)] - JIZ[ZZ 1ts (t)

(An A Ay — Az) (1) (4-86)
~ (A = Ap Al App) f5 (1)

Q

Voeq (1)

Q

Q

As described in Section 4.3.3, the equivalent control signal v, can be calculated

approximately from Eq. (4-79). If (A, - A, AL A,) is non-singular, then the

sensor fault signal can be obtained from:

fst) ~ —(Ay- ﬂzlﬂfllﬂn)flvw ® (4-87)
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Edwards and Spurgeon (1998) and Edwards et al (2000) suggest that ‘...even if
(A, - Ay AL AL,) singular, it may still be possible to estimate some of the sensor

faults depending on the structure of the rank-deficiency...’

However, this method was later improved for robust application in the presence of
model uncertainty by Tan and Edwards (2003) using an LMI formulation. From
Sections 4.2 and 4.3, it is clear that there are some inherent benefits of SMC and SMO
for FTC. Section 4.4 highlights some of these advantages in terms of FTC via friction

compensation example.

4.4 FTC Approach based on Sliding M ode

As discussed in the Section 4.2, once perfect diding occurs, a reduced-order order
motion is completely insensitive to matched and bounded uncertainty [i.e. any matched
uncertainty does not have an effect on the sliding motion and the system performance].
This makes the SMC a powerful tool for controlling the system with the presence of
uncertainty and has interesting potential for future research in the area (Edwards and
Spurgeon, 1998; Alwi, 2008). The alternative idea used here isto consider actuator fault
signals acting in the system as matched uncertainty terms and thereby use the well-

known matching conditions summarised in Section 4.2.3.
Considering the dynamic system with actuator faults:

X(t) = AX()+B(l —n*)u(t)

= AX(t) + Bu(t) + (=B) (7°)u() (4-88)
D &(tux)
= AX(t) + Bu(t) + f,(t,x,u)

Thisisequivaent to Egs. (4-17) and (4-27).
where: n®is the so called fault-effect factor of Chen et al, (1999) and Chen and Patton

(2001), and n? =diag(n;,...,n5), such that 0<n® <1 represents a fault of the

i"actuator i.e. when n? = 0 implies that the actuator operates normally. n2 >0 means

that some degree of fault effect occurs in the actuator. It can be seen that the system

with the presence of an actuator fault in Eq. (4-88) fits very well to the definition for
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matched uncertainty (Jones, 2005; Alwi, 2006, 2007, 2008). Thisistrueas D = B [i.e.
R(D) cR(B)].

As described in Section 4.2.4, the effect of matched uncertainty (considered here as an
actuator fault) can be removed or compensated depending only on the nonlinear

gain p.(t, X). This means the system stability and sliding will always be guaranteed as
long as the magnitude of p.(t, X) is chosen large enough to overcome the matched

uncertainty or fault i.e. it must be greater than the magnitude of the actuator fault [see
Section 4.4.1]. This adaptive property makes the SMC a powerful method for active
FTC (Hess and Wélls, 2003; Alwi, 2006, 2007, 2008). This is one motivation for work
in this Chapter.

For the case when there are modelling uncertainties which are matched, the nonlinear
gain must be large enough to encompass both the actuator fault effect factors and the
uncertainty terms. This scenario is similar to the problem discussed in Section 3.5 for
which the robustness of the fault estimator is not required for achieving fault
compensation (within the context of the adaptive ASO scheme).

The equivaent problem in the sliding mode context is that the SMO does not take into
account the model uncertainty but is assumed to be an estimator of the fault signal(s)
which can be associated with the model uncertainty. Since the fault and uncertainty
terms are assumed to be added, the fault estimation in the presence of modeling
uncertainty will be compromised. The concept that is important is that the SMO
estimation takes into account automatically the combination of both the actuator faults
and matched uncertainty. In fact, the pure quality of the fault estimation is not the major
issue, although the quality of the compensation of this signal is important. Hence, as
stated in Section 3.5 there is a trade-off between estimation and compensation. Since
the goa is to use the SMO and SMC schemes together to achieve good FTC
performance good quality compensation will lead to good active FTC performance.

It is for this reason that the work of Tan and Edwards (2003) on robust estimation via
SMO is not appropriate here. In fact it can be argued, in a similar manner to that shown
(via an example) in Section 3.5, that the robust SMO estimator will not lead to good
compensation performance when combined with an SMC in an adaptive FTC structure.
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4.4.1 Thestability of SMC with the presence of an actuator fault

The Section demonstrates that the two component controller of Eq. (4-37) will still
induce dliding in the presence of actuator faults. As described in Eq. (4-88) the
actuator faults acting in the system can be represented as uncertainty. Recall that the
actuator faults [i.e.B=D] in Eq. (4-88) satisfy the matching condition. Hence, the
problem of the stability of the closed-oop system under the effect of this actuator fault
(i.e. matched uncertainty) becomes one of ensuring that sliding occurs, despite the
presence of actuator faults. This is in fact a modification of the work described by
Edwards and Spurgeon (1998) [Section 3.5 in Chapter 3] for the SMC stahbility
condition in the matched uncertainty case [the unmatched case does not apply in this

work as a consequence of the fault estimation bounds described in Eq. (4-88)].

Substituting the linear and nonlinear control componentsin Eq. (4-37) to (4-39) into

Eq. (4-36) produces the following system:

%(t) = Apx(t) + AL S s(t) (4-89)

P,s(t)

—2A S f(t,X, ]
||st(t)”+52 m(t, X, U) (4-90)

8(t) = @s(t) - o (L, X)

On applying the Lyapunov function V(s) = s' P,s and its time derivative V(s), it can

be verified that:
V(s) = STP25+STP2'
= ((I)S pc(t X) +82fm)TP2
|| 251|
P,s(t) -
+8'Py(Ps— p,(t,X) —2—=+S, ) 4-91
S sl e

= ST (®TP, + P,d)s—2p.(t,x) ——(s"P,P,s) + 2s' P,S, f .
—

P

= —s's-2p.(t,X)|Pd + 25" R,S, f,

where s"P,P,s=|P,g® and ||sT P,S, fm||<||st||||Sz|||| fm” from the Cauchy-Schwarz
inequality:
Vo< —s|* - 200t 0Pd + 2P| | o

' (4-92)
~[sI” - 2P:s(ec 0 [

IN
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By re-arranging p.(t,x) in (4-92) in terms of the uncertainty fm using the definition
of p.(t,X) giveninEq. (4-41). From Eqgs (4-37) and (4-39) and using the triangle

inequality property of norms:

uo] < Ju+]u] (.03
< Ju |+ pett A7
where S,B, = A, then Eq. (4-41) can bewritten as:
Polt VA= knB') = Sk + x(t. )+ 7 (4-94)

Rearranging thisinequality yields:

\%

S| (Ko ]| + 28, X0) + 76 + e, x)ka B;H
[Sal(cr ] + ex(t, ) + 7 + ot Q[ S,A7 (4-95)
IS ]+ P (8 X0 [+ et ) + 7

pe(t, %)

\

\

Using Egs (4-93) and (4-28), theEq. (4-95) can bewritten as:

p(t.X) =[Sy (K| uf +x(t, X)) + 7
fm (4-96)
> |Sy]|fa + 7

Substituting p.(t,x) inEq. (4-96) into Eq. (4-92) yields:

VO < =]s]" - 2P| |l + 70) + APl Fi
< =|sl* - 2rlPs|-APdS:] i + AP Fi (4-97)
< —[sl®-2rlr

This inequality shows that the controller in the form Eq. (4-37) induces ideal dliding
on S in finite time, despite the presence of the actuator fault(s) [the matched

uncertainty in this context]. |

4.5 Friction Compensation Case Study

To illustrate the above discussion a tutorial example of the nonlinear inverted pendulum

simulation with a cart (as described in Section 3.4.2) is used here as a friction
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compensation problem invoking the combined sliding estimator and VSC controller in
on-line FTC system. In Sections 4.2 and 4.3, some ideas and benefits of using sliding
mode schemes for FTC were discussed. In this Section the benefit of using SMC,
especially when handling actuator faults is demonstrated using a redlistic inverted

pendulum model with the development of an online adaptive scheme for the nonlinear

gain p.(t, Xx).

An on-line p.(.) gain is used in the nonlinear component of the control law of Eq.
(4-39). The nonlinear adaptive gain reacts to the occurrence of the friction force
(subject to the bounded magnitude of the online estimate of the friction force f.,.) and
attempts to maintain the sliding motion and nominal tracking performance (i.e. try to

keep the switching function close to zero), however the linear control remains

unchanged.

4.5.1 Friction estimation using SMO

This Section describes the properties of the SMO which can be used for friction
estimation, based on the equivalent output injection concept (Edwards and Spurgeon,
1998). In Edwards et al (2000) the estimation problem (sensor and/or actuator faults)
for the purpose of FDI is considered, whilst in this Chapter the actuator fault estimation
problem is studied specifically as a basis for using the FTC Approach to the Friction
Compensation (Patton et al., 2008b). Note that the isolation problem of FDI is not
relevant as the type of fault and its action on the system is understood a priori.

Assume that an observer with the structure given in Eq. (4-63) has been designed and
that a sliding motion has been established. Thus, the friction force ( f ;) as presented

in Eg. (3-21) can be computed viathe so-called equivalent output injection (see Figure
4-1).
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Figure4-1: SMO and fault estimation
(adapted from Alwi, 2008)

The solution to Eq. (4-80) generates the estimates of the friction force, which are

computed online so that an approximation for f ¢ric (t) can be obtained in real time (see

Figure 4-1).

. B Pel" (t)

fiic = = Po|Do|(D; Do) D — 2 (4-98)

P )]+

Using canonical from of Eq. (4-65) the system Eq. (3-21) becomes:

-10.0000,;__0.0000__ - 67.6603 __31.4960 0.0000

0.0000 | 0.0000 0.0000 ~ 1.0000 0.0000

A=| 10000 | 00000 98548 -3.1496 | B=|0.0000| 3
0.0091 | 0.0000 -1.8437 -20158 0.3205

0.0000 ; 1.0000  0.0000 0.0000

|
C =] 0.0000 | 0.0000  1.0000 0.0000
0.0000 i 0.0000  0.0000 1.0000

The SMO design parameters are given as follows: the design of A; =-10, and
A>, =diag[-115-125-135], withp, =2550, o4, =0.045,D, = col[0,0,0.3205]

and P, = diag[0.0435, 0.0400, 0.0370] (see Section 4.3.3).

The associated gains from the observer representation in Eq. (4-63) are obtained by
the modified scheme proposed in (Edwards et al, 2000) as:
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11.5000 0.0000
0.0000 22.8548
0.0000 -1.8392 11.4842

1.0000
-3.1496

0.0000 158.4500 -35.7133

0.3205 0.0000
0.0000 0.3205
" 10.0000 0.0000
0.0000 3.3189

The transformation matrix T, is:

0.0000 -9.8548
1.0000  0.0000
° | 0.0000 1.0000
0.0000  0.0000

3.1496
0.0000
0.0000
1.0000

0.0000
0.0000
0.3205
-1.0095

1.0000
0.0000
0.0000
0.0000

The nonlinear inverted pendulum system is ssimulated in Matlab/Simulink and the

Stribeck friction force f;. isimplemented asin (Putraet al, 2004).

Friction Forces [N]

T T

Friction ff !
ric

Estinate

Friction compensation
Error [N]

Time [s]

Figure 4-2: Simulation results of: (a) friction force, and its estimate, (b) friction force

estimation error (with F, =0.5N )
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Friction ff !
ric

Friction Forces [N]

Error [N]

Friction compensation

Time [s]

Figure 4-3: Simulation results of: (a) friction force, and its estimate, (b) friction force

estimation error (withFg =1.5N )

Figure 4-2 and Figure 4-3 show a comparison of the simulated friction force f;. with

the simulated friction force estimate  f ic [See (a)]. Note that the estimates lag the

simulated force due to the discontinuity of the friction force during reversed motion.
The lower plot in (b) is the estimation error signal which reflects this discontinuous

behaviour.

The following Section 4.5.2 , the friction force estimate f #ic(t) 1s used to achieve the

FTC by compensating for the uncertain element of the control signal arising from the

friction force.
4.5.2 Friction compensation sliding SMO/SM C system

The friction force estimate arises in the SMO analysis as an equivalent feedback signal
as described in Section 4.5.1 and Figure 4-1 is used as the matched uncertainty in the
SMC design for FTC. The approach describes the SMC as an adaptive control scheme
designed to meet the FTC requirements, based on the friction force estimation. A bound

derived from this estimation is used in the nonlinear component of the SMC.

Figure 4-4 illustrates the mechanism for combining the SMC and SMO/fault estimator
structures together. The link is shown by the shaded box with continuous line edge,
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giving the point at which the friction force estimate signa f #ic(t) enters the SMC

structure from the SMO/estimator in term of 7% "°(t) (so called friction fault-effect
factor) (Chen et al.,1999).

t
| U(t),l &stem | YO
= X(t)

fric
uy (t) —~
— A (SA-DS)«
+
+ +
U (t)'%: N N Y
" 2 R EEE N
H—J :"" fAfric(t)
pc(t) A

From SMO of Figure 4-1

Figure4-4: FTC strategy for friction compensation using SMC and SMO

Re-called Eq. (3-21) asfollows:

X(t) = Ax+ Blu(t) - fgic (1]

— AX+ BU(t) - Bf 1 1) (4-99)

The online estimate of friction force f;.(t) in Eq. (4-99) is obtained from the SMO
(asdiscussed in Section 4.4), and hence Eqg. (4-99) can now be re-written into the term
of 77 M°(t) [i.e since f..(t) isobtained] asfollows:

X(t) = AX(t) + Bu(t) + (=B) (17 "°)u(t)
IHY fg (€U, %) (4-100)

= AX(t) + Bu(t) + f,(t,x,u)

It can be seen that the friction force acting on the system [see the last term in the right-
hand side of Eq. (4-100)] can be represented in the same way as the uncertainty acting

on the system [similar to Eq. (4-88)] ,i.e.

E(t, x,u) = (1 ")u(t) (4-101)
or
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f(t,x,u) = DE(, X, u)

_ (4-102)
=-B(1 "°)u(t)

It can be seen that the relationship between the EQ. (4-102) and Eq. (4-99) is
equivalent to:

Bf qic (t) = B( "°)u(t) (4-103)

Thus, the matched uncertainty (considered here as a friction force) in Eqg. (4-102) can
be given by:
fm(t1 X U) =—Bf fric (t) (4_ 104)

As discussed in Section 4.24 and Egs. (4-28) and (4-41), for the matched

uncertainty condition, and the scalar function p.(t,x) depends on the magnitude of the

matched uncertainty. This can be any function satisfying:

Recall p.(t,x) from Eq. (4-96) asfollows:

pt,X) = S| fmt, xu)|+7y. (4-105)

From Egs. (4-105) and (4-106), it can be seen that p.(t,x) becomes a function of

friction estimation f . (t) only asfollows:

Po(®) =[S B e ()] + 7 (4-106)

This is shown in Figure 4-4, and for this designy, =0.065, so that p.(t) must be
greater than the magnitude of "SZHH Bf friC(t)”+yc, vVt (i.e. considered here as the

matched uncertainty signal). In other words Eq. (4-106) forms an adaptive control

mechanism in the SMC in term of p.(t) via the on-line generated friction
estimates f ;. (t) .

In the following Section 4.2, the parameters for the design of the SMC are given as
follows:
S =[7.4040, 14.9867, 5.3020, 2.7326]

Ly, =[41.9427,170.6191, 43.2255, 29.2265]

Giving adesign matricesP, = 0.0833, A =-1.0592 andQ = diag[10.00,1.00,1.00,0.10] .
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Simulation results for given initial valuesx(0)=[1.1 —-1.1 0 0]", and from Egs
(4-37) to(4-42), u,(t)and u,(t) can be obtained by:

u (t) = (41.9427 170.6191 43.2255 29.2265)x(t)
L

sm

Uy (£) = —p (DA™

(4-107)

P,s(t)
[Pos(t)]

(4-108)
where pc(t) is obtained from Eq. (4-106).

Simulation results will now be presented to illustrate the system operation with and
without friction compensation.

Friction ff )
ric

Friction Forces [N]

Friction compensation
Error [N]

Time [s]
Figure 4-5: The simulation result of friction, its estimation ( ffric), and estimation error

(WithF, = 25N )

Figure 4-5 shows the Stribeck friction force (Putra et al, 2004), its estimate and
estimation error implemented by the on-line SMO, as designed in Section 4.5.1.

Figure 4-6(a), Figure 4-7(a) and Figure 4-8(a) show that the dynamic sliding mode
controller works well in the absence of friction force on the cart.

However, the controlled pendulum exhibits limit cycling in the presence of friction with
F. = 2.5N as shown in the first 40s of Figure 4-6(b), Figure 4-7(b) and Figure 4-8(b),
respectively.
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The Figure 4-6(c), Figure 4-7(c) and Figure 4-8(c) also shows that when the frictions
force is compensated using f tic (t) provided by the SMO in Eq. (4-98) and SMC

mechanism in Egs. (4-107) and (4-108), starting at t=40s the limit cycling is
significantly suppressed.

o
N

Cart POS. [m]
o

o
o

0.04
0.02

-0.02 ‘ W
-0.04 ¢
0

Cart POS. [m]
o

0.04
0.02

-0.02
-0.04
0

Cart POS. [m]
o

Figure 4-6: The output response of cart position: (a) without friction force, (b) with
friction force and (c) with friction compensation mechanism activated at t = 40s
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Figure 4-7: The output response of pendulum position: (a) without friction force, (b)

with friction force and (c) with friction compensation mechanism activated at t = 40s
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Figure 4-8: The output response of cart velocity: (a) without friction force, (b) with
friction force and (c) with friction compensation mechanism activated at t = 40s

4.6 Conclusion

The purpose of this Chapter is to develop a framework for adaptive and active FTC,
based on the siding mode concept. The proposed FTC architecture uses a combination
of SMO and SMC structures which jointly satisfy important stability bounds in terms of
matched uncertainty via estimates of fault effect factors. To develop the required
conditions for this new FTC architecture the Chapter examines carefully the design
processes and concepts that accompany the individual SMO and SMC problems.
Although much of the materia is taken from well know research papers or books the
description is important in order to develop the new FTC subject and outline some
important new developments in this work.

The work proposed in this Chapter is an alternative approach to the scheme and
architecture proposed in Chapter 3, with considerable new material presented in both
cases. The main thrust of this Chapter is to replace the ASO/compensating adaptive
controller scheme of Chapter 3 with the combination of the SMO and SMC. In this
context this combination is a new contribution to the field of active and adaptive FTC.
Whilst, the adaptive FTC approach described is applicable to a wide range of uncertain
systems with faults, the example chosen formulates anew problem inits own right. This
is the problem of considering the friction forces acting in mechatronic systems as
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actuator-related faults which can be compensated with an adaptive control mechanism.
In common with the material presented in Chapter 3, it is argued that this is a special
case of an FTC problem with important potential application possibilities. The
simulation results demonstrate the friction force compensation applied to a nonlinear
inverted pendulum simulation including Stribeck friction. Another main advantage of
the adaptive FTC approach to friction compensation is that it obviates the use of any
form of mathematical model of the friction force phenomena. Thisisimportant since the
friction phenomena are very difficult to model and it is difficult or almost impossible to
develop control strategies based on inadequate friction modelling that have sufficient

robustness to the friction modelling uncertainty

It is interesting to note that the sliding mode approach described in this Chapter offers
some advantage over the equivalent FTC architecture described in Chapter 3. In this
(dliding) approach the fault estimates are taken into account in the stability of the SMC,
whilst in the ASO scheme of Chapter 3 the fault estimation is used within the control

law and immediately affect the control performance.

Finally, all the ideas proposed in this Chapter can be immediately extended to cases of
more genera faults, for on-line FTC fault compensation and are not restricted to the

friction case.
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Chapter 5.

Fault Estimation and Compensation
based on L PV Approach

5.1 Introduction

There has been significant interest in the control of time-varying systems over many
years (Leith and Leithead, 2000; Balas, 2002). In recent years, Linear Parameter
Varying (LPV) modelling methods have gained a great deal of interest, especially for
applications related to vehicle, robust and aerospace control (Wu, 2001; Ganguli et al,
2002). The LPV approach is particularly appealing whenever nonlinear plants can be

modelled as time-varying systems with on-line measurable state depending parameters.

Bokor and Balas (2004) introduced the concept of the use of fault detection filters for
LPV systems and many other investigators have followed different aspects of this
approach (Casavola et al, 20053, 2005b, 2007, 2008; Henry et al, 2004; Marcos et al.,
2005; Zolghadri et al, 2008; Weng et al, 2008; Henry, 2008).

For FTC, Chen et al (1999) tackled an FTC flight control design study using a Linear
Fractional Transformation (LFT) approach via the LMI framework. Active FTC
controllers are either based on on-line fault estimation (fault compensation) or FDI/FDD
and control system reconfiguration. The fault estimate approaches require the

generation of estimates of possible faults to alow the FTC controller to tolerate the
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faults. Generally speaking the FDI problem is not relevant within this framework unless
the more general problem of FDD is considered as this includes fault estimation. As
discussed in Chapters 3 and 4, FTC viafault estimation is one powerful approach to on-

line controller reconfiguration within the framework of adaptive control.

More recently, the idea of extending the control approach using LPV to encompass FTC
schemes has been the subject of a number of studies (Shin and Belcastro, 2006;
Rodrigues et al., 2005, 2007; Weng et al, 2007, 2008). Ganguli, Marcos and Balas
(2002) use LPV ideas for the FTC problem based on actuator faults in aircraft. Their
approach is immediately useful as a background to the work of this Chapter, although a
different application subject is used.

This Chapter proposes a new design of an active FTC and polytopic LPV estimator for
systems which can be characterized via a set of Linear Matrix Inequalities (LMIs) and
can be obtained using efficient interior-point algorithms (Apkarian et al., 1995). In the
work of this Chapter a polytopic LPV estimator is synthesized for providing actuator
fault estimation which is used in an FTC scheme to schedule the state feedback gain.
This gain is aso caculated using LMIs in the fault-free case in order to maintain the
system performance over a wide operating range within a proposed polytopic model.
The resulting active FTC controller is a function of the fault effect factors as defined by
Chen et al (1999) and Chen and Patton (2001) which can be derived on-line (in this

case) from the residual vector of a polytopic LPV estimator mechanism.

Whilst the work uses well know results from Apkarian et al (1995) and severa other

investigators it has been motivated by:

(@) The research of Weng et al (2008) on fault estimation for rate
bounded time-delay systems using LPV.

(b) The use of fault effect factors as described by Chen et al (1999) and
Chenand Patton (2001)

The Weng et al (2008) work is limited only to fault estimation and does not include the
full FTC problem, whilst the work of Chen et al (1999) and Chen and Patton (2001)
pre-dates the development of the LPV approach to control and FTC in particular.

Hence, the novelty of this work lies in the combined use of fault estimation and fault
compensation for FTC within an LPV framework. The effectiveness of the proposed

method is demonstrated through a nonlinear two-link manipulator system with afault in
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the torque inputs at each manipulator joint. This is a nonlinear system that can be

represented well by a polytopic model and thisis also proposed in this Chapter.

5.2 General overview of the LPV approach

An LPV system is a mathematical realization/description of the linear parameter-
varying nature of a system. LPV systems have state-space matrices that are fixed with
some vector of varying parameters (Leith and Leithead, 2000; Wu 2001). From a
practical point of view, the nonlinear systems can be reduced to an LPV representation
by using the linearization along trgjectories of the parameters. In other words, the idea
in LPV is to obtain smooth semi—linear models that can vary or be scheduled using a
parameter, for example an atitude and/or speed of an aircraft, so that the LPV model
will mimic the actual nonlinear plant (Packard and Kantner, 1992; Shamma and Athans,
1992). Here, instead of choosing a combination of predefined linear models, the models
change parametrically. The LPV model has the structure of atime-varying linear system
with the parameter-dependent matrix quadruple[ A(8), B(8), C(0), D(0)] .

where: A() e R™",B(0) e R™™, C(0) e RP" and D e RPMasfollows:

() = A@)X(t) + BO)u(t)

y(t) = C(0)x(t) + D(B)u(t) (5-1)

where: 6 isavector of smoothly changing system parameters.

An LPV system can aso reduced to a Linear Time-Varying (LTV) system with a given
parameter trgjectory and it can be reformed into a Linear Time-Invariant (LTI) system
with a given a constant trgjectory [i.e. 6 isa constant]. From the control point of view,
LPV control design is closely related to gain-scheduling (Apkarian at €., 1995; Leith
and Leithead, 2000). It is motivated by the problem of obtaining and designing multiple
models and controllers and the lack of performance and stability proofs for classical
gain-scheduling (Balas, 2002; Ganguli at €., 2002). In comparison with the classical
gain-scheduling methods where the gains arise from interpolations of predesigned
controller gains, the LPV controllers are dependent on the parametric changes in the

system.

The advantage of this LPV approach to nonlinear systems, compared with the multiple
model switching and tuning (MM ST) and interactive multiple model (IMM) methods is
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that the LPV controllers do not need to be designed for al linearization points (Leith
and Leithead, 2000; Wu, 2001).

5.3 Problem Statement

Consider the LPV system described by state-space equation as follows:

X, (t) = A (0)X, () + B, (B)u(t) + E,, (0)d(t) + F, (6) f (t)

Yo ) = C, (@)X, (1) + D, (B)ut) + G, (0)d(t) + H , (6) f (t) (5-2)

where x,(t) e R", u(t) e R®, y, () e R™, and d(t) e R® are the states, control inputs,
outputs, and disturbances. f (t) e RY is the fault vector where each element
i=12,...gcorresponds to a specific fault, respectively. 6 € R® is a time-varying
parameter vector, and A,(0),B,(0),C,(0),D,(0),E,(0),F,(0), G,(0) and

H , () arethe appropriate matrices with appropriate dimensions.
The assumptions that apply to system Eq. (5-2) are (Apkarian et al, 1995):
(A.5-1) ThesystemEq. (5-2) isstable.
(A.5-2) Thevector 6(t) variesin apolytope ® with
vertices 60,,0,,...,0, (r=2%),i.e:

0(t) € ® = Co{6,,0,,.6,}

—{iaini: aipZO, iaf)_} (5-3)

i=1 i=1
(A.5-3) The state-space matrices depend affinely ono(t) , theEq. (5- 2)

is assumed to be polytopic, i.e.

[Ap(Q) B,(0) E,(9) F,D(Q)]e
C,(0) D,() G,©O) H,(6)

(Ap(el) Bp(el) Ep(el) Fp(Q)J (5'4)
CollC,(6) D,(6) G,(6,) H, @)/

i:]_’...'r

(A.54) C,(0),D,(0),G,(0),and H,(0) are parameter independent, i.e.
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Co(6)=Cp. Dy(8)=D,, G,(6)=G,, H,(6)=H

i=1...,r

p’ p’

The LPV systems encompass many relevant applications such as aircraft, missiles,
multi-link robots, etc., particularly systems for which the time-varying state space
parameters can be determined. The assumption (A. 5-4) can be removed by introducing
some pre- and/or post-filtering and more details of this can be found in (Apkarian at €,
1995). This pre-and/or post-filtering is not necessary here the assumption (A. 5-4) is

considered in its entirety.

5.4 ThePolytopic LPV Estimator

Following from the motivation defined at the end of the Section 5.1, this Section
proposes a structure [see Figure 5-1] which fits the objective of finding a estimator in

order that the L,-induced norm of the operator mapping [u(t), d(t), f(t)] into the
estimation error e (t) is bounded by a scalar number y, for al parameter trgjectories

(see the detailed discussion in Definition 5.1 and Section 5.4.1).

Definition 5.1 (Garces et al., 2003)

The matrix A with n rowsand m columns and real elements, a; e®, i=1...,n and

j=1...,m, defines a linear mapping x= Az from R™ to R" for the given vectors

xeR"and ze R™. The ‘induced p-norm’ of matrix A is defined as follows:

|| 3,

Al = W, A7,

H |=2

where sup stands for supremum or least upper bound.
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Figure 5-1: The polytopic LPV estimator structure

The design of a polytopic LPV estimator is given by:

. u(t)

X¢ (t) = A¢ (0)X; (t) + B (9)(y (t)j
p

(5-5)

f(t) = C,(0)x; (t)+ D (9)[ u(t)J
- >f f f yp(t)

such that the estimated error vector e; (t) = f (t)— f(t) € RY isminimized.

Here u(t)and y,,(t) are defined by Eq.(5- 1), and x; (t) € R" isthe state vector of the

estimator, f(t) is the estimation of the fault f(t). A; (0), B;(0),C;(0), and D; (0)

are matrices with appropriate dimensions, to be designed. Therefore, the LPV estimator
INEQ. (5-5) can berewritten by:
A (0) B (O
oy M@ BO))
C:(6) D« ()

- A (6,) B¢ (6) (5-6)
Col ' |Cs(6) D)/

i:]_‘...,r

The following system can be obtained from the combination of the LPV system of Eq.
(5-2) withthefault estimator Eqs(5-5) and(5-6):
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_ i A, (0)x, (1) + B, (O)u(t) + E, (0)d(t) + F, (0) f ()
Pl = u(t)
M Ar )% (1) + By (9)(cp(9)xp(t) +D,(O)u(t) + G, (O)d(t) + H,(0) f (t)J
pr (t) B
A, (0)x, (1)
= 0
_Af (0)x; (t) + By (9)(Cp(9)xp(t)J
B, (0)u(t) + E,(0)d(t) + F,(0) f ()
*8, 0) u(t)
DL O)t) + G, (0)d() + H ,(0) (1)

Ap(Q) 0 Xp('[)
0
B, (e)(C (QJ A 6) {xf (t)}
p %,_J
‘ K(Q) ‘ pr(t)

(B, ) E,(0) Fp(®) T[utt
X IR

Dp(0) Gp(0) Hy(0))]] f(1)

B(0) W (1)
= K(Q)pr (t) + g(Q)Wudf (t)

(5-7)
e(®) = f®)- ()
= C;(0)x; )+ D (9){ u(t)}— f(t)
f f f yp(t)
= C;(0)x; (t)+D; (0) 0
R IC,L0)%, (1)
{ Dy (O)u(t) - (1) }
D (0)D, (0)u(t) + D¢ (0)G,(0)d(t) + D (O)H (O) f (1) - f (1)
0 X, (t)
= {Df (9)(Cp(9)j Cy (@Mxf (t)}
C(6) Xpt (1)
D; (0) 0 - ;‘8
+[Df(@)Dp(@) D¢ (6)G,(9) Df(G)Hp(G)—I} f0)
5(0) Wodr (t)
= C(0)xp (1) + D(O)Wyy (1)
(5-8)
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Define:

A, (6) 0
A©) = | B; (9)(%0(9)} A (6)
C2(0)

:{Ap(e) o}{o o}{Af(e) Bf(Q)M 0 I}
0 o] |1 o|[c;® D®)]c,6) o
O I () ¢

= A(0) + BF(O)C

(B,(0) E,(6) F,0))
B | B1(9)0 .
B(0) =
Y Bf(e)(Dp(e) G,(©) Hp(e)j
i D21(0) ]
:{51(9)}{0 O}Ff(@) Bf(9)] 0 }

0 | 0J|C:(0) D¢(0)| Dxy(®)
B) B #)  Oa
= By(0) + BF(0)D

C(9) =| Dy (9)((;;0)} C: (0)
i C,(0) i
o I]{Af(ev) Bf(e)}{ 0 I}
?),_/Cf(e) D(0)||C,(0) ©

12

7(0) ¢
= D, F(O)C
5(9){ D, () 0 — }
D¢ (0)D,(0) Dy (0)G,(0) D¢ (0)H,(0)-1
[0 0 —1] | 0 0
“lo o _|_+Df(9){Dp(0) G,(0) Hp(e)}
D2
_[oo _'_+[o I]{Af(é’) Bf(B)}{ 0}
0 0 —I| o C:(0) Df(e),fiﬂ
Dy F(0) D21
= Dy (0) + D, F(0) Dy

116

(5-9)

(5-10)

(5-11)

(5-12)



Egs(5-6) to(5-12) can berewrittenin the form:

Xpr (€)= AO)Xp (1) + B(O)Wyy (1)

_ _ (5-13)
e (t) = C(0)Xy (1) + D(O)Wyq (1)
where:
e =IO O weO=["® O ToOf
A(0) = A, (6) + BF(0)C,, B(0) = B, (0) + BF(0)Doy (5-14)
C(0) = D F(9)C, D(6) = Dy (0) + D, F (0)D
and:
(A0) O _(Biy(6)
%(9)—[ po oJ’ 80(9)—[ 0 j
5[0 0 (0
‘(. oj’ C‘(cz(e) OJ’
P D=0 1)
21_[%(9)}’ e
(5-15)

B.(6)=(B,(0) E,(6) F,()),
D11(9)=(0 0 —|),

0
Cz (9) = (C (9)}
P

b . 0 0
20=p ) &,0) H,0)

In order to solve the estimation problem of Eq. (5-5) the Problem 5.1 must be
defined:

Problem 5.1

For the LPV system Eq. (5-2) with assumptions (A. 5-1)-(A. 5-4), design a pol ytopic
LPV estimator Eq. (5-5), such that the L,-induced norm of the operator mapping
W4 (1) into e; (t) [see Eq. (5-13)] isbounded by ascalar number y for all parameter

trajectories 6(t) in the polytope ® [see Lemma 5.1].
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5.4.1 LPV approach to robust fault estimation

Considering the structure of Eq. (5-13) and according to the assumptions (A. 5-2)-(A.
5-4), it can be verified that the system Eq. (5-13) is a polytopic system, and the
Lemma 5.1 can be used as an adaptation of the results from (Apkarian at e, 1995).

Lemmab.1

For LPV system Eq. (5-13), the following statements are equivalent:

Q) L, -induced norm of the operator mapping w, (t) into e; (t) [see Eq.

(5-13)] is bounded by a scalar number y for all parameter trajectories

0(t) in the polytope O,
(2) Thereexists X = X' >0 satisfying the system of LMIs:

XA(6;) + AT (6;)X  XB(6;) c’ (6))
BT(6,)X -1 D'(6)|<0
C(9) D) -/
i = 1’ N

(5-16)

The main results of this Chapter can be stated through Theorem 5.1 which provides the
conditions leading to the solution of the Problem 5.1.

Theorem 5.1 (Apkarian at e, 1995)

Consider the LPV system in Eg. (5-2) with assumptions (A. 5-1)-(A. 5-4). There
exists a polytopic LPV estimator in Eq. (5-5) that can determine the solution of
Problem 5.1if thereexist matrices 0< R, = R) e R™", 0< S, =S, € R™" such that:

v oV Ap(ei)Ro_’_RoA:)-(Qi) 0 By(o) w. o\
R R
(0 J TO _jf Pu (o J <0 (5-17)
Bl(gl) Dll _7I
|::L...r
T[S A6+ A (6)S, SeBi(6) O 0
[WOS Ij B (0)S, -4 D (9;8 Ij<0 (5.18)
0 Dll _7/I
i:l...,r
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(RO ! jzo (5-19)

Proof of Theorem 5.1
By Lemma 5.1 [see Eq. (5-6) ] and considering the notations in Eq. (5-14), there
exists apolytopic LPV fault estimator Eqg. (5-5) which solvesthe Problem 5.1 if:

W(@)+UIF@O )V +VTF (6)U, <0

i=21---r (5-20)
where:
XAO(Qi)"‘Ag(Qi)X XBy(6) O
¥(9)= Bg (6,) X -A D (5-21)
0 Dll _7I
U,=(6"X 0 o} (5-22)
V=( Dy 0 (5-23)

Based on the projection lemma (Gahinet and Apkarian, 1994), the LMIs of Eq. (5-20)

hold for some #(6,) if and only if:
W, W (6)W,, <0 (5-24)
W, W (6,)W, <0 (5-25)
i=1-.-r
where W, and W, denote any bases of the null spacesof U, and V, respectively.

Observing that:
X 00
Uy=(@" 0 oh)o 1 o (5-26)
0 0 I
U=@" o o) (5-27)
A basis for the null space of U, isgiven by:
Xt 00
Wo, =] 0 1 Oy (5-28)

0O 0 I
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where W, denotes any basis of the null space of U . Hence, the inequality Eq. (5-24)

can be rewritten as:

W Q(6,)W, <0,

e (5-29)
with:
Ao(B)X T+ XA (6;) Bo(6) 0
Q) = By (6) -A Df (5-30)
O Dll _7/'
X and X ~* can be partitioned as:
XZ[NSOT N*oj (5-31)
i} M,
X 1:(;‘2 . J (5-32)

where S, R,,M,, N, e R™ and S,, R,, M, >0, and * stands for the matrix entries

that we are not interested in.

These partitions of Xand X "' can now be substituted into Eq. (5-21) and Eq.
(5-30), yielding Q(6;) and ¥ (0,) as:

AR, +RAL(6) A (6)M, B(6) O

B Ms AL (6,) 0 0 0
P B (6)) 0 -4 Dl e

0 0 D, -4

S Ap 0,)+ A; 0,)S, AE (0)N, S,B(6) 0

_ Ng A, (6;) 0 NoBi(6) O
vo= BI (6)S, BJ(0)N, -A D} (5-34)

0 0 D, -A

U I V.
Let Vg :(Ulj:( ) and Vg :(Vljbeabasis of the null space of (C,, D,;), then

2 l 2

the bases for the null spaces of U and V are given by:
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U, 0 V, 0
W, - 0 O'WV: 00 (5-35)

0 | V, 0

U, 0 0 I

Observing that the second row is identically zero in the matrices of Eq. (5-35), thus
the conditions Egs. (5-29) and (5-25) can be reduced to the following LMIs:

U, 0)(A,6)R +RAT(6) B(6) 0 Yu, 0

0 | B! (6:) -4 D | 0 1]|<0
U, O 0 Dy -A)\U, O (5-36)
—_— —_
WUT Q) W,
|:1’...'r
V, 0)[S,A0)+A(6)S, S,Bi6) 0 )V, 0
VvV, 0 BlT(Qi)So -y D1T1 V, 0(<0
0 | 0 D, -AJ0 I (5-37)
\—W__J N —
WVT Y(6) VVv
I=1---,r

Inequalities Eq. (5-36) and (5-37) resulting from the derivation of the bases of the
null spaces of U and V have been modified in this thesis since the pair (B, , D,,) does

not appear in the derivation of Eq. (5- 4 ) . The standard formulation by Apkarian et al
(1995) can now be used based on the bases of WU and WV determined in inequalities

Eq. (5-36) and (5-37) asfollows:

T Ap(‘gi)Ro+RoAg(0i) 0 By(6)
(9\2; ?J 0 7 Bu (9\2; ?}o (5-38)
BJ (&) D -
=11
T SoAp(Qi)‘*‘A;(Qi)So SBi(8) O
(“; l] B (0)S, S [7{) ?]<o (550
0 Dy -
=11

Based on the matrix completion result (Zhou and Doyle, 1997), the condition X >0 is
equivalent to:
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I S

(6]

(RO ! jzo (5-40)

which completes the proof of Theorem 5.1 -

Oncethe matrices R, and S, are obtained, the LPV estimator described in Eq. (5-5)

can be constructed as following a gorithm:

Algorithm 5.1 (Apkarian, et at, 1995)

Stepl. Computing the full rank matrices M ,, N, using SVD such that:
M,N, =1 -R,S, (5-41)

Step 2. Computing X as the unique solution of the linear matrix equation:

| s, |
X(o SOTJZ(NOT o] (5-42)

Step 3. Compute #(6,) by solving the Eq. (5-20).

Step 4. Solve the polytopic LPV estimator:

r

T(@)ZZaipT(Qi) (5-43)

i=1

where aip isany solution of the convex decomposition problem:

r

9=Za‘p9i (5-44)

i=1
5.5 Two-link Robot Case Study Example

To illustrate the mathematical discussion above, a tutorial example of the actuator fault
compensation problem is considered using a nonlinear simulation of the two-link
manipulator/robot. The field of robotics is concerned with the principle, design,
manufacture, and application of robots, and is a broad application area involving many

areas such as physics, mechanical design, motion analysis and planning, actuators and
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drivers, control design, sensors, signal and image processing, computer algorithms, and
study of behaviour of machines, animals, and even human beings (McKerrow, 1991;
Slotine and Li, 1991; Hassen, et al., 2000).

The robot manipulators are familiar examples of position-controllable mechanical
systems (Hassen, et al, 2000). However, their nonlinear dynamics present a challenging
control problem, since traditional linear control approaches do not easily apply. The
objective of this Section is to model the complete nonlinear dynamics of an example of
atwo-joint manipulator, so that the movement control, e.g. from one point to another in

two-dimensional space, isfacilitated.

5.5.1 Two-link manipulator dynamics

Basicaly, there are three types of dynamic torques that arise from the motion of the
manipulator: Inertial, Centripetal, and Coriolis torques (McKerrow, 1991; Slotine and
Li, 1991; Hassen, et al., 2000). Inertia torques are proportional to acceleration of each
joint in accordance with Newton's second law. Centripetal torques arise from the
centripetal forces which constrain a body to rotate about a point. They are directed
towards the centre of the uniform circular motion, and are proportional to the square of
the velocity. Coriolis torgues result from vertical forces derived from the interaction of
two rotating links and are proportiona to the product of the joint velocities of those

links.

For simplicity, the two-link robotic manipulator is considered to rotate in the vertical

plane, and the equilibrium point is considered to be the upper vertical position, whose

position can be described by a 2-vector ¢ = (¢, 9,)" of joint angles, and whose

actuator inputs consist of a 2-vector u = (u,, u,)" of torques applied at the manipulator

joints as shown in Figure 5-2.

Using the vectors ¢ and ¢ to denote the joint velocities and accelerations, respectively

the dynamics of this simple manipulator can be written in the more general form
(McKerrow, 1991; Slotine and Li, 1991; Hassen, et al, 2000) as.

E(p)p +O(p, )¢ + g(p) =u (5-45)
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where: Z(p) e R¥? is the manipulator inertia tensor matrix (which is S.P.D.),
O(p, 9)¢ € R?is the vector function containing the Centripetal and Coriolis torques,
i.e.0(p, ) e R¥? and g(¢p) € R? arethe gravitational torques.

Consider the following numerical example taken from (Kim 1997; Hassen, et al, 2000)

and modified here as a demonstration for the proposed design strategy in Section 5.4. In
this work a polytope representation of this model is given.

Load

Figure 5-2: Two-link manipulator structure

The equations of motion are described by:

[mylc? + myl 2 + 1,16, +[m,l4lc, cos(e;, — ,)@,

. > . (5-46)
+mylylc, sin(py — @,)es —[myle, + myl Jgsin(e;) = u;

[m,l,lc, COS((Pl_‘Pz)(pl"'[mle% +1,]¢, (5-47)
—[mylylc, Sin(<pl—(p2)<p12 —-myglc, sin(p,) = U,

where:
[,: Inertiaof arm-1 and load
l,: Inertiaof arm-2
|, : Distance between joint-1 and joint-2
Ic,: Distance of joint-1 from centre of mass arm-1
Ic,: Distance of joint-2 from centre of mass arm-2
m,: Mass of arm-1 and load

m,: Mass of arm-2
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Parameters Iy 5 I le, [ le, | m | m, g

Values 0.833 0.417 1.0 0.5 05 | 100 | 5.0 | 9.80
Units Kgtm® | Kg'Fm® | m m m | Kg | Kg | ms’

Table5.1: Parameter values for the Two-link manipulator system

5.5.2 Polytopic mode of two-link manipulator

Introduce intermediate variabl es to replace the constants as:

my, = mllclz + mzlclz +1
my, = myllc,

m,, = myl,lc, (5-48)
and
ki, =-mlc, + m)l
11 =-[mlc; +myly]g (5-49)

ki, =-myglc,

It is important to note that in this study the quadratic terms O(¢, ¢) are not considered

because they are not bounded. This is different from the work by Adams et al (1996) as
in their work, the O(p, @) term is taken into account in the design of robust control
approaches for a two-link flexible manipulator. However, it turns out that the two-link
manipulator still works well (see the later results in Section 5.6.1), even if these bounds
are not known a priori. Considering thislimitation Eq. (5-45) becomes:

E(p)p+g(p)=u (5-50)
where:
— N My my, CoS(p; — @,)
=(e) = m,,; COS(@; — @) My, '
. (5-51)
g(0) = { kyy S n(@l)}
ki, Sin(p,)

The nonlinear termin Z(¢) isclearly a bounded function:

¢ () = cos(p; — ¢,) (5-52)
where: —1<¢, <1, [see Figure 5-3 (8)]
Hence, Z(¢p) can be represented by a pol ytope whose vertices are defined by:
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E(p) € CofZEy, =,

mlzj
My, )

where:

:(’Thl
? —My

[1]

= :(”hl
. My,

— My
my,

(5-53)

j (5-54)

To facilitate a state-space formulation, the vector fieldg(p) with ¢ € R%can be

arranged in the form of GY (p)e and function ¢,(p)can now be defined which is

bounded, as shown in Figure 5-3 (b).

sin(¢,)

2

sin(e,) = ( j(Pl =, ()1

where —0.2<¢,(¢) <1 [see Figure 5-3 (b)]

~1<y(p) <1

(5-55)

-02<[¢,(p)] <1

cos(x)
sin(x)/x

10

@)

(b)

Figure 5-3: Variation of parameters used for the simulation

From the boundedness of functions ¢, () in terms of the anglep , G () is considered

as apolytope as follows:

G (¢) < ColG¢, G¢, GY, GY |
where:

3 0 Ky,

GJ

G{

(5-56)

L0 ky

To define the state space representation of the two-link system, let:
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w®] [o:0) 0
x®| | e o
= 0|l | %=1
0

X, (1) ] [@2(1)

m O O O

The LMI constraints with state feedback according to the nonlinear equations in Egs
(5-46) and (5-47) arethen given by the following descriptor system:

Xl(t) Xl(t)

! 0 XZ(t) B 0 | X2(t)

(o 5((,))} %3 (t) _(—Gg((p) o] (e u® (5-57)
X4(t) X4(t)

or the state space equation is presented as follows:

X(t) = Alp)x(t) + B(p)u(t) (5-58)
Let the matrix IT be anon-singular matrix given by:
I1 —(I 0 j (5-59)
0 E(p)

The proof that IT is non-singular follows form the Z(¢) in the polytope of Egs (5-53)
and (5-54). As II isblock diagonal, its determinant is given by Z(¢) . It is thus only
required to show that m;m,, # m,m,. But m,=m,(by symmetry) and

my > mysince I; > 1, and m > m, and hence IT isnon-singular. |

It thus follows that:

(0
o= (—Gg(qo) OJ’

B(p) =TT"W,

5.5.3 Actuator fault estimation

Consider a nominal time-varying model [depending smoothly on the anglep ] of the
nonlinear dynamical system of Eqg. (5-58), subject to actuator faultsF,f,(t), as

follows:
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X(t) = Alp)x(t) + B(p)u(t) + F, ()
= Ajx(D) + Biu(t) + F, £, (1)

i=12

j=12..,4

(5-60)

where F, fault distribution matrix and the vectored signal f, represents actuator faults.

These givesrise to a polytopic controller with 8-vertex systems as follows:

Vertex system 1.

0.0000
0.0000
—-19.5947
—29.3861

1=

Vertex system 2:

0.0000

0.0000

10.5947
—29.3861

5 =

Vertex system 3:

0.0000
0.0000
—-3.9189
5.8772

3=

Vertex system 4:

0.0000
0.0000

4=
5.8772

Vertex system 5:

0.0000

0.0000
190.5947
29.3861

1=

Vertex system 6:

0.0000

0.0000
19.5947
29.3861

o =

0.0000
0.0000

—-8.0159

26.7184

1.0000
0.0000
1.6032

—5.3437

1.0000
0.0000
—-8.0159
26.7184

1.0000
0.0000
-3.9189 1.6032
—5.3437

1.0000
0.0000
8.0159
26.7184

1.0000
0.0000
—-1.6032
—5.3437

0.0000 0.0000 0.0000
0.0000 1.0000 | _ | 0.0000
0.0000 0.0000 | 0.2182
0.0000 0.0000 ~0.3272
0.0000 0.0000 0.0000
0.0000 1.0000 | 0.0000
0.0000 0.0000|" * | 0.2182
0.0000 0.0000 ~0.3272
0.0000 0.0000 0.0000
0.0000 1.0000 | 0.0000
0.0000 0.0000 B = 0.2182
0.0000 0.0000 -0.3272
0.0000 0.0000 0.0000
0.0000 1.0000 | _ | 0.0000
0.0000 0.0000 B = 0.2182
0.0000 0.0000 -0.3272
0.0000 0.0000 0.0000
0.0000 1.0000 ~ 1 0.0000
0.0000 0.0000| % |0.2182
0.0000 0.0000 0.3272
0.0000 0.0000 0.0000
0.0000 1.0000 | 0.0000
0.0000 0.0000|" ? |0.2182
0.0000 0.0000 0.3272
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-0.3272
1.0905

0.0000
0.0000

0.0000
0.0000

-0.3272
1.0905

0.0000
0.0000
-0.3272
1.0905
0.0000
0.0000
-0.3272
1.0905

0.0000
0.0000
0.3272
1.0905

0.0000
0.0000
0.3272
1.0905



Vertex system 7:

0.0000
0.0000

3 =

1.0000 0.0000
0.0000 0.0000
-3.9189 8.0159 0.0000

-5.8772 26.7184 0.0000

Vertex system 8:
0.0000
| 0.0000
41 -3.9189
_5.8772

1.0000 0.0000
0.0000 0.0000
-1.6032 0.0000
—5.3437 0.0000

0.0000 0.0000
0.0000 0.0000
~10.2182 03272
0.3272 1.0905

0.0000 0.0000
0.0000 0.0000
0.2182 0.3272
0.3272 1.0905

Therefore, the actuator fault estimate fa(t) in system Eq. (5-60) can be implemented

by using Algorithm 5.1 and solved using the MATLAB® LMI toolbox in Egs (5-41)-

(5-44). The solution for y = 2.7550, after 39 iterations. The matricesR,, S,and M,

are given by:

2.2245E + 03
-8.0233E + 02

- 7.3705E + 02
- 7.3705E + 02

2.9682E + 03
3.1291E + 01
° | 1.9468E + 01
1.9468E + 01

6.2022E + 06
-2.7157E + 06
° | -7.4692E + 06
- 7.4692E + 06

-8.0233E + 02
2.6290E + 03

- 7.3705E + 02
-1.9536E + 01

- 7.3705E + 02
-1.9536E + 01

-1.9536E+01 3.3488E+03 4.5642E+02
-1.9536E+01 4.5642E+02 3.3488E + 033

3.1291E + 01
2.9309E + 03
7.5925E - 01
7.5925E - 01

- 2.9214E + 06
7.3022E + 06
- 2.5404E + 06
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1.9468E + 01
7.5925E - 01
2.8955E + 03

9.5678E - 04

- 2.3657E-03
- 6.0069E + 06
-2.5404E+06 6.0069E + 06

1.9468E + 01
7.5925E - 01

- 4.1605E + 01
-4.1605E+ 01 2.8955E + 03

3.0969E + 06
1.8940E + 06
9.4147E + 05
9.4147E+ 05



2.968E + 03
3.129E + 01
1.947E + 01
1.947E + 01
- 4,983E - 01
3.369E - 01
-1.126E-10
-7.989E - 01
- 4,983E - 01
2.151E-01
5.939E - 01
5.939E - 01
3.501E - 04
1.969E - 06
0.000E + 00
- 2.988E- 06

3.129E + 01
2.931E+03
7.593E - 01
7.593E - 01
2.151E-01
-8.446E - 01
2.785E-10
-4.903E-01
3.369E - 01
-8.446E - 01
2.943E-01
2.943E-01
1.969E - 06
3.435E-04
-1.000E -15
-5.660E - 07

1.947E+01
7.593E - 01
2.895E +03

-4.160E + 01

5.939E-01
2.943E-01
7.071E-01
- 2.464E-01
-1.126E-10
2.785E-10
7.071E-01
-7.071E-01
0.000E + 00
-1.000E -15
3.405E - 04
0.000E + 00

1.947E + 01
7.593E - 01
- 4.160E + 01
2.895E + 03
5.939E - 01
2.943E-01
-7.071E-01
- 2.464E - 01
-7.989E - 01
- 4.903E - 01
- 2.464E - 01
- 2.464E - 01
- 2.988E- 06
- 5.660E - 07
0.000E + 00
3.350E - 04

An estimator in Eq. (5-5) can be constructed by the Algorithm 5.1. The polytopic
LPV estimator in Eq. (5-43) are:

F(0) =

-4.347E + 02
-2.174E+ 02

8.814E + 02
1.479E + 02

-4.365E + 02
-2.727E+02
5.495E + 02
1.170E + 01

-3.126E + 02
-4.662E + 02
-1.420E + 03
-6.757E + 02

-3.982E+02 |
3387E+02 |
-1.098E +02 |
-2.271E+02

|
|
____________________________________________ i

-5.344E - 02

| 1.171E + 06
| 8.665E + 05

| -5.748E + 05

-4.086E - 02

1.359E + 06
1.018E + 06

4.078E + 05

1.115E-01

-1.463E + 06
-1.323E+ 06
-5.788E+05 -9.206E + 05
-9.783E + 05

-1.721E-02 !

-1.667E + 05
6.172E + 05
4.979E + 06
1.827E + 06

9.297E+01 1.193E+02

|
| 3.342E+05
| 7742E+ 01

-3.438E + 02

Figure 5-4 and Figure 5-5 show the result of the fault estimation, with a Gaussian

random disturbance d(t) of zero-mean and variance 0.015 and disturbance distribution

matrix as follows:

5.4832E - 03
6.2289E - 03
2.6745E-03
8.0437E-03

4.0004E - 03
1.2001E - 02
9.0829E - 03
5.1494E - 03
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9.3071E-03
3.3493E - 03
5.4991E - 03
1.1667E-02

8.5417E-03
2.6570E-03
1.0490E - 02
7.8598E - 03



The polytopic system is ssimulated with scalar faults acting on the control input u,(t)

[i.e. torque input at the manipulator joint-1], with: the parameter trajectories of ¢, (¢),

and ¢, (¢) [as defined by Egs. (5-52) and (5-55)], and the actuator fault signals[i.e.

f,(t) =col[ f,(t), f,,(t)] asshown in Figure 5-4 and Figure 5-5 are:

f_(t) = col[2.50e10 2 sin(0.5t), 0.00] and f,(t) = col[1.25e10 2 sin(2t), 0.00],

Simulation results show that the designed polytopic LPV fault estimators provide very

good estimation performance.

Fault

Estimation

Figure 5-4: Fault estimation provided by the polytopic LPV estimator

Fault

Estimation

[ fa(t) = 2.50€10 2 sin(0.5t) ]

\v MWM

5

T|me [s]

45

Figure 5-5: Fault estimation provided by the polytopic LPV estimator
[ () =1.256102sin(2t)]

In this Section the design and performance of the fault estimator for the manipulator

system have been given. After verifying the fault estimation performance the fault-free

LPV controller design can now be described as a basis for the development of the active

FTC system.
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5.6 ThePolytopic LPV Controller Design

In this Section, the case study robot manipulator as described in Section 5.5.2 is used to
illustrate various control polytopic modelling issues and FTC design. The feedback
control is developed for the nominal (fault-free) system of EQ. (5-50). The control
objective is to compute the required actuator inputs to perform desired tasks (e.g. move
the manipulated load to a desired position), given the measured system states, namely

the vector ¢ of joint angles, and the vector ¢ of joint velocities.

5.6.1 Design of controller for nominal/fault-free case

Let a nominal state feedback control vector be u,,,(t) = K, X(t) [i.e. for the fault-free

case], where K, € %%*is controller gain matrix of the polytopic system to be

designed. Before the nomina controller design can be completed it is first necessary to
develop a stability condition that will be satisfied by all the LPV vertices.

The closed-loop nominal (fault-free) control system can be developed from the open-
loop system of Eq. (5-58) as:

X(t) = [Alg) + B(@)K,p Ix(0)
= [A] +BiK|pv]X(t) (5-61)
i—12 j=12..4

where;
A((p) + B((p)KIpV € {All + BlKIpv' AR A'14 + BlKIpv’ A21 + BZKIpV' ceed A24 + BZKIpv}

0o | 0o |
e{nl(_elg O]+H1V\/|<|pv,...,nl(_Gf OJ+H1WK|pV}

neofs )6 2)

The following quadratic stability conditions are now defined at each vertex for the

and

S.P.D. Lyapunov matrix S,:

(Aj +BiK|pv)Sc+Sc(Aj +BiK|pv)T <0 (5'62)

or
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N AT (0 1 !
(Hi (_ng Oj+ni3\/\n<lpvJsc+sc(Hi (_ng OJ+HHWK|WJ <0 (5-63)

i=12 j=12..4

Let L, =K,S;, and then K, = LS. and the inequality is linear in the term of L,

and K, :

A;S. +B L +S.A + LBl <0

5-64
i=12 j=12..4 ( )

As discussed in Section 5.5.2, these LMIs lead to a polytopic controller with 8 vertex

systems, with each system having 4 states, 2 inputs, and 2 outputs as follows:

S +BL +S A +L'B' <0
All (o Bl C cAll cBl

S +BL.+SAL+L'B <0
A12 (o C c’ 12 C

S +BL.+SA.+L'B <0

3%c C c’ 13 C

S +BL.+S AL +L'B <0
Al4 C C c’ 14 (¥
A,S. +B,L . +S.A, +LLB; <O (5-65)
A,S. +B,L.+S. A, +LB; <O
AsS. +B,L.+S. A +LLB, <0
A,S. +B,L.+S. A, +LB;, <O

S, =S, > |

The following matrices S, and L. in inequalities of Eq. (5-65) are computed using
the MATLAB®LMI toolbox after 24 iterations:

0.0741 0.0000 -0.2577 0.0000

0.0000 0.7119 0.0000 -2.2422
-0.2577 0.0000 1.2756 -0.0000
0.0000 -2.2422 -0.0000 8.7738

(%

C

L - -7.2820 0.0000 -23.9273 -0.0000
~|-0.0000 -8.3692 0.0000 -40.7558

And the controller can be constructed as:

_(-550.0309 0.0000 -129.8775 0.0000
'™ 71 0.0000 -135.2864 0.0000 -39.2184

The simulation results in Figure 5-6 and Figure 5-7 with polytopic LPV controller
design as described in Section 5.6.1 show that the two-link manipulator remains stable
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although the quadratic terms, O(¢, ¢) are neglected in the design of the polytopic model
[see Eq. (5-50) in Section 5.5.2].

Figure 5-6 shows that the two-link robot arm is commanded to move from the initial
condition with joint angles (0, 0) to the joint angles (10, 20). Figure 5-7 demonstrates
the movement of the two-link manipulator from the larger initial condition (20, 40) back
to (O, 0).
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Figure 5-6: The control/output responses of the nonlinear system moving
from (0, 0) to (10, 20)
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Figure 5-7: The control/output responses of the nonlinear system moving
from (20, 40) to (0, 0)

5.6.2 Design of controller for active FTC

As described in Section 5.5.3, the dynamic system of in Eg. (5-60) includes an
additive description of the actuator faults. However, the faults can have a multiplicative
effect in the system representation. A multiplicative actuator fault representation can be
defined as:

X(t) = Ayx(t) + B [, = O]u(t)

5-66
i=12 j=12..4 ( )

where n? is the so-called fault-effect factor, and n® =diag[n;,ns,...,n5], and
0<n? <1 represents a fault in the i™ actuator and 12 =0 means that i" actuator

operates normaly (fault-free), whist n® >0 means that some degree of fault effect
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occurs in the actuator. The state space equations in (5-60) and (5-66) is equivaent
to:

Fafa(t):_Bna(t)u(t) (5-67)
where the distribution matrix F, isequal to the matrix B in an actuator fault case. The

estimation of fault-effect factor 72(t) is determined from the fault estimation fa t)

provided by the fault estimator as described in Section 5.4.

The adaptive (time-varying) active FTC scheme can be developed by considering the
system with the actuator fault vector f,(t) described in Eq. (5-66) in terms of 7°(t)
and based on the nominal controller synthesized in Section 5.6.1. Thisis achieved under
the assumption that the fault occurrence and fault effect factors n? are known, i.e. they

are provided by the polytopic LPV estimator described Section 5.4.

Theorem 5.2
From a design consideration consider the system in Eq. (5-66) with i=12,...,m
actuator faults (n? #0) acting independently within each of the m vertex control
systems with identical gain matrix K, The new control action (assuming non-zero
fault effects) is given as:
Urrc ® =1 _ﬁa(t)rKlva(t)
Krre (5-68)
= Kerc(®)X(t)

where (I —1®)" isthe Pseudo-Inverse of (I —1?) [see Figure 5-8], and K <(7?) is
the adaptive controller gain for the FTC mechanism, depending on the on-line
estimation n®.

Figure 5-8 shows a design structure of the active FTC system, whereP(0) is the
polytopic LPV closed-loop system with exogenous disturbances and actuator faults as
definedin Eq. (5-2). Kge(7?) isthe on-line adaptive controller gain matrix for the
active FTC system as in Eq. (5-68), and the n? is an estimate of n?, which can be
estimated on-line using a suitable polytopic LPV estimator asin Eq. (5-5) .
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Figure 5-8: Active fault-tolerant control scheme

Proof of Theorem 5.2
Consider Eg. (5-66) When an actuator fault occurs in a given vertex system, the

controller of the complete polytope system is given by:
X(t) = Ax(t) + B[l —n*(®)]u(t) (5-69)

The new closed-loop LPV system is determined by substituting the new control law
from Eq. (5-68) into the fault-corrupted system of Eq. (5-69), yielding:

X(t) = AX(t) + B[l = 1% (t)]ugrc
= AX(t) + B[l —n®(D]K grc (7 *)X(t)
= AX(®)+ BL(1 -~ OII(0 ~7° O] Kipx(®) (5.70)

~lm
= AX(t) + BK |, X(t)
= AX(t) + BUnom (t)

It can be seen that the term (I —n?) acting on the system of Eq. (5-66) can be

removed by replacing u with ug in Eg. (5-68), which completes the proof. .

Figure 5-9 shows the system simulation, with a fault acting on the torque input at the
manipulator joint [i.e. control input (u;) is interrupted by f,(t) in fault
vector f(t) = col[ f(t), f.,(t)]] with f_(t) = col[1.25e10 2 sin(t), 0.00] at t=1s. It

can be seen that the control and output performances are very poor and an oscillation is
clearly visible as the robot aim moves from joint angle coordinates (5, 10) to

137



coordinates (0, 0). The closed-loop LPV system becomes unstable when the magnitude

of the actuator fault increasesto f,;(t) = 5.50e102sin(t) at t =10s [see Figure 5-10].

Control signal u;

0.2 ‘ ‘
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i Z 0.2
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(@] o
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'0.8 L L
0 10 20 30
Time [s] Time [s]

Figure 5-9: The control/output responses of the system without FTC, when the
actuator fault [ f; =1.25¢10 2 sin(t) ] occurred at t =1s
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Figure 5-10: Control/output responses of the unstable system without FTC, when the
actuator fault [ f,, = 5.50e10 % sin(t) ] occurred at t =10s
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Figure5-11: The control/output responses of the system with FTC activated
at t =10s, when the actuator fault [ f,, =1.25e107? sin(t)] occurred at t =1s
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Figure 5-12: The control/output responses of the system with FTC activated

at t =30s, when the actuator fault [ f; = 2.50610 2 sin(1.5t) ] occurred at t =1s

Figure 5-11 shows that if the polytopic LPV controller is employed under the

assumption that ther®(t) can be estimated perfectly by the polytopic LPV estimator in

Eqg. (5-5), then the actuator fault can be compensated using new LPV control law in

Eq.

(5-68). It can be seen that the control and output performances soon return to

their nominal/reference values with a very small amount of oscillation.

Figure 5-12 shows that even if the actuator fault increases to f,, = 2.50610 7% sin(1.5t)

[twice the previous magnitude], the system is still stable and provides a very good

control performance after the polytopic LPV controller mechanism is activated
att > 30s. This demonstrates very well the fault-tolerance of the LPV active FTC

system. However, when the actuator fault magnitude increasesto f; = 5.50e102 sin(t),

the system becomes unstable and the FTC performanceis very poor.
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Figure 5-13: The control/output responses of the system with FTC activated

at t = 20s, when the actuator fault [ ., = 5.50€107? sin(t) ] occurred at t =10s
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5.7 Conclusion

This Chapter proposes a new strategy of an active FTC and polytopic LPV estimator for
systems which can be implemented via a set of LMIs using efficient interior-point
algorithms (Apkarian et al., 1995).

In the work of this Chapter an on-line polytopic LPV estimator is synthesized for
providing the estimate of actuator fault which is used in an active FTC strategy to
schedule predefined state feedback gains. These gains are also calculated using LMIs
for nominal and faulty cases in order to maintain the system performances over a wide
operating range within a proposed polytopic model. This can be implemented easily via
the MATLAB®LMI tool box.

The active FTC controller is a function of the fault effect factors as defined by Chen et
al (1999) and Chen and Patton (2001) which can be derived on-line (in this case) from
the residual vector of a polytopic LPV estimator mechanism. The proposed active FTC
scheme is investigated using the two-link manipulator with an actuator fault acting on
the torque input of the first manipulator joint.

Simulation results show that the design of polytopic LPV estimator can follow the fault
rapidly and effectively with robustness to disturbance signal. This gives the system
continue operating safely via on-line active FTC controller mechanism.
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Chapter 6.

Fault-tolerancein Distributed Control
Systems

6.1 Introduction

The concept of control of distributed systems is becoming an important subject in
control systems, bringing with it challenges to the control of inter-connected and
complex processes. It turns out that the requirements for control of an inter-connected
system are quite different from the classical view of control. Classical control is built
around the idea of point-to-point control, whereas the distributed control problem
necessarily has a many-to-many connection structure with some closeness to the
concept of “control of a network” (Patton et al, 2006). The distributed network system
has special requirements focused on the importance of re-configurability and the need
for control of an uncertain inter-connected system, leading to powerful robustness in
control. The uncertainly arises from the inter-connected dynamic system structure and
can aso be a consequence of complexity from uncertain dynamic behaviour. The
uncertain behaviour can also arise as the inter-connected dynamical subsystems must
have some degree of automatic reconfiguration, i.e. avoiding such behaviour and
providing reliable FTC is a currently a subject of research interest (Brennan et al., 2002,
Maturana et al., 2003).
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This Chapter proposes modifications to the architecture and framework for FTC for
distributed control systems proposed by Patton et al (2007). The Patton et al (2007)
work does not describe or consider methods for FDI as it is assumed in that work that
the global control action provides a degree of fault compensation (fault accommodating
control) for certain bounded faults. The new work considers the dynamic behaviour of
the overall inter-connected system and includes fault-tolerance using the integration of
FDI and control functions at the local as well as reconfiguration task at global levels
(Patton et al, 2007; Kambhampati et al., 2007; Klinkhieo et al, 2008).

6.2 Challengesof FTC in Distributed Systems

In aclassical point-to-point architecture, control loops are considered one at atime with
the system components and inter-connections (sensors and physical networked links)
being permanently linked/wired (Patton et al, 2006). The control of complex and
uncertain systems such as the distributed/inter-connected network cannot simply
involve the analysis of one or more control loops as the complexity is dependent upon
dynamic (i.e. changing) interactions between system (perhaps embedded) components.
The presence of uncertain components (e.g. affected by disturbances or faults) means
that the control of the inter-connected system requires an architecture that can provide
fault-tolerant properties. In other words it must able to reconfigure autonomously
subject to faults (or due to other anomalies defined as faults), and self-repair or
accommodate to anomalies e.g. uncertain behaviour and faults, as stated in (Patton et al,
2007) “It becomes clear that point-to-point control architectures do not easily support
system reconfiguration, subsequent to fault events’.

However, an FTC system is essentially a connection of embedded systems with the

complexity arising from a number of factors:

e The number of components in the overall system,

e Interactions between the various components that could result in a
priori un-modelled behaviour,

e Faults which cannot be taken into account a priori, and

o Effect of propagation of faults from one sub-system to another.

Classical FDI procedures for single-point control structures e.g. use either signal-based
or model-based approaches. Both approaches use the concept of local modelling and are
only applicable to the single-point control structure system (Patton et al., 2007). In the
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quantitative model-based approach the loca models are explicit, whilst in the signal-
based (or data-driven) approaches implicit models are used. It becomes clear that
distributed/inter-connected systems need a different form of modelling philosophy as
the classical methods of FDI are no longer applicable (Patton et al., 2007).

From the above discussion, the complexity/uncertainty in the control of distributed
system implies that ‘...we must move away from the use of point-to-point classical
control strategies as they do not offer an efficient way of achieving reliable FTC...
(Patton et al, 2007). Therefore, the anaytical tools and design methods for handling
with such complexities/uncertainties of the distributed and inter-connected systems are
mainly required. For example, the reconfiguration and accommodation require
mechanisms for monitoring, detecting unusual system changes or faults in order to

achieve fault tolerance.

In a classical sense the FDI is based on redundant analytical relationships between the
various inputs and outputs of the process using local system modelling (as described in
Chapter 2). When many such loca components are inter-connected together the
challenges of FDI and even control become much greater as the system is difficult to
model using classical modelling concepts. Currently, FTC studies only include the
effects of faults at either component or local controller levels. One can see very clearly
that ‘...the autonomous FTC system has a distributed nature involving fault diagnosis
and control at various local to global levels of system embedding...” (Patton et al,
2007).

The key challenge at a global level of a distributed or inter-connected system is to make
sure that the system functions safely, and reliably. This requires that the system has a
strong and reliable capability to detect and accommodate faults via a reconfiguration of
the design system architecture. The simplified structure of a distributed system can be
represented as different inter-connected levels with: (i) a coordinating level, (ii) local
levels, and (iii) subsystem (or component) level (Patton et al., 2006). Thus the

framework required would involve the following:

1. Architectures for the design of systems with learning, fault tolerance and self-
repairing features.

2. Computational strategies for modelling complex systems

3. New control strategies for complex embedded systems

4. Optimal decision-support systems for enhanced autonomy and fault-tolerance
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Each subsystem is capable of control, identifying and locating faults and/or changes in
system behaviour and inter-communication with other subsystems in the overall system,
ensuring the maintenance of the required local and global objectives. Re-configurability
is dependent on the connectivity (and hence redundancy) in the multi-subsystem

Structure.

It is clear that a deep interaction must take place between these levels, and the
information and decisions taken one effect the system as a whole. This leads to the
proposed concept of the Autonomous Coordination and Supervision Scheme (ACSS)
whose goal isto take into account the uncertainty in the system (e.g. state of the system,
faults and the effect of the environment) using a on-line adaptive learning strategy
(Patton et al., 2007; Kambhampati et al., 2007; Klinkhieo et al, 2008).

6.3 Integrated FTC and FDI in Distributed Control

Generdly, in a distributed or even de-centralise FTC structure each subsystem would
have both a FDI and a control function tasks. The tasks use localised knowledge,
supplemented by information received from other tasks, for decision-making (see
Figure 6-1).

Other Systems
(// Control-i pe - Y -E
R FDI-i )
.~ é /,/ Y
:llllllllll %/Stem-l

Figure6-1: The structure of the control and FDI tasks in distributed system

The drawback of this structure is that all the tasks need to be communicated with each
other. In other words every task has information regarding all other tasks whether it is
required or not. The problem is involved with “bottle-necks’ in the communication

network which could induce additional uncertainty in terms of un-modelled time-delays,
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etc. (Patton et al., 2006). This adds a further complexity to the robustness requirements
of distributed control over the network. Furthermore, the various tasks cause multiple-
time scales, having an additional level where a coordinator task must coordinate the all

activities of the overadl tasks.

The two main features of the control strategy of distributed system are re-configurability
and plug and play. The latter refers to the property that the system might have to add or
remove subsystems or other elements of the system. A desirable plug and play feature
will mean that the overall system performance can be taken into account in a flexible
way when such system elements are added/removed. This implies that sub-systems
could be plugged and un-plugged from the distributed system whilst at the same time
maintaining the performance. This imposes a constraint on the ability to both analyze
and design suitable architectures. This is reflected by an additively separable

performance criterion property defined as follows:

An additively separable performance criterion is one in which the overall performance
of combined systems (subsystems) is combined additively so that if any one subsystem
is excluded from the system the performance of the remaining subsystems are obtained
collectively by simply removing the local performance criterion of the removed

subsystem.

Tutorial Example of additively separable concept:

Consider a system consisting of two sub-systems and the index of performance is given
by: J =J'[x1x2 +xZ2 + X5 +uZ +u5]dt. This is not separable into two separate indices

representing each of the two sub-systems.
On the other hand J =I[x1+x2 +xZ2+ X5 +Uf +us]dt is separable, in that
J; :I[Xl +xZ +uf]dt and similarly J, :J'[x2 + X5 +ulldt. -

The examples show the performance indices corresponding to the two subsystems are
independent of each other. It can be seen that when there are cross-products within one
performance index these are only associated with the given index and are not reflected
in the global performance of the system. For the above examples the global performance

isgivenas, J=J;+J,.
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6.3.1 Development of a two-leve architecture

Figure 6-2 shows the architecture for implementing a task-based solution to the problem
of FTC in distributed systems. This demonstrates the coordination of N inter-connected
systems, each having local FDI and control tasks. The diagram has been adapted from
Patton et al (2007) by incorporating an important link between the local FDI and
Reconfiguration Tasks.

The ACSS use the indicators of faults (e.g. residua signals), set-point changes,
disturbances, and unusual plant operation to monitor the performance of each subsystem
and compare their performances against global requirements used to co-ordinate the
overall inter-connected system performance, stability and fault-tolerance (Patton et al.,
2007; Kambhampati et al., 2007).

Autonomous Control & Supervision System
(ACSS)

System;

~ /" Control
2 Subsystem

Structure Parameters 14 S

Figure 6-2: Autonomous Coordination & Supervision Scheme (ACSS)
[adapted from Patton et al, 2007]

The ACSS architecture must satisfy the requirements as follows:

(i) A dynamic representation of the system for detecting and diagnosing faults,
(if) A predictive approach for the design of FTC (Bemporad et al., 1997; Camacho
and Bordons, 2004; Casavolaet al., 2005a; Casavola et al., 2005b), and
(iii) Re-configurability enabling criteria
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There are four types of tasks within the ACSS architecture (Figure 6-2). These are
shown in Figure 6-3:

The Learning Strategy

The Intelligent Control
Coordinator

Reconfiguration

The Local Control

The Intelligent Strategy
at Local Levels

The Local FDI

Figure 6-3: The four tasks of two-level ACSS architecture

6.4 FDI and Control Intelligenceat Local Levels

6.4.1 Formulation of theinter-connected system structure

The system structure at alocal level can be represented by the following:

= fi (6, u) +h(z) (6-1)

yi(t) = = (%)

where: (x,z,u) = F (%,2,u): R xR xR 5> RV x (1), z(t) and u(t) are the
states, interconnections and the control signals of the i subsystem, for i =1,2,...N,
respectively. Furthermore, (x,u;) — fi(x,u):R" xR™ - R"Y is aloca model of
the i"™ subsystem, and (z) —>h(z):R" - R is the inter-connection mappings
affecting the local system (Patton et al, 2007; Kambhampati et al., 2007).

The inter-connection states are given by:

N
Zi(t):ZHiiXi(t) (6-2)
-1

i#]
where: the Hj; are inter-connection matrices of appropriate dimensions as shown in

Figure 6-4.
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Figure 6-4: A set of interconnected nonlinear systems

On combining Eqs (6-1) and (6-2), the overall inter-connected system is given
by:
x(t) = f(x,u)

6-3
y(t) =7(X) (6-3)

where (x,u) = f (x,U): R"xR™ > R" satisfies f (0,0)=0

As discussed in Section 6.2, in this inter-connected system un-modelled or unpredicted
system behaviour is something which the system should be capable of dealing with.
However, in a complex inter-connected system (e.g. arising from a nonlinear dynamical
structure), al possible behaviours cannot be modelled as the effects of interconnections
are not fully known or modelled. This is the case as the individual subsystems are

considered as isolated systems with time-varying inter-connections between them. The

isolated system is a specia case of the subsystem defined in Eq. (6-3) in which the
interconnection terms are assumed absent or ignored, according to the following general
definition:

Definition 6.1: The following system (Kambhampati et al., 2007):

X (t) = f; (% ,u;)

= 1,06, + 0, (x) U (6-4)

is called an isolated system of Eq.(6-1), and (x;,u;) = f, (% ,u;): R xRM — R"

Section 6.4.2 discusses in some detail the strategy used for the identification of al the
individual (isolated) subsystems using a recurrent neural network (RNN) approach. The
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work is a development of the work of Delgado et al (1996) and Garces et al (2003)
which was based only on the identification of a single system.

6.4.2 RNN for subsystem identification

The identification of the individual local level subsystems (isolated systems) of the
inter-connected and distributed system defined above can be solved using a neura
network approach if the neura network is capable of representing/identifying a
dynamical system. Itiswell known that a Recurrent Neural Network (RNN) can model
a dynamical system as a consequence of its recurrent (recursive) structure (Nelles,
2001). Alternatively, other soft-computing paradigms (e.g. genetic algorithms) can be
used. Here, an RNN procedure is used as an extension of the work of Delgado et al
(1996) and Garces et al (2003). The strategy is one of identifying a RNN for the local
systems, and then using the resulting “isolated systems’ in the FDI and local control
strategies. The advantages of using this RNN identification procedure are that:

(a) precise knowledge of the plant is not required
(b) the neura network will pick up the relevant structural information
regarding the plant dynamics, e.g. the structure of the weight matrices,

and the relative plant dynamic order.

The artificial NN consists of several interconnections of simple nonlinear systems or so-
called neurons (Delgado et al., 1995). A dynamic RNN is a network of dynamic
neurons with forward and backward connections i.e. the introduction of feedback into

feedforward NN architecture provides a state space dynamic model.

Therefore, a dynamic RNN is a collection of dynamic neurons partially interconnected
to afunction of their own output which is represented by a differential equation (Garces
et al., 2003). This dynamic structure isillustrated in Figure 6-5.

Consider the generalised nonlinear inter-connected system of Eq. (6 - 3) , the network
can be described by a state space neura system of the form (Garces et al., 2003;
Kambhampati et al., 2007):

x=—-twx+wa(x)+Tu

y_ox (6-5)
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where xe R", ue R", r =diag[r,,7,,...,7,], We R™", T e R™™, C=1_,,, and with

the smooth and differentiable nonlinear functions; a(x)=[a(x1),...,a(xn)]T,

respectively (See also the proof in Delgado et al., 1995).

Uy — T

Input
vector

Uy, — L.
G NV AN

Neuron
outputs

Figure 6-5: The dynamic structure of RNN (from Garces et al., 2003)

The identification scheme assumes that the plant is “black box” and the only available

information isinput u(t) -output y(t) data (see Figure 6-6).

u(t) o| Non-linear y()
" plant
A 80
> RNN o

Figure 6-6: The system identification using RNN

Figure 6-6 shows the nonlinear plant and the dynamic RNN during the identification

process, where e, (t) = y(t) - J(t) is the output estimation error. The training is carried
out repetitively over the fixed time interval [0, t; ]to minimize the Mean-Squared-Error

(MSE) performance index:
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1 . 1/2
J=|=| et)dt
_tf 0

(6-6)

r 1 . 1/2
== v - 5o dt}
L f 0

As an extension of the work of Delgado et al (1996) and Garces et al (2003) and in

order to model the i™ subsystem which is inter-connected within the overall system
described by Eq. (6 - 3) , the dynamic RNN structure of Eq. (6-5) must be modified
as:

X, =-1x + wio(x;)+Tiu; + wio(z;) (6-7)

wherex, e R, u e R™, 7, = diag[z],7),..., T:]i],Wi eRVN, T e RV, C =l -

The smooth nonlinear functions are given by o(x;)=[o(xy), ..., o(x, B
ando(z;) =[o(zy), ..., 0(zy )", respectively, where the wo(z) represent the
interconnections between the subsystems.

If the functions o(z;) from w;a(z; ) can be considered approximately linear (subject to

some assumed equilibrium condition, e.g. resulting from control action), then EQ.
(6-7) becomes (Kambhampati et al., 2007):

N
fy =5 ol 4 T + ) Hy,

=1
i#]

(6-8)

It is important to note that the structural properties of the RNN of Figure 6-5 are
dependent on the identified plant. The overall identified system matricesz , w and I" in
Eq. (6-5) are obtained using the Neural Network MATLAB® toolbox, together with
the modified procedure of Garces et al (2003). For this interconnected/distributed
system thisis based on the concept of linearization for each subsystem [z, , w; and [;].
The identified interconnected system has the structure of Eqs (6-9) -(6-11) interms
of the subsystem states x; :

— =

X 5 (6-9)

The terms H,x; fori=12,...N, represent the identified interconnection signals

between the subsystems, where H; =(Hj;,..., Hgyi) Hiysgo --- Hin) - and
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seee XN ) -

The block-partitioned matricesA =(-7; +Ww,),

B =TI, and H; are also determined through the partition of the overal inter-

connected system ( A ais Boverart) @S follows:

where:

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
AO = '
verall '
1
1
1
1
1
1
1
1
1
1
1
1
1

. : [J :
ARSI
(@) )

) (e
L) -

[ * ] represents matrices that are indefinite (do not need to be known)

Hp o= [wp, wig o, Wiyl
= [le, H13’ ooy HlN]’
Hy = [Wa, Wog ...y Woy ]

= [H21’ H23, cee H2N]l

Hy = [Wynp, Wz, - Wy n-ad
= [HNll HN2, R HNN—l]
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The identified system structure given by Egs (6-9)-(6-11) is applied within a
strategy for detecting and isolating faults in each of the N local subsystems. It will be
shown in Section 6.4.5 that the identified system structure can also be used for the
development and design of the local control functions in the distributed system.

However, for the local control of each subsystem the term H,X; is considered as a

disturbance term. This concept is described in Section 6.4.4. Section 6.4.3 now deals
with definition and design problem for the local FDI task.

6.4.3 Thelocal FDI problem

Section 6.3 states that a suitable FDI method must have a very specific role to play in
enabling fault-tolerance in the distributed control system (see Figure 6-2). The FDI
algorithms must distinguish between local and neighboring subsystem faults, inform the
control supervisor that () a fault has occurred, (b) where it has occurred and (c)
information about possible either the overall control requirements or re-configuration of
the system. In the other situation when a subsystem is added or removed from the inter-
connected systems the FDI structure should recognise this situation and inform the

control coordinator which should then restructure its coordination efforts.

At alocal level, the FDI task needs the presence of an estimator and the corresponding
residual generator as described in Chapter 2. The residuals represent the differences
between the observed behaviour and some nominal behaviour of the system (Chen and
Patton, 1999; Kambhampati et al., 2007; Klinkhieo et al., 2008). These can be obtained
by extending the system description given by Eqg. (6 - 1) to take into account the faults

represented by the fault vector f; corresponding to the i subsystem.

% = F(x.u)
Model of subsystemi : = fi(x,u)+F2f (6-12)
yi = m(x)+F°f

where f; isthelocal fault vector, F? and F,°are the local fault distribution matrix for

the local states and local measurements with appropriate dimensions, respectively. For
this at alocal level, based on the residuals generated by the observers, the various fault
conditions can be identified. Thus the FDI observer and residua generator have the

following form:
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&) = oi(&,u,yt)

(0 = meuyy 03

FDI observer and residual generator : {

where: g (t) is a generalised error system, leading to a corresponding form for the

residuals r, (t) . The residuals thus generated should satisfy the following conditions:

~0 h fi(t)=0
TR

>>0 when f (t)=0 (6-14)

It should be noted that the estimator can have many forms (Chen and Patton, 1999;
Kambhampati et al., 2007; Klinkhieo et al., 2008). A “fault” refers to any unwanted
internal or external changes from the nominal (expected) system behaviour which could
be aresult of parametric and structural deviations and also unpredicted behaviour.

Uy (1) Residual-1
1 > —
Observer-1

yi(t) —>

u,(t) — Residual-2 I solation

2 o —— | |::>
Yo (1) Observer-2 L ogic

. Fault
Infor mation

Uy (1) Residual-N

N > —
yN (t) Observer-N

Figure 6-7: FDI structure without considering the network

It can be seen from Egs. (6-13) and (6-14) that the FDI scheme has a highly local

function [see Figure 6-7]. Indeed, it would indicate that a local fault has occurred as a
result of getting faulty interconnection (z) which may cause FDI function giving a

wrong fault indication. To take into account the interconnection faults, Eq. (6-12)

should be extended as follows [ see Figure 6-8]:
X = F(.z,u)
Model of subsystemi : = fi(x,u)+h(z)+Ff (6-15)
yi = m(x)+FR°f

The added feature with the structure given by Eqg. (6-15) is that in a plug-and-play
situation if a subsystem is added or removed, al that isrequired is for the coordinator to
be given the relevant information for augmenting the relevant terms,h(z). These
involve the effect of the new subsystem on the overal interconnection system. Once

such structural information is available (via system identification), a structural analysis
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here can be performed in order to assess the Detectability and Isolability of the faultsin
the plant (Chen and Patton, 1999; Boumama et al, 2006; Klinkhieo and Patton, 2008).

U (t) —>» Residual-1
ylgtg —» Observer-1
Zl(t) ----p
U, (t) —» Residual-2 _
yzgtg—v Observer-p — 'Sf'at.'on |::>
Z,(t)----» ogic
i . Fault
. I nfor mation
Uy (t)—» Residual-N
YN 8—» Observer-N
ZN (t)--"’

Figure 6-8: FDI with interconnections for local FDI

Thelinearised form of Eq. (6-15) isgiven asfollows (see Section 6.4.2):

% = (-t + W)X + T + Hix + R, (6-16)
yi :Cixi + Fisfi
Thus, thelocal FDI based residual generator has the simple form:
)"‘(i:(—’[i+V\Ii))ﬂ(i+riu‘t|—i(yi_ci),\(i)} (6-17)
L=y -GX

where the L; are the observer gains designed via the UIO approach (see description of
this approach in Chapter 2). The simulation results of these robust local FDI approaches
will be discussed and demonstrated in Chapter 7.

An dternative approach to this is to use overlapping decomposition techniques to
design overlapping observers for FDI along the lines of (Singh et al., 1983; Ferrari et
al., 2007). However, this approach has not been considered in this work.

6.4.4 Thelocal control problem

Background and Motivation

In this thesis the task of the control at alocal level is defined using a receding horizon
control (RHC) problem formulation, based on the work of Keerthi and Gilbert (1988)
and Mayne and Michalska (1990). In some limited sense the RHC problem is
equivalent to the model based predictive control (MBPC) strategies which are popular
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in the “process control” domain (Camacho and Bordons, 2004). However, the MBPC
approach is usually based on input-output system information to optimize a control
objective function, whereas the RHC formulation is based entirely in the state-space and
applies to nonlinear system problems with no loss of generality (due to the loca
optimization within the time horizon). At first it would appear that the RHC formulation
is therefore more general and is particularly suited to nonlinear system applications.
From the literature it is clear that RHC and MBPC have initialy developed along

different lines of investigation.

The Mayne and Michalska (1990) results are limited to single level control, whereas
Singh and Titli focus on multi-level control with a special emphasis on the applicability
of the two-level special case. Focusing further on distributed and interconnected
systems, Patton et al (2007) combine the work of Singh and Titli (1978) with that of
Mayne and Michalska (1990) through the use of two-level RHC. The RHC formulation
follows very naturally from the Singh and Titli results as it provides a powerful way of
realising the two-level control goals in terms of a subsystem regulator control problem,
based on constrained Linear Quadratic Regulator (LQR) Control.

Although Goodwin and Quevedo (2004) aso discuss the potential of RHC for
distributed and networked systems they focus only on single-level nonlinear
interconnected systems. It turns out that the two-level approach is a very important
development for FTC for distributed systems. This is an important emphasis in this
thesis and the main ideas will be discussed more in this Section. It appears that the
solutions for dealing with single level distributed control problems are complex and
difficult to solve, ssmply as the high level control function is missing. The higher level
in the two-level formulation provides some necessary information concerning the

subsystem interconnection states and thisis very important in the design of local FTC.

Hence, the minimization of interconnection states is a key to achieving good FTC
action, when the interconnection states are bounded. This concept increases in
importance as the number of subsystems becomes large. Although Singh and Titli
reported their work in terms of large-scale systems, the issue of whether or not the
system is large-scale or not is irrelevant since a distributed system with a significantly
large number of interconnected subsystems becomes alarge-scale system.

The main difference between the approaches of Singh and Titli (1978) and Keerthi and
Gilbert (1988) is that the earlier work considers the Lagrange multipliers in terms of

cooperation effort between the subsystems, i.e. to develop a good balance between the
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subsystems under global control. In Keerthi and Gilbert (1988) and Mayne and
Michalska (1990) the Lagrange multipliers are considered in terms of the co-statesin a
classical LQR optimization problem applied to a smooth nonlinear system.

In combining the work of Singh and Titli (1978) and Mayne and Michalska (1990),
Patton et al (2007) show that this is a convenient formulation for distributed control
problems as it facilitates the development of a control strategy for nonlinear and time-
varying systems in which the effects of subsystem interconnections on the performance
of the system can be evaluated in a transparent way. The Patton et al (2007) work on
two-level control uses as a basis the optimality analysis arising from the concept of the
isolated system in RHC of nonlinear systems, given by Mayne and Michalska (1990).
This leads to powerful FTC properties for the control of uncertain interconnected and
distributed systems.

Singh and Titli (1978) work proposes the use of the Interaction-Prediction Principle via
a gradient optimization approach to the coordination function (higher level in two-level
control). In contrast to this Patton et al (2007) include in their work the use of alearning
coordinator based on interaction-prediction together with a new development in the use
of RHC as a constrained regulator problem. This form of two-level control has been

adopted further in this research.

The appropriate intersection of these studies provides a powerful framework for FTC in
distributed and networked control systems in which robust FDI of the local subsystems
can be added to further enhance the value of the two-level control approach. Thisthesis
goes beyond the work of Patton et al (2007) by taking into account the effects of larger
faults arising from the subsystems in addition to the time-varying subsystem

interactions (which affect the robustness of the local FDI problem).

The development of RHC for thedistributed control problem

In RHC, the current control at time t and state x(t) are obtained by determining the
predicted on-line (open-loop) optimal control U for the horizon interval [t,t+T] and
by setting the current control equal tol(t) (i.e. at timet) (Mayne and Michalska, 1990).
A feedback control law is then obtained by repeatedly determining this optimal control
law [since U(t) clearly depends on the current statex(t)]. The optimal control problem

is usualy posed as an on-line minimization of a quadratic function over the horizon

[t,t+T], subject to the termina constraintx(t+T) =0.
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When RHC is applied to a nonlinear or time-varying distributed system with inter-
connected local subsystems, the goa of the control is to minimise some locd
performance index subject to nonlinear interconnection constraints between the

subsystems. This problem is now analysed in order to determine;

(1) the set of properties which would ensure (a) a solution to the problem, and (b)

the stability of the solution provided by the control strategy, and

(2) anumerically efficient strategy which is globally suboptimal but locally optimal.

(2) above is important when dealing with either a distributed system or with a plug and
play system (see discussion in Section 6.3), for which it is more efficient to determine
locally optima control laws together with bounds placed on the control inputs to
account for the effects of subsystem interactions.

Thelocal (single) level control problem
The distributed system can be stated as follows Mayne and Michaska, 1990): for a

given Lagrangian multiplier L € R", determine a feedback control u* which minimizes
V(xtu)+ AT x*(t+T;xt) where x*(t+T;xt) is the solution of Eq. (6-3).
Although A is the classica Lagrangian multiplier, it is considered here as the

coordinating effort (Singh and Titli, 1978) between the various subsystems, where

V(x,t;u) isthe following receding horizon cost:

t+T

V(x,t;u):% I(XTQx+uTRu)dt (6-18)
t

where the overall distributed system state and control performance weighting matrices

Q ad R, respectively are block-diagonal partitioned according to
Q=diag[Q], R=diag[R]. The matrices Q e R are positive semi-definite and the

matrices R € R"™™ are positive definite,

Since the performance index Eq. (6-18) is additively separable (see Section 6.3 for
definition), Eq. (6-18) can be transformed into:
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N tf
V(x,t;u) :Z %J-(xiTQi X +Uu' Ru.)dt
i=1 0

= ZN:Vi (%, tu)
i-1

where t; isthetime-horizon.

(6-19)

The development of the two-level control strategy

The control problem for the distributed system can now be solved by decomposing the
problem into smaller sub-problems, one for each subsystem (Mesarovic et al, 1970;
Singh and Titli, 1978). The decomposition is achieved by minimizing the following
Lagrangian for the distributed system:

f N
1 1
N I S QX +=u'Ru +A |z - ) Hix
L(x,u,l,p,z):z ) 2 A JZ; Ylde  (6-20)

i#]

+pr [F (. z,u)])
where A, (t) is coordination variables [e.g. interactions taking place between the it

subsystem and the other i-1 subsystems] and p, € R"™ are the classical co-states of the

local system.

It can be seen that the Eq.(6-20) is aso additively separable for any given z and 4, .

To satisfy the necessary conditions for globa optimality within a two-level

computational structure, Eq. (6-20) can be re-written the Lagrangian L as:

) :iLl i ZN: J- 2(x Qx +— u Ru +A'z Zf n 6.21)

I¢J

+ piT [Fi (%,7,4 )])

The additively separable property of Eq. (6-21) facilitates the design of a two-level

structure for the control of the distributed and interconnected system, as shown in

Figure 6-2. Thei™ local control problem is given by:

min Vi (%, u;)
P(Xiy )={ gan (6-22)
subjectto X = F(X,z,4,); X (ty) = %o
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From Eq. (6-22) the i™ control function depends on both the local subsystem states
x € R" and the subsystem interconnection statesz € R . It thus becomes clear that

the subsystem control has two components, namely (a) a control component based on
local information and (b) a component based on the interactions, as discussed by Patton
et al (2007). Thus:

— u_Iocal +u_int. (6-23)

U i i

where u®@ is the control for the i™ subsystem in isolation, and u™ is the

compensating control for the interactions.

Idedlly, each local controller requires on-line updated values of zandA;. There is
clearly a computational requirement for iteratively improving the z and A, such that N
local optimal can be achieved. In fact some coordination rules are required which can be
derived from a consideration of the optimality conditions for solving Eq. (6-22). The
development of the ACSS coordination rules are given in Section 6.5.

As given in the Definition 6.1 (see Section 6.4.1) the optima control law for each

isolated subsystem with states x;, € R"™ defined in terms of a single control component

u = u®? [compare with Eq. (6-23)] which is the solution to the problem defined by:
min Vi (%,4;)
X (6-24)
subjectto % = f;(x;,u;); X (to) = X0

This Section discuses the RHC law for an isolated system, as a precursor to defining the
globa control strategy, i.e. by considering just one subsystem and ignoring al the
interconnections. The term isolated system is defined in Definition 6.1. The solution to
the problem of RHC has been investigated by a number of authors (Keerthi and Gilbert,
1988; Mayne and Michalska, 1990; Kambhampati et al, 2000) and a moving horizon
approach to networked control system (NCS) design by (Goodwin and Quevedo, 2004).
It is important to note here that whilst the NCS problem is certainly a form of
distributed system, Goodwin and Quevedo, (2004) do not consider the two-level
strategy for distributed control which isimportant in the work of thisthesis.

Therefore, the following assumptions on the interconnections are required to establish
the required pareto-optimal strategy required to balance the performance indices of the

overal system.

160



Assumption 6.1:

It is assumed that the interconnection function h(z) is smooth and that there exists a

Lipschitz Constant «; >0 such that |h(z)| < &;[X[; xeQ, where x is the global

state.

The Assumption 6.1 is the result of the continuity of the interconnection mappings, and
can be satisfied with relative ease by al inter-connection systems.

The determination of the required local distributed control is thus a three-stage process:

local
iOCa),

Stage 1. Determine the control for each isolated system (u

Stage 2: Determine the interconnection-control (ui”“') and

jnt.

Stage 3: Combine Stages 1 and 2 to give thei™ local control u, = u/®® +u|

It should be recalled that the role of the ACSS coordinator is to update the
interconnection states z (as an estimate) to balance the distributed system in terms of
control performance. The update of thez {and hencetheh(z)} isbounded aslong as

the iterative learning function of the coordinator is convergent.

6.4.5 Distributed system of N interconnected linear systems

Consider once again the lower level control problem, as discussed in Section 6.4.2 we
now consider the case in which all the subsystems are linear. For this problem the
results of Mayne and Michalska (1990) can still be applied as a trivia case of ther

work.

From Eq. (6-21) the Hamiltonian for the i™ linear isolated subsystem problem can be
re-written as (Kambhampati et al., 2007):

N
1 1
HAm ZEXiTQiXi +§uiTF§Ui +4 2 —;/ﬂHjiXiH ol [F 0.7,u)] (6-25)

i#]

For optimality let aiHiam =0 Eq. (6-25) then leads to the following:
%
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N
P :_Qixi_Aipi-i_;[l}-Hji]T (6-26)

i%]
where A = % F (%,z,u;) together with alinear system of state equations:
X = F(X.,z,u) (6-27)
Where the ai;idenotes partial differentiation with respect to the x and the initial
conditions p; (t;) =0, X (ty) = Xio
Consider the linear system representation of Eq. (6-27):
% = AX +Bu +Ez (6-28)

where A,B;, E; are known matrices with appropriate dimensions, then Eq. (6-26) are

reduced to the following:

N
P Z—Qixi_AﬁTpijLz[ﬂHji]T (6-29)
j=1
%]
The well known LQR control input to the i system is given by:
u =-R7B'p (6-30)
Now consider:
Pi=SX N (6-31)
where S and K, are the solutions to the Riccati Equations Eqgs. (6-37) together with

the Interaction Compensation equations of Eq. (6-38) (Singh and Titli, 1978):

Then it follows that:
P =S% +Sx +N (6-32)
Substituting Eq. (6-30) into Eq. (6-28) gives
% = A -BR'B'Sx -BR BN +E3 (6-33)
Since Eq. (6-32) isequivalent to Eq. (6-29), thusthis giving:
SXiJFSXWL&:—Qi)ﬁ—AﬁTpiijZi:l[ﬂHji]T (6-34)
i#]
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Substituting Eqgs (6-31) and (6-33) into Eq. (6-34), then Eq. (6-34) can be
rewritten as follows:
S X +3AX; -SBR'B'Sx -SBR'B'N +SEz
N
+8X, +Q +A1TSﬁx+ATNi—Z[ﬂH“ -0 (6-35)

j=1
i#]

or

[S+SA+A'S -SBR'B'S +Qlx

N T (6-36)
AR + AR, ~SBRIB'N, +SEz —Z[&{Hji -0
5
Since Eq. (6-36) isvalid for arbitrary x, it follows that:
S+SA+A'S-SBR'B'S+Q =0, S(t;)=0 (6-37)

N
N; :[SBiRiilBiT_AﬁT]Ni -SEz +Z[}’THH " Ni(t;)=0 (6-38)
j=1
i#j

U =-R'B'S % -R'B'N,
uiIocal

int. (6-39)

Yi

It can be seen that the Riccati Equation Eq. (6-37) is independent from the states of
the subsystems. Conversely, Eq. (6-38) depends on all the states of the interconnected
system [i.e. z depend on vector of the neighbouring states(X;,... X_1, Xi,1,---» Xy) 1. It
should also be noted that Eq. (6-39) has the same structure as Eq. (6-23), where
U = -R'B'Sx and U™ = -R'BN,.

6.5 Thelntelligent Control Coordinator

This Section focuses on the development of the system global controller, its structure
and optimisation under the action of the ACSS. The global controller is developed as
an intelligent learning from the knowledge base of the ACSS. Methods developed in

the field of learning control systems are used together with on-line constrained
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optimisation strategies [see Eq.(6-20)] together with the two-level strategy of Singh
and Titli (1978).

The coordination problem is appropriate if the system is considered to be ether
distributed or decentralised. In a centralised structure the subsystems are all being
controlled by one controller, whereas in a distributed or decentralised structure, the
local systems require information regarding the behaviour of the other systems.

As discussed in Eq.(6-20) is additively separable, this implies that for any given z
andZ;, the optimality with respect to the other variables can be obtained by N
independent minimisations. This leaves the problem of improving the accuracy z
and A, such that the global optimum for the ensemble of subsystems is achievable.

Considering the Lagrangian L given by Eqg. (6-20), necessary conditions are:

oL 0
= — Fiz(Xi |Zilui)pi
N
oL
a:0 - Zi:ZHinj (6-41)

Re-arranging Eqs (6-40) and (6-41), leadsto:

t
A eAL _Fizlgxi’zi'ui)pi
i = 6-42
I Y (42
i=1
i#]
for agiven p, and x, i.e. the p; and X, which are obtained from the independent
minimization in Eqg. (6-20) are used in Eqs (6-40) and (6-41) to get the values of
A; and z (i.e. fromtheiteration t to t + At) [Kambhampati et al., 2007].

It can be seen that if Eq. (6-42) consists of i distinct components corresponding to the
I subsystems, this would require that all the subsystems be provided information
regarding all other subsystems, whether that subsystem is physically interacting with it
or not. An architecture that alows sharing of information between subsystems only adds
to the complexity of the overall system and limits the fault-tolerance capabilities of the
FTC scheme. This of course would also have an important consequence of the
applicability of FTC for a Networked Control System (NCS), based on the “Control of
the Network” problem.
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On the other hand, by solving this problem at a higher level, asin the ACSS (see Figure

6-2), a more efficient information structure is achieved in that al the interaction
information is sent to one point for evaluation and distribution. Furthermore, the
proposed architecture shown in Figure 6-2 not only enables the coordination of the
performance but also alows for reconfiguration and fault accommodation without a

rapid increase in information traffic.

Note that thisisin total contrast the normally accepted scenario in which a “consensus’
rule applies. The traditional networked control problem based on consensus may not be
so clever or efficient in terms of reliable FTC. The approach in Eq. (6-42) employed
here is the interaction prediction principle (IPP) approach of (Takahara, 1965; Sadati
and Moment, 2005). The IPP approach facilitates the interpretation of faults of a certain
magnitude as wrong interaction predictions or prediction error, and thus enables the
coordinator to accommodate these faults and ensures a smooth fault-tolerant operation

of the system (e.g. learning method).

The solution to the problem given by Eq. (6-42) has two components, (i) a
coordination variable which encapsul ates the effort required for coordinating the various
subsystems and (ii) predictions of the interactions. This is in line with the concept of
coordination and reconfiguration, in that the coordinator ensures proper system
functioning/performance even in situations which are unforeseen, modelling uncertainty

or faults.

6.5.1 Thelearning strategy

The neural network employed to solve the global problem is a multilayered feed
forward network (see Figure 6-9) which is architecturally similar to a radia basis
function network [e.g. function approximation, time series prediction, and control].
Here the activation functions associated with the nodes can have any of the standard
forms, including the various radial basis functions (see Definitions 6.2 and 6.3)
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Figure 6-9: Fully Connected Feed Forward NN (taken from Haykin, 1994)

Definition 6.2

Aradial basis function network: an artificial network the uses ‘radial basis functions' as
activation functions. It is alinear combination of radial basis functions. They are used in

function approximation, time series prediction, and control (Buhmann, 2003).

Definition 6.3
Radial Basis Functions: is a rea-valued function whose value depend only on the
distance from the original, so that ¢ (X) = ¢ (| ; or aternatively on the distance from

some other point ¢, caled a centre, so that ¢ (x,c) =¢ (|¥|-c), Any function that

satisfies the property ¢ (x) = ¢ (|x]) is aradial function (Haykin, 1994; Buhmann, 2003)

It should be noted that the connections between the input-layer and the hidden layer are
unity-weighted. The learning algorithm provides the weights between the hidden layer
and the outputs (see Figure 6-9). For the problem defined at the coordination level Eq.
(6-42) the inputs of the neural network are [x(t), X,(t),..., Xy ()]

and[4,(t), 4,(t),... 1,()] - The  outputs  of the  system will be
[L(t+AL), 2, (t+AL), ... A, (t+At)] and[z (t +At), Z, (t + At), ...z, (t + At)], which are

the inputs of the systems at the local level. The coordination level neura network
should find the output values according to its inputs and sends them to the local levels

and adjust the weights of the neural network.
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6.5.2 TheHebbian learning method

The approach used for learning is a reinforcement strategy and has the following form
(Haykin, 1994):

1. Start with a reasonable network configuration: assign the weights and the

threshold level of each neuron.

2. Forward computation: Calculate the output of the neural network by
proceeding forward through the network. The linear combiner output or net

internal activity level vj’(t) for neuron j is:

9
VO =Y w050 (6-43)
i=0

where x7, x,,...x, isthe input signals and wj; is the synaptic weight of

g

neuron. The output signal y; (t) of neuron j is:

y;i ) =9(v}) (6-44)
where ¢ () isthe activation function (see Figure 6-10).

3. Update the synaptic weights of the neural network according to the learning
algorithm selected.

4. |If astopping criteriareached then stop, otherwise go to step 2.

W;o =0, (threshold)

Activation

X, \O function
o()f—> V.
I.nputI < X, Summing Outputs
Sgnals junction
Xﬂ
-

Synaptic weights
(including threshol d)

Figure 6-10: The nonlinear model of a neuron (Haykin, 1994)
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In Step 3, adjusting the weights of the neura network may be done by using two
different ways which are: (i) Hebbian learning method and (ii) Error Backward
propagation method.

(i) The first way for the learning process or updating the synaptic weights is
Hebbian learning as atotally unsupervised learning method. The next values
for the weights in Hebbian learning are obtained by the information of the
input and output values of the related neuron or alternatively activation
degree of the two neurons at the each end of the synaptic weight. The

weight between two neurons will increase if the two neurons activate

simultaneously. Mathematically Aw; (t) is calculated by the following

equation (see Chapter 9 in Haykin, 1994)

j-1
Aw;; (t) = U[Yj t)x (1) -y, (t)ZWji (t) Y« (t)J
k=0

i1
=Y, (t)[xi t) - szi ® Yk (t)J
k=0

where: x; isthe i™ input and y; (t) isthe output of the j™ neuron.

(6-45)

(i) An alternative to this is to employ pseudo-supervised learning, where the
supervisor assumes that the previous vaues are the correct values, and
provides new outputs to ensure that the differences are minimised. Error
back propagation needs desired values at the output level of the system to
find the error output level (see Chapter 6 in Haykin, 1994). For the
coordination problem given by Eg. (6-42) the desired values for

Zy1,Z4,,---1 Zg, CaN be calculated by the following:
N
j=1

and the error can be obtained by the following:
e, =25 —z(t) (6-47)

The errors related with 1;,4,,...,4,, are obtained by using the previous values

of 4,,i=1...,p asgiven below:
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e, =4 (t—At) -4 (t) (6-48)

Using the Egs (6-47) and (6-48) and errors are calculated and the update of
the weightsis asfollows:

Aw; (t) =nd ;Y (1) (6-49)

where w;; is the weight between neuron iand j,n are a constant that
determines the rate of learning; Y; (t) isthe output of the neuron i and 5, (t) is
the local gradient of neuron at timet, defined by:
;1) =e; (" (v} (1) (6-50)
The local gradient points to required change in synaptic weight. According to
Eqg. (6-50), the loca gradient for output neura j is equal to the product of the
corresponding error signal € (t)and derivative (E’(V‘f(t)) of the associated
actuation function.
Therefore, in Step 3, updating the synaptic weights of the neural network can be

obtained by substituting either Eq. (6-45) or (6-49) into the following Eq. (6-51)
[i.e. depend on the learning methods chosen] into following equation:

W;; (t+At) = w;; (1) + Awj; (1) (6-51)

Remark: Both of these formulations provide the required coordination. However, a
reinforcement strategy is recommended in that the error back-propagation strategy
employs a ‘pseudo-teacher’, and as a result is a lot slower when compared to the

Hebbian learning.

6.5.3 Reconfiguration

The re-configurability implies that when a fault has occurred and the system is
diagnosable, a new set of performance constraints are identifiable which ensures the

system performance does not deteriorate.

Within the context of a control of distributed or interconnected systems, the
reconfiguration task has to perform a number of tasks, these can be summarised as. (a)

re-distribution of performance requirements, and (b) ensuring that the faulty subsystems
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which are beyond repair cannot cause a total failure of the overall system. Thus the

reconfiguration task has two-levels of operation:

(1) Decide whether reconfiguration is required [Compare the symptoms for
decision-making], e.g. reconfiguration task (see Figure 6-2) gets residual
information from the loca FDI and makes a decision as to whether

reconfiguration is required or not, based on the residuals.

(2) A mechanism which reconfigures the performance criteria and sets new

constraints.

Here the decision for reconfiguration would be based on the nature and size of the fault.
If the fault is small and bounded, reconfiguration is not required. The reason for thisis
that the control coordinator will compensate for this, as it would assume that an error
has occurred in the prediction of the interactions. Typically, the output sensor FDI
problem is relatively simpler when compared to that of actuator FDI. Indeed in the
distributed systems, the output sensor fault becomes an actuator fault because of the
connectivity between the subsystems. This research only deals with the actuator fault

case.
6.6 A simpleTutorial Example

Consider a simple system consisting of two interconnected subsystems as described in
Figure 6-11. Typicaly these could be two simple chemical processes inter-connected

and represented by an RNN.

U U Uy Uy

ol o o

>

SR <— System-2
Y11 Yoo Yo1 Y

Figure 6-11: A simple situation of two subsystems
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The independent dynamics of each of the nonlinear systems can be given by the

following set of normalised linear subsystem dynamic equations:

Nonlinear system-1

X (t) = — 7% (t) + wo (%) + Tyug (1) + H o x, (1)

1) = %0 o
Nonlinear system-2
%o (t) = —72%p(t) + W0 (%) + ToUp (1) + H o, (1) (6-53)

Y2(t) = %,(t)

where x, are the normalised local states, u; the local control and the block H,

represents the possible interconnections and consists of the effect of al H; , and o(x,)

ij
can be any smooth nonlinearity. However, for the purpose of this example

1
l+e X

o(x) = (which can represent chemical kinetics) for i=1,2 . Without any loss of

generality consider a situation in which two subsystems each having 2-inputs, 2-output
and 5-states as follows:

X =[X1 Xpp X3 X4 X15]T, Xp =[Xp1 Xpp Xz Xp4 X25]Ta
X1 =X X=X

H1: H12’ Hz = H21

7, = diag([~0.5, — 0.1, —0.02, - 0.1, - 0.1]),

¢, = diag([~0.2, - 0.1, —0.02, - 0.1, - 0.1]),

,=[1 10 0",,=[0 017"

Thetwo 5x5 matrices w; and w, are given by:

[-0.2000 0.0100 0 0.0300 0
0 —0.2000 0 0.025 0.0015
w;, =| 0.0010 0.0030 -0.2000 0.0010 0
0.0050 0.0210 0.0010 -0.5000 0.0016
| 0.0010  0.0110 0 0 —0.2000 |
[—0.1000 0 0.0160  0.0160 0
0 —0.2000 0 0.0110 0
w, =| 0.0076 0 —0.5000 0 0.0010
0 0.0450 0.0010 -0.3000 0
| 0.0067 0 0.0023 0 —0.2000 |
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The two systems exhibit the following two properties: (i) f;(0,0)=0, =12 and (ii)
are asymptotically stable and the eigenvalues of the linearised systems around the origin
(0,0) (the only equilibrium point) of system-1 and system-2 are given as. {-0.7015, -
0.6003, -0.2200, -0.2948, -0.3034}, {-0.5206, -0.4047, -0.3005, -0.2990, -0.2953},
respectively.

6.6.1 Two isolated subsystems

The behaviour of each system in isolation can be seen from Figure 6-12.

L (a). sub-system-1 (b). sub-system-2
Ya=%14 Y1=%n
' : y5 =X 15 y2 = X22
0.6 \
0.4} \\
0.2} ! a
N
S ““«.wv 0
500 1000 1500 2000 2500 3000 500 1000 1500 2000 2500 3000
Time [s] Time [s]

Figure 6-12: Both systems exhibit stable behaviour

6.6.2 Two interconnected subsystems

With an appropriate choice of interconnections the system exhibits stable behaviour (see
Figure 6-13 (a). However, an inappropriate choice yields an unstable system [see
Figure 6-13 (b)]. Indeed, this is a typica Situation when dealing with distributed
systems where amgjor constraint could be the available interconnections. It isimportant

to keep in mind that the resulting system could be unstable.
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(a). Inter-connection outputs (b). Inter-connection outputs

1.5¢ 250
200 Y17 %4l
””” Y2 = %15
150} _
Y3 =Xy
100 | Yq =%

‘ ‘ -100 ‘ ‘
0 1000 2000 3000 0 1000 2000 3000

Time [s] Time [s]

Figure 6-13: The output responses of the inter-connected systems:
(a) An appropriate design of interconnection yields stable behaviour, and
(b) An inappropriate design of interconnection yields an unstable system

In the following sections will illustrate the development of the proposed controller, and

learning approach architecture for coordinating the activities and autonomous fault

tolerant control.

6.6.3 Thetwo subsystem control strategy

As discussed in Section 6.4, a set of appropriate performance indicators are selected.

Ji = (6 Qx +u Ruy)dt (6-54)

O ) —

The global index is the sum of the two indices for the individua
subsystems: J = J, +J,. As a first stage for the illustration of the requirement of a
coordinating architecture considers the case where the two systems are not connected
but are individualy controlled. The results are given in the Figure 6-14. If the two
systems are now interconnected [see Figure 6-15], it can be seen that the globa
performance of the system is not as desired, in that the tracking of the set-pointsis poor.
This illustrates the need to take into account the interactions taking place between the

two subsystems.
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Figure 6-14: The output response of the systems not connected, individually controlled

Sub-system-1

1 T T T T
E J— J——
o o

s
-1 | | e ) ) .

0 1000 2000 3000 4000 5000 6000
i ‘ P :

- —
0 20
"""""""""""""" y2r

-1 | | | | ] il

0 1000 2000 3000 4000 5000 6000

Sub-system-2

0.5 ]
0 N y3
3 * RN g E— y
-0.5F \‘% s ‘ "‘\Mp, ‘ | M | 3r Y
0 1000 2000 3000 4000 5000 6000
1
ff"“m"‘%“ G“‘f"l‘%%% lll\s‘
0 E X / S —\ 4
%, ’ b, s, N | Yar
-1 e’ L Mo L e’ !
0 1000 2000 3000 4000 5000 6000
Time [s]

Figure 6-15: The output response of the systems interconnected

When the two controllers are being designed individually the interconnections, h (z;)

are ignored. However, these come into play when the two sub-systems are inter-

connected and in this initial design the controller is unable to compensate for the effect
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of the interconnectionsh (z). These interconnections are taken as exogenous

disturbances. The reason for thisis that the effect of interconnections is being recycled
and being magnified by the interconnection of the two sub-systems. The only way to

avoid thisis to take account of the interconnections h, (z) asdescribed in Section 6.4.

6.6.4 The Control Strategy using the lear ning approach

The simulation results without using a NN learning approach in the globa level are
given in Sections 6.6.3. In this Section the same example is performed by the
integration of the global level control using NN learning approach.

The system is simulated initially without any faults and from Figure 6-16 it can be seen
that the outputs track the reference signal. The initial oscillations in the outputs are due

to the co-ordinator learning the co-ordination task for the two subsystems.

Inter-connected systems

Yq
WMV VVVVVVVVVVVVVVVVVVN y1r
5 ! \
0 5000 10000 15000
5 T T
Y
WWWWVVVVVVVVVVVVVVVVVVVVM y2r
_5 | |
0 5000 10000 15000
5 T T
Lﬂrvv\/vvvvvv\wvvuvvvvvvvvwvvv\ 5
W VVVVVVVVVVVVVVVVVVVVVVUVVVVVWVY y3r
_5 | |
0 5000 10000 15000
5 T T
AANMANVAMAAVAWAAWANY
OV YNV VWVVVVUVVVVVWVVVWVVVVUVVVVVVVVY y4r
5 \ \
0 5000 10000 15000

Time [s]
Figure 6-16: Input and output of the system without fault
It can be seen in Figure 6-17 that the cost function is also minimised. It can also be

noted that the initial oscillations of the cost function corresponds to the coordinator

learning phase.
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Figure 6-17: The cost functions of the local systems 1 and 2 without faults

The following simulation results were carried out with bias faults 10% and 50% on the

1% control channel. The results of these simulations are shown in Figure 6-18 (a),
Figure 6-18 (b).
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Time [s]

Figure 6-18: Input/Output of the system with a bias fault at the 1% control channels:
() 10% and (b) 50%

In each case it can be seen that the outputs are tracked as before. However, when the
faults are introduced, the system oscillates and then settles. As the magnitude of fault is

increased, these oscillations increase in magnitude as well.

Figure 6-18 illustrates that when the faults have occurred; the control coordinator
receives information about the state of the two subsystems and compares these with its
predictions (as a prediction error) of the same states when the errors occur. The co-
ordinator then determines a new set of predictions to minimise this error and maintains

the stability on each of the two subsystems even when faults are present.

6.7 Conclusion

This Chapter describes and develops fault-tolerant architectures with a view to
demonstrating that the classical concepts of FTC, namely of active and passive FTC can
be related to equivalent (although more complex) concepts in distributed systems. The
comparison can be made according to whether or not the structure requires

Reconfiguration and/or FDI via fault estimation concept. The study confirms that the
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de-centralized approach to FTC in distributed systems suffers from a difficult challenge

as to how to compensate for fault effects occurring throughout the overall system.

On the other hand, the distributed hierarchical architecture that is described illustrates
the notion that, under a scheme of Control Co-ordination, the equivalent to the classical
active FTC is achievable. This architecture can be implemented using a Global
Coordination Task, making use of the Principle of Interaction Predictions. Methods
proposed in the field of learning control systems are used together with on-line
constrained optimisation strategies. The solutions are achieved using two tasks of neural
network: (i) at alocal level, RNN is used for subsystem identification and FDI structure,
and (ii) at the higher (global) level, a feed-forward network is used along with Hebbian
learning to learn the coordinating function.

Once the system structure is set up in terms of globa and loca units, the performance
measures are “additively separable’, a concept coming form large-scale systems theory
(Singh and Titli, 1978). This additive separable ensures suitable flexibility for control

reconfiguration.

It has been shown that for small faults the autonomous FTC system compensates for
faults through an adaptive mechanism as the classical active (or adaptive) FTC. For
larger faults, fault estimation is required, to facilitate the Reconfiguration Task of this
distributed hierarchical structure.

This Chapter forms the basis for work to be continued in Chapter 7.
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Chapter 7.
Three Tank System Application Study

7.1 Introduction

To illustrate the discussion in previous Chapter a tutorial example of a 3-tank inter-
connected system is used here as a benchmark problem of fault estimation for FTC in
distributed system. The model represents a real 3-tank system (Figure 7-1) from the
Research Centre for Automatic Control in  CRAN-UHP, Nancy, France
(http://www.strep-necst.org/). The concepts presented in Chapter 6 will be later tested

on this benchmark system. In fact the basic concepts of the distributed control design
for this example have been applied on the real three tank system at Nancy via the
collaboration with Dr Cahit Perkgoz at Hull University and this has been reported in
internal report [Reference: Integration of NeCST Concepts in OPC].

7.2 Three-Tank Benchmark Simulation

In this Chapter, the simulation of an inter-connected 3-tank level and temperature
control system is described within the Simulink/Matlab® environment (Sauter et al.,
2005).
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Subsystem 1 Subsystem 2 Subsystem 3

A

B et

Figure 7-1: The schematic diagram of the Three-Tank Benchmark System
(NeCST FP6 STREP project)

It can be seen that Figure 7-1 shows: [see the abbreviationsin table 7.1]

Subsystem-1 has 3 inputs (Q,,, R, andQ,, ) and 3 states [ x; = col(L;,T;,V;,) ] with the
following dynamics:
Sk = Qu-Qr-Qp
sLT = Q01(T0—T1)+% (7-1)

v12 = Qp
Subsystem-2 has 2 inputs (Q,, and Q,, ) and 3 states [ X, = col(L,,T,,V,) ] with the
following dynamics:

S, I;2 = Qp +Qp — Qg +(Qz2 + Q32) — Qieak2
SszTz = Qp(Ti—T5)+Qu(To —T,) + (Qz + Q3 )(To — T7) (7-2)

Vzo = on

Subsystem-3 has 2 inputs (Q,; andQ,, ) and 2 states [ X5 = col(L;,V;,)] with following

dynamics:
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S; Ls = Qs — (Qa + Qz2) — Qa0 — Qeaks
V32 = Q32

where S, L, T, Vy, Qj, Qe 1=0,1 2,3 are the cross-sectional areas of each tank,

(7-3)

the level of liquid in Tank-i, the temperature of liquid at the centre of the Tank-i, the
volume of liquid passing from Tank-i to Tank-j, the liquid flow rates between Tank-i to
tank-j, and the leak from tank-i, respectively. ij =0 means the buffer tank. P, is the
power input. p and C are the density and the specific heat capacity of the liquid inside
the tank. The abbreviationsused inEqgs. (7-1) —(7-3) aregiven aregiven:

Variable Definition Unit
S Cross-sectiona areaof i" tank. M?
L, Level of liquidini" tank. M
Ti Temperature of liquid in i™ tank. (O means the buffer tank) °C
Qj Flow-rate from i" tank to "™ tank. M?%/sec
Vi Amount of liquid passing from i" tank to j" tank. m’
P, Power input KwW
p Density of the liquid kg/ m°
c Specific heat capacity of the liquid Jkg-K
Qleaki Flow-rate of the leakage from i™ tank. M?/sec

Table 7.1: The tree tank system abbreviations

It should be noted that the flow-rates on the system are controlled by either pumps or
valves. The system working as follows:

e Pump_1iskept constant at 0.75 m*/sec.

e Tank-1isfed by ValveOl (Qoy).

e Tank-2isfed by Valve02 (Qo2) and Pump_2 (Qq2).
e Tank-3isfed by Pump 3 (Qos).

The liquid inside the Tank-1 is heated by an electrical heater. The Tank-2 is taking
preheated liquid from the Tank-1 (Q2) and mixes it with a solution coming from the
Tank-3 (Q32). Valve32', Valve leak 1, Valve leak 2, and Valve leak 3 are totally

closed (Q'32 = Q10 = Qieae = Qieaz = 0) and Valve30 is totally opened during the
simulation.

The performance objectives for the system are as follows:

e Maintain thelevelsof eachtank, L, at 0.75m, L, a 0.3m, and L; a 0.5m.
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e Maintain the temperature of 1% and 2™ tank, T, at 30°C and T, at 28°C.

An dternative to using this first principles model would be to use a data-driven
approach for example, recurrent neural networks (Garces et al., 2003) in which the
states of the individual subsystems would be defined as follows:

(1) Subsystem-1 has 3 inputs (Q,,, P, and Q,,) and 3 states [L,,T;,V,,].
(2) Subsystem-2 has 2 inputs (Q, and Q,,) and 3 states [L,,T,,V,,], and

(3) Subsystem-3 has 2 inputs (Qg; and Qg,) and 2 states [L;,Vs, ]

The models based on recurrent networks were trained using data collected from the
simulations over a period of 9,000s. These data were based on the open-loop system, i.e.
without application of feedback control. The RNN in Eq. (6 - 5) istrained with overall
states n=8 and o(X) = tanh(x) to identify the nonlinear Three Tank system in Egs.
(7-1)-(7-3). Theinitia condition for the neuron states are: [-0.7773, -0.6199, -
0.5342, 0.0748, -0.7261, -0.4979, -0.0186, -0.4959] and the training inputs are given as

follows:

Control signals

i 1 i i i i
0 1000 2000 3000 4000 5000 60OO 7000 8000 9000

; i l i i
) 1000 2000 3000 4000 5000 6000 7000 8000 9000

1 i i i i i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

‘ ; i | i i i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Figure 7-2: The control inputs for RNN training
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All the trained RNNs were able to model the data well to the desired accuracy, and

some of the results are shown in Figure 7-3.
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Figure 7-3. The system modelling based on RNN

Following the discussion of RNN for system identification presented in Section 6.4.2,
and the solutions of Egs. (6-8) to(6-11) obtained the linear systems of the Tank-1,

2 and 3 as given below:

Aoverall =
-0.0581 -0.0347 0.0298 | -0.0309 -0.0074 0.0205 ; 0.0192 0.0493
-0.0244 -0.3504 0.0561 i 0.0115 0.0446 0.0446 i 0.0446  0.0439
0.0153 0.0163 -0.0900 i -0.0559 0.0143 0.0244 i -0.0005 0.0557
-0.0550 00323 -003541-01098 00154 -0.0467 | 0.0348 -0.0338
0.0230 0.0310 0.0357 i 0.0348 -0.1517 -0.0467 i 0.0500 0.0061
-0.0061 0.0411 0.0440 |-0.0215 -0.0149 -0.1337 | -0.0004 -0.0047
00244 00308 00073 | 0.0258 00105 -0.0049 | -0.0915 -0.0022
0.0444 -0.0018 0.0721 i -0.0070 0.0167 0.0918 i 0.0244 -0.2232
(7-4)
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0.0000 00511 -00158| * * ]

0.1329 -00143 00000 ' * s *
0.0000 00000 0.0657 | * xo

|+ + x o0s5L -00801 * = *
overall 1« * * -0.1051 0.0052

* * 10.0441 -0.0273
|
* * 10.0000 0.0218

(7-5)
Then:

Tank-1

-0.0581 -0.0347 0.0298 0.0000 0.0511 -0.0158
A =|-0.0244 -0.3504 00561 | B, =|0.1329 -0.0143 0.0000 | and
0.0153 0.0163 -0.0900 0.0000 0.0000 0.0657

-0.0309 -0.0074 0.0205| 0.0192 0.0493

|
H,=(Hy, | Hz)=| 00115 0.0446 0.0446 ! 0.0446 0.0439
-0.0559 00143 0.0244 | -0.0005 0.0557

Tank-2

-0.1098 0.0154 -0.0467 0.0551 -0.0301
A, =| 0.0348 -0.1517 -0.0467|, B, =|-0.1051 0.0052 |, and
-0.0215 -0.0149 -0.1337 0.0053 0.0111

-0.0550 0.0323 -0.0354 | 0.0348 -0.0338

|
H,=(Hy | Hy)=| 00230 00310 0.0357 | 0.0500 0.0061
-0.0061 0.0411 0.0440 | -0.0004 -0.0047

Tank-3

~(-0.0915 -0.0022 (00441 -0.0273
100244 -02232) 3 (00000 0.0218 )

0.0444 -0.0018 0.0721i -0.0070 0.0167 0.0918

Hy=(Hy | 32)=(

0.0244 0.0308 0.0073; 0.0258 0.0105 -0.0049j

The system is smulated initially without any faults via the two-level control strategy
purposed in Chapter 6, and from Figure 7-4 it can be seen that the outputs follow the
reference signal. The desired values (references) for each control objective are shown
in the red dashed lines.
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Figure7-4. Fault-free System Outputs
It can be seen in Figure 7-5 that the cost function is also minimized.
_, 300 ‘ ‘ 150 ‘ ‘ ™ 6 : :
0 | | < | | = | |
[ | | C | | CU | |
© | | © | | - | |
F 200F -l 1000t 4
c : : c | | c ! !
i=l | | i) | | 9 | |
- - g -
F 100p - AR R g 500 R . e P A
g | z - g -
o ! ! o [ — ! 8 0 1 1
0 1000 2000 3000 0 1000 2000 3000 0 1000 2000 3000
Time [s] Time [s] time (s)

Figure 7-5: Cost Function of the Tank-1, 2 and 3 without fault

The next sets of simulation results were carried out with bias faults (20%, 40%, and
60%) of the electrical heater operating points after t = 1500 seconds. The results of

these simulations are shown in Figure 7-6 to Figure 7-8, respectively.

Essentially, when the fault has occurred, the co-ordinator gets information about the

state of the three subsystems and when it compares these with its predictions of the

same states an error occurs. This results in the co-ordinator determining a new set of

predictions to minimise this error. In each case it can be seen that the outputs are

tracked as shown in Figure 7-6 and Figure 7-7.
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Figure 7-6: Outputs of the System with a Bias Fault (20% of heater operating point)
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Figure 7-8: Outputs of the System with Bias Fault (60% of heater operating point)

As the magnitude of the fault is increased the system can handle tracking up to a certain
level (Figure 7-7), after that the system becomes uncontrollable and the system cost
function requires reconfiguration. This can be seen in Figure 7-8 in which the cost
function reaches a new (higher) level. This is the cost that has to be pad for

reconfiguration as aresult of the fault.
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Figure 7-9: Cost Function of the Subsystem 1 with 60% bias on heater operating point

However, this particular feature of tolerance to faultsis limited to certain magnitudes of
faults. Beyond this magnitude, it is suggested that aternative strategies based on active
reconfiguration would have to be considered. Establishing this bound for the fault
magnitude is a design feature which could be similar to the use of athreshold employed
in model-based FDI methods (see Section 7.3). For achieving robust local FDI, the
unknown input observers (UlOs) as described in Chapter 2 is chosen here for the design
approach of robust de-coupling FDI in distributed systems.

7.3 Robust De-coupling FDI via UIO Approach

This Section focuses on the development of a suitable FDI strategy for application to a
system of inter-connected and distributed subsystems, as a basis for achieving fault-
tolerance in two-level distributed control systems. The idea is to use robust FDI
methods to facilitate the discrimination between faults acting within one subsystem and
faults acting in others, so that a powerful form of robust FTC can be implemented,
through an autonomous coordinator. The problem of unknown input de-coupling;
subject to autonomous coordination is an interesting challenge in which the interactions
between the subsystems (including modeling uncertainty, interconnection disturbance)
are considered as unknown inputs.

The essential concept is that robust FDI can be achieved within a given subsystem,
without requiring a consensus of FDI information across the ensemble of subsystems.
A set of residua generators based on the UIO concept provide robust FDI within a
given subsystem. As illustrated in Section 2.3.6, Figure 2-11 consists of a group of

decoupling UIOs for generating a number of residuals for fault detection isolation. Each
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observer in the group is designed to be sensitive to a subset of faults (that have to be
detected and isolated).

Considering the system identification in Eqs (7-4) and (7-5), the robust FDI for
each subsystem can be obtained by Eq. (2-21):

Tank-1
X (t) = Apxg (1) + Byuy (1) + z, (1)
= AXq (t) + Byuy (t) + [H 12 H13][X2 ) Xs(t)]T (7-6)
=] ch(t)
Tank-2
Xo (1) = AgX, (1) + Bou, (1) + Z,(t)
= A%, (1) + Bou, () + [H 1 H 23][X1(t) Xs(t)]T (7-7)
E, da(t)
Tank-3

X3(t) = AgXa(t) + Baug(t) + z3(t)

= A (D) + Bous (1) + [Ha, Ha [ (1) %@ (7-8)
Es ds(t)

where d; (t) e RY is the unknown input or interconnection disturbance, E, e R4 is
disturbance distribution direction for i =1, 2, 3. The disturbance estimated this way is
also expected to take into account the un-modelled dynamics and interconnection
disturbance. Decoupling this direction from the residuals will a'so make the FDI design
robust against unknown inputs. An evauation of these residuals is carried out in the
Fault Isolation Logic (see Figure 2-11) unit in order to determine the location of the

fault.

The next simulation result illustrates the ability of the i"™local FDI tasks to detect faults
and also to be able to identify the subsystem where the fault is located. It is stated that
when a fault occurs the FDI structure should detect that a fault occurred and where the
fault occurred (Klinkhieo and Patton, 2008).
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Figure 7-10: Residuasfor Tank-1, 2 and 3 with 60% bias on heater operating point

5 | |
b z
0 1000 2000 3000
Time [s]
5 | |
0 W
0 1000 2000 3000
Time [s]
5 ‘ \
0 I I
0 1000 2000 3000
Time [s]
Tank-2
5 T R
0 koo 1 1 |
0 1000 2000 3000
Time [s]
5 \ \ i
0 | | 1
0 1000 2000 3000
Time [s]
5 T T I
0 1 1 |
0 1000 2000 3000
Time [s]
Tank-3
5 ‘ ‘ j
0 P ‘ |
0 1000 2000 3000
Time [s]
5 I I I
0 1000 2000 3000
Time [s]
(@

—
—
nd

RV12

RLZ

RT2

RVZO

RL3

RV32

Tank-1
| l l l
5| Wﬂ\ —————— e Aot o mmme o :
| N
0 1000 2000 3000
Time [s]
5 A |
\ | | :
b |
0 1000 2000 3000
Time [s]
T T |
S o A |
of i
0 1000 2000 3000
Time [s]
Tank-2
5 ﬁ ******* i ””””” i ””””” i
i AN | 1
0 o™
0 1000 2000 3000
Time [s]
IL | | 1
5 PM ffffff P ‘f: ffffffffff ‘
o L JUW | |
0 1000 2000 3000
Time [s]
T T |
] o T |
i oo, |
LT A e WO N
0 1000 2000 3000
Time [s]
Tank-3
5 S ] |
0 WMM,—LM% .1:‘_‘ ¥:
0 1000 2000 3000
Time [s]
I T ]
0 %W“W%mmwwﬂ 3 3
0 1000 2000 3000
Time [s]
(b)

(a) with decoupling, (b) without decoupling

189



Figure 7-10 shows the robustness of residuals to interconnection faults, based on the
levels L, L,,& L; and Temperatures T, & T, and inter-tank flowsV,,,V,,, & Vs,.
The fault condition is as for the faulty subsystem is the same as the last case where a
60% bias error on the electrical heater has occurred describing in Figure 7-8.

Figure 7-10 (@) correspond to the case when the 3-UlIOs with the disturbance
distribution matrix E; =0"4 are implemented [see Section 2.3.6], demonstrating
clearly that the T, residual can be used to isolate the heater fault (i.e. the FDI task can
detect the fault and its location in the system)

For Figure 7-10 (b), the 3-UIOs with the disturbance distribution matrix E, = 0"

used for each subsystem [see Section 2.3.6], showing clearly the inability to isolate the

heater fault viathe T, measurement in Tank-1.

As it is discussed extensively above the local control together with the control
coordinator can tolerate the faults up to a particular limit (or bound) (see Figure 7-7).
Within this limit the control coordinator assumes an error in the interaction prediction

and compensate for this error.

However, when a fault exceeds this bound (see Figure 7-8), the FTC methodologies
cannot tolerate the faults anymore and the system should be reconfigured. The
reconfiguration task acquires residual information from the local FDI tasks and makes a
decision as whether or not the reconfiguration is required, based on the comparisons of
residual signals and threshold (e.g. adaptive or fixed threshold) (see Figure 7-11).

This gives the reconfiguration task has two levels of operation; (i) a decision task,
which decides on whether reconfiguration of performance objectivesis needed and (ii) a

task which reconfigures the performance criteria and sets new constraints.
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Figure 7-11: The reconfiguration based on the threshold level with a bias fault (20%,

40% and 60% of heater operating point, respectively)

Figure 7-11 (c) shows that the reconfiguration task can be declared once the i™ residual

signal exceeds some predetermined threshold.

For the Three-tank application problem, the reconfiguration in task (ii) is accomplished
by the (hardware) redundant actuators included in the system. There is one heater
(Heater_R), one pump (Pump_3 R) and one valve (Valve 03 R) as redundant elements.

Valve_03
it ==
=i

Yalve_03_R

See Figure 7-12.
[ )
H H

Tank 1 ‘

Tank 2 Tank 3
M o= =
- 1 Exd
%(] Pump_Sﬂ ﬁ, _ ,ﬁ =
Heater_R CT H J ﬁ'_
) Buffer 1 F— ‘ Buffer 2
@ Pump_3_R

Figure 7-12: Three-Tank system with Redundant Elements
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In order to illustrate the reconfiguration the experiments have been carried out. As
described above there are three hardware redundancies in the system: Heater R, Pump-
3 Rand Valve-03_R. Thus when severe faults occur on the Heater, Pump-3 or Valve-03
the FTC strategies cannot compensate the faults and the hardware redundant elements of

the system become necessary.

When the fault magnitudes are too large the control scheme cannot compensate for the

faults (see Figure 7-8). It can then be seen that the temperature (T;) in Tank-1 moves

away from its set-point value, the residual signal reaches the chosen threshold level [see
Figure 7-11 (c)], therefore the Reconfiguration Task will disconnects the Heater and

activates the redundant Heater R.

Figure 7-13 shows that after the reconfiguration T, soon settles back to its normal value

under coordinated closed-loop control.

32 T T \
i 30 o : :J-Lyf‘bf\ur\}:\ B
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L g 24— || Sl
g - o
o 220 f””f””f ”””””
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Figure 7-13: Three-Tank-System with reconfiguration using redundant elements

However, in some cases the redundant elements are not available, perhaps for space
limitations, or (for military aircraft: weight and even increased operating costs, €tc).
Section 7.4 provides the alternative ways for achieving FTC via adaptive control in

which the reconfiguration (i.e. hardware redundancies) is not required.

7.4 The ASO Approach to FTC of Distributed Systems

As mentioned in Chapters 6, the complexity of the distributed system is quite different
from the classical view of control, with specia requirements focused on the importance

of re-configurability and the need for control of a complex inter-connected system
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(Patton et al., 2007). In this Section, the ASO (see Chapter 3) is employed to dealing
with these problems.

7.4.1 The ASO approach for the single-level control strategy

As described in Chapter 6, distributed and interconnected systems are difficult to
stabilise with single controllers due to computational complexity caused by large
dimensions and effects of interconnections (Singh and Titli, 1978; Patton et al., 2007).
Therefore, for designing a distributed control system, it is necessary to divide the entire
system into several interconnected subsystems, and utilise asingle (local) de-centralised

controller to stabilise each subsystem.

For the problem in which the control is only single level, the coordinator is not used and
the problem becomes a specia case of the one developed in Chapter 6. Hence, an
alternative and appropriate method of estimation and compensation for the subsystem

interaction states is attractive, since thisroleis no longer provided by the coordinator.

In this Section, the nonlinear Three-Tank interconnected system of Section 7.2 is
reconsidered without the use of the learning coordinator and ACSS. The parameters of
this system are given in Egs. (7-4) and (7-5). Here, the ASO method (Patton,
Klinkhieo and Putra, 2008) described in Chapter 3 is used to handle the problem of
interconnection disturbances in the local subsystem, using the assumption that the
system is in a fault-free state. In Section 7.4.2 the system is considered with faults
acting and the full system with both faults and estimation and compensation of state

interactions is demonstrated.

Consider as a specia case of Section 6.4.5 an interconnected system composed of N
subsystem as follows:

X (1) = A (1) + By, (t) + 7 (1)
Yi () = Cix (t) (7-9)
i=12,...,N

where z e R" is the state/interconnection term of the i™ subsystem. The isolated

control strategy for interconnection, estimation and compensation isillustrated in Figure
7-14.
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Figure 7-14: The ASO approach for interconnected disturbance compensation

Figure 7-14 shows that the interconnection terms (z) acting on each subsystem are

estimated via i™ subsystem local ASO units. The information about the magnitude of

estimated signals (2 ) are sent to the compensation mechanism section where the

interconnected compensating control (u;’) is computed.

In a similar manner to the actuator fault estimation case described in Section 3.2, here
the new compensating control is added into the nominal control signal to compensate or

reduce the interconnection effects. This estimation-controller structureis given by:

= .X A. .Z . i =
u = KX + K"z I=12,...,N (7-10)
ux U?

where u is the control of nomina system for the fault-free case, u’ is the

compensating control to be added to compensate for the interconnection (z ) acting
upon the i™system, and the signals X and z, are state and actuator fault estimations,
respectively. K e R™" is the feedback gain matrix obtained by linear pole-
placement state feedback design. K € R™ s the actuator fault compensation gain to
be designed [see the details described in Section 3.2].

The interconnection compensation can be achieved by replacing u; in Eq. (7-9) with
thenew v, in Eq. (7-10), yielding the local closed-loop system given by:

) ) (7-11)
=(A +BK")X +BK{Z + 7

where i subsystem estimated state is given by:
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);(i = AX+BK % + Ly, - %)

(7-12)
= (A +BK)% +LCi(x %)
and the i"™ subsystem interconnection state estimation is given by:
4 = LIy, -Cix) (7-13)
Following Eqs(3-2) and(3-8), hereEqs(7-12) and (7-13) giving:
R KX X pé X
S| ATERE O e o) 4] e (7-14)
= \ —— C* |== =—
X A L XL
and
ii = (A -LC)x +LC (7-15)

where L' e R"P and L7 € R"™P are the observer gains to be designed. Hence,
solving the Eq. (7-15) gives an estimation of the magnitudesz, which is the last

component of the augmented state vector i, :

Thus, the interconnected system in Eq. (7-9) with the observer Eq. (7-12) can be
arranged in the following closed-loop system:

& _|A-LC BKe | |5, i
P ST o

where € = x, — % isthe state estimation error. Re-arranging Eq. (7-16) as:

& _||A BRI W &l a1, _
ey oo
O T I

& =(A-LC& + Iz (7-18)

Section 3.2 provides the stability proof for the ASO control compensating problem.

Furthermore, as the interconnected terms ( z;) are bounded, it follows from Proposition

3.1 and Theorem 3.1, that the gains L2, LS and LS for the i™ subsystem, where

i =1, 2, 3 can result in a stable implementation of this system. To guarantee stability of
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each ASO subsystem it is necessary to ensure that the eigenvalues of the estimation
error system Eq. (7-18) are assigned with negative real values. A suitably chosen
eigenvalue placement will also ensure good tracking/estimation of the interaction states,
as required for rapid compensation.

For this example, the matrix subsystem pairs (A’,C}), (A2,CJ9) and (AJ,CJ) are
observable, and the observer gains LY are designed such that the eigenvalues of

(A° - L’C?) areplaced asfollows:

Tank-1

[-0.0581 -0.0347 0.0298 1.0000 0.0000 0.0000]
-0.0244 -0.3504 0.0561 0.0000 1.0000 0.0000
0.0153 0.0163 -0.0900 0.0000 0.0000 1.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

| 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0.5000 0.0000 0.0000 0.0000 0.0000 0.0000
C. =|0.0000 1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 1.0000 0.0000 0.0000 0.0000

[ 84.8837  -0.0347 0.0298
-0.0488 249911  -1.2046
0.0307 -1.2456 29.5685
900.0000  0.0000 0.0000
0.0000 154.6957  -17.3332
| 0.0000 -17.3526 214.0543

The eigenvalues of (Af - L&’Cf) are: -22.50, -20.00, -10.00, -12.50, -15.00, -17.50
Tank-2

[ -0.1098 0.0154 -0.0467 1.0625 -0.0156 -0.3750 |
0.0348 -0.1517 -0.0051 -1.0000 0.6250 1.5000
-0.0215 -0.0149 -0.1337 0.0625 0.0625 1.1250
0.0000 0.0000 0.0000 0.0000 0.0000  0.0000
0.0000 0.0000 0.0000 0.0000 0.0000  0.0000
0.0000 0.0000 0.0000 0.0000 0.0000  0.0000

1.0000 0.0000 0.0000 0.0000 0.0000 0.0000
C; =|0.0000 1.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.8000 0.0000 0.0000 0.0000

196



[ 3.7856 -0.0867 0.5606 |

-0.1020 32351 -0.0662
0.5099 -0.0630 4.6122
32.6822 -2.0716 22.0641
37.5854 43.3485 -53.8429
4.7067 - 2.8627 36.7357 |

L3 -

The eigenvalues of (A2 — L3CY) are: -27.50, -10.00, -12.50, -15.00, -22.50, -20.00

Tank-3

[ -0.0915 -0.0022 1.0000 0.0000 |
0.0244 -0.2232 0.0000 1.0000
AJ =| 0.0000 0.0000 0.0000  0.0000
0.0000 0.0000 0.0000  0.0000
0.0000 0.0000 0.0000  0.0000

o | 03000 0.0000 0.0000 0.0000
0.0000 0.1000 0.0000 0.0000

3 =

133.0282  -0.0216
o |0.0814 222.7683
* 11250.0000  0.0000
0.0000 1250.000

The eigenvalues of (Ag — L3C3) are: -25.00, -15.00, -12.50, -10.00

Figure 7-15 shows the three components of the interconnected state vector for Tank-2,

givenby: z, =col(z,,, 2,,, ;) -

Figure 7-16 shows the level output (L,) in Tank-2 with (a) the output response
including the (uncompensated) interconnection effect (z,) i.e. without the ASO
compensation mechanism. It can be seen that the L, output does not follow its
reference/set-point well and there is a considerable off-set value (d ). Case (b)
demonstrates the excellent performance of the controlled output (L,) as a consequence

of the interconnection compensation mechanism employing the three ASO. Clearly, in

case (b), the off-set (d ) IS reduced practically to zero by adding the new

interconnected compensating control described in Eq. (7-10).
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Figure 7-15: The interconnected signal ( z,) and its estimate ( 2,) using ASO
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7.4.2 The Combination of two-level control and ASO approach

The coordination principles for the optimization problem of distributed systems are
introduced in Chapter 6 through the application of the Principle of Interaction-
Prediction. This uses as a basis the idea that the distributed system can be decomposed
into smaller subsystems, and that there is an ability to be able to predict and coordinate
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possible interactions between these subsystems. By using this Principle the autonomous
system coordinator is able to use current state information together with interaction state
information to balance the system. The coordinator optimizes and balances the global
system performance and this gives rise to an excellent opportunity to achieve good FTC
action (Singh and Titli, 1978; Patton et al., 2007; Kambhampati et al., 2007).

This Section provides a novel strategy for extending the concept of the two-level control
architecture. This comprises a loca level fault compensating control mechanism the
additive fault compensating control using ASO (see description in Section 3.2), with the
coordinated two-level control (ACSS) scheme as illustrated in Figure 7-17 . In the
manner described in Chapter 6, this two-level control approach is used to deal with the
problem of interconnection disturbances, whereas the ASO compensates for any
bounded local faults.

Autonomous Coordination & Supervision Scheme

A A N A
z, N

Compensation Compensation
mechanism-2 mechanism-N

Compensation
mechanism-1

ttt yr?’__ZControlN
: Z,

<«
fN

H N
Y, 1’ Sub-systemy Y
: i T Al
) ASO; : o <“— aAsoy 1
! l i :
1 1 1
1 1 1

ICompensation

! ICompensation
| M echanism-2

ICompensation !
1 Mechanism-N

| Mechanism-1

Figure 7-17: The interconnection and local fault compensation scheme

In contrast to the architecture shown in Figure 7-17, it is now possible to dea with the
simultaneous estimation and compensation of both subsystem interaction states and
local faults. The linearised representation for each subsystem within this structure is
given, in the presence of simultaneous actuator fault and interconnection disturbances
by:

X (1) = Ax (t) + B (1) + K2 ;2 (t) + z (1)

7-19
Yi (1) = Cix (1) ( )
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where f? is the actuator fault effect on the i™ subsystem. For the actuator fault case
the matrix F%isidentical to B;. Once again thez represent the interconnection states.
subsystems acting on i™ subsystem.

By following the ASO approach presented in Section 3.2 and similar to the
interconnection estimation case described in Section 7.4.1, here again the new
compensating control is added into the nominal control signal to compensate or reduce
the actuator fault effects. This estimation-controller structure is given by:

Ui = KIX)A(I + Kiafia |:1, 2,...,N

where u is the control of nomina system for the fault-free case, and u? is the
compensating control to be added to compensate for the actuator fault (ﬂa) acting
upon the iMsystem. The signals % and fa are state and actuator fault estimations,
respectively. K e R™" isthe feedback gain matrix obtained by alinear multivariable

state feedback design K e R™™M s the actuator fault compensation gain to be
designed (see Section 3.2).

The actuator fault compensation

The actuator fault compensation can be achieved by replacing u; in Eq.(7-19) as an
isolated system [i.e. by not considering z (t) here, as this term can be compensated

later by using the two level control approach] and obtaining a new local control signal

u; in Eq. (7-20), yieldsthe local closed-loop system given by:

(7-21)
= (A +BK")x + B K + F2 2
where i™ subsystem estimated state is given by:
);(i = AR +B KX + L (y; - V) (7-22)
= (A +BK)% +LCi(x %)
and the i actuator fault estimation is given by:
fAia = L7 (yi —Ci%) (7-23)
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Following Eqs(3-2) and(3-8), hereEqs(7-22) and (7-23) giving:

% KX X X X
E}J _ |:A1 +§,K, g}_m[&c&ﬁ] &ﬂercixi (7-24)
X A L)X L
and
X = (A" =L CH% +LC" (7-25)

where L e R"P and LY e R™"*P are the observer gains to be designed. Hence,

solving the Eq. (7-25) gives an estimation of the actuator faults f,%, which is the last

component of the augmented state vector X .

Thus, theisolated system in Eq. (7-19) and the observer Eq. (7-22) can be arranged
in the following closed-loop system:

éx _ A-LC BK?| & " F® fa (7-26)
f.2 LC o |f*| o]

where € = x, — % isthe state estimation error. Re-arranging Eq. (7-26) as:

& _[|A BK7| L e F* | a
b eI R X Y Y G s
—— _— Co ——
: A b )s R
& =(A’-LCchE + FOff (7-28)

Section 3.2 provides the stability proof for the ASO control compensating problem.
Furthermore, since the actuator fault terms (ﬂa) are bounded, it follows from

Proposition 3.1 and Theorem 3.1

The interconnection compensation

Now following the two-level control approach described in the Egs (6-23) and
(6-39), together with Eq. (7-20) defined with respect to the interconnected states
[i.e. using linear quadratic optimization for obtaining the feedback gain matrix], the

compensating control can be re-written as.
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u = RY(B)'S% +R(B)N,
uilocal uiint. (7 -2 9)
_Iocal int.

i +ui

=Uu

where S and N, are the solutions of the appropriate modified Riccati Equations (see
Section 6.4.5) and the Interaction Compensation Equations respectively,. The first two

terms (u/®@) correspond to the control for the i™ isolated subsystem following Eq.

(6-23), whilst the last term ( ui”“') is the compensating control for the interactions.

By following Egs (7-20) and (7-29), at this point, it can be seen that the new control
law now has three components, namely (i) a control component based on local
information, (ii) a component based on the interactions, and (iii) a component based on
the local fault [see Figure 7-17]. Therefore, the total control for i subsystem is given
by:

— lJilocal +uiint.+uia
where u°®® is the compensator for the i"™ subsystem in isolation, u™ is the

compensating control for the interaction disturbances, and u® is the compensating

control to be added to compensate for the actuator fault ( f*) effect on the it

subsystem.

To demonstrate the above discussion, the nonlinear distributed three-tank system is used
as a simultaneous interconnection (z) and fault ( f;*) compensation problem. The
important task here is to design the new control law in order to reduce or compensate

both interconnection and fault effecting on i subsystem simultaneously, and then the
local FTC task can be achieved.

For this example, the matrix subsystem pairs (A’,C}), (A2,CJ) and (AJ,CJ) are
observable, and the observer gains LY are designed such that the eigenvalues of

(A° - LYC?) areplaced asfollows:
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Tank-1

[-0.0581 -0.0347 0.0298
-0.0244 -0.3504  0.0561

o | 00153 0.0163 -0.0900
A= 0.0000 0.0000  0.0000
0.0000 0.0000  0.0000

| 0.0000 0.0000  0.0000

0.5000 0.0000 0.0000
C. =|0.0000 1.0000 0.0000
0.0000 0.0000 1.0000

32.2462 0.2404 1.6325
1.0046 14.7727 -0.5545
Lo 4.0169 -0.3654 17.3557
b 327.2141 419.2859 31.6413
25384626 18.6535  621.3612
1541.9950 -42.3754  1114.0933]

0.0000 0.0511 -0.0158 |
0.1329 -0.0143 0.0000
0.0000 0.0000 0.0657
0.0000  0.0000 0.0000
0.0000  0.0000 0.0000
0.0000  0.0000  0.0000 |

0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000

The eigenvalues of (AP — L{C;’) are: -11.25, -5.00, -10.00, -6.25, -7.50 and -8.75

Tank-2
[-0.1098 0.0154 -0.0467 0.8619 -0.0892]
0.0348 -0.1517 -0.0051 -0.0892 0.9423
A) =|-0.0215 -0.0149 -0.1337 -0.3332 -0.2153
0.0000 0.0000 0.0000  0.0000 0.0000
| 0.0000 0.0000 0.0000  0.0000 0.0000 |
1.0000 0.0000 0.0000 0.0000
C; =|0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 0.8000 0.0000
[ 33.2218 0.6153 -0.9703 |
-1.1655 37.8389 -8.3162
L =|-4.6280 -5.1310 27.8675
209.7352 452720 -67.8204
| -0.0836 374.4786  173.2831]

The eigenvalues of (A; — L5C7) arel -13.75, -23.75, -21.25, -18.75 and -16.25
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Tank-3

-0.0915 -0.0022 0.0441 -0.0273
0.0244 -0.2232  0.0000 0.0218
0.0000 0.0000  0.0000 0.0000
0.0000 0.0000  0.0000 0.0000

(o]

70,0000 0.1000 0.0000 0.0000

o {0.3000 0.0000 0.0000 0.0000}

- 2.7004 55.3001
L3 =| 380.6707 1915.0792
-349.1169 3711.0336

The eigenvalues of (A; — L3CJ) are: -4.00, -2.00, -2.50 and -3.00

Figure 7-18 shows; (a) the fault signal acting on (2™ actuator) in Tank-1 with flf =0,
fi; =0.25sin(0.30t)and f; =0, respectively, where actuator fault vector of Tank-1 is

given by: f* =col[f7, f, fz][see Eq. (7-19)], (b) the estimation of the fault
magnitude, and (c) the estimation error, respectively. It can be seen that the fault
estimator as presented in Eq. (7-24), provides excellent estimation of ﬂa, with very

small estimation error.

Fault

Fault Est.

Fault Est. [error]

I

‘ |

I l} I i

+ = I +

I I I I I I I I

1 1 1 1 1 1 1 1
‘500 505 510 515 520 525 530 535 540 545 550
Time [s]

-0.4

Figure 7-18: The fault signal, fault estimation and estimation error acting on 2™

actuator in Tank-1
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Figure 7-19: The interconnection and fault compensation on Tank-1 where the

compensation mechanism is activated at time t = 500s.

Figure 7-19 shows the output response of the temperature (T,) in Tank-1; (a) in the
present of fault free case, (b) with fault acting on (2™ actuator) [i.e
f,* = col(0.00, 0.25sin(0.30t), 0.00)], and (c) with the compensating control
mechanism, activated at t = 500s. Figure 7-19 (c) shows that after compensating control
mechanism “ON”, T, soon settles back to its normal value due to the interconnection

and fault effects are compensated/reduced under coordinated closed-loop control.

The next simulation considers the case when the fault is present on (the 1% actuator) in

Tank-1, where fault ( fzi) is a pulse signal with Magnitude: 0.25, period: 10secs and
with Pulse Width: 50% of period [MATLAB; Pulse Generator], fJ =0 and f =0,
respectively.

Figure 7-20 also demonstrates the very good estimation using ASO method following:

(@) the fault signal ( flf) acting on the 1% actuator in Tank-1, (b) the fault estimation

( flj‘), and (c) the estimation error, respectively.
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Fault

Fault Est.

Fault Est. [error]

Figure 7-20: The fault signal, fault estimation and estimation error acting on 1%
actuator in Tank-1

Figure 7-21 presents the simulation result of: (a) the tank level output response (L, ) for
fault free case, (b) the tank level (L,) when fault is presented on the 1% actuator in

Tank-1, and (c) the tank level (L;) settles back to its normal vaue after the

compensation mechanism “ON” at t = 500s.
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Figure 7-21: The interconnection and fault compensation on Tank-1; the compensation

mechanism is activated at timet = 500s.
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7.5 Conclusion

This Chapter show the proposed strategies described Chapter 3 and 6 to the
interconnection or/and fault estimation and compensation via the design of two-level
control and ASO method, the new compensating control design is computed using the
estimate interconnection disturbance or/and fault. The tutorial application of the
complex systems is illustrated through the examples of the interconnection disturbance
together with fault acting on the nonlinear Three-Tank interconnected systems. A new
approach to FTC of distributed/interconnected systems is proposed based on ASO and

tow-level control strategies.

The ASO is employed to deal with the local fault estimation and compensation whereas
the two-level control approach is used to handle the interconnection effecting on each
subsystem, simultaneously. This combination gives a powerful way for the on-line fault
estimation and compensation as an active FTC in the distributed systems. As discussed
in Chapter 3, if the fault effect is small the fault compensator mechanisms described
above may not be necessary or may introduce and unwanted but small disturbance
(residual error). For this case it would be of interest to use a robust FDI scheme to
detect the presence of a fault and isolate its location within a subsystem, prior to

switching on the estimation and compensation scheme.
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Chapter 8.
Conclusions

8.1. Conclusionsand Summary

Thisthesis focuses on the well known topics of FD and FTC as well as a new concept in
the augmented state observer (ASO), the use of joint sliding mode estimation and, linear
parameter-varying (LPV) systems and some extensions of the work of Patton et al
(2007) based on Autonomous Coordination and Supervision Scheme (ACSS). The
ACSS is wused in the problem of online fault estimation and
compensation/accommodation, within the framework of active FTC applied to an
uncertain and distributed system. The work presented has made some contribution
within each of the topics outlined above. A review of the literature shows that the joint
problem of fault estimation and fault compensation is actively studied as atopicin FTC
and the recent research has formed a good basis for the work of this thesis. The faults
are considered as significant uncertainties affecting the system control variables and
their estimates are used in an adaptive control compensation mechanism [i.e. the faults

can be considered as uncertainties affecting the control system].

The thesis deals with the active approach to FTC, based on on-line estimation and
control adaption and not the use of control system reconfiguration. This problem to be
addressed is outlined in Chapter 1 where the definitions and significance of faults,
failures and the different types of faults have been presented briefly, along with the
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industry drivers and practical requirements. Chapters 1 and 2 provide an introduction
and overview of the traditional/modern model-based FD approaches and control
reconfiguration approaches to FTC. The issues of increasing demand of reliable and
safe control systems, FD and the need for FTC solutions as well as predictive
maintenance, are discussed. The unknown input observer (UIO) approach to robust

residual design for FDI is described in Chapter 2 asthisis used in Chapter 7.

In Chapter 3, the new ASO scheme for FTC fault compensation is described. The
concept of estimation of fault magnitudes is set up using an augmented state space
structure with the fault variables comprising the additional states. The faults are
estimated and compensated via an adaptive scheme in which one control signa
component is a function of the estimated fault(s). The Chapter provides a thorough
derivation of the stability conditions that apply to the ASO system, given that the
fault(s) ig/are bounded. From a practical point of view this new ASO method can be

implemented well on real-time application systems using a simple design procedure.

A tutoria application study of adaptive estimation and compensation in an uncertain
system uses the concept of friction force compensation in an inverted pendulum, as an
FTC problem. It is shown that the friction compensation for a mechanical system can
indeed be viewed as an FTC problem which does not require a model of the friction
forces. The proposed approach isillustrated using a non-linear inverted pendulum with
Stribeck friction, which avoids the use of any form of mathematical model of the
friction force. Although, most studies consider the friction force to have an uncertain
effect on the system, it is more constructive in the work of Chapter 3 and later in
Chapter 4 to view the friction force as a specific fault. The proposed theory and
approach has wide application to more complex problems in which actuator, sensor as
well as multiplicative faults and unknown input signals can all be compensated together

using the system description and proposed stability conditions.

Chapter 3 has also demonstrated, through a linear tutorial example with both unknown
input disturbance and faults. It is shown that the effects of faults and unknown input
uncertainties compete in the estimation/compensation mechanism. A discussion of this
problem as a robustness issue is given using the example. The work described in
Chapter 3 forms a basis for the material presented in Chapters 4 and 5, where the
robustness issue is discussed further. It is expected that this work will stimulate further

research into this method, its robustness and comparison with other approaches.
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The dliding mode approach is investigated in Chapter 4 in which the main motivation is
to replace the ASO/compensating adaptive controller scheme of Chapter 3 with the
combination of the SMO of Edwards and Sprurgeon (1998) and SMC which is aso
considered to be a new contribution to the field of active and adaptive FTC. The
contribution of this Chapter involves the adaptive term for the nonlinear unit vector gain
which compensates for the fault effects. Once again, the friction compensation problem
iIs used as an FTC example. The estimates of the friction force (via friction—effect
factor) generated viathe SMO theory are used directly in an adaptive SMC scheme. The
results demonstrate the power of this on-line FTC approach, via the friction
compensation example. It is important to note that the approaches used in Chapters 3
and 4 can be generalised to FTC problems in which the faults have different
significance in terms of multi-faults and also in terms of actuator. Chapter 7 takes up
some of these aspects as an extension to the work of this ASO approach via the study of
distributed FTC problem.

Chapter 5 proposes a new alternative design of an active FTC for nonlinear systems that
are difficult to linearise, e.g. robotic systems. The design of a polytopic state-space
model is made using LPV theory and the polytope models are characterized via sets of
LMIs. It is recognized that, in practice, the nonlinear systems can be reduced to LPV
representations via the linearization along traectories of the parameters. In other words,
the ideain LPV is to obtain smooth semi—linear models that can vary or be scheduled
using a parameter. A polytopic LPV estimator is synthesized for providing fault
estimate which can be used in an FTC strategy to schedule some predefined state
feedback gains (i.e. in a similar manner to the fault estimation and compensation
concept described in Chapter 3 and 4). In the fault-free case, the controller gains are
calculated using LMIs, whilst the resulting active FTC controller is a function of the
fault effect factor estimate which can be implemented on-line from the polytopic LPV
estimator mechanism. The new contribution in this work is the ccombined use of fault
estimation and fault compensation for FTC using an LPV framework. The effectiveness
of the proposed method is demonstrated through a nonlinear two-link robotic

manipulator system with afault in the torque inputs at each manipulator joint.

The common problem considered in Chapters 3, 4 and 5 is the design strategy for an
active FTC for uncertain systems. In each of these Chapters the ideas and concepts have

been illustrated using appropriate tutorial examples.
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Chapter 6 focuses on a different application domain, namely that of the devel opment of
FTC schemes for distributed and inter-connected system. The work uses a global
control strategy which uses constrained receding-horizon optimal control, under the
coordination of the ACSS using the two-level control concept. The global controller is
designed as an intelligent learning coordination from the knowledge base of the ACSS.
The methods proposed in the field of learning control systems are used together with
on-line constrained optimisation strategies. The system structure is set up in terms of
globa and local levels, the performance measures are additively separable, a concept
coming from large-scale systems theory of Singh and Titli (1978). The additively
separable property ensures suitable flexibility for control reconfiguration. It has been
shown that for small faults the autonomous FTC system compensates for faults through
an adaptive FTC mechanism. For larger faults in this distributed hierarchical structure,
fault estimation is required to facilitate the reconfiguration task (i.e. either the use of
hardware or analytical redundancy).

The strategies described in Chapters 3 and 6 are demonstrated in Chapter 7 on the two-
level distributed system. The separate and combined designs of two-level control and
ASO approaches are described, dealing with the larger faults via new reconfigurable
control. The Patton et al (2007) work does not describe or consider methods for FDD as
it is assumed in their work that the global control action provides a degree of fault
compensation (fault accommodating control) for certain bounded faults. Hence, the new
contributions in Chapter 7 focus on the dynamic behaviour of the overal inter-
connected systems. Fault-tolerance is included using the integration of FDD and control
algorithms at the local (subsystems) levels as well as the reconfiguration task at the
global level.

The compensating control is computed using on-line estimation of the interconnection
disturbance and local fault. The tutorial application isillustrated through the example of
anon-linear Three-Tank interconnected system with the presence of the interconnection
disturbances together with actuator faults. An active FTC scheme for
distributed/interconnected systems is achieved based on the design of: (i) ASO
approach, to handle local fault estimation and compensation, and (ii) whereas the two-
level control approach is used to deal with interconnection disturbance affecting on each
subsystem. This combination gives a powerful way for the on-line interconnection
disturbanceffault estimation and compensation as an active FTC in the distributed
systems.
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