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SYNOPSIS

This thesis considers the classification of physical states in a simplified gearbox using
acoustical data and simple time domain signal shape characterisation techniques allied
to a basic feedforward multi-layer perceptron neural network. A novel extension to the
signal coding scheme (TES), involving the application of energy based shape
descriptors, was developed. This sought specifically to improve the techniques
suitability to the identification of mechanical states and was evaluated against the more
traditional minima based TES descriptors. The application of learning based
identification techniques otfers potential advantages over more traditional programmed
techniques both in terms of greater noise immunity and 1n the reduced requirement for
highly skilled operators. The practical advantages accrued by using these networks are
studied together with some of the problems associated in their use within safety critical
monitoring systems.

Practical trials were used as a means of developing the TES conversion mechanism and
were used to evaluate the requirements ot the neural networks being used to classify the
data. These assessed the ettects upon performance of the acquisition and digital signal
processing phases as well as the subsequent training requirements of networks used for
accurate condition classification. Both random data selection and more operator
intensive performance based selection processes were evaluated for training. Some
rudimentary studies were performed on the internal architectural configuration of the
neural networks 1n order to quantify its intfluence on the classification process,
specifically 1ts effect upon fault resolution enhancement.

The techniques have proved to be successtul 1n separating several unique physical states
without the necessity for complex state definitions to be i1dentified in advance. Both the
computational demands and the practical constraints arising from the use of these
techniques fall within the bounds ot a realisable system.
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1. Introduction

This thesis details research undertaken during a three year Science and Engineering
Research Council funded contract into the application of digital signal processing and
neural networks to the problems associated with monitoring the condition of machinery
acoustically. It describes the development and evaluation of a number of novel
techniques which enable intelligent automation of the monitoring process. The thesis is
arranged into five main subsections which describe the key areas of research undertaken
during the study. The first three Chapters present the theory and technical
considerations involved in the development of the novel analysis techniques whilst
Chapters 5 and 6 focus on a series of practical trials directed at evaluating the
application of these techniques to a simplified gearbox testbed system.

The work begins with a short introduction detailing the fundamental difficulties
associated with the monitoring of machinery together with an outline of proposed
methods of approaching some these problems. Chapter 2 gives a detailed account of a
range of currently available techniques which can provide teedback on the physical
condition of a range of machine types.

Chapter 3 introduces the signal conversion techniques which will be employed as a
means of presenting signal characteristics to a classification system and discusses the
implementation of these techniques using digital signal processing hardware. This type
of implementation could eventually lead to the development of more operationally
flexible low cost on-line real time monitoring systems.

Chapter 4 discusses some of the aspects associated with the neural techniques available
to perform the final classification of the condition status. Considerations involved in the
successful application of this classification mechanism are also discussed.

Chapters 5 and 6 deal with the practical implementation 1ssues involved in the
evaluation of different application mechanisms based around the processing techniques
discussed in the earlier Chapters. In particular some of the potential pitfalls of specific
implementation procedures are examined as are some of the benefits accrued by these
techniques. In each case a series of results are presented which seek to highlight the
findings of the research.

Finally in Chapter 7 the conclusions of the work contained within this thesis are
discussed together with an outline of areas in which future research 1s required to further
evaluate the potential of automated monitoring and management of machinery in situ.
Appendices are included at the end of the thesis which detail work performed and
techniques used during the course of the work undertaken which 1t 1s feit would detract
from the general flow of the main body of the text.
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1.1 Condition Monitoring

Condition monitoring is a relatively new field ot science created primarily out of the
necessity for improved efficiency in modern machinery which 1s becoming increasingly
more complex. This advancement 1n sophistication and consequently cost brings with it
a necessity not only to operate more efficiently but also to extend the life cycle of
sub-components and enhance safety. Making decisions about the condition of
machinery whilst it 1s in operation based upon the characteristics of data acquired from
it 1s essential to this process. Traditionally this aspect of condition identification was
highly dependant upon the knowledge and experience of skilled personnel. More recent
advances in computer technology have enabled increasingly more sensitive and
responsive applications to be developed. Such systems can not only operate

continuously without impairing performance but also reduce reliance upon costly
experienced personnel.

All monitoring techniques depend upon one essential premise, that there is a measurable
symptom produced as a direct result of each fault condition of the system being
monitored. The capability of the monitoring system is then dependant upon the manner
in which the characteristics of the measurable symptoms are examined and upon the
frequency with which they are examined. Figure 1.1 1llustrates the association between
the various elements which characterise an operational machine and the monitoring
system tasked with 1dentifying its instantaneous status. A particular monitoring system
implementation may utilise one or more of these components each of which may be
measured in a number of ways.

Condition monitoring has expanded into ever more demanding and cost sensitive fields
together with the rapid development of atfordable computing power and now extends to
a wide range of machine types. For this reason the work contained within this thesis has
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focused upon the understanding of a unique subsection within this emerging sector.
Although consideration will be given to some of the techniques used in other areas, such
as the internal combustion engine, the main focus of the work concentrates on
continuous rotating machinery such as turbines, drills, and more specifically gearboxes.
Gearboxes represent one of the most common types of machine subsystem and are, like
all mechanical systems, susceptible to a range of common faults which may reduce their
efficiency, or in some circumstances cause physical tfailure. Because they are emploved
in situations where large rotational forces must be transferred they are exposed to high
stress loads which increase the likelihood of wear and tailure. The application of
monitoring techniques to these mechanical devices provides potential for a reduction in
the necessity for periodic maintenance as well as the capability for optimising the
mechanical performance of systems whilst they are 1n operation.

The intention of this work 1s not only to evaluate some of the techniques currently
employed tor monitoring but also to identity new techniques which may be applicable to
the field. The ultimate goal being the development ot techniques which make possible
on-line automated momnitoring of machines either in periodic or continuous modes
without the necessity for complex sensor arrangements and highly trained personnel.

1.2 Neural Classifiers

Traditionally condition classification has been pertormed 1n one of two ways. The first
1s manually derived with human evaluation ot the available data and the second 1s an
automated algorithmic technique developed as a result of knowledge and/or trials.
Whilst the first method 1s generally more robust as a result of the high level of human
intervention, the second is both cheaper and less prone to many types of error associated
with human involvement. As technology progresses and the drive for industrial
efficiency accelerates, the number of instances where human intensive systems are
either feasible or cost effective becomes more limited. However the more traditional
automated methods which include techniques such as template correlation and spectral
analysis can suffer as a result of inflexibility and their inherent lack of “understanding”.
They are by definition dependant upon algorithm(s) which are generally tailored by an
expert with detailed knowledge of the system under observation. Once tailored to a
specific application they may be difficult to modify and can be sensitive to sources of
both internal and external interference which have not been specifically catered for.

More recent development of neural networks presents the possibility of implementing
monitoring systems which can ofter significant reductions in operator overhead, whilst
at the same time reintroducing some of the human-like strengths vital to flexible
solutions. Neural networks are simple computational models inspired by the human
brain which attempt to mimic some of the behavioural aspects of these biological
systems. In common with the brain these models comprise many simple processing
clements, or nodes. which when combined are able to perform highly complex
functions. In contrast to more traditional monitoring techniques. which are composed of



pre-programmed sequential computing modules, these networks can be trained and are
inherently parallel in nature. They represent not only an alternative method but also a
potential means of improving response.

For the purposes of this thesis the specific types of network which will be discussed are
supervised multilayer perceptron networks. Prior to operational use they require a
period of supervised training in which a problem i1s presented to the network as a series
of exemplars which enables the network to “learn” the problem. The perceptron nodes
within these networks are grouped into distinct layers, each of which is connected to
nodes within neighbouring layers. Each individual interconnection has associated with
it a weight which 1s used to modify the stimuli passed between itself and other unique
processing nodes. This combination of multiple processing nodes in multiple layers
interconnected by configurable weight factors modifying stimuli which are transmitted
between nodes 1n the network imparts the network with an innate learning capability.
For anything but the simplest of problems two or more layers are required to provide
sufficient degrees of freedom 1n the classifier to adequately learn the problem. Once a
network size and architecture has been selected, the training period 1s used to modify the
individual interconnecting weights using an error back-propagation algorithm 1n
conjunction with a set of data exemplars which describe the problem. As each of the
exemplars within the training set 1s presented to the network in turn the network
“learns” by evolving its weights to suit the exemplar. Providing the network 1s able to
reach a single weight position which satisties the demands of all exemplars in the
training set the network 1s able to “understand” the problem and can subsequently be
used to classity previously unseen data.

If the problem has been sufficiently described by the training exemplars the network
should also then be capable of making decisions upon similar data as well as incomplete
or noisy data. Thus neural techniques should provide a mechanism with which to
implement a more robust and ftlexible solution without the necessity for human
supervision. They combine the repeatability and consistency of a programmed
implementation together with some of the human-like characteristics of knowledge
based estimation.

1.3 Time Encoded Signal (TES) Condition Characterisation

Independent of the method used to perform condition classification there 1s a
fundamental requirement to present detailed characterisation data to enable an accurate
physical description to be collated. The key facets of this data are that it encompasses
sufficient indicators of the physical condition and can be transformed into a format
sultable for presentation to the neural classitier. For the sake of simplicity a neural
classifier containing neither nodal memory nor feedback was selected for this latter
classification stage. This simple architectural constraint confines the decision making
process to time independent state classification. Essentially this means that condition
data must be separated into discrete packets each of which are processed by the



classifier completely independently to determine a corresponding state.

Time encoded signals, or TES, refers to a time domain technique originally developed
by King et al {1] to convert a speech signal into a series of discrete shape descriptors
which are subsequently used to identify a simpie word vocabulary. This algorithm
provides an 1deal mechanism with which to achieve both of the previously mentioned
fundamental requirements of a neural network based condition monitor. that of data
characterisation and presentation. TES consists of subdividing a discretised analogue
signal 1nto a number of unique elements, or epochs. These epochs are then analysed and
converted into TES symbols according to their physical shape characteristics. Two
unique conversion algorithms are discussed in this thesis, each of which is developed
Into two separate characterisation formats. Both algorithms focus on different aspects of
the signal epoch shape characteristics. So called minima coding is associated with the
harmonic content and amplitude coding with the energy content. Unlike King’s work
the target signal 1s not human speech but mechanical emissions. Once the conversion is

completed the symbol stream so produced is post-processed to generate data in one of
the previously mentioned presentation formats.

Two presentation formats were evaluated, the first containing simple symbol histogram
information and the second, the A-matrix, more complex histogram and shape
information. Both generate data matrices which can be considered as data signatures
each of which corresponds to a unique physical condition or state. These signature
matrices provide an i1deal means of applying condition data to a neural network, each
element of the matrix being represented by a single node in the input layer. Prior to
application however each matrix element requires normalisation to fulfil the physical
requirements of the individual network processing nodes transfer functions which for
the purposes of this work demand inputs to be within the range O-1.

One advantage of employing this simple time domain discrete signal conversion
mechanism 1s the ease with which 1t may be implemented in digital signal processing
hardware. With currently available hardware it i1s feasible for an entire classification
system to be implemented in real-time on a single digital signal processing (DSP) board.
This would 1nclude the discrete acquisition and pre-filtering of a condition signal as well
as the conversion into a TES representation, the transformation into a series of
presentation matrices and the final classification by a neural network.

1.4 Proposed Method of Evaluating Automated Condition Classification

Because the field of condition monitoring i1s wide and varied the intention of this thesis
1s to identify a subsection from within this field with which to evaluate a series of novel
techniques used to classity physical system state. A simplified gearbox was constructed
to act as the testbed from which these studies could be performed. This particular type
of mechanical subsystem was selected for its relative dynamic simplicity and
widespread use within the industrial environment. The dynamic simplicity is imparted
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by the continuous nature of the rotational movement which reduces the complexity of
the subsequent data processing required to generate the relevant condition signatures.
Unlike cyclic devices such as combustion engines or pumps the continuous nature of
gear rotation introduces fewer constraints upon the selectivity with which data must be
acquired to provide acceptable condition information.

T'he proposed method of acquiring the condition information is via a single acoustic
microphone the output of which will, for evaluation purposes. be recorded onto high
quality audio tape prior to processing. The recordings are subsequently used to generate
acoustic signatures using the TES conversion algorithms prior to final application to a
neural network post-classifier for state identification. The core of the system 1is
developed from within a PC type environment which provides the additional benefits of
both low cost and industrial suitability. The combination of acoustically derived TES
data and neural classifiers otfers the potential for the generation of a flexible, trainable.

low cost system which would require significantly less overhead in terms of skilled
manpower for operational use than any currently available.

A block diagram of the various stages contained within the processing and classification
mechanism, all of which are discussed in detail in the following Chapters, is illustrated
in Figure 1.2. The 1nitial stage, data capture, depicted in the top left of the diagram will
acquire the classification associated acoustic emissions which will ordinarily contain
additional acoustic disturbances not associated with problem under observation.
Following data capture the analogue signal 1s converted into a discrete representation
before TES conversion 1s carried out. The filtering of the raw emissions required to
condition the signal may be pertormed betore or after ADC conversion depending upon
whether 1t 1s implemented 1n hardware or software. An algorithm selector is required to
control the conversion from a series of discrete samples into specific types of TES shape
descriptor symbols prior to the neural network conditioning. This conditioning module
will also require a control input to identity the type of conditioning required for network
application. The training input depicted 1n the final processing module, at the network
application stage 1dentifies the control required during the pre-operational system
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training phase. This is the element of the application which requires input from an
operator to direct the neural networks learning and thus 1ts subsequent state
classification capability. However once the initial training phase has been suitably
completed this control input 1s unnecessary.

There are several aspects of the work contained 1n this thesis which are both novel and
original. Whilst TES has been applied to numerous speech applications it has so far
been limited to a single application within the field of condition monitoring using a so
called minima TES conversion mechanism to define the waveform shape descriptor
symbols. In this thesis a new technique has been developed which i1s based upon the
energy characteristics of the waveform, termed amplitude TES. Whilst it retains the
essential simplicity of conversion characteristic of minima TES 1t 1s more applicable to
the field of condition monitoring where signal energy fluctuations are the common
result ot variations 1n physical condition. This new conversion scheme 1s evaluated
during practical performance trials, detailed in Chapters 5 and 6, against the minima
technique.

In addition to this new conversion mechanism a more simplistic neural data application
format was evaluated. Rather than the more commonly employed A-matrix presentation
format a more basic, and somewhat more compact presentation format, the histogram
matrix was evaluated. Whist this method retains only the most basic physioacoustical
cue information its represents a significant simplification of the neural network
complexity required to pertorm the subsequent classification. In cases where the
physical states are clearly separated this technique may prove to be adequate.

The third novel aspect of the work 1s the implementation of the techniques using
dedicated digital signal processing (DSP) hardware which is becoming increasingly
more powerful and widely available. It offers the opportunity to perform the
acquisition, conversion and classification ot acoustic data from machinery to identify the
system state both on-line and in real time. When compared to some of the tools
currently available to the condition monitoring fraternity this type of system would offer
significant enhancements 1n operational cost, portability, flexibility and most
importantly performance.

A list of the material published during the course of these studies and containing the
results of a variety of investigations is included at the end of the thesis in Appendix A.
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2. Condition Monitoring In Industry

Condition monitoring 1s not a recent addition to the industrial workplace. Monitoring
and overhaul of machinery has however historically been carried out manually by
groups of highly skilled personnel. These personnel have accumulated, over many vears
of servicing, experience which has proved invaluable 1n the continued operation of
industrial plant. However with the ever increasing volume, variety and complexity of
machinery 1 use today this role becomes ever more specialised and challenging.
Combined with these increasing demands comes the constant drive for improved
productivity and enhanced efficiency.

Prior to the recent acceleration in modern computer technology monitoring was
restricted to the use of this skilled manual 1dentification which included procedures tor
regular overhaul, visual inspection of parts and lubrication fluid contamination as well
as audible fault identification. The labour intensive nature of these techniques 1s not
only wasteful of resource and parts but also is heavily dependant on the level of skill of
operators gained through their experience. More recently the manufacturing process has
become increasingly complex with reductions being made in operating tolerances both
of plant and of products to increase efficiency. In response to these pressures there 1s
now a growing need in manufacturing industry for advanced monitoring tools with
which to carry out these manual tasks; the aim being to reduce both production costs and
the dependency upon the highly skilled personnel to carry out these tasks.

Developments have now reached the point at which the manual procedures and skilled
personnel who were relied on previously can be outperformed through the application of
modern computer technology. This technology 1s tocused around the rapid development
of PC based hardware with ever increasing levels of computational as well as storage
capacity.  Also included amongst these developments 1s another significant
advancement which will no doubt play a key role in the development of reliable and cost
effective tools, that of the digital signal processor (DSP). These high pertormance
processors have been developed specifically for the purposes of implementing “real
time” signal processing algorithms.

Many earlier developments relied on expensive, bulky, emerging computer technology
so the applications to which they were put was in heavy industry and air/sea transport
where mission and human safety were critical. However, the advancements 1n computer
technology have produced ever more powerful devices at much reduced prices and
sizes. This in turn has led to advancements in monitoring 1n areas once considered
either impractical or uneconomically viable. Consequently the whole field of condition
monitoring is expanding into newer and more cost sensitive product areas.

Condition monitoring has now developed into a specialist branch of science solely
devoted to the enhanced understanding and recognition of pertormance degradation and
failure modes in machinery. The purpose of this research branch has been to further
evaluate the widely understood patterns of wear and damage with the intention of being
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able to determine 1n a more methodical and consistent manner the identifiable points on
the wear cycle. The goal 1s to develop simple, objective. cost effective methods of fault
identification and early warning that provide the gains in productivity and efficiency that
are achievable. In association with these requirements they must be designed in such a
way as to be easily integrated into harsh industrial environments.

The research 1s based not only on the application of modern computational power to
known distinguishing measures of machine status but also to the development of
additional novel techniques. The aim is to find ever more accurate measures of system
state able to recognise the significant, not necessarily quantitatively large, variations in
condition so that i1dentification of irregularities can be made earlier, and it possible
automatically. If failure modes can be determined 1in advance of catastrophic failure
then remedial action can be planned and prepared for together with any necessary parts.
This provides certain key medium and long term benefits to users:

(1) A reduction in economic losses incurred through unplanned stoppage could be
expected, particularly in complex plant facilities where failure of a single
component can halt production. In turn the cost of periodic overhaul, parts
wastage and downtime can be minimised since expectation 1s replaced by
identification. There 1s no longer a need to be driven by the estimated mean
time before failure (MTBF) of parts, which themselves are only an indication of
expected lifetime, to plan servicing.

(11)  The stock of spare parts which are usually kept to provide cover for emergency
backup of key plant could be reduced if monitoring can provide enough lead
time to order and receive spare parts and plan for a controlled shutdown.

(111) A reduction in the level of costly industrial accidents caused by excessive wear,
faulty parts or human error during servicing could be expected.

(iv) A reduced requirement for the highly skilled personnel who would otherwise be
needed to provide systems diagnosis and servicing backup.

The greatest benefits, of course, will be achieved where the monitoring and overhaul of
large numbers of machine stock distributed over a plant may be rationalised through the
application of automated techniques. For example in the o1l and gas industry many
valves, turbines, pumps and other system sub-components may be distributed over a
large site. The environmental and safety requirements mean that without automated
monitoring much time and capital expenditure can be consumed on the types of manual
monitoring and regular overhaul which have been described. There 1s therefore a clear
requirement for the widespread availability of automated techniques for monitoring.
How these requirements are satisfied is of course open to further discussion. Both the
direct physical measurement of the machines mechanical parameters (e.g. power output
and maximum revolutions) and physical measurement of the changes in mechanical
condition would require costly shut-downs. In contrast. the measurement of residual

i1



changes as a result of degradation in machine condition do not require a shutdown of the
plant. As a consequence this 1s by far the most promising technique and is where most
research 1s now concentrated. It covers both intrusive (sensors placed on or inside the

device) and non intrusive (sensors located in the vicinity of the device). periodic and
continuous monitoring configurations.

[t the decision is taken to monitor the subject periodically then the periods between
monitoring samples being acquired must be selected carefully so as to provide sufficient
warning of performance degradation whilst at the same time producing sufficient return
on the investment in applying monitoring. If performance degradation i1s more difficult
to predict or particularly mission critical then continuous monitoring. though more
expensive, 1s probably required. The work of Rose [2] on failure modes of helicopter
components completed 1n conjunction with Boeing helicopters highlights this criticality
aspect. They report key componentry progressing to failure in time frames shorter than

the average ftlight time rendering ground based tools inadequate. As a result their
recommendations were for the development of real-time airborne diagnostics.

The intention of this Chapter i1s to introduce to the reader some of the wide range of
techniques which have been developed through this research to apply tests of a non-
destructive nature to determine system state. It 1s not the intention to discuss the relative
merits of each technique with regard to the novel work covered later in this thesis but

merely to present the work as a background to the field of condition monitoring at this
time.

The first and by far the most commonly studied field among researchers is the
development of tools to study the residual processes resulting from changes in the
system state. This refers to the study of the vibroacoustical emissions from a target
system to estimate the level of wear or damage. The technique i1s probably better
described as measurement analysis and encompasses the extraction of condition
information from data acquired using sensors either in the time domain or frequency
domain.

The second and generally less common method 1s prediction analysis. This encompass
any technique which seeks to develop a mathematical model of a particular target
subject. These models are generally used to simulate certain failure modes 1n order to
compare them with results obtained during testing. Due to 1ts potential complexity this
technique is generally limited to the simpler devices in which all the system 1nteractions
can be adequately modelled and combined.

2.1 Measurement Analysis of Machine Condition

Measurement analysis describes the family of techniques which attempt to separate and
decode the cause-and-effect chain of events underlying changes in vibroacoustic
emissions. The diagnosis begins with the selection and positioning of the necessary
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sensor(s). As would be expected both the choice and positioning of these devices can
affect the overall performance of the diagnosis. The selection may be influenced by the
requirements of the diagnosis system whilst the physical properties of the device. which
attect the transmission paths of emissions, may limit the effective sensor positions.

Once the raw signals have been captured they can be utilised either in their raw basic
format to produce a prognosis or, as 1S more usually the case. post-processed to extract
the usetul condition information and reduce noise effects. It is these processing
techniques which provide the key to a successful system implementation combining
accuracy, speed and simplicity. Each type of processing algorithm makes its own
particular demands upon the computational equipment available and 1s dependent upon
the level ot complexity. The following two sub-sections introduce some of the
techniques which have previously been developed by other researchers and are intended

to provide the reader with some background knowledge regarding the work which has
been completed previously within the field.

As discussed previously, measurement analysis techniques can be separated into two
sub-categories, those involving processing in the time domain and those employing
frequency domain manipulation. The uses to which each have been put will be
discussed 1n 1solation before summarising the relative merits ot each at the end ot the
Chapter.

2.1.1 Time Domain Signal Processing

Many of the earliest techniques developed to recover health status information from the
machinery were based upon the study of spatio-temporal or time domain variations 1n
the sensor data. This concentration of effort was in most part due to the tools available
to early workers in the field. The lack of widespread commercially viable tools to
extract the spectral aspects of this data limited the early development of this type of
study. Even today with the increasingly widespread availability of computational tools
able to extract spectral information the time domain remains a key aspect of much new
work. In fact the implementation of accurate temporal synchronisation with the
monitored system provides an opportunity to apply time selection to the filtration of
sensor data. It also enables the accurate reconstruction of a time history of events taking
place within the monitored system enables us to highlight any functional variations in
structure. This last point is of special note in the study of variations within reciprocating
machinery where each cycle is composed of several distinctly separate events which

each contribute to the “group’ emissions.

This section covers many of the significant processing sub-sets encompassing the
temporal study of machinery together with examples of their use either within the
research community or in “real world” development applications. It 1s not the intention
here to detail the acquisition of data per se for this itselt depends upon the sensor
selected for the application. Instead most of the commonly employed methods
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(vibration, acceleration and acoustic acquisition) will be covered during the discussion
of the processing strategies. Two simple estimators. namely root mean square (rms) and
peak signal measures are presented initially. From these simple techniques more

complex estimators are developed which are directed towards providing less load
sensitive discriminant measures.

2.1.1.1 Root Mean Square Signal Assessment

Stronach et al 1n their work on rolling element bearings [3] report this, one of the
simplest and most common approaches to time domain analysis, the estimation of
overall intensity of a wideband vibration signal. The calculation of the root mean square
(rms) of the input condition signal, s(¢) over an observation period T, defined in (1)
provides useful information relating to the general health state of a bearing.

(1)

Stronach et al tound the measure to be particularly responsive to shaft alignment errors
but less so to light wear damage to the bearing itself. This stmple measure has been so
widely employed that several standards (API611, 612, 613, 616: ISO3945, 2372:
VDI2059) have been developed to provide recommended boundary conditions for
various groups of machine type. These standards however give only generalised
guidelines for monitoring as they have been derived as averages over a large number of
machine types. When attempting to use such measures for the identification of
condition states in a specific machine two 1mportant tactors must be considered which

can affect the accuracy of the measurements.

(1) The local environment surrounding the target machine which may have several other
sources of potentially destructive additive noise.

(i) Any time varying loading constraints imposed upon the machine.

As a result rms measurement provides an uncomplicated measure requirtng simple
hardware and a minimum of software processing. This, however, can be oftset against
some of the problems which could be encountered if a tool was developed to monitor a
machine type to be placed in a range of diverse environments. Betore the emergence of
fast signal processing hardware the use of such an uncomplicated measurement
technique would ensure a rapid response even from equipment with relatively modest
processing capabilities. This speed of response was considered an important criteria in
the work done by Dong et al [4] on adaptive drill systermn monitoring. With only 286
based PC hardware Dong was able to develop a system capable of monitoring chip
congestion at the drll bit to workpiece interface. This proved that even relatively
simple hardware can achieve a level of fault identification and that given a controlled
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environment rms measures should not necessarilv be restricted to eeneralised
monitoring of machine health status.

2.1.1.2 Peak Signal Analysis

Another method which bears consideration in terms of its widespread use and relative
simplicity is signal peak assessment. This refers to the measurement of the maximum
signal amplitude achieved in a given calculation time frame. It is generally more
sensitive to the changes in condition, being less susceptible to external sources of
disturbance. Consequently it should provide a more reliable diagnostic measure than
rms. Changes 1n peak levels between the “new’ state and just prior to overhaul of a
bearing can be of the order of 10dB. An example of using this measure to determine the
health or otherwise of two bearing types using just such variations in vibration velocity
levels 1s shown 1n Figure 2.1 below. This is taken from [5] and relates to measurements
taken from the bearings in a mechanical pump. The vertical line to the right of the
diagram 1ndicates the point at which a system overhaul was carried out resulting in an
immediate reduction in vibration of about 10dB in both bearings.

However Martins 1n [6] argues that even 10dB amplitude variations can be experienced
in bearings containing no faults due to the harmonic nature of the process. This is
further backed up by reterence to some international guidelines which were developed
In an attempt to rationalise the ranges of variation expected in differing groups of
machinery (e.g. ISO3945/2372, API611). These guidelines vary so widely that the use
of such simple measures in tools may require the implementation of per machine system
tolerance adjustments. Without such adjustments the measures would need to be tuned
to account for all the varying mechanical tolerances expected during the production
process as well as the environmental perturbations expected in-situ. This could impact
severely on the potential sensitivity as a consequence.

Koizumi et al [7] carried out some work on journal bearing signature diagnostic
measurement which provides some advancement on the basic use of peak analysis. He
developed two alternative variations upon the measures we have discussed up to this
point. The first was the use of rms and peak measurement comparisons to classify
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