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Preface

In this age, in which social critics complain about
the replacement of men by machines, this small
corner of the social world has not been uninvaded.
It 1s possible, nowadays, to hear the phone you are
calling picked up and hear a human voice answer,
but nevertheless not be talking to a human. How-
ever small its measure of consolation, we may note
that even machines such as the automatic answer-
ing device are constructed on social, and not only
mechanical principles. The machine's magnetic
voice will not only answer the caller's ring but will
also inform him when its ears will be available to

receive his message, and warns him both to wait for
the beep and confine his interests to fifteen seconds.

Emmanuel Schegloff, Sequencing in Conversa-
tional Openings. (Schegloff 1968: 1090).

From the perspective of the 1960's, Emmanuel Schegloff could hardly
have anticipated both the scale and nature of the invasion of what we
had previously considered the most private corners of our world by
machines. Our momentary and simple encounters with the telephone
answering machine now stand in marked contrast to our everyday

encounters with computational machines.

Schegloff's remarks serve to indicate, in very general terms, the scope
of this study, which concerns the interaction between humans and
computer systems. Those remarks also indicate its more closely
circumscribed concerns. These lie in an examination of the bases on
which interactive computer systems may be designed to facilitate hu-
man-computer interaction. The telephone answering machine, even
though clearly constructed on "mechanical principles”, is designed in

such a way as to be integrated with our normal patterns of social inter-



action. It serves as a reminder that there is a fundamental character to
our interaction which is to be provided for in the design of even the
simplest interactive artefacts. This study investigates the possibility
that interactive computer systems may be constructed on such social
principles. Both as a finding, and as an imperative for further study, it
is suggested that the definition of 'interaction' adopted by many re-
searchers is incomplete, since it has not sought to include these social
principles in the design of interactive artefacts. It is suggested that this
deficiency may be addressed through the use of conversation analysis,

a social-scientific approach to the investigation of human social inter-

action, in design.

The rationale of such an enterprise is not merely to illustrate the util-
ity of a particular sociological method - or a particular formulation of
sociological concerns - in the design of information technology; nor 1s
it to advance those ideas by application in another, foreign, domain;
nor only to promote sociological awareness in those concerned with
information technology, although these might be laudable motives in

themselves. It is rather to provide principled solutions to ubiquitous

design problems.
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Chapter 1

Introduction

Thou cunning'st pattern of excelling nature.

Shakespeare, Othello, V, ii. (Arden 1988: 178).

1. Introduction

The history of productive human effort is a history of design.
Amongst the variety of ways to formulate the properties, outcomes,
methods, and subjects of design, one is common: to design is to invent
a pattern. One obvious interpretation of design under the auspices of
this definition is in terms of the arts: the arrangement, form, and in-
terplay of visual, musical or linguistic patterns. A second interpreta-
tion of design as the invention of a pattern is in terms of technological
artefacts. Here, instead of a criterion of appropriateness formed in
aesthetic terms, a criterion of effectiveness is framed in terms of the
interplay of form and function. The ingeniousness, form, or symmetry
of a technological artefact appears when the designed object is used for
its purpose. The designer's concerns relate to the eventual use of the
artefact, and a successful design may be judged in terms of the "degree

of fit" (Holgate 1986) between the design and the practical re-

quirements of the artefact.

Designing, or inventing a pattern, for technological artefacts i1s a com-
plex technical problem, in the true sense of arte factum - requiring

skill to make. Whilst the design of commonplace tools is regulated by



statutory requirements on safety, pragmatic requirements on utility,
and the requirements of some aesthetic, there has been a new design
revolution. This concerns the design of interactive computer systems.
In the 'first generation' of computing systems (Gaines and Shaw 19864,
1986b) the fact that there were few users meant that issues concerned
with design for use were given little serious attention. The arrival of
the personal computer through the mass production of computer
hardware, and the development general purpose applications, has
meant that the ettective circle of users has widened to include, it
seems, almost every member of the population (Kruesi 1984). At the
dawn of the 'sixth generation’, substantial technological, financial, and
human resources are being channeled into the development of

computing systems.

Designing for use has increasingly come to mean designing the inter-
face (Shneiderman 1986).1 It has been estimated that anything up to to
50% of the code in commercial systems, and a great proportion of de-
sign effort in the system development cycle is centred upon the user
interface (Bobrow et al. 1986, Smith 1986, Smith and Mosier 1984Db).
This is not surprising, since the interface is a major determinant of the
acceptability, and thus commercial success, of a system (Baeker and
Buxton 1987, Farooq and Dominick 1988, Rowe and Shoens 1983). Ease
of use, the provision of habitable working environments for users,

and increased productivity are claimed to be the fruits of designing the

IDefinitions of 'interface' have been posed in terms of the interface as a mental con-
struct, for example as "the part of the system that represents the user's model of it’
(Edmonds 1982: 231), or the "system image" (Norman 1986). It is also possible to inter-
pret 'interface’ as referring to hardware devices, such as displays (Smith 1934), and
input devices (Card et al. 1978). Card and Moran (1986) give a fourfold interpretation
of interface (physical, cognitive, conceptual and task).



Interface. Moreover, falling costs of system development, and rising
labour costs, have created an economic design iImperative. Labour

resources, rather than computational resources, must be used more

efficiently, and this is typically achieved by redesigning the interface to
promote more effective working practices (Gaines and Shaw 1986b).
Additionally, the expansion of computing technology into areas where
It was previously considered unthinkable that tasks be done in any
other than traditional ways, has resulted in more inexpert users now
than ever before (Hill 1987). Whilst users may be highly-specialised in
their various professional areas of expertise, making computer
systems accessible to them as non-professional computer-users is

possible only by designing for their needs.

2. Human Computer Interaction (HCI) research

This realisation has led to substantial state-funded research initiatives
(Alvey 1982, Moto-Oka 1982) to investigate and promote design for
use, on a par with programmes of technological research and devel-
opment. The importance of research into Human-Computer Interac-
tion (HCI), 1s indicated by a burgeoning specialist literature, with sev-

eral international conferences and a range of specialist journals.

In general terms, HCI research is concerned with three areas: the na-
ture, characteristics and abilities of the user, the nature of the user's
task, and the features of the system; their conjunction forms the total-

ity of the interaction between human and machine; and their interro-



gation defines the scope of HCI research.? In investigating the nature
of human-computer interaction as the intersection of user, task and

system, HCI has generated diverse findings.3

Activity ranges from the derivation of task analysis techniques (and
associated methodologies for design) such as CLG (Moran 1981), and
GUEPS (Thimbleby 1984), Formal Grammars (Reisner 1981), and TAG
(Payne 1984, Payne and Green 1986); through interface evaluation
techniques (Howard and Murray 1987); psychological models and pre-
dictive design techniques such as the Keystroke Level Model (Card et
al. 1980), GOMS (Card et al. 1983), and UDM (Kieras and Polson 1985).
Other, less familiar, approaches to investigating the interface and its
properties have been pursued, such as metaphor analysis (Carroll and
Thomas 1982, Norman and Chin 1989). One prominent approach to
evaluating the interface has been to construct simulations of the the
system, through 'facading' or the 'Oz' technique (Gould et al. 1983),
and through software tools for 'rapid prototyping' (Hartson et al. 1984,
Wasserman and Shewmake 1985). Detailed specifications of dialogue
and the sequence of user actions have been modelled as transition
networks, in MUMPS (Farooq and Dominick 1988), Taxis (Mylopoulos
et al. 1980), and using various BNF formalisms (Robinson 1982,
Shneiderman 1982). Other areas of research, such as the development
of 'self-adaptive' interfaces which aim to model the changing skill of

the user are embraced by HCI (Edmonds 1981, 1982, Innocent 1982,

Totterdell et al. 1987).

26hackel (1985), and Gaines (1984), provide comprehensive reviews of the develop-
ment of HCL

3 A recent volume by Baeker and Buxton (1987) provides a compendium of past, current,
and possible future trends in HCI research and design.



The recognition that the activity of design must be supported in a
practical way - to transform design practice from intuitive and hap-
hazard activity, to methodical, principled and structured endeavour -
has led to two important directions in HCI research. The first is re-
search and development of design fools, which are interactive systems
themselves, and which serve to standardise and automate the design
process. These are known as User Interface Management Systems

(Buxton et al. 1983, Edmonds and Guest 1984, Henderson 1986, Olsen
1983, Olsen et al. 1984).

The second direction is the specification of rules, principles, and
guidelines for designers (Gaines 1981, Gould et al. 1987, Gould and
Lewis 1985, Norman 1983, Thimbleby 1984, Shneiderman 1986).4
Rules, principles, and guidelines have a relatively long history, mak-
Ing their first appearance in works such as those by Martin (1967) and
Hansen (1971). In the 1990's the literature proposing guidelines is
testament to their perceived utility: the Mitre Corporation Guidelines
(Smith and Mosier 1984a) contains some 600 design guidelines, and
the recent HUSAT publication runs to six volumes (Shackel et al.
1988), for example. Many other publications also seek to provide ad-
vice on how to engineer the interface from various perspectives (Fitter

1979, Foley and Wallace 1974, Jacob 1983, Malone 1982, inter alia).

4The exact definition of, and the relationship between, rules, principles and guidelines
is not straightforward (Baeker and Buxton 1987, Smith 1986, Smith and Mosier 1984b).
However, it is possible to see these forms of guidance as varying in specificity: rules
attempt to provide direct, algorithmic and unambiguous application; guidelines, being
less specific, require interpretation in particular contexts; whereas principles serve to
locate the designer within some particular design philosophy.



A concern with the nature of mental or conceptual models in human-
computer interaction, that of user embodied in the system and that of
the system assumed by the user (Briggs 1988, DuBoulay et al. 1981,
Norman 1987, Young 1981), has emphasised the fact that HCI is a
multidisciplinary activity (Diaper 1989). Since HCI deals with human
abilities in the context of information technology, it has been recog-
nised that there must be an active collaboration between 'engineering’
and 'human' disciplines. This perspective has been apparent in calls
for a discipline of user-centred design (Norman and Draper 1986).
Under such an initiative, HCI should embrace a variety of disciplines
including linguistics, information processing psychology, cognitive

science and ergonomics (Reisner 1987).

3. The scope of HCI research

HCI has been prolific in the generation of software tools, design meth-
ods, design information and, generally, knowledge about the interac-
tive system and its users. However it is possible to make an important
critical observation concerning the claim of HCI research to be
multidisciplinary. This is that the scope of HCI research is in fact quite
narrowly restricted, and that this has had a particular, and detrimental,
effect on the view of 'interaction' adopted in HCI, on the methods
used in its research programmes and, correspondingly, has intluenced
the design of systems. The claim for HCI as a multidisciplinary
enterprise is that the integration of disparate disciplines will lead to
superior design solutions through a holistic approach (Baeker and
Buxton 1986). However, closer examination might suggest that what 1s
claimed to be multidisciplinary study is, in fact, merely the pooling of

work within a common investigative paradigm. This is because the



methods adopted, and the findings generated, by HCI are "inherently

and inextricably" (Carroll and Campbell 1989: 250), pervaded by

psychological or cognitive theory.

Under the auspices of such theories, the user is typically seen as an
‘Information-processing system" (Card et al. 1983) engaged, almost
wholly, in special-purpose 'cognitive' activity in Interacting with
computer systems. In methodological terms, the experimental in-
vestigative approach of psychology, which "emulate[s] not just the
form but the very content of the methodology of physics" (Coulter
1985: 21), has been adopted by HCI research. Of course, for an enterprise
such as HCI concerned with the practical production of artefacts this is
not surprising of course, since it is precisely the quantitative results
produced by experimentation which are seen as being most amenable

to immediate implementation.

Yet it 1s clear that HCI constituted in this way has little to say about a
particular dimension of the relationship and interaction between
humans and computer systems. This concerns the way in which com-
puters have entered into our cultural imagination, and relates to the
often very personal relationship between users and systems. Those
entangled in the subterranean world of adventure games are a more
obvious manifestation (Carroll 1982, Malone 1982), the hacker subcul-
ture another (Turkle 1984, Weisenbaum 1976), and it has been widely
observed that users anthropomorphise systems which present only

the semblance of a personality and interactional skills (Stevens 1983,



Weisenbaum 1976, Turkle 1984);5 and of course, there is the popular,

yet "seductive but restricting" (Stevens 1983), description of computers

as 'user-friendly".

In this sense computers have become social, rather than only techno-
logical, objects: possible since social status is ascribed to an object by an
observer, rather than an inherent property of that object (Gilbert et al.
1990). This has been persuasively argued by Lucy Suchman (Suchman
1987), who suggests that the reactive, linguistic, and complex nature of
computer systems encourages users to ascribe intention and purpose
to their actions. Naturally, this view does not find universal
agreement. Many commentators simply dismiss the attributed social
status of technological objects as "the pathetic fallacy of anthopomor-
phism" (Bench-Capon and McEnery 1989), and view human-computer
Interaction as a process of interacting through rather than with

computer systems (Barlow et al. 1989).

Despite the growing importance of this view of the relationship be-
tween user and interactive computer system, 1t has not found signifi-
cant expression in HCI. Necessarily, the failure of HCI to systematically
take into account this aspect of user-system interaction has lent its re-
search a particular character. On one hand, HCI research has typically

been oriented to the technological aspects of user system interaction:

>The most widely-cited example being perhaps Weisenbaum's ELIZA, well-known for
engaging in natural language communication using only simple rules for comprehending,
and generating answers to, users’ questions. In its DOCTOR incarnation, the program
masqueraded as a Rogerian psychotherapist. It was surprising (not least to its de-
signer), that users imputed knowledge, understanding and inferential abilities to the
system. More surprising, and somewhat worrying, was the proposal by some (Colby et
al. 1982), that automated psychotherapy would replace human psychotherapeutic

treatment (Weisenbaum 1977).



the preoccupation with dialogue styles (Sime and Coombs 1983) being
one example. The competing merits of graphical (Foley and \Vallace
1974), iconic (Gittins 1986), direct manipulation (Shneiderman 1983
Hutchins et al. 1986), Natural Language (Blanning 1984), and speech
interfaces (Hauptmann and Rudnicky 1988) have been repeatedly, and

exhaustively, debated for a number of years within the discipline.

The technological focus of HCI research is complemented by a con-
spicuous failure to seriously consider the relationship between human
Interaction and human-computer interaction. This is apparent in the
largely metaphorical treatment of the conversational nature of hu-
man-computer interaction. The idea of user-system interaction as
conversation was notably propounded in a work by Gaines and Shaw
(1984) which presented "conversational principles" for system design,
and can be traced back to the cybernetics of Weiner (Weiner 1948), and
to Orr's Computers and Conversation (Orr 1968).6 Gaines and Shaw, in
The Art of Computer Conversation,’ state that they are concerned to
"promot[e] simple and effective conversational styles for personal
computing" (Gaines and Shaw 1983: 10), and consider that designing

user-system interaction 1s

mostly cosmetic in nature and follows from com-
monsense [...] Once we start thinking of computer
dialog as analogous to people dialog, then the basic

61t has also featured in work by Bolt (1985), Martin (1967), Nofsinger (1976, 1977),
Pask (1980), and has been recently revived in the MIT Media Laboratory's Conversa-

tional Desktop (Brand 1988).

’Gaines and Shaw provide a number of "proverbs" for the design of human-computer
interaction. For example proverb 5 a proverb of "past expericnce”, states that in hu-
man-computer dialogues the "normal vocabulary” of both expert and user should be
employed, and this should be achieved by "listen[ing] carefully to their conversation’

(Gaines and Shaw 1983:40).



rules become obvious and easily remembered.
(Gaines and Shaw 1983: 10).

Similarly, Raymond Nickerson (1976, 1981) observes that "few if any

systems permit the kind of give-and-take that characterises interper-

son conversations" (Nickerson 1976: 102), and

if the computer [...] were given the ability to accom-
modate anything like the informality of the lan-
guage which characterises interperson conversa-

tions [...] it would be a good thing (Nickerson 1976:
107).

It 1s clear that these studies, based on predominantly ad hominem ar-
guments, and little more than anecdotal evidence, present only a
metaphorical view of human-computer interaction as conversation,
providing little in the way of detailed systematic or principled investi-
gation of the possible relationship between conversation and human-

computer interaction.

The technologically-oriented nature of research and the unsystematic
nature of studies of human-computer 'conversation' thus indicate a
dimension of user-system interaction which has yet to be explored,
and suggest alternative interests which may be pursued in relation to
the investigation and design of user-system interaction. This is
concerned with the possible continuities between the "culturally fur-
nished" (Coulter 1979: 21) abilities and expectancies upon which hu-
man interaction is based, and those which are employed in human-
computer interaction. It is clear that a systematic exploration of this
relationship requires both detailed knowledge about the abilities, and

expectancies upon which human interaction is based, and a way of

systematically incorporating this knowledge into design. To accom-



plish this requires an expansion of the multidisciplinary base of HCI to

encompass the findings of disciplines which deal specifically with the

nature of human social interaction.

The disciplines relevant in this context are those from within the so-
cial sciences, and the expansion of the multidisciplinary base may be
accomplished through the incorporation of the theoretical framework,
methods, and findings of conversation analysis (and to a lesser extent
ethnomethodology), which specifically deal with the nature of every-
day human action and interaction. Ethnomethodology is concerned, at
the most general level, with the reasoning abilities required to make
sense of the world, and conversation analysis with those required for
making sense of conversation. Both offer a perspective which stresses
that interaction is not haphazard or random, but displays detailed
structure and is the result of the operation of systematic skills. In
contrast to the account provided by disciplines such as psychology,
these skills are not seen as abstract 'cognitive' skills, but are socially-
constituted abilities. From the perspective of conversation analysis,
the structured nature of interaction, and the systematic skills which
underlie it, are a reflection of the fact that interaction between humans
is characterised by the maintenance of mutual intelligibility. Mutual
intelligibility describes the way in which behaviour, actions, and natu-
ral language utterances are specifically designed to display their intent,
meaning or significance to other speakers. This implies that not only
producers, but observers, possess abilities to comprehend actions that
are "recipient designed" (Sacks 1972). Thus, a view of humans as in-

formation processing systems is replaced by a view of members of so-

Clety as



active social actors, located in time and space,
reflexively and recursively acting upon the world in

which they live and which they fashion at the same
time. (Lave 1988: 8).

It 1s clear that the significance of such an enterprise is consonant with
the recognised need for HCI to assess and apply the established
tindings and methods of other disciplines to encourage user-centred

design. As Gaines (1978), considering the future of HCI research, notes

Until I know what it is for you to understand me,
how can I hope to program a machine to do like-
wise. As in all dialectical questions the resolution is
a synthesis - a combination of philosophical, psy-
chological and linguistic scholarship, under the
pressure of commercial requirements for improved
man-computer communication. (Gaines 1978: 232).

4. Informing HCI design through Conversation Analysis

The use of conversation analysis in HCI is advantageous in three par-
ticular ways. Firstly, the information generated by employing conver-
sation analysis provides fundamental knowledge about interaction,
which can be used to design more natural interactive systems. Sec-
ondly, this information concerns the detailed structure of interaction
and is communicable to designers in ways which avoid the ambiguity
of current design guidelines. Thirdly, the methods characteristic of
conversation analysis provide a principled approach to the investiga-
tion of user-system interaction which will provide applicable findings
for design. The following sections of this chapter address the first and

second of these issues. The issue of the use of conversation analytic

methods in HCI research is explored in detail in Chapter three, which



1s concerned with the relationship between existing methods used in

HCI, and those of conversation analysis.

4.1 More natural interactive systems

Conversation analysis prospectively provides knowledge about the
normative features of human interaction, and can thus provide the
basis for the design of more natural interactive systems. Systems
which are designed in accordance with pre-existing interactional abili-
ties and expectations will be more natural to use simply because those
abilities and expectations are automatic, unnoticed, commonplace, and
represent a 'bedrock’ of interactional competence. These abilities, as
the discussion of ethnomethodology and conversation analysis in
Chapter two will indicate, represent the possibility of rational action by
members of society and coherent communication between them; they
are abilities acquired through socialisation and rehearsed in everyday
situations; they are 'autonomic' and 'automatic’ social systems. On
this view, users do not approach interactive systems as a tabla rasa - an
image often evoked when the term 'user' is employed (Robinson
1990).8 Users' reactions to Weisenbaum's ELIZA for example, argue
simply, but persuasively, for the presence and operation of the skills

used in everyday action and interaction in human-computer interac-

tion.

8Simi1ar1y, it has been suggested that users react strongly to the gender-marked as-

pects of interactional styles, assuming systems to be male (Fulton 1985), and that sys-
tems may present particular personality traits which affect users’ perception and op-
eration of the system (Cook and Salvendy 1989).
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The ingrained nature of these interactional abilities and expectations
has two particular consequences. Firstly, since they are the result of
evolutionary change directed to the selection of interactionally-ef-
ficient procedures, systems designed around them will provide for
ease of use. Secondly, these abilities and expectations must be pos-
sessed by all members of society, since they represent the possibility of
communication between any one member of society and any other.
Thus, since users (as members of society) are all experts at interaction,

systems designed on the basis of features of human interaction will

effectively support both novice and expert users.

It is thus clear that design may be interpreted directly as the invention
of a pattern, where in this case the pattern is that of the normative
pattern of human social interaction: the measure of closeness between
the interactional patterns embodied in an interface and those in
human interaction prospectively provides a single criterion for the

assessment of the 'naturalness' of an interface (Stevens 1983).

4.2 More applicable and accessible design guidelines

The second advantage which the use of conversation analysis pro-
vides is the formulation of more applicable and accessible design
guidelines. It is clear that this is an important advantage, since whilst
"impact on design practice is the touchstone of a successtul approach

to HCI" (Carroll and Campbell 1989: 248), dissemination of the find-

ings of HCI research remains a significant problem.

Whilst there has been little conclusive research into the nature of de-

signers' work, it has been suggested, by Belloti (1988) (inter alios), that
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designers see HCI research findings as irrelevant, that designers typi-
cally have little confidence in HCI as a discipline, are Inadequately in-
formed about HCI research, and that HCI techniques are viewed as
complex and unnecessarily time-consuming. This has resulted in the
‘marginalisation” of HCI concerns in software design; it remains a
discipline which is characterised by a "rhetoric of objective engineer-
Ing practice based on mathematical science" (Robinson 1990: 5), mani-
festing the "preference of the technologist for logical and repeatable

processes” (Holgate 1986: 195). Consequently,

the need to deliver reliable designs quickly and to
maintain a standard profit margin will encourage
the use of standard solutions for what will be per-
ceived as standard problems (Holgate 1986: 198).”

Other studies have suggested that the problem is more consequential.
Work by (inter alios) Dagwell and Weber (1983), Rosson et al. (1987),
Hammond et al. (1983), indicates that designers may not design in a
structured or systematic manner, and may employ complex logical
formalisms irrelevant to user requirements. This emphasis on co-
herent formalism may dominate designers' thinking to the exclusion

of considerations regarding its possible utility: as Holgate (1986) notes

Many design methodologists [are] more concerned
with fascinating diagrams and mathematical sym-
bols than within the complexities of reality.

(Holgate 1986: 212).

"Holgate's remarks in this chapter are taken from a text on architectural design. There
are intimate connections between architectural design and interactive system design
since they both concern the relationship between form and function, and between social
context and technological possibility (see, for example, Bannon 1986a, Edmonds 1987,
Kolm 1987: and the extended discussion in Hooper 1986).



Gould and Lewis (1985), speculate that designers rely on guidelines
more than generally attested principles (Gould et al. 1985). Yet those
same gulidelines are criticised because of their context-bound, and thus
limited character, and their lack of empirical testing, and are "based on
informed opinion rather than data or established principles" (Gould
and Lewis 1985: 303). Maguire (1982), finds many guidelines to be con-
tradictory, due to their strongly contextual nature, and Mosier and

Smith (1986) have noted the problems of prioritising guideline appli-

cation.

In contrast, design guidelines formulated from conversation analysis
firstly represent the possibility of guidance which is widely applicable
and portable, and thus more reliable from the designer's point of
view. This is the case since the guidance offered may be related to an
established and secure theoretical background provided by the eth-

nomethodological perspective on interaction.

Secondly, the guidance offered will be at a level of detail which will

both identify the particular situations in which it may be applied, yet

analysis will thus apply specifically to the detailed structural features
of interaction, without specifying in restrictive detail the content of
the interaction. Thus designers may apply the guidelines in both a

"knowledge-based” and "rule-based'" fashion (Hill 1987).

Thirdly, the way in which such guidelines adaress the structure of

interaction clearly has consequences for their wider applicability. Such
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guidance addresses fundamental features of interaction, and thus cuts
across the pervasive categories of novice and expert: the expectations
and skills which are involved in user-system interaction are similar to
those used in human interaction, and as such, are possessed by all

members of society in relatively invariant forms.

Fourthly, the wider applicability of such guidelines is also ensured
since they are technology-independent, both in terms of their applica-
bility across the various interactional features at the designer's dis-
posal, and in terms of their applicability across emergent technologies.
Systems are undergoing continual evolution, and the appearance of
various new interactional devices (Buxton 1986), the use of various
communication media such as sound and speech input-output (Gaver
1986; Fallside and Woods 1985), and the possibilities of multimodal
interaction and multimedia interfaces (Taylor 1988; Baeker and
Buxton 1987), serve, to some extent, to nullify currently available
knowledge and techniques, forcing HCI research into an evaluative

role. As Gaines and Shaw (1986b) suggest:

Fourth generation computing systems are already
making demands on human factors specialists that
stretch their capabilities to their current limits. The
fifth, sixth and beyond generations will make sub-
stantially greater demands and require conceptual
advances of which we are at present only dimly

aware. (Gaines and Shaw 1986b: 3).

The technology-independent nature of guidelines is crucial since this
means that they are relevant to the changing body of practice and cir-

cumstance which constitutes real-world design. As Smith (1986) notes,



for a designer whose professional life is spent in
solving immediate problems, the imperative ar-
gument 1s that today's design decisions must be
made today. As human factors practitioners our in-
fluence with designers may be diminished if we
come to them without hard data; but our influence

will disappear altogether if we come to them too
late. (Smith 1986: 55).

If it is possible to articulate a small number of guidelines which ad-
dress the fundamental and unchanging features of user-system inter-
action which are independent of particular technologies, users and
tasks, then such guidelines will form secure user-system interaction
design standards. The promise is that designers will be able to apply a

set of guidelines to emergent technology to achieve consistent results.

Finally, such guidelines are the product of empirical investigation,
rather than the product of informed opinion, guesswork or intuition.
The specific nature of their empirical foundation - the methods and
findings of conversation analysis - represents a principled approach, in
contrast to those based on experimental processes or on ad hoc in-
vestigative procedures. It is clear that experimental approaches in par-
ticular may be inadequate. As Smith (1986: 56) notes, "we may

question whether a comprehensive set of design guidelines can ever

be derived from experimental data", since

Even the testing of just a few interacting variables,
at a few levels of implementations, requires an ex-
perimental design of challenging complexity [...]. As
a practical matter, then, our research studies will
always be too narrow in scope to take full account of
all the complexities of user interface design and the
potential interactions of different design features.

(Smith 1986: 56).
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4.3 The current role of social science in HCI

It 1s not surprising that ethnomethodology and conversation analysis
have so far merited little attention in the context of HCI research. As
will be argued in Chapter three, methodologies such as that of conver-
sation analysis, which generate no quantitative results, will inevitably
be regarded with scepticism, if not hostility, by those who espouse

controlled experimental investigation.

This 1s not to say that social-scientific perspectives and findings have
failed to find expression in information technology research and
development programmes. They have however, generally only been
employed to reflect upon the changes that computing technology has
wrought upon pre-existing social patterns in some group, organisation
or institution, or in society as a whole (Olson and Lucas 1982, Ord 1989
Attewell and Rule 1984, Pomfrett et al. 1984). Any integration between
the concerns of sociology and those of technology design has been seen
as problematic. As Woolgar (1985) argues in connection with Artificial

Intelligence, sociology is typically seen as

dealing with matters left over from other disci-
plines [...] in this view 'social' has to do with the ef-
fects of artificial intelligence, but not with its gene-
sis. (Woolgar 1985: 558, original emphasis).

Although this recognition, by Woolgar and others, in 'social construc-
tivist' studies of technology (Bijker et al. 1987, Pinch and Bijker 1987/,
Sharrock and Anderson 1990, Suchman 1988b, Woolgar 1988), has
provided a climate for sociological studies of technology (for example
the investigation of the working practices of design teams by Walker,

1989), the use of sociology for the design of technology has not previ-
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ously been pursued with any vigour. Ethnomethodology in particular

has received only passing attention in the context of HCI (by Chang
1987, or Stenton 1987, for example).l10 Norman's (1987) view is

representative of the poor general level of awareness:

sociology, especially ethnomethodology, has a lot to
say about real-world patterns and how people's be-
haviours deviate dramatically from their descrip-
tions of their behaviours (Norman 1987: 329).

Conversation analysis has received somewhat more attention in con-
nection with both Computer-Mediated Communication and, less sur-
prisingly, Natural Language Processing. Bowers (1987), for example,
discusses conversation analytic findings in the context of the COSMOS
computer conferencing system, and the ESPRIT II SUNDIAL project is
exploring the possibility of engineering Natural Language dialogues

using conversation analytic findings (Frohlich and Luff 1990, Gilbert et

al. 1990, Gilbert 1990).

It 1s clear that disciplines such as conversation analysis and

ethnomethodology have much to contribute to current approaches to

10Robinson (1990) has recently noted the relevance of ethnomethodology for software
design:

[it] offers a way of restoring context and situation to the
descriptions and accounts of human-computer interaction; a way
that reappraises the relevance of 'non-technical’ issues of soft-
ware engineering so that they do not stand divorced from the
'technical issues’ (Robinson 1990: 7).

However the "unacceptable if not incomprehensible" character of conversation analy-
sis and ethnomethodology (Goldthorpe 1973), may militate against their wider
recognition. Suchman's (1987) work is a case in point: although it has received
"sympathetic reviews and not inconsiderable publicity within the computing industry
press” (Robinson 1990: 7) (by, for example, Durham 1987), the extent to which Such-
man's work has been recognised by software designers as relevant to their work re-

mains unclear.



HCI research and design, and thus to our understanding of the
Interaction between human and machine. Whilst the methods and
findings of conversation analysis are, of course, not to be seen as a
panacea for the inherent problems involved in HCI research and
design, they can serve to ameliorate many of them. In particular, as
Chapter three will discuss in detail, it possible to see conversation
analysis and ethnomethodology as providing a valuable addition to
the researcher's methodological and theoretical armoury. In addition,
the use of the methods and findings of conversation analysis provide
a view of the relevance of a body of findings, and a theoretical
orientation, from a sociological discipline which has so far been

considered as inapplicable to the concerns of HCI.

4.4 Is human-computer interaction 'conversation'?

This chapter has argued that the findings of conversation analysis can
be employed in the design of interactive systems through the
formulation of design guidelines. However, it should be emphasised
that human-computer interaction 1s not being equated narrowly with
human conversation. This is an interpretation which is often foisted
upon work which suggests some connection between human com-
municative abilities and human-computer interaction (see, for exam-
ple, Stevens 1983). The more overt characteristics of conversation -
phatic elements, such as the exchange of greetings - may be present in
'user-friendly' interfaces, but it quite clear that human-computer in-
teraction, as a phenomenon, is not isomorphic with human conver-
sation. There are also clear conceptual and theoretical dangers in the

attempt to formalise conversation analytic findings into com-



putationally tractable mechanisms in the service of building speech
and natural language interfaces (in the work of, for example, Gilbert et
al. 1990), and more generally in the attempt to translate sociological
descriptions of social norms into logical schemes (Button 1990; Nor-

man and Thomas 1990a, Oldman and Drucker 1985, Pateman 1985,
Stamper 1985).

There are, nevertheless, obvious similarities between human-com-
puter interaction and conversation. Human-computer interaction,
like conversation, is essentially non-deterministic, in that interactions
with systems may be more or less structured, but allow for a large
range of user-actions at any given stage, and thus human-computer
interaction is essentially unplanned and improvised; human-com-
puter interaction, like conversation, is sequentially organised, in that
the significance of system actions is embedded in the context of past
and future actions; finally human-computer interaction, like conver-
sation, is organised from within, in the sense that is the outcome of

the interaction between human and machine.

5. Relationship to existing work

There is little other published work which explicitly emphasises the
links between conversation analysis and interactive system design,
and no other studies propose an explicit relationship between the
findings of conversation analysis and the formulation of HCI design
guidelines. However, one particular theme of this study, the presenta-
tion of a competing perspective to the 'cognitivist' view of human-

computer interaction, is a feature of a number of other studies. This



concern 1s especially apparent in a dissatisfaction, expressed in a
number of studies, with the emphasis on 'planning’, Tepresentation’,
and 'rules' in Artificial Intelligence (AI) research. The restricted
conception of the way in which the individual construes and interacts
with the world, characteristic of Al research, is becoming less tenable
to those who see that considerations of computational tractability,
rather than fidelity to empirical features of the 'everyday world’,
currently dominate the design of intelligent artefacts: Artificial
Intelligence and Cognitive Science, in Jean Lave's words, deal with the
"indoors”, rather than the "outdoors”, of "cognition in practice" (Lave
1988). Although the studies discussed here do not constitute a
‘movement' of any kind, they have a distinct ideological and intel-
lectual momentum. Since there are relatively few studies, they are

discussed here, rather than in the more usual review chapter.

5.1 Suchman: the nature of human-machine interaction

The most closely related work to this study is that of Lucy Suchman
(1982, 1987). In Plans and Situated Actions, (1987) Suchman declares
her aim to "examine the conception of purposeful action and [...] in-
teraction, informing the design of interactive machines" (Suchman
1987: 2). One particular aspect of this conception which she examines 1s
that current in Artificial Intelligence, which proposes that action can
be accounted for in terms of plans, and that intelligent interactive sys-

tems can be designed by representing users' actions in terms of a de-

veloping plan. However, Suchman denies the specificatory role of

plans in human action, and proposes that
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neither typifications of intent, nor general rules for
1ts interpretation are sufficient to account for [...]
mutual intelligibility (Suchman 1987: 42).

Using the term "situated action” for the non-susceptibility of action to

analysis in terms of plans, Suchman draws upon the ethnomethod-
ological perspective, which views plans not as a causal devices
through which behaviour is generated, but as an interpretive devices
through which behaviour is understood. To illustrate this notion,
Suchman employs a videotaped record of, and 'two-person protocols'
generated by, the interaction between users and a plan-based interac-
tive help system. Her investigation focuses on the resources employed
both by users and systems in interaction, and provides a description
and analysis of users' 'troubles’ in interacting with the system. These
are, proposes Suchman, the result of "constraints imposed by
asymmetries in respective situational resources of human and ma-
chine" (Suchman 1987: 118), and that limitations on the machine's
'access to the evidential resources on which human communication
of intent routinely relies" (Suchman 1987: 169), means that the situ-
ated actions of users may be in conflict with the system's internal rep-
resentations of them in the form of plans. In human communication,
such problems are resolved by efficient and comprehensive mecha-
nisms based on humans' access to the full particulars of context.
Suchman thus concludes that any breakdown of communication be-
tween interactants possessing differing abilities is inevitably "fatal”. In
doing so, Suchman provides a powerful critique of cognitivism, which
indicates the intractable problems which arise from any attempt to
deal with the complexity of practical, situated action through in-

creasingly complex, and unrealistic, technical mechanisms.



Suchman's work clearly represents a considerable achievement in
applying the methods, perspectives and findings of Interpretive
sociological approaches to the investigation of human interaction to
the problems of human-computer communication. However, the
work reported in this study is an attempt to move beyond her aim to
‘construct [...] a descriptive foundation for the analysis of human-
computer communication” (Suchman 1987: 180). The intention here
1s to use the perspectives, methods and findings of conversation
analysis to provide practical results for the design of user-system
interaction, rather than to illustrate the deficiencies of a particular
conception of interaction and action embodied in a particular type of
system. The results of this study are to be seen as of a more general and
more widely applicable nature since, firstly, the studies reported in
Chapter four seek to examine in detail the interaction between user
and system rather than, as in the case of Suchman's study, with the
interaction between user and user. It is clear in this respect that the
methodological device used by Suchman - the 'two-person protocol’ -
may introduce unwanted distortions into an attempt to explore the
process of interaction between human and computer. Secondly, rather
than concentrating on a particular, and somewhat esoteric, system (the
plan-based intelligent help system) the studies reported in Chapter
four are concerned with systems which users are likely to encounter in

their everyday interaction with machines, and thus are concerned

with more general features of the process of human-computer

interaction.
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5.2 Agre: the indexical nature of interaction

This critique of cognitivism is a characteristic of the work of a number

of researchers at MIT's Al Laboratory on what has become Informally

known as activity theory (Agre 1988a, 1988b).11 This approach also
argues for the practical use of socially-grounded accounts for the
design of intelligent systems, and work within this perspective
emphasises that the context of an activity, or in Agre's terms "the dy-

namic structure of everyday life", is crucial for an understanding of

practical actionl2,

Agre's work describes a system which takes into account the 'dynamic’
structure ot the world. This is an intelligent system, Pengi, which op-
erates using deictic representation and contingent action. These fea-
tures are proposed as a more practical, and theoretically sound, ap-
proach to representation than that proposed by workers in Artificial
Intelligence, which is based on individuating entities rather than
specitying functional relationships irrespective of unique identity.
Since Artificial Intelligence consigns "the phenomena of contingency
and improvisation to peripheral roles" notes Agre, this has led to
"grossly impractical technical proposals" (Agre 1988b: 1), which "allow
the planner to live in a simple, abstract world" (Agre and Chapman
1988: 3). Rather than concentrate on building, monitoring, discarding
and processing plans, any system which aims to act in complex real-
world environments, Agre et al. argue, must take into account that

environment, its immersion in it, and the resources which the envi-

11Gee also Agre and Chapman (1986, 1987a, 1987b, 1987c, 1988).

12The theoretical background of much of the work comes from the philosophy of Hei-
degger. Preston (1988) outlines the phenomenology of Heidegger in relation to Artifi-

cial Intelligence.
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ronment provides for acting. In this way, a system should be "in con-
stant Interaction with its environment, rather than building and

pondering models of it" (Agre and Chapman 1988: 7).13

5.3 Norman: the psychology of everyday things

Design which recognises the immersion of artefacts in a dynamic,
changing real world, populated by intelligent, purposeful agents, is a
theme taken up by Donald Norman (1988). The articulation between
designed objects and the features of the real world is the basis for a
"psychology of everyday things". Norman's argument is that by deriv-
ing a psychology of this kind, a "world filled with frustration, with ob-
jects that cannot be understood, with devices that lead to error”
(Norman 1988: 2), may be avoided. The nature of this enterprise is that
it should examine the properties of everyday objects, the nature of
action, and the features of human thought, and thus attempt to pro-
vide explanations of why objects are found problematic in use. In
support of this assertion, Norman notes that knowledge resides "in
the world" rather than "in the head", which makes cognition a practi-
cal activity, and means that precise behaviour can come from impre-
cise knowledge, since the environment provides a set of physical,
semantic, cultural, and logical constraints on action. Problems which
arise in the interface between the nature of objects, the nature of
action, and the nature of knowledge, are seen by Norman as errors.

One locus for successful design is thus to deal with errors by either

13Gimilarly, Winograd and Flores (1987) note "the most successful designs are not those
which try to fully model the domain in which they operate but those that are In
alignment’ with the fundamental structure of that domain and that allow for modifi-

cation" (Winograd and Flores 1987: 53).



preventing them, or by providing heuristics for detecting and reme-
dying them. Norman thus illustrates the notion that design should be
user-centred (Norman and Draper 1986), and "make use of the natural
properties of people and of the world: it should exploit natural rela-

tionships and natural constraints" (Norman 1988: 188).

5.4 Turkle: the computer as evocative object

The articulation between computer and world is taken up in Sherry
Turkle's The Second Self (1984) from a somewhat different perspec-
tive. Turkle adopts an ethnographic approach to examine the com-

puter as "a new mind that is not a yet a mind" (Turkle 1984: 12), and

Investigates the computer not as a tool, but as it

enters into social life and psychological develop-
ment, the computer as it effects the way that we
think, especially the way that we think about our-
selves [...] in terms of its 'second nature' as an

evocative object (Turkle 1984: 13).

Turkle examines phenomena such as "thinking of yourself as a ma-

chine" and shows that many inhabitants of ‘computer cultures' (such
as workers in Artificial Intelligence), both think of machines as similar
to themselves, and as themselves as machines. As did Suchman,
Turkle points to the reactivity, complexity, and opacity of interactive
systems as stimulating the attribution of mind-like qualities to com-
puters, and notes that in interacting with computers "you inevitably

find yourself interacting with a computer as you would with a mind,

even if a limited one" (Turkle 1984: 16).



Turkle shows that by adopting an ethnographic rather than experi-
mental approach, the use of computers in everyday settings may be il-

luminated in terms which are relevant to those who participate in

those settings. Such an approach is valuable since it pays "particularly
close attention to the experience of individuals" (Turkle 1984: 317),
and the way in which "thoughts and feelings" may be analysed in "the

expression of ideas through action" (Turkle 1984: 318).

6. Review and overview of the study

This chapter has discussed the rationale for, and the aims of, this
study. The design of interactive computer systems is an enterprise
quite distinct from the design of other artefacts: design, or inventing a
pattern, for interactive computer systems is a matter of design for use.
HCI research has recognised the need for a user-centred approach to
design, and has correspondingly drawn upon a variety of disciplines.
However, the dominance of psychological theory and method has led
to the exclusion of a body of applicable findings and methods from
disciplines which deal with human interaction, and to a failure to
systematically investigate the the links between human interaction
and human-computer interaction. Prospectively, conversation anal-
ysis provides the resources for design of more natural interactive sys-
tems, and represents the possibility of design guidance which avoids
the problems inherent in current design guidelines. The methods and
findings of conversation analysis, this chapter has proposed, will pro-

vide a principled approach both to the investigation of human-com-

puter interaction, and to the design of interactive systems.



Within the general aim of Investigating the applicability of conversa-
tion analysis to HCI, the remainder of this study addresses both the

theoretical issues, and illustrates the practical outcomes, in relation to

an empirical study of user-system interaction. Chapter two examines

these fields, are recognised as being difficult, especially so for those
who may be approaching these topics for the first time, and from other
than sociological backgrounds. Accordingly the discussion concen-

trates upon only their more central assumptions and findings.

This chapter has observed that conversation analysis and
ethnomethodology have not yet found expression in HCI research
largely because of the divergence between their methods and those of
psychology. The exact nature of those methods, and their advantages
for HCI research, are explored in Chapter three. This discussion con-
cerns both the practical methodology adopted in this study, the rela-
tionship between experimental and non-experimental investigative
methods, and the practical applicability of the methods of conversa-

tion analysis in the investigation of human-computer interaction.

An empirical study of human-computer interaction is undertaken in
Chapter four. The examination of videotaped sequences of human-
computer interaction through conversation analytic methods is com-

bined with the findings of conversation analysis, to formulate design

guidelines and recommendations.

Finally, chapter five attempts to assess the significance of this approach

to HCI research and design. The promising route which conversation
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analysis provides for investigation of user-system interaction, and the
possibility that it can inform the design of future interactive systems

1s explored.
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Chapter 2

Theory

As Sir William Bragg said, we use the classical the-
ory on Mondays, Wednesdays and Fridays, and the

quantum theory on Tuesdays, Thursdays and
Saturdays.

William Cecil Dampier, A History of Science.
(Dampier 1948: 495).

1. Introduction

This chapter discusses the theoretical perspectives and findings of
conversation analysis. Such a discussion is appropriate, not only in the
context of the theoretical orientations of this study, but because a lack
of accessible exposition of this, and other 'interpretive' sociological
approaches, has in part contributed to the failure of social-scientific

findings to attract attention in the context of HCI research.

Although the concerns of this study lie particularly with conversation
analysis and its applicability to HCI, many of the theoretical assump-

tions of conversation analysis are coextensive with those of eth-

nomethodology,! and accordingly a discussion of ethnomethodology is

ITo those not familiar with the distinctive expository style of conversation analysis
and ethnomethodology, both the problems, and the way in which they are presented,
may be at first be rather difficult to grasp. This is clearly in part due to the "dense and
elephantine” (Attewell 1974) nature of much ethnomethodological writing, which
has been observed to have "the creative ambiguity of a prophet exhorting his follow-
ers and confounding a heathen" (Wallace 1968). Comprehensive, and more or less
comprehensible, accounts of ethnomethodology are to be found in Benson and Hughes
(1983), Leiter (1980), Livingston (1987), Moerman (1988), Sharrock and Anderson
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first provided. The exposition of both ethnomethodology and con-
versation analysis is substantially condensed, does not aim to provide
a platform for them, contribute to theory or findings in either disci-

pline, or challenge the notion that they are "intrinsically stable"

modes of description (Sacks, quoted in Jefferson 1981).

2. Ethnomethodology

The programme of research known as ethnomethodology, first out-
lined by Harold Garfinkel in Studies in Ethnomethodology (1967)2,
represented a radical departure from what was commonly recognised
as acceptable or '‘conventional' sociological study. This difference lay
not in the areas of social life which were to be the focus of enquiry but
In the ways in which investigation of those areas should proceed. The
alm ot ethnomethodological studies was to examine 'routine’,

'‘everyday' and 'mundane’ social activities, and

by paying to the most commonplace activities of
daily life the attention accorded to extraordinary
events, seek to learn about them as phenomena in
their own right (Garfinkel 1967: 1).

(1986), and Zimmerman (1978). The problem is is also in part due to the fact that con-
versation analysis makes "something of a principle of presenting itself through its
work" (Sharrock and Anderson 1987: 291). There are however several extended com-
mentaries on conversation analysis, such as the introductory chapters in Atkinson and
Drew (1979), and Button and Lee (1987); and Sharrock and Anderson (1986, 1987), and
West and Zimmerman (1982), provide overviews of conversation analysis. Wooton
(1988) provides a clear exposition and discussion of conversation analytic methods.

2And taken up in several collections of studies, notably those by Douglas (1971),
Garfinkel (1986), Psalthas (1979, 1983), Sudnow (1972), Turner (1974).




This was by no means a novel proposal. The same "commonplace ac-
tivities of daily life" which are the focus of ethnomethodological writ-
Ing had also featured in other sociological work, such as that by Erving
Goffman (1955, 1963), for example. Rather, the novel nature of the

ethnomethodological perspective is illustrated by its approach to the

central sociological question of 'social order'.

All sociology assumes that the social world is experienced by members
of society as orderly: this is merely to note that life 'makes sense’, and
commonplace occurrences are seen as, simply, commonplace "social
facts" (Durkheim 1952, 1982). The explanation provided by
conventional sociological approaches of social order is generally 1n
terms of the operation of some compelling force, principle or con-

straining rule, such as 'power' or 'status’ (Sharrock and Anderson

1987).

There is however, an alternative view, which involves the notion
that social order is a practical accomplishment. In establishing the
ethnomethodological programme, Garfinkel (1967), drawing on phe-
nomenological work by Husserl (1965), and Schutz (1967, 1970), re-
alised that arguments regarding the 'subjective’ or 'objective’ status of
the social world were undecidable in principle. This led to the con-
clusion that such questions should be bracketed, in favour of the ex-
amination of how members of society experience the social world as
ordered. Social order, in ethnomethodological terms, is thus better
viewed as a sense of social order (Leiter 1980). This means that social
behaviour, utterances and actions do not have inherent meanings, but
gain their meanings through the process of producing a rational or

acceptable descriptions of them, or in ethnomethodological terms,
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accounting for them. Therefore, the interest of students of society
should not be in substantive meanings or interpretations, but in how

they are produced and recognised. A view of social order as the result
of the operation of external rules is thus replaced by a view of society
constructed 'from within', and the basis for this accomplishment, as
ethnomethodology demonstrates, is the member of society's cultur-
ally-acquired methods for understanding or 'sense-making'. Hence,
ethnomethodology (Garfinkel 1974), is the investigation of those
methods; and the bracketing of the substantive features of social life,
in favour of emphasis on how those features are interpreted, forms

the core of the ethnomethodological perspective.

2.1 Ethnomethodology and methodology

The ethnomethodological emphasis on the accomplished nature of
sense-making has important methodological consequences, recom-
mending an alternative to the methods used in conventional socio-
logical studies. For example, in administering and interpreting the re-
sults of questionnaires as a standard sociological research instrument,
the sociologist uses tacit shared knowledge about the world to fit
respondents' answers to the questionnaire. Later, the same shared
knowledge is employed to reconstruct the intended meanings of an-
swers in the coding of the questionnaire. This reliance is, however,
obscured in the findings of an investigation, which are considered to
be 'objective' and 'scientific’. In this way, the ethnomethodologist
claims that conventional sociologists use their everyday commonplace

knowledge as an unacknowledged resource for investigation. A great



deal of ethnomethodological writing thus dwells upon the essential
similarity between 'professional' and 'lay' sociology.3 One natural
consequence of this about-turn is that professional sociology itself be-
comes the subject of ethnomethodological scrutiny, since any
sociological analysis may be inspected for the role of commonsense
reasoning by investigators (Garfinkel 1967).4 It is, of course, necessarily
the case that commonsense knowledge is also employed by the eth-
nomethodologist. This does not pose a problem however, but rather
allows the ethnomethodologist to further examine the cultural re-
sources of members of society, by claiming that ethnomethodology
produces an 'insider's view' of sense-making processes not available
to other approaches. This lends ethnomethodology its distinctive

methodologically self-conscious character.

In contrast to analyses founded on experimental or statistical data, an
ethnomethodological analysis consists of two distinct components,

which have been succinctly and authoritatively described by Turner

(1971). These are that, firstly

The sociologist inevitably trades on his members’
knowledge in recognising the activities that partici-
pants to interaction are engaged in [...] This is not to
claim that members are infallible or that there is

perfect agreement in recognising any and every in-
stances; it is only to claim that no resolution of

3Much has been made in original ethnomethodological writing and in later commen-
taries that ethnomethodology is not meant as a criticism of conventional sociology.
Garfinkel's original assertion (Garfinkel 1967: viii) that "Ethnomethodological stud-
ies are not directed to formulating or arguing correctives”, has been echoed in later
commentaries and expository texts (Benson and Hughes 1983, Leiter 1980). However, a
great deal of ethnomethodological writing is in fact concerned with criticism of con-
ventional sociology and its research methods (for example Cicourel, 1973).

4The work of McHugh et al. (1974) represents the extreme pole of ethnomethodological
work in this respect (Law 1974).
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problematic cases can be effected by resorting to pro-

cedures that are supposedly uncontaminated by
members' knowledge (Turner 1971: 177, original
emphasis).

and secondly that,

The sociologist having made his first-level decision
on the basis of members' knowledge, must then

pose as problematic how utterances come off as rec-
ognizable unit activities. This requires the sociolo-
gist to explicate the resources he shares with the
participants in making sense of utterances in a
stretch of talk. At every step of the way, inevitably,
the sociologist will continue to employ his so-
cialised competence while continuing to make ex-
plicit what these resources are and how he employs
them (Turner 1971: 177, original emphasis).

The way in which an ethnomethodological analysis simultaneously
draws upon "the resources [...] shared with the participants" and expli-
cates them "at every step of the way" clearly distinguishes an
ethnomethodological investigation from that of the conventional
sociologist. Ethnomethodological investigation is in this way said to
involve the use of commonsense knowledge as both as a topic and a
resource. This is the basis for the claim that ethnomethodology repre-

sents an 'insider's view', and is, as Heap (1980) notes, a

"phenomenological empiricism".

It is possible to provide a simple example of the ethnomethodological
approach. In Studies in Ethnomethodology, Garfinkel proposes that
conventional sociology portrays the member of society as a

judgemental dope of a cultural or psychological kind" (Garfinkel



counter where behaviour is supposedly conditioned by 'standardised’
expectations. This was done by breaching the 'institutionalised one
price rule’ which states that merchandise is retailed for the price for
which it is offered. Garfinkel's students were asked to dispute the

clearly marked price of goods, and try to obtain a lower price. The

result of the experiment was, in Garfinkel's words, that

salespersons can be dismissed as either having been
dopes in different ways than current theories of
standardised expectancies provide, or not dopes

enough (Garfinkel 1967: 69).

Instead of fear and shame which should have been generated on the
part of customers, and anger and anxiety on the part of salespersons,
only mild anticipatory anxiety was reported on the part of the cus-
tomers, and very little disturbance on the part of sales statf. The con-
clusion drawn by Garfinkel is that 'standardisation’ may only really

consist of an attributed standardisation

which is supported by the fact that persons avoid
the very situations in which they might learn about

them (Garfinkel 1967: 70).

In this sense, ethnomethodology begins from the premise that what

people know and use - their methods for understanding - should be

the focus of inquiry. In ethnomethodological terms, to examine these

M

5Garfinkel cautions that the experiments are "not properly speaking experimental.
They are demonstrations” (Garfinkel 1967: 38).
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methods is to examine commonsense knowledge and background ex-

pectancies, interpretive procedures and practical reasoning.

2.2 Commonsense knowledge

In stressing the 'commonsense' nature of sense-making, eth-
nomethodology shifts the focus towards the practical. Thus reasoning
becomes practical reasoning, action becomes practical action, and un-
derstanding becomes practical understanding.® This serves to empha-
sise that it is everyday and practical matters, rather than detached,

analytic, or abstract considerations, which are important to members

of society.’

Commonsense knowledge, as defined in ethnomethodological writ-
ings, may be seen to consist of three elements. The first is the stock of
knowledge (Leiter 1980), comprising culturally transmitted knowledge
about persons, places, and likely events and actions. The second is the
natural attitude (Husserl 1965), which describes the acceptance that re-
ality is independent of individual perception. The third component,
which is the explicit focus of the ethnomethodological investigation of
sense-making methods, is commonsense reasoning. Commonsense
reasoning is seen to be composed of two main types of sense-making

method, the documentary method of interpretation, and interpretive

procedures.

__-#——

6The emphasis on practical understanding and the situated nature of action is not, of
course, unique to ethnomethodological work. Action theory (Argyris and Schon 1974,
Schén 1987) for example, emphasises awareness of practical action in the development
of pedagogical strategies.

7Woolgar (1988), shows that scientists’ practical activities are directed towards
avoiding "methodological horrors" in the course of laboratory work.
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2.2.1 The documentary method of interpretation

The documentary method of interpretation is the process by which
1solated appearances are interpreted as standing for, or providing a
'document’ for, an underlying pattern. Garfinkel performed an
experiment to examine the operation of the documentary method.
This was accomplished by observing and interviewing subjects being
fed a series of random yes and no answers to a connected series of
questions by an experimenter posing as counsellor (Garfinkel 1967,
1983). Following a question and answer session, subjects were asked to
comment on the unseen counsellor's 'advice'. Garfinkel found not
only that the individual occurrences (random yes or no answers) were
taken as standing for some pattern, but that the pattern itself (the co-
gency of the advice) was inferred by seeing the individual instances as
evidence of a developing pattern.® The importance of the docu-
mentary method lies in its involvement in all sense-making activities

and the way in which it "both creates and presupposes a factual world”

(Leiter 1980: 171).

2.2.2 Interpretive procedures

The second type of sense-making device is a collection of interpretive

procedures.” The commonly recognised procedures are

8This is strongly paralleled by the reactions of users of Weisenbaum's

ELIZA /DOCTOR which effectively behaved in the same way as the unseen counsgl-
lor. The claim would be, as Weisenbaum supports, that the program relied for its
offectiveness on use of the documentary method of interpretation by its users. Suchman

(1988b) provides an extended discussion of this phenomenon and its implications.
9There have been various formulations of the procedures, which vary both in defini-
tion and number. Cicourel (1973) lists six, but there are other proposals (for example

Ieiter 1980).

40



(1) the reciprocity of perspectives, which specifies that members of so-
Clety assume an interchangeability of standpoints. Therefore differ-

ences of "biography and perception" (Leiter 1980: 174) are ignored un-

less discrepancies arise, when those differences are used to account for

discrepancies;

(2) normal forms, which is the assumption that actions will be recog-
nisable prima facie as intelligible. Thus any action, behaviour or utter-

ance will be given a rational interpretation, rather than labeled as irra-

tional or random;

(3) the et cetera principle, which states that members of society attach a
virtual 'et cetera' clause to their utterances, assuming that hearers will
be able to fill in any non-obvious details. Thus to sustain the assump-

tion of normal forms the presence of an et cetera instruction will be

assumed;

(4) descriptive vocabularies as indexical expressions, which specifies

that to recover the specific sense of utterances, literal meanings will be

supplemented by knowledge of context, history, biography or situa-

tion;

and (5) the retrospective-prospective sense of occurrence, which speci-

fies that judgement about an interpretation of an action or utterance

will be reserved until clarification is provided by some future action or

utterance.
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2.3 Features of behaviour and interaction

Ethnomethodology asserts that the documentary method of Interpre-
tation and interpretive procedures are not merely optional but neces-
sary processes of sense-making. This is the case because social action is
characterised by two properties, indexicality and reflexivity, which
make sense-making a continuing 'problem’' for members of society,

and one from which there is no 'time out' (Garfinkel and Sacks 1970:

356).

Indexicality refers to the context-bound nature of behaviour, in the
sense that meaning is dependant on contextual features, and be-
haviours act as 'indices' to the larger contexts in which they are pro-
duced. Originally the concept of indexicality, in the work of for exam-
ple Bar-Hilliel (1954), referred only to a subset of linguistic signs such
as pronouns, which have an infinite range of context-dependant
meanings. The notion of indexicality was extended in the work of
Garfinkel to include all social activity. Indexicality is thus an in-

escapable feature of all social situations, because behaviour is made

meaningful only when

embedded in an ethnographic context that is with-
out specified boundaries and made up of ethno-
graphic particulars which are also indexical (Leiter

1980:106).

Meaning, in the view of ethnomethodology, is therefore not a matter
of negotiating a fit between sign and rule, but emerges from the rela-
tionship between contexts and "occasional expressions” (Husserl 1965).
However, this should not be taken to mean that indexicality is experi-

enced as a conscious problem for members of society, or to suggest that



behaviour is meaningless, but "points[s] to the accomplished nature of
meaning”. (Leiter 1980: 110). Similarly, it should not be taken to mean

that the exact interpretation of behaviour is impossible, but to mean

that 'for-all-practical-purposes-interpretations' are the inevitable
outcome of practical reasoning. As Benson and Hughes (1983: 101)
observe, considerations of truth-value in everyday situations may be

unimportant. Indexicality is therefore, in Garfinkel's terms, a

'normal, natural trouble" (Garfinkel 1967: 191).

The second property of social behaviour which necessitates the opera-
tion of sense-making methods is that of reflexivity. Since behaviours
are indexical, the contexts which they index include the indexical be-
haviours themselves. Behaviour and context is mutually elaborating:
the sense of some behaviour can only be established for all practical
purposes by referring to context, which in turn contains that be-
haviour and thus affects its interpretation. As Leiter notes, "behaviour
and talk are simultaneously in and about the settings they describe”
(Leiter 1980: 130). Reflexivity appears in ethnomethodological work as
a feature of the accounts used by members of society to analyse,
comment upon, describe or summarise their and others' activities.
Accounts are said to be reflexive, in that they do not only comment
upon situations, but become a part of the situations which they
describe. As with indexicality, the reflexivity of accounts is not
consciously attended to by members of society, since this would dis-

tract them from the practical business of sense-making.
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2.4 Summary

This discussion of the ethnomethodological perspective has presented
some of its important assumptions. The core of the eth-
nomethodological perspective was shown to be that the investigation
of social behaviour, action, and interaction should centre upon the
sense-making methods of members of society. The major sense-mak-
ing methods - the documentary method of interpretation and a collec-
tion of interpretive procedures - were shown to be necessary features
of sense-making as a result of the pervasive indexicality and
reflexivity of social behaviour. In general terms ethnomethodology is
a theory of meaning. However, it is a very different one from theories
which depict understanding as a cognitive consensus, and where
meaning is viewed as the overlapping of sets of knowledge. Rather
ethnomethodology sees meaning as a procedural matter, and is thus a

theory of meaning "by context" (Leiter 1980: 154).

This view of sense-making as a procedural matter, meaning as an ac-
complishment based on tacit abilities, and a view of the social actor as
engaged in a continual construction of reality through the operation of

sense-making methods, forms the essential link to conversation

analysis.



3. Conversation analysis

Whilst ethnomethodology examines the sense-making procedures

used in interpreting behaviour, conversation analysis investigates the

detailed organisation of interaction.10 The fine-grained details of the

patterning of utterances are then used as an indication of the specific

procedures employed in the understanding and production of interac-

tion.

This shift towards an examination of the "organisational features of
conversational interaction" (Jefferson and Schenkein 1977: 91), be-
comes more apparent when the methodological characteristics of
conversation analysis are considered. Conversation analytic studies
typically take the form of the demonstration of the occurrence of reg-
ular structures in conversation across large volumes of data produced
by speakers at different times, places, and on different topics. The
traditional forms of data collection native to sociological research (the
questionnaire, interview and participant observation), are replaced in
conversation analysis by audio recordings of everyday conversations,!1
which are then meticulously transcribed in a modified orthography.l12

Transcription has in fact assumed a central role in conversation

analysis' methodological repertoire: it is seen not as a preliminary or

10Button (1981) has identified two parallel strands of conversation analytic enquiry:
'structural’, which is concerned with the ways in which the ordering of conversation 1s

used as a resource for understanding; and 'ethnographic’, concerned with the generally

available cultural resources which underlie conversation (for example Sacks’ (1972)
discussion of "membership categorisation devices"). The version of conversation

analysis of interest in this study is 'structural’ conversation analysis.

11 And video-recordings in the work of C. Goodwin (1979, 1981), M. H. Goodwin (1980),

Beattie (1983).

12The system generally used is that proposed by Gail Jetterson. It is described In

Schenkein (1978), and a variant appears in Appendix two of this study.




prefatory part of investigation, but as an essential part of the
Investigative process which is generative of research (Jefferson 1988).
The level of detail in both analysis and transcription is often a source
of considerable bewilderment to the uninitiated, but is motivated by

the assumption that it is not possible to specify in advance what level

of detail may be important.

In conversation analytic studies, fragments of transcripts accompany
the details of their 'excavation' - the detailed investigation of the
structure of the fragment. This juxtaposition is seen as necessary, since
whilst it impossible to ever produce an 'objective' analysis (for reasons
which the the ethnomethodological perspective makes clear), it is
nonetheless possible to indicate clearly the relationship between the
analysis proposed and the data on which it is predicated. In this way,
the use of commonsense knowledge and the processes of com-
monsense reasoning which ethnomethodology stresses are part of any
sociological enquiry, whether 'lay’ or 'professional’, may be laid "open
for inspection and scrutiny” (Atkinson and Drew 1979: 26). It is thus
possible to see the emphasis on naturally-occurring data, detailed
transcription, and the juxtaposition of analysis and data, as an attempt
to inject ethnomethodological analyses with greater levels of rigour

and objectivity (Atkinson and Drew 1979).

To this end, rather than just amass collections of similar conver-
sational sequences which are presented alongside analyses, it 1s

stressed that analyses must be answerable to data in a specific way. An-

alysis should not 'go beyond' the data itself in search of evidence. This
amounts to the recommendation that the analyst must justify analytic

claims about how some utterance was interpreted by looking at how
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other participants in the conversation Interpreted that utterance. The

orlentation’ of participants to an analyst's Interpretation, rather than
speculation about the motives, beliefs, desires or other psychological

attributes of speakers, is thus said to provide strong support for a par-

ticular analysis.

However, conversation analysis seeks to avoid the use of common-
sense categories, and rather concentrate on generating technical ones.
Thus, Schegloff (1984) cautions that it is a mistake to focus upon cate-
gories of activities such as 'questions’, or 'promises'. Instead the real
focus of interest should lie in the particular data: thus utterances
which might appear, on a lexico-syntactic analysis, to be 'bets' or
promises’ for example, may in fact be seen to performing technical
activities such as 'closing' or ‘opening’ a conversation (Schegloff 1984,
Schegloft and Sacks 1973; Schegloff 1968, 1979), 'repairing’ an utterance
(Jetferson 1987, Schegloff et al. 1977) or 'generating topic' (Button and
Casey 1984, Erickson 1981, Maynard 1980). This shift of focus to the ac-
tivities that talk pertorms is crucial, since it allows for the fact that the
phenomena with which conversation analysis deals may not only be
verbal but non-verbal, and emphasises that the focus is on the struc-

ture of actions in interaction. Sharrock and Anderson (1987) observe

There is [...] no need for CA to insist that verbal ac-
tions can only relate to other verbal actions for they
may relate, as well, to non-verbal ones. [...] It is en-
tirely possible for [a] first action to be a verbal action
and for [the] 'next' to be a non-verbal one. (Sharrock

and Anderson 1987: 302).



3.1 The analysis of conversation: an example

An example of conversation analytic approach 1s provided by Sche-
glott's (1984) analysis of an 'ambiguous' question. Schegloff's datum
consists of an excerpt from a radio talk-show where B, a student, is de-
scribing to A, a talk show host, the differences he (B) has been having

with a tutor over the morality of American foreign policy (Schegloff

1984: 28).13
(1)

B: our main difference: | feel that a government, i-
the main thing, is- th- the purpose a' the govern-
ment, 1s, what is best for the country
A: Mmhmm
B: He says, governments, an' you know he keeps-
he talks about governments, they sh- the thing that
they sh'd do is what's right or wrong
—>A: for whom
B: well he says [ he-
—>A: -By what standard
B: that's what- that's exactly what I mean.

The investigation centres upon A's utterance "for whom" and the way
that it may be seen as ambiguous. Schegloff firstly proposes that the
question "for whom" produced by A is a real, as opposed to an ana-
lytic, ambiguity. Schegloff suggests that A clearly intended "for whom"
to be an agreement with B's view, but that B misinterpreted it as a
question requesting clarification. It is further proposed that A can see
that B misunderstood "for whom", through the positioning of the
word "well" at the opening of B's subsequent utterance, which sug-

gests that it was intended to be an answer, rather than the more ex-

pectable agreement.

M

13The transcription conventions uscd are those described in Appendix 2.
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Schegloff thus concludes that A employs a generic procedure which
Involves looking for the utterance which occasioned the
misinterpretation, (in this case "for whom") and producing a second
version of it to invite a second interpretation, i.e. this time not as a
question but as an agreement (Schegloff 1984: 40). That this procedure
was successtul, i.e. that B now recognises "for whom" was an agree-
ment rather than a question, is shown by B's utterance "that's exactly
what I mean". Schegloff thus demonstrates that the ambiguity is one

recognised by the participants themselves, since both 'analyses' are

considered.

This example illustrates that conversation analytic studies make no
attempt to conceal the analyst's status as member of society and the re-
liance on commonsense knowledge that this entails. Instead 1t 1s used
as an acknowledged source of analytical evidence, and provides a
counter to those methods that are founded upon experimental or In-
vented data, and where "operational definitions are applied to pro-

duce description by fiat" (Button and Lee 1987: 28).

3.2 Sequence in conversation analysis

The brief discussion of Schegloff's analysis provides a view of the
lynchpin around which conversation analytic studies turn. This is that
interaction is seen as a sequential phenomenon. The central role of
sequence in interaction is important in two particular, and closely re-

lated, respects. The first concerns the importance of sequence to

speakers, the second its importance to analysts.
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tion. This means that in the first instance utterances are contextually

understood by reference to their placement, and thus

1t is sequences and turns within sequences, rather
than isolated sentences and utterances, that have

become the primary units of analysis (Atkinson and
Heritage 1984. 6).

In engaging in conversation, conversation analysis argues, 1t 1s these
structural and sequential features to which speakers attend, rather
than decontextualised sentences and their syntactic or semantic
markings. Schegloff (1984) comments that whilst it may appear at first
glance that features of syntax, semantics or prosody allow for the in-

terpretation of utterances as of particular types, in reality

no analysis, grammatical, pragmatic, semantic, etc.,
of these utterances taken singly and out of sequence,
will yield their import in use, will show what co-
participants might make of them and do about

them. (Schegloff 1984: 31).

In this way a 'first' conversational action (such as a greeting, say) can
provide the basis for the production and recognition of an appropriate
'second’ part to that 'first' (another greeting). The emphasis in

conversation analytic work is thus on the detailed structure of se-

qguences of interactionl4.

14Clark and Shafer (1987) similarly emphasise the sequential nature of ‘contributions
to interaction.



It can also be seen that the sequential nature of interaction has an
important methodological consequence for the analysis of conversa-
tion. This is that the behaviour of conversationalists themselves pro-

vides the analyst with the materials for analysis. Since all talk is di-

rected towards its sequentially prior talk, it can be heard as providing
an analysis of that prior talk. And, given that such analysis is publicly
available for the participants in conversation, it is also, by virtue of the
analyst's own conversational competence as a member of society,
available for analytic examination. The sequential nature of conversa-
tion thus provides a "context of publicly displayed and continuously

updated intersubjective understandings” (Atkinson and Heritage 1984:

11).

3.3 Other approaches to the interaction analysis

Even though the methods and assumptions of conversation analysis
appear novel, its interest in speech and conversation as legitimate ob-
jects of enquiry is not in itself a novel one. Work within ordinary-
language philosophy such as speech act theory (Austin 1962, Searle
1970), has shown that language can be analysed as social action. How-
ever, speech act theory takes as its material isolated sentences, and
analyses of their social functions are conducted on syntactic and se-
mantic properties which are treated as independent of discursive con-
siderations. Given the decontextualising nature of speech act theory, 1t
‘s clear that it stands at odds with the conversation analytic per-
spective, which asserts that the literal meaning of some conversa-

tional action cannot be established by reference to a 'null context’
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(Levinson 1983).15 The notion that interaction is cooperative work also

stands in contrast to (social)-psychological approaches (Bull and Roger
1988, Hopper 1988), which view talk as the outward expression of
individual psychological states. Similarly, it is distinct from linguistic
approaches as transformational-generative grammar (Chomsky 1957),

which depicts conversation as the intersection of individual speakers'’

linguistic 'competence’ in a domain of degraded ‘performance’

(Schegloff 1968).

3.4 Review

The preceding discussion has discussed central themes of conversation
analysis. Conversation analysis focuses on the structural details of
conversation as an activity performed on the basis of shared proce-
dures. The following sections discuss some findings from published
studies.1® Firstly a discussion of turn-taking is provided, followed by a
discussion of adjacency pairs. These findings are considered central to
conversation analysis, and are drawn upon in the investigation of

human-computer interaction presented in Chapter four.

3.5 Conversation analytic findings

Conversation analytic findings reveal conversation as composed of
three general forms of sequential organisation. The first is 'local’ or-
ganisation, or sequencing of individual utterances, the second 1is the

overall structural organisation of a conversation, and the third is the

I5Levinson (1978a, 1978b) provides a critique of speech act theory from the perspective

of conversation analysis.
16 A concise overview of conversation analytic studies, along with a comprehensive

bibliography, appear in Heritage (1985, 1988).



organisation of topic. Whilst these three forms of sequential organisa-
tion are interrelated, the discussion here is restricted to the first of

these forms as specifically relevant to the concerns of HCI.

3.5.1 Turn-taking

It 1s not surprising that one of the initial interests of conversation
analysts, and one of the most widely known, was in the nature of
turn-taking. Conversation analysis views turn-taking as a sequence of
options which arise whenever speaker change occurs, and turns are
conceived of as spaces in which speakers have the right to speak, and
at the end of which speaker change may occur. Turns are seen to pro-
ject these change-over points, so that speaker change can be achieved

smoothly.

Sacks et al. (1974) present what they term a "simplest systematics" for
the organisation of turn-taking. They firstly observe that turns at talk
are a valuable resource, as as such, require a procedure for allotting
them to particular speakers.l” The existence of such a mechanism, they
note, 1s indicated since little talk occurs in overlap - simultaneously -
In the normal course of a conversation, yet the conversational 'floor
is passed between speakers with great regularity. In an attempt to de-
fine a model of the the turn-taking system, Sacks et al. point to these,
and some other "grossly apparent facts" about conversation. These are

that one speaker talks at a time; the order of speakers is not not pre-

determined; conversations are of variable length; topic is not pre-

170ther approaches to turn-taking, such as that which proposes a system based on cues

(Duncan 1972, Duncan and Fiske 1977), or a model based on on stochastic processes (]atfe

and Feldstein 1970), are discussed in Wilson ef al. (1984).
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specitied; the numbers of speakers can vary; talk is subject to gaps and
pauses; turns can have various components (one phone, one word,

one clause, one sentence); and that there are remedies for the resolu-

tion of simultaneous talk.

The model which they propose to account for these observations has
two features. Firstly, it consists of a turn-constructional component,
which describes the resources from which a speaker may construct a
turn at talk (sentences, clauses, phrases, words, phones). A transition
relevance place (TRP) occurs at the possible completion of the turn,
and at which point the second feature of the model, the turn-alloca-
tion component comes into play. This component 1s envisioned as a
set of ordered rules which provide for the allocation of a turn to a
speaker with minimal overlapping talk from successive speakers.
These rules are of two types: those which provide for the selection of
next speaker by the current speaker, and those which provide for the
self-selection of the next speaker. The rules for turn-allocation can be

summarised as follows:

Rule 1 - applies at the initial TRP of any turn:

If the current turn selects a next speaker, then only the selected
speaker has the right to speak.

If the current turn does not select a next speaker, then another
speaker may self-select. The first speaker to self-select ac-

quires the right to speak.
Alternatively, the current speaker can continue to talk.

Rule 2 - if, at the initial TRP neither 1(a) (current speaker selects next), or 1(b)
(self-selection) has occurred, and 1(c) has applied (current speaker continues),
then rules 1(a) - (c) reapply at the next TRP, and recursively at each next TRP

until speaker change occurs.



The fact that the rules for turn-taking are ordered is important, since it
accounts for the 'one speaker speaks at a time' norm in conversation.

Thus rule 1(a) needs to be employed before the initial TRP of any turn
(i.e. inside the turn), otherwise rule 1(b) will apply. Similarly, rule 1(b)
needs to be employed at the initial TRP, and before rule 1(c) has been
invoked. If 1(c) is invoked, then the rule set 1(a)-(c) will cyclically
reapply. In this way, the rules are mutually constraining, and their or-
dered nature precludes the possibility that they will apply si-
multaneously - thus violating the 'one speaker at a time' norm in
conversation. In this way the minimisation of overlap between
speaking turns is accomplished by eliminating it from individual
turns, specifying that speaker change must occur at the TRP of a turn.
The possibilities for gap and overlap are thus centred around the TRP
of any turn, and this means that where gap and overlap does occur, it
will be as a result of simultaneous talk from 'competing first-starters’
for the next turn - under rule 1(b). The rules thus allow the
discrimination between inadvertent overlap and interruptions, and
predict that silence will be differentially assigned as a gap (before the
application of rules 1(b) or 1(c)), as a lapse on the non-application of

rules 1(a)-(c), or as an attributable silence (one which 'belongs’ to a

particular speaker) after the application of rule 1(a).1®

The model is, in Sacks et al.'s terms a local management system In
that it deals with only single transitions between successive turns. In

each case the turn it allocates is the next turn, and thus operates on a

w

lSSegments of talk on which Sacks et al.'s analysis is based may be found in the ongi-
nal paper, passim.
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turn-by-turn basis. This aspect of the turn-taking model is termed

"party-administration":

The party-administered, local management of turn-
order is effected through the rule-set, whose or-

dered property provides a cycle of options in which
any part's contribution to turn-order determination
1s contingent on, and oriented to, the contributions
of other parties. (Sacks et al. 1974: 726).

The locally-managed, party-administered character of the model of
turn-taking points to a general feature of conversation, that of recipi-
ent design, which refers to fact that talk is designed to display a sensi-
tivity to other speakers. Similarly, it points to the intrinsic motivation
for listening in conversation (West and Zimmerman 1982), a motiva-
tion not accounted for by concerns of politeness, or being seen to be at-
tentive, but by the fact that only by a continued awareness of the state
of the conversation can any speaker become next speaker, or recognise

the fact that they have been selected to talk.

3.5.2 Adjacency Pairs

A second finding concerning local conversational organisation is that
some turns project the range of actions which may occur in the
following turn from a subsequent speaker. 'Next speakers' are there-
fore under a constraint to produce an appropriate next utterance. This

can be seen in the structure of activities such as offers, greetings, or

questions (invented data):

(2)
Offer/acceptance
A: like one?
B: thanks




Greeting/greeting
A: hi
B: hello

Question/answer
A: what time is it?
B: five ten

These two part structures are termed adjacency pairs (Schegloff and
Sacks 1973), which consist of adjacent utterances produced by different
speakers. In conversation analytic terms the second part (or "second
pair part") is conditionally relevant on the first part (or "first pair
part”). This means that the activity accomplished in the first pair part
(which may be recognisable through syntactic or lexical properties)
projects the range of activities which may occur in the second pair
part. The constraint of conditional relevance is formulated by Sche-

gloff and Sacks as an 'adjacency pair rule’:

given the recognisable production of a first pair
part, on its first possible completion its speaker
should stop and a next speaker should start and

produce a second pair part from the pair type of
which the first is recognisably a member. (Schegloff

and Sacks 1973: 196).

Conditional relevance is a real expectation for speakers, since when a

second pair part does not follow a first, speakers treat it as a ‘noticeable

event' and may infer either that the listener did not hear, or 1is

unwilling to respond.

Aside from this simple expectation that some second pair part must

occur after a first pair part, it is also clear that there are constraints on

the types of seconds which may occur after a first, and a requirement

that an appropriate second should occur. For example neither a greet-

-n’
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Greeting
A: Hi
B: get lost

Accusation

A: it was your fault, wasn't it?
B: five o'clock.

This simply reflects our commonsense knowledge that answers may
follow questions, acceptances may follow offers, agreements may fol-
low assessments, and denials may follow accusations. Conditional rel-
evance then, in setting up these expectations implies that a second pair
part will be examined for its 'fit' with the activity that the first pair
part projects. This also applies to silences. A silence following a first
pair part invites the speaker to reason about the silence and how it

may be interpreted. As Schegloff notes,

the culture provides that variety of 'strong infer-
ences' can be drawn from the fact of the official ab-
sence of an answer, and any member who does not
answer does so at the peril of those inferences being

made (Schegloff 1979: 367).

However, conditional relevance does not impose strict constraints on

the range of seconds that may follow a first. As Levinson (1983) notes,
adjacency is in fact not criterial to the adjacency pair, so that the second
part of a pair may occur at some later stage in the conversation, sepa-
rated from its first by intervening adjacency pairs or other utterances.
In this sense, the phenomenon of 'questions tollowing questions' is
not an unusual one (Merrit 1977). For example in (4) below, B's re-

sponse to A's request is separated by intervening talk (invented data)



(4)

A: Can I have a box of matches please?
B: large or small?
A: small

B: sure

Adjacency pairs are also employed in such activities as opening and
closing conversations. Whilst it might not seem that such activities
are an 'accomplishment’ of any sort, conversation analysis argues that,
like other aspects of conversation, openings and closings occur in
structured ways. In particular, since a conversation requires a speaker
to to produce a first utterance to bring the turn-taking rules into play,
and once activated would not stop by inertia, closing must therefore be

an accomplishment. Scheglotf and Sacks (1973) discuss closing as a

‘problem’, but caution

we do not intend puzzle, in the sense that partici-
pants need to ponder the matter of how to close a
conversation. We mean that closings are to be seen
as achievements, as solutions to certain problems of
conversational organisation. [...] The problem we
are concerned with [...] does not require that such
practical problems occur. (Scheglotf and Sacks 1973

290-291).

The 'closing problem' thus requires that conditional relevance be sus-

pended, so that conversationalists may arrive at a point where

one speaker's completion will not occasion another
speaker's talk, and that will not be heard as some
speaker's silence (Schegloff and Sacks 1973: 294-5).

If conditional relevance were still applicable, a silence, (which must
inevitably be the final outcome of the close of a conversation), would

be, in their terms, attributable' to the next speaker. It is this sense that

‘J1



they state "simply to stop talking is not a solution to the closing prob-
lem" (Schegloff and Sacks 1973: 295). The adjacency-pair structure, in
this case a 'terminal exchange’, consisting of the exchange of ritualised
utterances, such as 'bye’, or 'see you', resolves the closing problem.
The utterance 'bye' as the first part of an adjacency pair, sets up a con-
straint that the reply to that first should a be second part of an appro-
priate type. If that second does occur, and is of the appropriate type,
both parties can be seen to have understood the nature of the sequence

In which they are engaged, and the conversation is brought to a

successful close.

4. Review

This chapter has discussed the perspectives of ethnomethodology and
conversation analysis. Common to both ethnomethodology and con-
versation analysis is the finding that in engaging in interaction is an
improvised activity dependant on a vast amount of interpretive work.
This is necessary since members of society need to arrive at practical
interpretations and coordinate their own actions with the actions of
others. The final sections of the chapter discussed some prominent

findings of conversation analysis, concerning the detaliled organisation

of conversation.

This chapter has only provided a brief account of the methods of con-
versation analysis, in terms the practical activity of transcription, and
the attempt to provide an 'insider's view' through an acknowl-
edgement of the subjective involvement of the analyst. Whilst con-

versation analysis itself has produced an adequate account of 1ts meth-
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ods for the analysis of conversation, there remain issues concerned
with the way in which it may be applied to human-computer interac-
tion. The following chapter addresses these issues, and attempts to
produce a coherent account of the ways in which the methodology of
conversation analysis, especially in its strongly empirical and non-ex-
perimental character, may be applied in the context HCI to generate

principled but practical findings for design.
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object, a definite task, an interest, a point of view, a
problem. And its description presupposes a descrip-
tive language, with property words; it presupposes
Interests, points of view and problems.

Karl Popper, Conjectures and Refutations (Popper
1963: 46).

1. Introduction

Popper's view of the theory-dependence of observation serves to em-
phasise that rather than being of merely prefatory interest, issues of
method must be raised as a matter of priority to the point of visibility

In any research enterprise.

Of course, a concern with method is a quotidian feature of many stud-
les from a variety of theoretical perspectives. However, in these stud-
ies, concern with method is typically synonymous with a simple de-
scription of praxis. Although this chapter is partly concerned with
method interpreted in this narrow sense, larger methodological issues
are implicated in a study concerned with multidisciplinary research
and the relationship between the divergent, and to some extent inim-

ical, methods typical of HCI research, and those characteristic of con-

versation analysis.



As Chapter one observed, conversation analysis has not so far been

employed in the investigation of human-computer interaction. The
account of ethnomethodology and conversation analysis in Chapter
two provided one reason for this failure, which rests in their joint
concern with the nature of unquantifiable, socially constituted aspects
of interaction. Chapter one also indicated a second reason for this
failure, concerned with the nature of conversation analytic methods.
Conversation analysis recommends that interaction must be studied
In everyday circumstances rather than in contrived research settings
and, since the study of interaction is the study of meaning, interpreta-
tion, and mutual intelligibility, must be investigated in the light of an

explicit acknowledgement of the 'socialised competence' of the

analyst.

It is clear that there is a considerable divergence between the ex-
perimental approach common in psychology and adopted in HCI re-
search - structured research settings, hypothesis testing, the use of sta-
tistical measures of significance - and the methods of conversation
analysis. There is also, necessarily, a tension between the ways in
which the findings of both enterprises are viewed: a tension fuelled by,
on the one hand, those experimentalists who see interpretive ap-
proaches as unsystematic and 'unscientific', and on the other, those
analysts of human interaction, who see the experimental inves-
tigation of human abilities as the mis-application of a methodology
only truly appropriate for the investigation of the physical world. This
chapter argues that experimentation, and experimental approaches to
the study of user-system interaction, are subject to a number of
shortcomings, and it is these which lead to a lack of applicability of

previous findings from psychology, and the results of experimental




studies, to HCI research and design. The methods of conversation
analysis, it will be argued, provide a corrective to experimental meth-

ods, and represent a principled approach to the analysis of human-

computer interaction.

2. Experimentation and HCI research

Carroll and Campbell (1989) have observed that much HCI research is

in the "laboratory-bound tradition of task analysis", characterised by

analyses [of] small-scaled, repetitive performances
conducted in highly-constrained conditions on sys-

tem-like laboratory apparatus (Carroll and Campbell
1989: 249).

"Small-scaled repetitive performances"” in "highly-constrained condi-
tions" clearly describes the methodology of the natural sciences, where
the emphasis is on strictly controlled research settings, the isolation of
relevant of variables, and the search for standard statistical measures
of significance. In its most extreme form this method is accompanied
by a 'positivist' outlook, which depicts the human actor as "cognizing

subject” (Coulter 1989), and sees the mind as "a selt-perpetuating

closed input/output system" (Lave 1988: 191).

A number of critical observations have of course been made about ex-
perimental approaches to the investigation of human abilities.! For

example, the desire for a formal description of behaviour requires

Iwestland (1978) provides a comprehensive critical account of the problems of expen-
mentation in psychology.



procedures which generate highly abstract versions of real-world

events, which may bear little or no resemblance to events which

might occur in everyday, uncontrolled situations (Briggs 1988). Simi-

larly, as Douglas (1971) notes

the meanings of the research situation, and of the
social researcher himself, have a great deal of effect

on what human actors do in any nonsecret research
setting (Douglas 1971: 29).

Controlled experimentation discounts subjects' reflections about their
own behaviour and its circumstances, and commonly ignores their
obvious desire to provide what is perceived as the 'correct' behaviour.
Experimenters, on the other hand, are constrained from explaining
their intentions to participants by the demands of experimental pro-
cedure (Lave 1988). Of more consequence, experimentation is seen as
the source of unassailably 'objective’ and 'scientific' knowledge. How-
ever, as ethnomethodology has argued, primarily in relation to socio-
logy, the practical involvement of investigators means that 'objective’
results are necessarily informed by investigators' commonsense
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