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This thesis explores the application of modem fault-detection methods to electric rail 

traction drives. Such drives consist of three main components, induction motors, 

power inverters and the control system. The power electronics are relatively simple so 

the scope for fault-tolerance is limited, whilst fault-detection techniques for induction 

motors are already well developed. There is however scope for work on the 

instrumentation. The thesis concentrates on the use of model-based techniques to 

produce a torque and flux estimator for an induction motor which is tolerant to 

intermittent sensor disconnections. 

The motors are controlled on torque and flux, these cannot be measured directly and 

are estimated from measurements of the applied voltages and the resulting currents. 

The existing estimator has poor steady-state performance at low speed and because of 

it's transient dynamics it is prone to sensor noise and disconnections. 

Induction motors have speed-dependent dynamics and the resulting state-space model 

has terms which are multiplied by speed, this model is strongly bilinear. Speed

dependent feedback is needed to give desirable dynamics to the state estimates. 

Starting from a state-space model for the induction motor, a closed-loop observer can 

be designed to estimate the motor states. A range of feedback methods for the 

observer have been considered, from gain scheduling to sliding mode techniques. 

These are evaluated in simulation, using a simplified model of the traction system. 

The simulation neglects many second order effects which would affect the real 

application. Using data from an induction motor test-rig the observers are shown to be 

able to track the motor torque during a change in operating condition. Only a limited 

set of data is available. The influence of parameter mis-match, noise and speed sensor 

errors are considered by deriving frequency domain expressions for the estimation 

error in the presence of uncertainty or disturbances. !he effect of the observer's gain 
.. 

on its sensitivity to these are considered urider conditions which occur in the real 

application. 

U sing observer feedback to decouple sensors from the estimation a range of sensor 

fault-detection schemes are developed. In this way a bank of observers is designed 

which are independent of a different subset of sensors, this enables sensor faults to be 

isolated. These method are compared in simulation. 

A motor, inverter and instrumentation are set up, with a DSP to run an observer based 

sensor fault-detection scheme in real-time. This enables implementation aspects to be 

explored, such as discretisation, model mis-match and motor loading. These affect the 



detection by increasing fault-free residual or reducing the fault residual. For a each 

type of sensor the area of the motor operating range, where a fault is detectable is 

defined. 
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This thesis explores the application of modem fault-detection methods to electric rail 

traction drives. Such drives consist of three main components, induction motors, power 

inverters and the control system. The power electronics are relatively simple so the scope 
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are independent of a different subset of sensors, this enables sensor faults to be isolated. 

These method are compared in simulation. 

A motor, inverter and instrumentation are set up, with a DSP to run an observer based 

sensor fault-detection scheme in real-time. This enables implementation aspects to be 

explored, such as discretisation, model mis-match and motor loading. These effect the 

detection by increasing fault-free residual or reducing the fault residual. For a each type 

of sensor the area of the motor operating range, where a fault is detectable is defined. 
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1.1 The industrial support behind this project 

During the uncertainty of the privatisation of British Rail the Department of Trade and 

Industry, DTI, funded a programme of large railway related projects under the 'Track 

Transport Initiative'. These were aimed at stimulating research and development of new 

technologies and techniques for the design and operation of electric multiple unit trains, 

EMUs. One such project was the 'Advanced Traction and Braking project' which was 

co-ordinated by the Mechanical Engineering Centre, MEC, a part of GEC-Alsthom. The 

aim of this project has been to improve the design of traction and braking control for 

electric rail vehicles using the current Networker class of train as a benchmark, Newton 

(1995). 

1.2 The advanced traction and braking project 

Rail transport offers two fundamental advantages over road haulage, guidance and low 

rolling resistance. Through the use of rails, heavy loads can be moved without the need 

for steering and once moving require less than a tenth of the force required by equivalent 

road vehicles to maintain a constant speed. The major disadvantage is the low adhesion 

available between metal wheels on metal rails. The co-efficient of friction is less than 

28% and under poor conditions can become as low as 5%, thus limiting the acceleration 

and gradient that a train can climb. Problems of poor adhesion are made worse on 

electric trains by the control method and the brake design. 

• Speed control is achieved using power-coast operation, this mmimises operating 

inefficiencies but results in sudden torque changes on the axles. 

• Modem trains use disc-brakes rather than pads braking onto the wheel rim. This 

reduces wear on wheels and is less susceptible to brake fade during prolonged 

application. However, one advantage of the old method was that the cast-iron brake 

pads which were used also cleaned and roughened the wheel rims which resulted in 

better adhesion under poor conditions. 
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To avoid unnecessary wheel slip I slide associated with poor adhesion, more precise 

control of power and braking is needed. To explore this problem the Advanced traction 

and braking project set out the following objectives:-

• To model a benchmark system. 

• Consider improved controller designs. 

• Consider better estimation of control variables. 

• Investigate the application of fault-tolerance. 

As part of the investigation into the last two points, MEC sponsored the work covered in 

this thesis. 

1.3 Outline of thesis 

Chapter 2 focuses on identifying the aims and objectives for this thesis. It begins by 

describing briefly the three major power systems in an EMU train; traction, braking and 

auxiliary power. The main body of the chapter considers the existing industry practice 

and recent academic theory on fault detection and fault tolerance as applicable to rail 

vehicles in general and the traction system in detail. The basic terms and methodologies 

for fault handling are defined. 

The braking system is a safety critical system which already contains several forms of 

fault-tolerance. However, for the traction system fault handling techniques are not so 

well incorporated. The main groups of traction system faults are identified and classified 

into three types, mechanical, electrical and instrumentation. For each of these types of 

fault detection and possible applications of fault-tolerance are described. 

For both electrical and mechanical faults it is shown that there is limited scope for 

further work. Either such work is not practical or has been developed and is awaiting 

implementation. This chapter argues that there is still scope for further work on the 

instrumentation side, with the aim of improving the quality of the estimation of control 

variables and making the estimates tolerant to sensor faults. 
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Chapter 3 outlines the development and validation of a model for the traction system 

which can be used as a basis for further work. Later this model is used to test new 

estimator designs and fault handling schemes in simulation under realistic motor 

operating conditions. 

The basic principle of the traction system is simple. A DC supply is obtained from either 

a DC third rail or by rectification of an AC overhead line. Using an inverter the DC 

supply is chopped to produce pseudo 3 phase AC voltages to drive the induction motors. 

The motors are controlled by PI loops on torque and flux, which are estimated from 

other measurements. 

In reality the traction system is complex and non-linear, because of the physics of the 

motors, the controller design and inverter operation. The model developed makes several 

assumptions and simplifications all of which are explained. The simplified model then 

consists of four sub-models; the motors which are modelled in a bilinear two axis state 

space form, the inverter as either ideal sinewave or pulse width modulated (PWM), the 

train dynamics which are represented by a large rotating inertia with losses and an 

open-loop controller. The model is validated against key operating features of the real 

train data supplied by GEC-Alsthom. 

Chapter 4 considers the design of the estimator for torque and flux. The control 

variables, torque and flux, are not directly measured but are estimated from 

measurements of applied voltages and stator currents. The existing estimator is based on 

a well documented method using an open-loop model for the stator circuit. The practical 

implementation of this has undesirable low speed errors and transient dynamics. This 

chapter focuses on closed-loop observers which use error feedback to force a model to 

track the real plant to improve the quality of the estimates. For linear plants observer 

design is straightforward, however for the induction motor the dynamics are 

speed-dependent which complicates the design considerably. The speed-dependent 

dynamics create scope for a wide range of observer designs with different behaviour and 

characteristics. This chapter reviews the range of observer designs from the available 

literature and proposes several novel designs, the merits and limitations of which are 

compared. 



Chapter 1: Introduction Page 5 

The most promising designs are compared on real motor data supplied by Aalborg 

University. For state space observers the sensitivity of the design to noise, speed sensor 

errors and parameter changes can be evaluated by calculating the coupling between these 

effects and the observer's estimation error. With the use of frequency domain sensitivity 

analysis and the time domain simulations this chapter starts to outline a range of tools for 

the evaluation of observer-based fault detection and isolation (FDI) schemes for later 

use. The speed-dependency further complicates this by increasing the number of 

variables which must be considered. 

Chapter 5 considers how the estimation of torque and flux can be made tolerant to 

sensor faults. This chapter initially describes the range of generic sensor fault types. This 

chapter focuses mainly on disconnections. These are relatively large faults and could be 

detected relatively easily by threshold methods. However, such faults may be 

intermittent and have a very brief duration. Such intermittent faults must not be capable 

of exciting transient dynamics in the estimator. 

Since a model already exists, model-based methods for FDI are considered. From the 

available model-based techniques observer methods are best suited to sensor fault 

handling. Two techniques called the dedicated observer scheme, (DOS), and the 

generalised observer scheme, (GOS), are considered, these need to be extended to the 

bilinear motor model and to exploit the nature of three phase electrical systems. These 

basic observer techniques involve a bank of observers each using a different subset of 

the sensors. The sensitivity of these two schemes to faults is compared in the time 

domain. When combined with the sensitivity tools described in Chapter 4 a toolbox of 

methods becomes available to evaluate the observer FDI scheme under more realistic 

conditions. The chapter ends by considering the speed sensor which is a different type of 

sensor from the FDI point of view, with some unique fault modes. 

It is hardly necessary to state that there are many differences between simulation and the 

real engineering world. Up to this point the work developed in this thesis has only been 

tested in simulation or through the use of sensitivity analysis. Rather than trying to 

develop the theory further to include some of the more recent ideas in FDI the next 

development was to implement the work from Chapters 4 and 5 on real hardware. 
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Chapter 6 describes the design of the hardware. For reasons of cost, safety and limited 

time it has not been possible to implement the scheme on hardware of a similar power to 

the real traction system, therefore a small scale test-rig was designed and built. To do 

this aD-Space DSP card and Matlab Real-Time Workshop was made available to run 

the FDI algorithm in real-time using measurements from an induction motor test-rig. 

This chapter details the construction of a hardware test-rig and describes the methods 

used to identify the parameters of the induction motor model. The DSP card offers very 

high floating point computing performance, onboard 10 and auto-code generation from 

Simulink block diagrams, but it also has several limitations. The card has only four 

analogue input channels and the efficiency of the code produced is not necessarily very 

high. To overcome the limited inputs the sensors are time division multiplexed together 

in pairs. The main advantage of the DSP card is that it can generate the PWM switching 

signals onboard, which greatly simplifies the inverter hardware. 

The second part of Chapter 6 focuses on identifying the model parameters for the 

induction motor. This involved exciting the motor dynamics to identify the unknown 

parameters in the model. Again there is a range of techniques available from which an 

appropriate method is selected. The chapter ends by validating the model and 

considering the load on the DSP as a consequence of running this model. 

Chapter 7 considers the steps necessary to implement the generalised observer scheme 

method in real-time on the test-rig built in Chapter 6. For faster execution speed the 

algorithm has to be discretised, rather than using a numerical integration routine at each 

time step. This introduces two more variables into the problem; sampling rate and 

discretisation method, the choice of which influence the complexity and accuracy of the 

discrete system. A suitable choice of discretisation method and observer design is made 

and implemented in software for the DSP. The method is tested in real-time for a range 

of operating conditions. The results shown can only demonstrate that the fault handling 

methods can be made to work in this case and it cannot be assumed to be so for all 

applications. With this is mind it is not intended to try to give definitive results from the 

hardware. The factors which affect the detectability of sensor faults are identified. Using 

the analysis tools developed in Chapters 4 and 5 the methods to assess the suitability of 

the GOS method to the application are described. 
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The chapter ends by highlighting how the results of the comparisons in Chapter 5 

between the sensitivities of the DOS and GOS methods predict the unsuitability of DOS 

methods for this application. 

Chapter 8 considers the factors which influence the detectability of sensor faults which 

have not been analysed so far. These are model non-linearities comprising mainly 

saturation, more detailed consideration of the nature of noise in the system and the 

non-ideal behaviour of the inverter as loading increases. 



Chapter 2: 

Background. 

This chapter explains the major systems in a modem EMU. The current 

industry practices and academic methods are reviewed. The application 

of fault tolerance as an extension to fault detection and isolation are 

considered using the braking system as an example. The three major fault 

types in the traction system are identified as; electrical, motor and 

instrumentation. The present work and scope for further work is 

considered for these systems, with a view to locating areas of possible 

work. The chapter ends by stressing the major factors which govern the 

post-privati sed industry. 
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2.1 The Networker class of train 

The Networker is a two or four carriage EMU train operated mainly on regional 

commuter services in the UK, Harrison & Dare (1995). The train consists of two 

powered carriages and up to two optional unpowered carriages, all carriages have a 

braking system. Typically the train carries 80 passengers per carriage at up to 90mph. 

The train is designed for almost continual use on stop-start urban commuter routes with 

minimal maintenance. The trains are designed with a capability of being coupled 

together automatically to form 8 or 12 unit trains. The train consists of three main 

systems; traction, braking and auxiliary systems mounted underneath the carriages, as 

shown in Fig. 2.1. 

2.1.1 The traction system 

The electrical power comes from either a 10KV AC overhead line or a 750V DC third 

rail. On the overhead system the AC is rectified to a nominal voltage of 750 DC, filtered 

with a large inductor to supply the inverters. The inverter 'chops' the DC supply into 

three phase AC to drive the traction motors. These motors are 3 phase induction motors 

which are spring mounted onto the bogie driving the axles through a fixed gear ratio. 

2.1.2 The braking system 

The train has two methods for braking, dynamic braking which uses the traction motors 

as generators to slow the train or friction braking which uses pneumatically operated 

disc brakes. The pneumatics are driven from electric compressors taking their power 

from the auxiliary electrical system. The braking system is a complex electro-pneumatic 

system, designed to be fault-tolerant and fail-safe as well as providing compensation for 

carriage loading and slide-prevention. 

2.1.3 The auxiliary supply system 

This provides electrical power for the braking system, the control equipment, the 

signalling systems as well as lighting, heating, air-conditioning and door operation. The 

supply voltage is reduced to a nominal voltage in the range 52-110V DC. This can then 

be converted to 50Hz AC for heating and air-conditioning or used directly e.g. for 

lighting. The auxiliary system also has a large lead-acid battery pack used to maintain 

safety-critical functions during supply interruptions and at start-up. 
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2.2 Literature review offault handling on railway systems 

In general most of the fault handling presently used in the rail industry is simple 

condition monitoring. The older Diesel locomotives had many complex faults which 

could be diagnosed from the multitude of available measurements such as temperatures, 

oil pressures, fuel consumption and vibrations, Fry (1995). The basic electric traction 

equipment is acknowledged by the operators to have proved to be very reliable. Any 

remaining problems affecting reliability are associated with the support hardware, 

Mylroi (1995). Most traction system faults are with the electronics such as sensor faults 

or faults with the onboard computers. 

It is also necessary to monitor many other systems such as the door mechanisms, heating 

and cooling systems, lighting, battery condition and toilet water tank levels. The 

development of condition monitoring for trains, in this country, has largely been done by 

BR Research, Preston (1995). The first system to be put into regular use was called 

DEMON (Diesel Engine MONitoring). Though initially only designed for diesel 

locomotives with their lower reliability, similar systems have been applied to electric 

trains and the same DEMON acronym used. 

The system developed for the Networker class monitors the following information: 

passenger loading, door operation, brake performance, vehicle speed and acceleration, 

geographical position from a GPS receiver, traction system parameters, air compressor 

condition, battery condition and heating systems. This system is similar to many others, 

being developed around the world, see Roberts (1989) and Bruce & Hatton (1989). 

There are two distinct ways in which measured data is handled; 

Logging. The unit simply stores measured data with minimal processing, it is then 

relayed by cellular radio at regular intervals or retrieved only when a fault occurs, Bruce 

et al (1989). The statistics gathered in this way can be used to build up a database of 

information for the design of maintenance schedules or new monitoring schemes. 

Monitoring. The unit monitors incoming data and processes the information to make 

onboard decisions. When a fault is detected the unit will radio the base centre with a 

notification of the problem and a recommendation of the action to be taken, Fry (1995) 

and McDonald & Richards (1995). 
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With so many measurement types and the enormous volume of data available for 

monitoring systems a lot of work has focused on developing algorithms to handle this. 

These range from simple fault-tree analysis software, Rasphorst et al (1995), to 

self-learning neural network schemes, Morrelly (1995). 

Brake pad wear is the limiting factor for the maintenance schedule of the Networker 

class of train, Preston (1995). For safety reasons the schedule is designed so that brake 

pads are only worn down to 50% before being replaced. Depending on the train's usage 

this results in a scheduled maintenance period of between 50 and 150 days. For 

simplicity, brake pad wear is not measured continuously. One interesting attempt at 

monitoring pad wear, wheel bearing temperatures and measurement of axle loading was 

made using a camera on the track, Preston (1995). This system was able to use image 

processing techniques to identify and measure pad thickness to within ± 1 mm. One set of 

equipment can monitor many trains in a day, without having to remove them from 

service and the most used trains are tested most frequently. 
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2.3 Fault-tolerance on the EMU 

The previous section showed that condition monitoring is well accepted by the rail 

industry both as a concept and in practice. The EMU concept incorporates many aspects 

of modem fault-tolerant control theory for safety and reliability. To better understand the 

usage of fault-tolerance it is useful to first define the terms and describe some of the 

basic types of fault-tolerance. 

2.3.1 Definition of fault-tolerance 

A system is fault-tolerant if an 'abnormal event' does not cause the inability of the overall 

system to continue its original task. Fault-tolerant systems are a way of increasing 

overall system reliability without increasing the reliability of individual components. A 

fault-tolerant scheme can only use additional hardware if the cost is justified by the 

increase in reliability or safety. For a review of the field of fault-tolerance control see 

Patton (1997). 

2.3.2 Types of fault-tolerance 

Multiple hardware. This involves the duplication of critical hardware with a simple 

voting and switching routine to bypass the faulty component. This form of redundancy is 

common in safety-critical systems, for example the pneumatic brakes on the train or 

aircraft control surface actuators. However hardware duplication is expensive. The 

criteria for a multiple hardware fault-tolerant system is simple, there must be multiple 

hardware, such as the duplication of inverters and motors between powered carriages on 

the EMU. Reconfiguration is easy to achieve and loss of performance is limited. 

Reconfigurable control. This requires that there is some indirect redundancy. For 

sensor faults analytical redundancy which uses a mathematical model to estimate a 

measurement based on different sensors can be used. For hardware, functional 

redundancy between dissimilar actuators can be used. An example of this is the rudder 

and ailerons on an aeroplane both of which can alter the aircraft's heading. For 

reconfigurable control, the system must remain either controllable with one actuator 

failed or observable with one failed measurement. Unlike multiple redundancy hardware, 

reconfigurable control requires a separate fault detection algorithm to isolate faults 

which may not be immediately apparent from the measured data. When a fault is 

detected the control algorithm will require altering, which may reduce performance. An 
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important aspect of reconfiguration is the initialisation of new control structures and the 

stability of systems involving switching. 

Robust control. Robust control usually only refers to control which is insensitive to 

disturbances or model uncertainty, but it can also apply to robustness to faults. In this the 

controller does not explicitly know that there is a fault but inherently alters its demand to 

try to maintain the desired output. For example a two element heater under on/off 

thermostatic control will increase its duty cycle to compensate for reduced heat output 

when one element fails. For robust control the same controllability and observability 

criteria have to be met as with reconfigurable control. Alternatively a robust controller 

can made adaptive to track changes in the system, but may have no way of knowing that 

these are due to faults. For safety-critical systems it is paramount that any fault-tolerance 

incorporated into the design must not compromise safety by masking dangerous faults, 

such as increasing the speed of a fuel pump in response to a fuel leak down line of the 

pump. 

2.3.3 Progressive degradation 

An important aspect for fault-tolerant control is that it is not always necessary for the 

overall system to maintain the same level of performance after a fault as before. The 

fault-tolerant system may have a number of fall back positions, each one of which will 

enable the system to continue the primary function with reduced performance and fewer 

secondary functions. This is demonstrated by the braking system which is safety-critical 

and already incorporates many features of fault-tolerant control. 
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2.3.4 An example offault-tolerance on the EMU, the braking system 

Fig. 2.2 shows a state-tree diagram of the braking system, showing the vanous 

fault-tolerant methods and the progressive degradation of performance. 
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Figure 2.2. State-tree for faults affecting the braking systems, showing how the 
performance is degraded whilst maintaining some braking function. 

The braking system includes examples of all three types of fault-tolerance. 

• Reconfiguration between dynamic and friction braking. 

• Hardware redundancy in the pneumatic system with duplication of the components. 

• Robust control against pad wear, increased pad travel accommodated by more 

air-flow into the cylinder to reach demand pressure. 
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2.4 Fault detection method 

For both reconfigurable control and redundant control some form of FDI is needed. This 

section briefly summarises the main methods available, for a more detailed review see 

Pouliezos & Stavrakakis (1995) and Patton et al (1998). Many FDI methods have been 

developed; some of these are very generic with few practical applications but others are 

highly specialised and difficult to extend to more general problems. For a review of 

applications see Isermann & Balle (1996). The following broad classifications can be 

applied to the various methods for FDI. 

2.4.1 Statistical methods 

These are based on analysing the statistics of a measurement or set of measurements, see 

Pouliezos & Stavrakakis (1994) and Morris & Martin (1997). The simplest form is a 

limit check on a variable, more sophisticated techniques involve measurement of 

standard deviation, cross-correllation methods and spectral analysis. 

2.4.2 Observer based methods 

This general approach exploits the analytical redundancy which is available in a dynamic 

model of the plant, see Patton et al (1995). This is used to generate a residual signal 

which is used to flag faults. There are many extensions to the basic theory which tackle 

the problems of disturbance and uncertainty on the model, see Patton & Chen (1993). 

These techniques will be discussed later in Section 5.4. 

2.4.3 Parameter estimation methods 

These methods estimate process parameters in an attempt to detect changes in the plant 

under observation. These include extended observers[2.l1 in which a parameter becomes 

an estimated state of the observer, see Du et al (1995) and Atkinson et al (1991). Other 

techniques include parameter identification methods such as recursive least-squares 

algorithms which develop a best fit of unknown parameters to an a priori known model 

structure, see Isermann (1984) and Isermann & Freyermuth 1991). 

[2.1] also called augmented observers 
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2.4.4 Knowledge based systems 

These methods are generally based on the use of tree structure or rule-base evaluation, 

see Quevedo et al (1997). The tree structures can be established using bond-graphs, 

petri-net, FMEA (failure mode and effect analysis) and causal relations, see 

Hari-Narayanan & Viswanandham (1986), Blanke et al (1997) and Siu et al (1997). 

These techniques are most commonly used on large complex systems with slow 

dynamics and are often included as part of the design process. 

2.4.5 Neural networks 

There are two main applications of neural networks to fault detection, see Korbicz 

(1997). Firstly as model identification, to model the behaviour of an unknown plant, 

Koppen-Seliger & Frank (1996). The second major application is for the classification of 

symptoms. A neural network can be trained or can self-learn to classify data sets into 

clusters which represent normal and abnormal behaviour, Zhang et al (1996) and Goode 

et al (1995). 

2.4.6 Fuzzy logic 

This is more of a tool than a specific fault detection method. It can be used to produce 

non-linear observer based methods, see Lopez et al (1997), rule-based methods and 

pattern matching for classification methods, see Schneider et al (1996) and Goode & 

Chow (1995). 
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2.5 Types of traction system fault and existing fault handling methods 

The main faults in the traction system can be classified into one of the following three 

groups; electrical, mechanical and instrumentation faults. The various faults are 

described in the following section and afterwards the scope for detection and correction 

is considered. 

2.5.1 Electrical faults 

The main electrical faults are:-

• Burnt out power devices in the inverter. 

• Over current faults due to short circuits in the windings. 

• Over voltage conditions on the line. 

Because of the high voltages and large currents involved, any fault in the power 

electronics must be dealt with extremely quickly and safely. For this reason the inverters 

are protected from over voltage or over current conditions using dedicated circuit 

breakers. If a fault condition is detected then the inverter is immediately switched off, 

after a pause it is switched back on again. If the fault condition has not cleared the 

inverter is shutdown, this is fault protection. 

Isolating which actual fault occurred is difficult. The actual device which caused the 

shutdown or the conditions under which it did so may not be obvious. This can cause 

extra work for repair crews, for example a Gate Turn Off thyristor (GTO) which causes a 

shutdown due to thermal overload could have been the result of a motor short, a fault in 

the GTO, a fault in the driver circuit or a fault in the other GTO in the pair. 

2.5.2 Mechanical faults 

• Broken rotor bars. Mechanical stress from exceSSIve high torque starting and 

vibration combined with material effects such as ageing and overheating can break 

or crack bars in the rotor cage. The effect of this will be an uneven air-gap flux 

distribution causing vibration plus additional heating from arcing. This reduces the 

motor efficiency and increases the risk of further damage. This is more of a problem 

in cast iron rotors which are more brittle than the modem alloy rotors. 

• Bearing damage. Excessive vibration, poor maintenance, and stray earthing currents 

can all damage motor bearings, which will result in increased vibration, with the risk 

of further damage. 
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• Rotor distortion. Excessive high torque starting can distort the shape of the rotor 

cage, this is more of a problem in modem motors which use softer alloys. 

• Insulation damage. Worn bearings and vibration from rotor distortion may cause the 

rotor to come into contact with the stator, which will wear away the insulation from 

the stator windings. This causes an increase in stray currents and localised 

overheating, which will, in tum reduce motor efficiency and in severe cases may 

burn-out the motor completely 

• Overheating. Insulation damage, worn bearings and restricted airflow will increase 

the risk of motors overheating. The control system must be able to cope with an 

operating temperature range of -20°C at start up on a cold morning to 80°C during 

prolonged high load operation. Sudden overheating during braking or acceleration 

may indicate overloading. A generally high temperature may indicate a worn 

bearing, blocked cooling ducts or stray currents. 

At present, the incidence of mechanical faults is lessened by regular scheduled 

maintenance, which is developed from in-service data about failure rates and the 

manufacturer's data of reliability and component life. This is a form of/ault prevention. 

2.5.3 Instrumentation faults 

The instrumentation is an essential part of the traction system, it measures physical 

qualities in the motor and the power electronics needed by the control algorithm running 

in a computer. The controlled variables are torque and flux, neither of which are directly 

measured. These are estimated using the measured voltages and currents. There are 

potentially two types of error in the instrumentation, physical sensor faults and 

estimation errors. 

At present, little work is done to validate sensor measurements. Speed sensor faults are 

handled by comparing multiple sensors, each inverter drives two motors, each with its 

own speed sensor, the controller takes the highest reading from the two. Current and 

voltage sensor faults will be detected from the 'mis-behaviour' of the control system, 

resulting in the inverter shutting down. Intermittent faults may be attenuated by heavy 

filtering of estimates and slow control loops. One of the aims of the Advanced Traction 

and Braking Project is to improve the controller design. This will require faster and more 

precise estimates of torque and flux for which heavy filtering will not be acceptable. 
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2.6 Literature review of fault-detection and tolerance for the inverter 

2.6.1 Detection 

As stated in Section 2.5 any faults in the power electronics must be detected extremely 

rapidly. This can be demonstrated using the model described in Chapter 3. The motor is 

accelerated from 50rad/s to 1 o Orad/s , and after 15.558 seconds one pulse is removed 

from the PWM voltages. As shown in Fig. 2.3 this corresponds to the high-side GTO on 

phase A failing to close for the duration of the fault. 

, Fault, 

Times /sec 

Figure 2.3. Plots showing the inverters output phase-to-ground voltages with one 
phase of the inverter failing to switch for the duration of a PWM period. 

Fig. 2.4 shows the simulated effect of one GTO pair in the inverter failing to switch, on 

the motor torque and the motor speed. Two cases are shown, the first assuming that the 

motor is accelerating the whole train mass. In the second case the transient only 

accelerates the axle, this is more realistic since the wheel would lose adhesion. 
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Figure 2.4. Plots of the resulting motor torque and axle speeds. 
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These results can only provide a limited insight since under such extreme conditions 

non-linear effects would occur. However, the basic message is clear; that mis-fires in the 

inverter will result in very rapid and large torque transient. This was highlighted during 

the early development of insulated gate bipolar transistor (IGBT) inverters for large rail 

locomotives when device failures would result in broken drive shafts. 

On the train systems this sort of inverter fault is intolerable. At the system level inverter 

mis-fire is difficult to detect without measurements of vibration, since only a brief 

current surge is produced. The inverter protection system must respond extremely 

quickly to detect and shutdown the mis-behaving inverter. 

The voltage sensors rarely have sufficient bandwidth to enable the comparison of the 

inverter output to the expected output so faults cannot be detected this way. Noting this 

Scot-Smith et al (1997) proposed a scheme based on monitoring the direction of the 

measured current vector to detect intermittent mis-fire in the inverter. 

For a low power transistor inverter driving a 3HP induction motor Kastha & Bose (1994) 

have made a systematic study of inverter fault modes and their effects. However, this 

paper concentrates on improving the design of inverter protection rather than methods 

for detecting faults in use. 
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For some types of motor faults and inverter phase faults reconfiguration is possible. Fig. 

2.5 shows three possible fault conditions, phase open which also corresponds to the 

IGBT's failing to switch on, phases shorted together and phase shorted to earth which 

corresponds to the lower IGBT failing to switch off. A short to supply fault is not shown 

since it is similar to the high-side IGBT failing to switch off. 
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Figure 2.5. Possible single fault conditions for the motor: a; phase open circuit, b; 
phase short circuit and c; phase shorted to earth. 

Any faults which involve shorting will cause the inverter to shutdown due to an 

over-current trip. The inverter could be restarted, provided that the failed phase can be 

isolated by both IGBT's in the pair being in the off state. The inverter can continue to 

drive the motor using just two phases, but at reduced power and torque. With all of the 

fault conditions the motor is now being operated unbalanced, this will produce increased 

torque pulsation and internal heating for which the motor must be de-rated. 
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The effect of the loss of one phase on the induction motor can be considered by 

simulating it. Fig. 2.6, which shows the harmonic content of the developed torque, for a 

simulation of the fault phase shorted to earth, using a PWM inverter. The inverter is 

given a switching frequency of 100Hz [2.2] and the motor is running at a constant 

100rads-
1 

(16.6 Hz). A frequency component at the motor speed is present, as one of the 

windings is not energising. 
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Figure 2.6. Spectral components of motor torque with normal three phase PWM 
voltages and with two phase PWM after fault. 

In this two phase mode the inverter is not able to start the motor from standstill. To 

understand this consider the voltages which the inverter can supply to a healthy motor. 

The applied voltages, for a motor driven with 3 phase sinusoidal voltages, will resolve 

into a continuously rotating vector. With an inverter the applied voltages can only have 

several combinations, of each motor phase connected either to ground or to the supply 

voltage. The inverter can only generate six resolved voltage directions, PI ,P2,'" ,P6, as 

illustrated in Fig. 2.7a. For a fault motor or inverter with one phase, e.g. Vb, isolated the 

directions are as given in Fig. 2.7b. A complete rotation of the flux vector cannot be 

created. This is like trying to pedal a bicycle using only one leg or a single cylinder 

engine; it cannot be guaranteed to produce sufficient torque to complete one rotation of 

the shaft. 

[2.2]. This is set artificially low to demonstrate the relative magnitude of the frequency from the fault and the total 
inverter output. 
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Figure 2.7a Normal directions for applied voltage. b. Direction without B phase. 

For train applications the torque pulsation would be unacceptable as it would cause the 

wheels to judder which, with low adhesion would not produce any useful traction and 

passenger discomfort would be felt. On the EMU the physical hardware redundancy of 

multiple inverters and motor sets is the most effective form of redundancy for building a 

motor-inverter fault-tolerant system. 

One extension of the redundant hardware method is given by Jahns (1992). Most 

induction motors will have many turns on each stator winding and also the inverter will 

have several GTOs connected in parallel to give sufficient power handling. A fault in 

any of the devices or shorts in any of the turns in the winding will necessitate a 

shutdown. By separating the windings into two or more separate coils and driving each 

one with a single pair of GTOs some hardware redundancy is obtained, Zhao & Lipo 

(1996). A rotating set of voltages can still be produced with a failure in anyone device 

or turn. The motor can continue to operate but with a reduction in the maximum torque 

and power achievable. 
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2.7 Literature review of fault detection for induction motors 

A large volume of work has already been published on the various methods for early 

detection of faults in induction motors. These are many frequency analysis techniques, a 

few applications of model-based techniques and some specialist techniques. 

2. 7.1 Frequency Domain Analysis 

Most of the techniques in the literature for fault detection and condition monitoring on 

induction motors are frequency domain analysis techniques. This is a logical approach 

since the induction motor is a rotary machine. There are many papers on this subject, but 

in general there are two approaches to frequency analysis. It is possible to model the 

fault and calculate its frequency signature. Alternatively, it is possible to compare the 

signature of two machines with and without the fault. For modelling broken rotor bars 

two main techniques are used, finite element analysis of the rotor with missing bars, 

Elkasabgy et al (1992) and the Fourier transform of the redistributed current in bars 

adjacent to a broken bar, Kliman et al (1988). 

A whole range of measurements can be considered as targets for frequency analysis. By 

using an experimental motor the usefulness of the following measurements were 

evaluated by Kliman et al (1988) for detection of rotor bar faults; air-gap flux, internal 

and external axial flux, direct torque measurement, radial and azimuthal acceleration, 

position encoders and stator current sensors. The choice of which signal to analyse must 

take into account the complexity and reliability of any additional sensors. For example, 

measurement of the air-gap flux is more than useful the external axial flux but it is much 

harder to obtain. The phase currents can be used to estimate bearing damage and this has 

the advantage that no additional sensors are required, Burth & Filbert (1997). 

All of the techniques mentioned so far assume a fixed drive frequency and sinusoidal 

drive voltages. With the use of PWM most measured signals become rich in harmonics. 

This will make the FDI task harder since some of the harmonic components will 

interfere or overlap with the fault frequencies. The application of a window function to 

the sampled signal, before a Fourier transform is taken, has been proposed by Salvator & 

Trotta (1988) to reduce the effects of PWM harmonics in measured signals. The 

complications arising from a variable drive frequency can be approached by using a 

variable sampling rate. With a variable drive frequency and a variable rotor speed there 



Chapter 2: Background. 
Page 26 

will be two sets of components which will move independently of each other, producing 

a complex set of harmonics. For the train traction system all of these techniques are still 

too undeveloped to be applied, the problems of variable speeds, PWM signals, the 

excessive vibration levels, the reluctance to add new sensors and the high required 

computing power make frequency domain techniques unfeasible at present. 

2.7.2 Model-based methods applied to induction motors 

There is a large range of model-based FDI techniques available, Patton (1995) and 

Patton et al (1998), which have been applied to a variety of applications, Isermann & 

Balle (1996). Their application to induction motors has been more limited, this is 

because of the need for a model that is both simple and accurate. The principle of the 

induction motor is very simple, see Section 3.2. and for control purposes a reasonably 

accurate model can be obtained. However, when modelled in more detail the induction 

motor is an extremely complex and non-linear machine, see Section 8.2. 

Parameter estimation is the model-based method most frequently applied to induction 

motors. The most commonly estimated parameter is rotor resistance, this is because high 

performance vector control schemes need to be compensated for changes in rotor 

resistance[2.31. Chan & Huaqian (1990) select an appropriate reference frame in which the 

rotor resistance can be obtained from a rearrangement of the electrical equations, 

Atkinson et al (1990) and Wade et al (1994) develop extended Kalman filters to estimate 

the rotor resistance. Pena & Asher (1993) question the reliance of the EKF method on 

the accuracy of the speed measurement, especially at low speed where the measurement 

may be poor. Loron & Laiberte (1993) take the EKF design further to estimate both the 

stator and rotor resistances as well as the magnetising and leakage inductances. Rae-Cho 

et al (1992) propose that rotor faults can be diagnosed from changes in the resistance, 

but acknowledge that the effect of the fault will be small compared to temperature 

variations which must be compensated for. By contrast this same fault will cause 

significant localised changes in the air-gap flux and generate harmonics, which can be 

detected by frequency analysis. For any parameter identification method it is necessary 

to fully excite the dynamics of the model. When the motor is running in an unloaded 

steady-state full parameter identification is not feasible since the rotor circuit and stator 

[2.3] Since it alters the rotor time constant. 
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transient dynamics will not be excited. With a load applied a significant current flows in 

the rotor, and it is possible to estimate the rotor time constant using an augmented 

observer, although the convergence rate can be poor. Beilharz & Filbert (1996) propose a 

method for exciting the motor dynamics significantly by using the flexibility of the 

PWM inverter to inject additional frequencies in order to excite the dynamics. This 

approach results in internal heating. 

2.7.3 Other Methods 

Vibration or mechanical damage to the electrical insulation in the stator winding will 

alter the performance of the motor and will increase the risk of overheating. When there 

is a deterioration in the condition of the insulation the 'stray' currents within the motor 

will increase. These stray currents can be detected with flux leakage sensors, Tavner et al 

(1982), but once again this involves an additional sensor. 

The diagnosis of bearings has been widely considered in the frequency domain, see 

section 2.7.2 for further discussion on this. However most studies do not consider the 

actual nature of the failure mechanism. A major cause of bearing damage is stray 

circulating currents caused by earthing faults and damaged insulation. Rather than 

detecting the damage to the bearing it is more logical to detect the 'stray currents'. The 

main problem with insulation damage is that it is extremely complex to model and it is 

almost impossible to predict, Tavner et al (1982). It is unlikely that the imbalance 

current can be measured with sufficient accuracy by the existing phase current sensors, 

since the imbalance current could be as small as a few milli-amps in a PWM current of 

several hundred amps. However, it is possible to monitor the imbalance in the three 

phase currents, with a modified current sensor, Hari-Natarajan & Viswanadham (1989). 

From this it is possible to detect phase-to-ground and stray phase-to-phase currents. The 

isolation of insulation faults is harder than mechanical faults. However, from the 

condition monitoring point of view, is it useful to just be able to detect such faults. 

The electrical condition of the motor can also be gauged with chemical analysis of the 

gases which are produced in the motor, Tavner et al (1982). The presence of ozone, 

nitrous oxides or carbon monoxide in the cooling air will indicate arcing within the 

motor. This technique requires an extra sensor and would probably only be of value on 

large motors in excess of a few megawatts, where insulation failures can be catastrophic. 
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2.8 Review of instrument fault handling 

The instrumentation is an essential part of the traction system, it measures physical 

quantities in the motors and in the power electronics which are both needed for the 

control algorithm. The controlled variables, torque and flux, are not measured directly 

for reasons of cost and reliability. They are estimated using measurements of the applied 

voltages and the resulting currents. 

Presently the control loops have a low bandwidth due to heavy filtering of the estimates 

and the control demand. One of the aims of the Advanced Traction and Braking 

Programme is to improve the controller algorithm. To achieve the rapid and precise 

torque control needed for slip/slide prevention, the controller bandwidth and gain must 

be significantly increased. This places greater demands on the quality of the estimates 

for torque and flux, in respect to the error dynamics and sensitivity to disturbances. The 

potential danger of intermittent faults can be shown in simulation. Fig. 2.8 shows the 

result of a brief current sensors disconnection, after 2.4 seconds during a simulated 

start-up. 

2~ ____ ~~ __ ~~~ ______ ~ __ ~i ______ ~ __________ ~ __________ ~ I Disconnection 
¥ 

1 

o 
PWM 

-1 L-__________ L-__________ L-__ 4-______ ~----------L---------~ 

o 1 2. / 3 4 5 Time sec 

Figure 2.8. Simulated current measurement, with a brief sensor disconnection. 

The simulated system consists of the induction motor model from Chapter 3, the existing 

estimator and the closed-loop controller from the benchmark model. The filtering of the 

estimates for torque and flux have been reduced and the controller's gain increased 

slightly. Initially the motor is being driven with PWM waveforms, before switching 

straight to squarewave. The GTOs have a maximum switching frequency of 300Hz and 

the estimator is sampling at 1 KHz so significant harmonics are present on the measured 

current. The disconnection is .barely visible in the measured current, but the error in the 

estimated torque is large, as shown in Fig. 2.9. This affects the controller which produces 

a large transient in the generated motor torque. 
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Figure 2.9. Plots of estimated torque and controller demand. 

With the simple load model the torque transient does not produce a significant change in 

speed, as shown in Fig. 2.10. However, in practice this torque transient would cause the 

wheel to lose adhesion and to spin rapidly, as shown by a dotted line in Fig 2.10. 

2~~~~~~~~~~~-'----------r-----------~--------~ m 

1 

OL--____ L-__ ~ __________ ~ __ ~~~~ __________ ~ ________ __ 

60~~----~~~---------,----------~----------~--------~ 
Motor speed / radls 

40 

20 

o 1---------

I 

" 

" 
" 

-20L-__________ L-__________ L-________ ~ __________ ~ __________ ~ 

1 2 Time /sec 3 4 5 o 
Figure 2.10. Plots of motor torque and wheel speed. 

The present estimator design is such that the effect of intermittent faults is filtered out 

and continuous faults will degrade the performance of the overall inverter such that it 

shuts down automatically. 

The quality of the torque and flux estimates is addressed in Chapter 4 using observers 

and in Chapter 5 the use of model-based methods for sensor fault handling is considered 
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2.9 Design factors and operation concerns 

There are several factors which a railway operator must balance in order to run a railway. 

The main three are safety, reliability and cost. These factors are all inter-linked and must 

be considered throughout the work. 

2.9.1 Safety 

From a report published by Railtrack in 1994 the target risk for a frequent passenger 

must be less than a one-in-a-million chance of a fatal accident in a year, Burrage (1995). 

In order to obtain even this modest level of passenger safety, the safety of individual 

systems must be very much higher. For example signalling systems are expected to have 

a mean time between 'dangerous' failures counted in tens of thousands of years, Bailey 

(1995). For individual components the likelihood of failure must be lower still. For a 

train the main safety concern is the braking system, which must be fail-safe. 

Additionally, with an electric train the power electronics must be sufficiently well 

protected so that the risk of fires is minimised. 

2.9.2 Reliability and Availability 

The railway environment is extremely harsh and demanding for any system which has to 

operate within it. There are several additional aspects to reliability which must be 

considered, the likelihood of failures in service and the length of time spent out of 

service. It is not uncommon for a train to be in use for up to 20 hours a day, which means 

faults may not only affect that service but can have a knock-on effect causing 

rescheduling of other services. A train is only profitable when it is operating. Long down 

times increase the amount of spare rolling stock which must be held. In general, the 

Networker class of electric multiple units is considered to be one of the most reliable 

class of trains in everyday service in the UK, Fry (1995) 

2.9.3 Cost 

The railway operator must be able to provide a service, at a price which the passenger is 

prepared to pay, with a level of safety and reliability which the passengers will accept. A 

failure in service will often result in the need to move additional rolling stock to fill gaps 

in later services, which is expensive and time consuming. The development of new 

technology is only practical if it will improve safety or reliability at a realistic price. 
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The modem EMU IS a complex system involving power electronics, pneumatics. 

mechanical and computer control. The industry practice for fault handling extends little 

beyond condition monitoring. In the academic community there is already a large range 

of FDI techniques and much work is now being undertaken in extending their use to 

fault-tolerant control. The three main methods are identified as hardware redundancy, 

reconfigurable control and robust control. It is pointed out that the EMU's braking 

system, which is a safety-critical system, already incorporates examples of the main 

techniques for fault-tolerance. The traction system has three main types of failure 

associated with it, electrical, mechanical and instrumentation. On the electrical side the 

scope for detection is limited by the need to shutdown power devices extremely rapidly, 

scope for reconfiguration other than multiple-redundancy is also limited. In contrast a 

range of techniques already exist for detecting motor faults, at a very early stage, before 

they represent a significant failure. There remains scope for significant new work on the 

instrumentation side. Sensor fault detection is well developed in theory but few practical 

applications have been forthcoming, especially in the field of electrical power systems. 

Sensor fault detection and tolerance will form the basis of the work in this thesis. Any 

further work must be done with regard to the safety, reliability and cost constraints of the 

modem railway industry. 
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Modelling the traction system 

Chapter 2 has shown the scope for work on model-based methods 

for sensor fault detection and on improving the estimator design. 

For either of these topics models are an important part of the design 

and the testing. This chapter develops a simple model of the traction 

system. 

A simplified over-view of the real traction system is used as a 

starting point. The model has four main components, the induction 

motors, the inverter, the control loops and the physical dynamics of 

the train. For each of these an appropriate level of model detail is 

identified and then a suitable model produced. The completed model 

is then validated against key performance data from the real traction 

system. 
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Fig. 3.1 shows a block diagram of the main components in the traction system and the 

inner control loop. The driver is responsible for regulating the train speed, using a 

speedometer[3.1] and a four position lever for the traction system's power demand. The 

driver's selection, called notch setting, is translated into a torque and flux demand for the 

traction system. The traction system itself consists of PI loops for torque and flux. The 

controlled variables torque and flux cannot be measured directly and are estimated from 

the measured currents and voltages. The controller produces a frequency and amplitude 

demand for the inverter. The inverter modulates a DC supply to produce the 3 phase 

waveforms to drive the induction motors. 
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Figure 3.1. The traction system. 

The PI controller coefficients are gain-scheduled to take account of changes in the motor 

dynamics with speed, tuned to prevent the excitation of resonances in the suspension and 

to limit harmonics which might interfere with the signalling system. 

3.1.1 Developing a simple modelfor the traction system 

In order to work on the traction system, a simple model is required, which consists of an 

inverter, an induction motor and a load driven open-loop as shown in Fig. 3.2. The 

controller converts the driver's notch setting into a frequency and amplitude demand for 

the inverter. The inverter chops the DC supply to produce the three phase voltages to 

drive the motor. 

[3.1] Except when stated otherwise the use of the tenn 'speed' refers to the rotational speed of the motor, 
in rads- I

, rather than the train's speed along the track. See appendix D for conversion between the two. 
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Figure 3.2. The simplified model of the traction system for open-loop simulation. 

3.2 AC squirrel cage induction motors 

The motors used in the traction system are 3 phase AC squirrel cage induction motors. 

Their basic construction is shown in Fig. 3.3a. The rotor is made of metal bars held by 

end-rings to form a cage. The stator consists of windings for each phase. When supplied 

with 3 phase voltages these produce a rotating magnetic field. If this field rotates faster 

than the rotor then currents are induced in the rotor bars. These currents produce an 

attractive force causing the rotor to rotate in the same direction as the stator field, see 

Fig.3.3.b. 

Stator windings 

Fig.3.3a 

Figure 3.3a. Electrical construction of an induction motor. 
3.3b. Rotating magnetic field which induces a torque 

producing currents in the rotor. 

3.2.1 Level o/modelled motor detail 

The principle of the induction motor is extremely simple, however the physical motor is 

a very complex and non-linear machine. To model the air-gap flux accurately a detailed 

spatial model is needed, this is usually done using finite element analysis to model the 

magnetic field patterns, as used by Parkin & Preston (1993) and Williamson & Ralph 

(1983). 
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The model can be simplified by assuming an ideal air-gap flux distribution and a linear 

magnetisation characteristic. These conditions can be created by using 'volts-per-Hertz' 

control to limit the flux level and prevent excessive saturation or hysteresis. This is 

explained in Section 3.5. Using these assumptions a relativity simple state-space model 

can be developed. This is standard procedure, summarised in Sections 3.2.2 to 3.2.6, 

which can be found in any good textbook on induction motor drives, for example Bose 

(1986). The validity of this model is considered in Chapter 8. 

3.2.2 Constant power 3 phase to 2 axis transformation 

F or modelling purposes the 3 phase motor is transformed into a two axis notation. The 

currents and voltages are resolved into two orthogonal directions, called direct and 

quadrature. This is done using a power invariant transform, where the winding 

impedances are altered so that the total power generated by the motor remains constant 

for a given set of applied voltages, details of this transform are given in appendix A. 

3.2.3 Referenceframe 

The currents flowing in the rotor bars are rotating at the mechanical speed of the motor. 

There are two commonly used methods for represented this in the model. 

In the stationary axis frame the currents and voltages are resolved into two axes which 

coincide with the direct and quadrature directions of the stator. A DC current flowing in 

the rotor would appear as a sinusoidal in the stationary frame axes as the rotor turns. 

In the synchronous axis frame the currents and voltages are resolved into two axes 

which rotate at the electrical frequency of the supply. In this way the AC current flowing 

in the rotor will appear as DC currents in the synchronous frame axes as the rotor rotates. 

The input voltages must also be transformed, a sinewave drive voltage will appear as a 

DC input to the synchronous reference model. 

3.2.4 Electrical equations 

Initially ideal magnetic behaviour, air-gap flux distribution and constant temperature are 

assumed, the validity of these assumptions is considered in Section 8.2. Using two axis 

notation the electrical circuit for each axis is shown in Fig. 3.4. For both the stator and 

rotor the total inductances, Lr and Ls respectively, have two components. The portion of 

the stator and rotor windings through which the same flux flows is called the 
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magnetising inductance, Lm· The portion of a winding through which only the flux 

generated by itself flows is called the self inductance, Lis and Llr for stator and rotor 

respectively. Rs and Rr are the stator and rotor resistances. 

stator self 
inductance 

rotor self 
inductance 

t L...~ .9 ill > e Mechanical 

Figure 3.4 Electrical circuit for each axis. 

Rr 

By equating the currents through the impedances to the voltages a set of equations is 

obtained in Ohm's law form, as given by Eq. 3.1, where a vector of voltages equals a 

matrix of impedances[3.2j multiplied by a vector of currents. 

VsD Rs +s(Ls) 0 sLm 0 IsD 
VsQ 0 Rs +s(Ls) 0 sLm IsQ 

(3.1) = 
VrD sLm mrLm Rr +s(Lr) mr(Lr) IrD 
VrQ -mrLm sL III -ffir(Lr) Rr +s(Lr) IrQ 

3.2.5 Model parameters 

The 2 axis electrical parameters, in Fig. 3.5, were supplied by GEC-Alsthom for a 

generic traction motor with an approximate power rating of 100kW. Note that, since 

each inverter drives two motors in parallel the parameters supplied by GEC-Alsthom are 

actually for two motors lumped. 

Parameter Symbol Value 

Stator resistance l 
Rs 0.0170. 

Rotor resistance l 
Rr 0.01250. 

Stator leakage inductance Lis 96~H 

Rotor leakage inductance Llr 164~H 

Magnetising inductance2 
Lm 3.8mH 

1 At operating temperature.2 At 65% of maximum rated load. 
Figure 3.5. Table of motor parameters. 

[3.2] s is the Laplace operator 
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In Eq. 3.1. VrD and V rQ are both zero SInce no voltage is applied to the rotor. The 

impedance matrix can be separated into terms involving the Laplace operator and those 

not, given as A2 and Al respectively. This gives the general form of Eq. 3.2. 

Taking I as the state vector, Eq. 3.2 is rearranged into a state-space form: 

l= -A21All+A21 f 

(3.2) 

(3.3) 

Note that the state dynamics are a function of motor speed, this gives rise to a bilinear 

system[3.3] as a function of rotor speed, as given in the general form ofEq. 3.4 

where:-

;! = (A + Nro r)!. + By' 

Y= C!. 

ror is the mechanical speed of the rotor 

(3.4) 

Y. is a vector of inputs, direct and quadrature components of the applied stator voltages. 
~ is a vector of states, direct and quadrature components of stator and rotor currents. 
~ is a vector of the outputs, the measurable stator currents. 

Therefore C = 
[ 

1 0 0 0 ] 
o 1 0 0 

This gives the motor electrical state space equation as: 

IsD -LrRs rorL~ RrLm rorLrLm IsD Lr 0 
IsQ -rorL~ -LrRs -rorLrLm RrLm IsQ 0 Lr 

x [~~ ] 
x + 

IrD RsLm rorLsLm -LsRr -rorLrLs IrD -Lm 0 

IrQ -rorLsLm RsLm rorLrLs -LsRr IrQ 0 -Lm 
LrLs-L~ LrLrL~ 

(3.5) 

[3.3] Justification of terminology, Quadratic or Bilinear system. During the course of this work the use of 
the term bilinear has been the cause of some discussion. The state space motor model, given by Eq. 3.4 is 
not strictly bilinear since (Or is not a controllable input, however when considered from the point of view 
of an observer the systems may be called bilinear. 

x=Ax+Nx(Or+ Bu <=> .!=A-!+L~INi-!Ui+B12Where12=[ l~'] 
- Qu-;dratic ~ystem - Bilinear system 
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The motor model is non-linear, its dynamics alter as a function of the motor speed. This 

means that the poles of the motor's dynamics are a function of speed. The loci of the 

poles with speed are plotted in Fig. 3.6. Note that the motor dynamics are relatively 

poorly damped at speeds in the range 10-50 rads- I . 
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Figure 3.6. Plot of poles with speed and plot of damping and frequency with speed. 

3.2.8 State space modelfor synchronous reference frame 

The state-space model for the synchronous reference frame can be derived in the same 

way to give: 

-LrRs IDrL; RrLm IDrLrLm 

IsD LrLs-L; 
-CO e ---

2 LrLs-L;" LrLs-L; 0 LrLs-Lm IsD Lr 
IDrL;" -LrRs -IDrLrLm RrLm 

IsQ 0 Lr x[ VD ] IsQ co e + LrLs-L; 
----

LrLs-L; 
= LrLs-L;" LrL.-L;', x + 

IrD RsLm IDrLsLm -LsRr IDrLrLs IrD -Lm 0 VQ ---- ---- -CO e ---2 LrLs-L;" LrLs-L;" LrLs-L;" LrL.-Lm IrQ 0 -Lm IrQ -IDrLsLm RsLm IDrLrLs -LsRr ---- COe + ----2 
LrLs-L; LrLs-L;" LrL.-L;', LrLs-Lm LrLs-L;" 

(3.6) 

3.2.9 Torque and Flux equations 

The electrical torque and the magnitude of the air-gap flux are given by Bose (1986) as: 

Te = ~P x Lm x (IsQIrD-IsDIrQ) (3.7) 

where P is the number of pole pairs per motor. 

ct>air-gap = Lm J (IsD + IrD) 
2 + (IsQ + IrQ) 

2 (3.8) 

The air gap flux is the magnitude of the flux generated in the mutual inductance from 

both the rotor and stator currents. 
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F or the work covered in this thesis detailed consideration of the motor torque 

characteristic, Eq. 3.9, given by Bose (1986), is not necessary. The difference between 

the motor rotational frequency and the electrical drive frequency is called the slip 

frequency. Alternatively this is can be defined as fractional slip which is the slip 

frequency divided by the drive frequency. 

Te = 3 (f) Rr X V;',pply 
2 SIDe ( RS) 2 2 2 

Rs+s +ffie(Ls+Lr) 
(3.9) 

where p is the number of pole-pairs and S is the fractional slip. 

The traction motor's torque characteristic for a fixed drive frequency is plotted in Fig. 3.7 

for a motor speed range -10 to 40 Hz. There are three distinct regions. 

-10 0 10 20 30 40 
Rotor speed 1Hz (rotations per second) 

Figure 3.7. Graph of motor torque characteristic for fIXed electrical frequency. 

Braking, also called plugging, when the motor is being rotated in the reverse direction 

to the field. The direction of the motor torque opposes the rotation. Energy from the load 

is being dissipated into the motor, care must be taken to avoid excessive overheating. In 

this region the motor can be used as a rheostatic brake. 

Motoring when the rotation is in the same direction but slower than the field. Energy 

flows though the inverter from the supply into the load. On the boundary between 

motoring and generating, at zero slip, the motor's speed is equal to the drive frequency, 

this is called the synchronous speed [3.41. At this speed no torque is produced. 

Generating. Beyond the synchronous speed the motor is being rotated faster than the 

field and the motor torque is now opposing the direction of rotation. As long as the 

inverter can handle it, energy flows from the load, through the motor, the inverter and 

back into the supply. In this region the motor can be used as a regenerative brake. 

[3.4] For a 2 pole-pair motor the synchronous speed is half the drive frequency since two complete supply 
cycles are needed for each full rotation of the rotor. 
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To control the motor's torque and flux, the inverter has to produce three phase voltages 

with both variable frequency and variable amplitude. The inverter consists of six 

switches arranged in three pairs, called bridges. These 'chop' a DC supply to produce 

pseudo-sinusoidal waveforms. On the Networker the switching devices are GTOs. Each 

bridge can switch to either line or ground, as shown in Fig. 3.8. For the EMU the 

inverter supply voltage is nominally 600V DC but may vary rapidly between 450-850 

volts, depending on other loads on the line. 

The inverter controller generates reference waveforms for each of the phases and 

produces the switching signals. On the practical side the controller has to deal with 

floating gate drive voltages and inserting time delays to protect the devices during 

turn-off, see Section 6.2.2. 

GTO's Line ___ ---,._,----, 

Inverter 
controller 

Gnd 

Phasc-(o-GND 
Voltages 

tlumcaSllrtd 

Va 
~Vbi 
! ~Vc 

Power inverter -= Induction Motor 
Figure 3.8. Diagram of basic inverter. 

Phase-to-Phase 
Voltages 
measured 

The motor has no neutral connection to the centre of the three phases, it is balanced. The 

voltage monitoring devices (VMD) on the real train measure the phase-to-phase voltages 

Vab, V be and Vea to avoid reference problems associated with earthing, rather than the 

phase-to-ground voltages Va, Vb and Ve' The inverter model produces the phase 

-to-ground voltages, the phase-to-phase voltages can be readily generated from these. 

More details of the various voltage and current measurements and the associated 

transformations are given in Appendix A. 

3.3.2 Inverter operating modes 

Squarewave is the simplest mode, the output is a squarewave of the same frequency as 

the required sinewave. The drawback of this method is the high harmonic content of the 

resulting currents, see Fig. 3.10.b. Some of the harmonics generate a negative torque and 
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increase internal heating. Squarewave drive is only acceptable at high frequencies where 

the harmonics generated are significantly attenuated by the motor. It is not possible to 

control the amplitude of the squarewave and therefore separate flux control is not 

possible, see Section 3.5. 

Asynchronous PWM has a fixed pulse rate with the mark-space ratio altering, see Fig. 

3.9. This has a broad spectrum centred around the pulse frequency, sees Fig 3.1 Oa. It is 

not possible to use asynchronous PWM for all drive frequencies because the high power 

GTO's used on the EMU's inverter have a maximum switching frequency of 300Hz. 

Synchronous PWM has a fixed number of pulses per cycle. This is used as a transition 

between asynchronous PWM and squarewave, since slower switching rates are required 

than the asynchronous PWM but the harmonic content is lower than the squarewave. For 

the thesis this mode is ignored since it is complex to produce and is only used over a 

small frequency range. 

The EMU's inverter uses asynchronous PWM at low drive frequencies, as the frequency 

increases it switches to short sequence synchronous PWM until eventually at high 

frequencies squarewave is adopted. 

3.3.3 Generating asynchronous PWM 

Asynchronous PWM is generated by comparing the required sinewave reference against 

a fixed frequency triangular 'carrier' wave. If the sinewave reference is less than the 

instantaneous value of carrier the PWM output is high, otherwise it is low. This is shown 

graphically in Fig. 3.9. A Simulink block diagram of the inverter is given in appendix B. 

PWM Generator waveforms 

, 

o 0.02 0.04 0.06 0.08 0.1 0.12 
Phase voltage A phase-to-ground , 

600 ~r--~r-r-r-,--,--r-r-~~ ~~r-r-r-r-,--r--r-r-r-

o ~~~'-'--'-'-~~ 

o 0.02 0.04 o .06 0.08 0.1 0.1 2 
Time /sec 

Figure 3.9. Waveforms for generating asynchronous PWM. A 12YzHz sinewave 
modulated at a switching frequency of 300Hz. 
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This form of PWM requires a simulation with very accurate time resolution, typically 

LlT<O.Olms in order to obtain the cross-over points accurately. The use of variable step 

simulations is not recommended since the routine can 'skip over' short PWM pulses. 

Fig. 3.10a, shows the major spectral components of a 20Hz PWM sinewave with a 

300Hz switching frequency. Fig. 3.l0b shows the spectral components of a squarewave 

20Hz of equivalent amplitude in the required frequency. This is the spectral content of 

the phase-to-ground voltages generated by the inverter. 

Fig.3.10a carrier=300Hz 

F required =20Hz 

100 200 400 500 700 800 900 1000 

Fig.3.l0b 

F required =20Hz 

Figure 3.10a Spectral components of the phase A phase-to-ground voltage, for 20Hz 
required sinewave on a PWM switching at 300Hz. 

3.10b Spectrum of equivalent 20Hz squarewave. 

The major unwanted frequency components in the PWM waveform are the carner 

frequency with sidebands of twice the required frequency. These components are 

sufficiently high that the inductance of the motor will heavily suppress them. In the case 

of squarewave drive the unwanted harmonics are odd multiples of the required 

frequency. Only at high speeds will these harmonics be of sufficiently high frequency 

that they will be attentuated. 
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3.4 Mechanical load model 

3.4.1 Train dynamics 

Page 43 

F or the detailed model of the EMU system developed and used by the Advanced 

Traction and Braking project, the following major mechanical effects were included to 

produce a realistic benchmark to study the dynamics of the whole train. 

• Carriage momentum. The carriage mass will be variable with the number of 

passengers. 

• Motor suspension. The wheel bearings are mounted onto the bogie. The motors are 

hung upon spring-loaded arms. The arm moves as the motor rotates around the 

wheel, which couples the spring dynamics back into the traction system. This 

system resonates at around 4Hz, the design of the motor controller must be tuned so 

that it does not excite this. 

• Carriage suspension. The bogie is isolated from the carriage by air bag suspension. 

The carriage is free to bounce up and down when forces are applied from the 

neighbouring carriages or from the wheels but any twisting movement is heavily 

damped. 

• Rail-wheel interface. The adhesion between the metal wheel and a metal track is an 

extremely complex subject which has been studied both empirically by Nagase 

(1988) and theoretically by Kalker (1991). The available adhesion depends on the 

track condition, the relative speed between the wheel and rail, called creep and the 

axle loading. Within the industry it is acknowledged that the best that can be 

obtained is simple generic curves of adhesion against creep. 

• Wheel-axle inertia. This effect is small compared with the mass of the train, unless 

the train is in a slip / slide condition, in which case the motor torque will only be 

accelerating the wheelset. 

• Friction. The rolling friction of a metal wheel on a metal rail is very low compared to 

that of road haulage. The major source of friction is aerodynamic losses. 

F or work on the torque and flux estimator most of these affects are not important. A 

simple inertial mass with losses with be sufficient to produce realistic speed and load 

behaviour on the motor model. 
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3.4.2 A simple rotating mass model with speed dependent losses 

For simulations involving the motor, the effects of the carriage and wheel-rail interface 

are not important. A simple mechanical model is proposed, as in Fig. 3.11, consisting of 

an inertia plus speed-dependent losses. 

Torque + 

ID- ,-r 
Losses YSpeed 

Figure 3.11. Simple mechanical model. 

A typical 4 unit EMU has two powered cars each with 4 motors, a total mass of 70 ton 

plus a 4 ton equivalent mass from the inertia of the rotating components. This model will 

consider one bogie which accelerates a quarter of the total mass. 

V 
. - fFtractive - "LFretardingd kmIh 

tram - M t (3.10) 

Both the tractive and retarding forces are variable; the tractive force varies with train 

speed and supply voltage and the retardation will vary with speed and gradient. 

Tm xN 
Ftractive = R G 

w x r 
(3.11 ) 

Where Tn! is the motor torque, N is the number of motors, Rw is the wheel radius = O.4m 

(will reduce slightly with wear) and Gr is the gearbox ratio 1 :6.93, approximately seven 

turns of the motor gives one tum of the axle. 

From data supplied by GEC-Alsthom, the retarding forces are given as: 

"LFretarding = Kc + Kv x Vtrain + Ka x V;rain kNm /per motor (3.12) 

Where Kc=0.26, Kv=0.00048 and Ka-0.000078 for a fully laden train. 

F or simplicity the Kv term is neglected, since at low speed Kc> > Kv ~rain and at high speed 

For later work the motor speed in rads-1 is more useful than carriage speed in kmIh. 

Vtrain x (2n) 1000 d -1 co= x- ras 
r Rw X (2n) x Gr 3600 

Combining equations 3.10-13 gives the simple mechanical model as:

COr ~ f (1.2 x 1 0-4T m - 5.9 x 1 0-3 sign(co r) - 6.4 x 10-7 CO;)dt 

(3.13) 

(3.14) 
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3.5 Controller design 
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The methodology behind the controller used in current versions of the Networker class is 

based on PI loops for torque and flux. In order to obtain acceptable performance from 

the induction motors which are non-linear and avoid suspension and supply resonances, 

the control loops are gain-scheduled and tuned. The controller shown in Fig. 3.1 has two 

PI loops for torque and flux. The loop gain, between torque error and frequency demand, 

must be variable to take account ofEq. 3.9. The flux loop controls the amplitude demand 

to maintain constant air-gap flux. In practice it is not possible to fully decouple these two 

loops and other constrains such as harmonic interference and resonant frequency further 

complicate the controller design used on the EMU. For the simplified model a basic 

open-loop controller is proposed which gives near maximum torque for full demand 

whilst restricting the air-gap flux to limit saturation effects. 

3.5.1 Basic open loop controller 

A simple controller is designed so that at notch 4 the motor produces close to the 

maximum torque for the current speed. For a given motor the torque characteristic is a 

2D surface described by Eq. 3.9. The maximum torque, for any given electrical 

frequency, will occur at a slip Sm. This is found by differentiating Eq. 3.9 with respect to 

slip to find the maximum. 

Sm =+ Rr 
JR; +m;(Ls +Lr)2 

(3.15) 

Substitute Eq. 3.15 into Eq. 3.9 to find maximum torque Tm. 

3 P V; 
T m = 4" roe X -J;::::=========~2====-

R; + m;(Ls + Lr) + Rs 
(3.16) 
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The controller is implemented by means of a lookup table relating motor speed to 

optimum slip, as given by Eq. 3.15. Fig. 3.12 gives the results in tabular form for a range 

of speeds. For example at a speed of 13rads-1 a drive frequency of 20rads-1 will give 

maximum torque. 

roe /rads-1 2 5 10 20 50 100 200 500 

S% m 73.5 73.3 72.6 70.3 58 40.2 22.8 9.5 

~Sfreq /rads-1 [3.5) 0.7 1.8 3.63 7 14.6 20.1 22.5 23.8 

ror /rads-1 1.3 3.2 6.4 13 35.4 79.9 177.5 476.2 

Figure 3.12. A table of values of slip and slip frequency against motor speed for 
maximum torque. 

At high slips and low speed the air-gap flux in the motor will be relatively high, causing 

saturation and severe internal heating. To overcome this, the amplitude of the applied 

voltage must be reduced at low frequency. This is done by making ~. linearly 

proportional to roe' up to the maximum inverter voltage. This is known as volts-per-Hertz 

control. The amplitude of the sinewave is altered to give a constant voltage to frequency 

ratio, reaching the maximum supply voltage at 150rads-1.. At low speed a small constant 

amplitude is used, else very little torque is produced at start-up and the motor model can 

not overcome the static friction. 

The controller inputs are the motor speed and the demand notch setting, it outputs the 

required electrical frequency and amplitude demand for the inverter. Fig. 3.13 shows the 

Simulink block diagram for the controller and inverter combined. 

Notch 

speed 

suppy 

Figure 3.13. Simulink block Diagram of controller and sinewave inverter model. 

[3.5] The induction motor has two pole-pairs and therefore the synchronous .speed is half the applied 
electrical frequency. There the required slip frequency is half the calculated maXImum. 
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This section will demonstrate the importance of the volts-per-Hertz control. Fig. 3.14a 

shows the time response of the motor speed and air-gap flux for a notch four start-up 

after 1 second. Note that the constant volts-per-Hertz control below 25rads·1 limits the 

air-gap flux. Fig. 3.l4b shows the same start-up but full inverter amplitude is used. Note 

that the gain around 15rads·1 had to be considerably reduced to prevent an oscillation 

occurring. This is because the motor is more oscillatory between 1 0-30rads·1, as shown 

in Fig.3.6. Without volts-per-Hertz control the motor can accelerate slightly faster at low 

speeds, but there is a large increase in the air-gap flux, this will cause saturation and 

internal heating in the motor. 

60 60 
Fig. a 

~ 40 ~ 40 
] "'g 
~ 

~ 

"'0 
~ 

(1) 
(1) 

~ 20 0.. 20 
~ r.F1 ...... 
~ 

Air-gap flux 

0 0 
0 2 4 6 8 10 

60 60 
Fig. b 

~ 40 V'.l 40 
] ~ 

~ 
~ "'0 

Motor speed 

~ 
(1) 
(1) 

~20 0.. 20 
~ r.F1 ...... 
~ 

o 0 6 8 1 o 2 4 Time /s 
Figure 3.14a. Motor speed and flux during a notch four start-up after 1 second, 

with constant volts-per-Hertz control below 25rads·1
• 

3.14b. Motor speed and flux during a notch four start-up after 1 second, at 
full inverter amplitude. 

The simulated air-gap flux shown in Fig. 3 .14b will not correspond to the actual flux in a 

real motor under the same conditions because the model does not include saturation 

which would limit the flux. However, this simulated example does demonstrate the 

importance of volts-per-Hertz control in keeping the motor operating in the linear part of 

the magnetic characteristic. 
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3.6 Testing the simulation 
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3.6.1 Comparison of stationary and synchronous reference frames 

The simulation model developed can be used to demonstrate the key features of the 

stationary and synchronous reference frames, described in Section 3.2.3. To do this two 

sets of identical motors and loads were simulated in parallel, in the stationary and 

synchronous reference frames. The motors were accelerated with a ramp in slip 

frequency and constant volts-per-Hertz amplitude. An ideal sinewave generator is used. 

The resulting voltages, currents, torque and speeds are shown in Fig. 3.15 below. 
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Figure 3.15. Plots of voltage, current, torque and speed for a simulated start, 
in both stationary and synchronous reference frames. 
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The main advantage of the synchronous reference frame is that under steady state 

conditions the currents are DC. The consequence of this is that the model is easier to 

linearise and larger time-steps can be used in simulating it. The disadvantages are that 

there is a second bilinear input to the model, the electrical speed, and it is harder to 

visualise the nature of complex transients in the synchronous frame. 

3.6.2 Typical operating cycle 

In later chapters the simple model developed in this chapter will be used to evaluate and 

compare new estimator designs under realistic conditions. The simplified model is 

validated by being put through a simulated start-up and key features are compared 

against data supplied by GEC-Alsthom. The model is not expected to match the real 

system completely because many assumptions were made for the model and the real 

traction system is under closed-loop control. This section shows the results of running 

the model through a typical operating cycle. Figure 3.16 shows the driver's notch 

selection and the train's speed. Initially notch 2 is used to move the train away from the 

platform before applying full power to accelerate up to the line speed. Using the 

speedometer in the cab the driver is responsible for maintaining the train speed. In this 

case notch three is re-applied briefly to maintain the speed. 
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Figure 3.16. Graphs showing driver selection and train speed. 
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Fig. 3.17 shows the phase current in the motor. The maximum RMS phase current 

should be 1000 Amps, the current shown is for two motors. This current is slightly 

higher than expected, this is due to the lack of saturation in the model which would limit 

the motor current. 

< 
~ 
~ ....... 

! 
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Figure 3.17. Graphs of the A phase current during simulated train operation. 

Fig. 3.18. Shows the motor torque and air-gap flux during the simulation. The maximum 

rated motor torque is 2500Nm and the maximum air-gap flux is 1.5T. 
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Figure 3.18. Plots of torque and flux from the simulation. 

The real system operates under closed-loop control and hence gives smoother and flatter 

torque and flux control. The simulation is for a pair of motors and hence both torque and 

flux should be halved before comparison against the manufacturer's data for a single 

motor. The simplified model gives sensible results for speed, current, torque and flux 

and is sufficient to allow its use for testing new estimators under realistic conditions. 
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3.7 Summary 
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The first task for the advanced traction and braking project was to develop a model of 

the complete benchmark train of which the traction system is a part. For this thesis the 

complete benchmark model is too detailed. The starting point was to develop a 

simplified model of the main traction system components which could be used to 

evaluate new estimator designs and instrument FDI schemes as quickly as possible. This 

chapter has discussed the developlnent a simplified model of the traction system for use 

in the work described in this thesis. Each of the main components in the traction system 

model is described and suitable assumptions are made to produce a simplified model 

with sufficient detail for the required application. 

The four main components are: 

The induction motors. The basic principle of the induction motor is extremely simple 

though the physical machine is very complex and non-linear. Making appropriate 

simplifications a bilinear space-state model for the motor can be obtained, with 

parameters supplied by GEC-Alsthom. 

The inverter. The high power and available technologies limit the flexibility of the real 

inverter and hence three separate operating modes are used on the EMUs. These are 

discussed, the model is simplified by assuming that the inverter always operates in PWM 

mode. 

The mechanical model. For more detailed studies of the dynamics of the whole EMU 

the model must include many different effects. For the work required in this thesis an 

inertia plus losses model is developed. 

The controller. On the real hardware closed-loop control is used with PI loops which 

are gain scheduled to cope with the motor non-linearities and tuned to prevent unwanted 

resonances. For this work a simple open-loop controller is proposed. 

The complete model is programmed in Simulink. It is run through a simulated operation 

cycle to validate it against data supplied by GEC-Alsthom. The model produces similar 

levels of flux and torque as the real EMU would in service. The most important single 

point in this chapter is the importance of the volts-per-Hertz control to limit the air-gap 

flux, this avoids saturation and keeps the model linear. 



Chapter 4: 

Torque and Flux estimation 

As highlighted in Chapter 2 there is scope for work on the 

design of the torque and flux estimator used by the traction 

system. This chapter explains the limitations of the existing 

estimator. As a means of improving the estimation of state 

variables the use of error feedback is a widely established 

technique to achieve better estimation. The main body of this 

chapter reviews the available designs for state observers for 

induction motors and proposes some novel designs. The 

chapter ends by considering the merits of the estimation 

techniques. This chapter considers the merit and limitation of a 

range of designs and shows the tools by which they can be 

analysed. 
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4.1 The need to estimate control variables 

The scalar control scheme on the EMU requires accurate knowledge of motor torque and 

air-gap flux. From discussions with GEC-Alsthom Traction, direct measurement of 

torque and flux, whilst technically possibly, is considered to be impractical or unreliable. 

Both these quantities can be calculated from the complete state vector of motor currents. 

However, to measure the rotor currents would require the sensors to rotate with the rotor. 

The motors are very compact and when operating in a harsh environment such a rotary 

connection would be unfeasible. It is necessary to estimate the unmeasured torque and 

flux from the measured currents and voltages. 

4.1.1 Methods for estimation of control variables 

The heart of any estimation routine is prior knowledge about the system, thus to estimate 

motor torque and flux a model of the motor is required. Methods for estimating torque 

and flux split into two types, those based on an open-loop model and those which use 

feedback to force a model to track the real plant, shown in Fig. 4.1. In the context of 

inductor motors these two types are commonly referred to as estimator and observer 

approaches, respectively[4.11. 

£=A~+Bu-L(y-C£) 

Ia,b,c a,b,c 

Inverter Motors Inverter Motors 

Open-loop estimator Closed-Loop observer 
Figure 4.1. Block diagram of open-loop estimator and closed loop observer. 

4.2 Open-loop methods, estimators 

Jansen & Lorenz (1994) give two open-loop estimators which are derived from the 

electrical equations for current and flux given as Eq. 4.1 though in complex vector form 

rather than separate direct-quadrature components. This is because the complex notation 

is a more compact notation in which to write the electrical equations, as described in 

appendix C. In this model the fluxes in the rotor and stator windings are considered 

separately, rather than the air-gap flux common to them both. 

[4.1] As distinct from the control theory defmition of an estimator relating to stochastic techniques and 
observer for deterministic methods. 
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!:dq = Rslsdq + s<I>Sdq 

o = RrlRdq + (s - jill r )<1> Rdq 
(4.1) 

where the fluxes are defined as <l>Sdq = LsI ('.1 + LmIR.1 and <l>R.1q = L I + L I (42) 
-,Juq - uq - u' S-Rdq m-Sdq . 

By re-arranging Eq. 4.1 into state space form two equations are derived which can be 

used as estimators, Eq. 4.3 and 4.4. 

4.2.1 Current model estimator 

Using the rotor equation of the state-space form of Eq. 4.1 the estimator Eq. 4.3 IS 

obtained, again in complex vector notation. This is an open-loop estimator and IS 

referred to as the current model estimator. 

,h _ RrLm I (Rr.) ,h [4.2] 
S'::!!.Rdq - -y;- sdq - Lr -Jill r '::!!.Rdq (4.3) 

Jansen et al (1994) shows that this equation IS very sensitive to changes in the 

parameters Rr and Lm. This form of estimator is especially suited to low-cost inverters 

where voltage sensors are often omitted to reduce the cost. 

4.2.2 Voltage model estimator 

By using the stator equation of the state-space form of Eq. 4.1 and Eq. 4.2 the estimator 

Eq. 4.4 is obtained. This is an open-loop estimator and is referred to as the voltage model 

estimator. 

(4.4) 

Unlike the current model form Eq. 4.4 contains a pure-integration term which is 

sensitive to offset errors and drift. The advantage of this method is that a speed 

measurement is not required, unlike the current model. This means that all the sensors 

can be internal to the inverter. 

[4.2] Has the general state-space fonn of <i> = A <I> + Bi, with flux as the state and current the input. 
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4.3 Analysis of the existing estimator 
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The existing torque and flux estimator on the traction system has been highlighted as one 

of the areas of interest for further study. In order to better understand the reasons for this, 

its design and limitations are considered. 

The estimator is implemented from Eq. 3.1 for electrical behaviour of the stator, this is a 

voltage model method, note the flux being estimated is the air-gap flux, common to both 

the stator and rotor rather than the rotor flux as in Section 4.2. 

VsD = (Rs + s(Ls + Lm))IsD + sLm x IrD for the direct component. (4.5) 

The required estimate is the flux across the magnetising inductance, L"" which is caused 

by both the rotor and stator currents. This is called the linkage flux or the air-gap flux as 

given by: 

(4.6) 

From Eq. 4.6 and by rearranging Eq. 4.5 an expression for the direct component is 

obtained as 

(4.7) 

Similarly for the quadrature component: 

(4.8) 

The scalar control system only requires the magnitude of the air-gap flux given as: 

" J 2 2 cI>GAP = cI> D + cI>Q (4.9) 

An estimate of motor torque is obtained from Eq. 3.7 as: 

" " " Te = IsQcI> D - ISDcI>Q (4.10) 
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4.3.1 Practical implementation of the estimator 

The estimator equations contain a pure-integration term, see Fig. 4.2a, which is likely to 

yield an unstable estimate in practice. Therefore to stabilise the estimator the integrator 

is replaced by a leaky integrator[4.31. As this introduces a phase lag into one path a 

compensator is added to the other, see Fig. 4.2b. This technique is often referred to as 

cancellation, Jansen & Lorenz (1994). 

VSD 

Figure 4.2a. Figure 4.2h. 

5 
5+1.25 

Compensator 

Based on the stator equations. Without a pure-integration term. 

The addition of the filter and compensator gives the estimator different dynamics from 

the plant model. There will therefore be an estimation error between the actual and 

estimated flux. As the states of the estimator are not the same as those of the model it is 

not possible to derive an expression for the state error, but the output error can be 

considered instead. The expression for the error in the air-gap is complex. The stability 

of this can be inferred from the two sub-expressions for the flux error in each axis. This 

sub-expression also appears in the equation for torque. 

The error is given by the difference between the actual and estimated flux: 

A 

EflUXD = <l>D - <l>D (4.11 ) 

This is just the error resulting from the difference between the ideal estimator given by 

Fig. 4.1a and the actual implementation used given by Fig 4.1b with no initial condition 

error present. The error for each axis is the sum of two transfer functions driven by the 

applied voltage and measured current, given as Eq. 4.12. 

E =[ 1.35s+0.4 ]VSD_[0.0001S
3

+0.0231s
2

+0.0355S+0.0085]ISD 
fluxD S3 + 1.35s2 + O.4s S4 + 2.6s3 + 2.0875s2 + 0.5s 

(4.12) 

Both these transfer functions approximate to integrators, with infinite DC gain but by 

10rads-1 their gains are less than -40dB. The steady state error in the estimates of torque 

and flux are only significant at low speeds. The transient behaviour of the estimator is 

considered in Section 5.3. 

[43] Leaky integrator: H(ro) = -2 _s - such that H(ro ~ (0) _lis and H(ro ~ 0) - o. 
. s +as+b 
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Only at low speeds does the error in the estimate become significant, for example at 

5rads-
1 

the error in the air-gap flux estimate is 3.5%. Note that Eq. 4.12 gives only the 

error between the ideal motor and the estimator, any noise, disturbance or initial 

conditions will excite a separate transient error, this is shown later by Fig. 5.4. 

Using the model developed in Chapter 3, a simulated start-up in notch 2 is used to 

demonstrate the error dynamics of the overall estimator. The estimated torque and flux 

are compared against values from the motor simulation. The motor speed and resulting 

error in the torque estimate are shown in Fig. 4.3. From a mathematical point of view, 

the response to a step input would be more useful. However, on the practical side this 

represents an unrealistic test. Such a large step change in frequency would never be 

applied to motors of this size since an excessively large torque surge would be produced 

which could damage the rotor. 
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Figure 4.3 Graph of estimator error dynamics. 
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The estimation error becomes small as the motor speed increases. At low speed the 

estimator has a large steady state error. However, at high speed the estimator becomes 

very accurate as expected from Eq. 4.12. The error in the flux estimate appears at first to 

be decaying with time, like a transient, however as shown by Eq. 4.12 the error is a 

speed-dependent function of the motor current and applied voltage. The error decays as 

the motor's speed increases. 

In order to limit harmonics and other' stray' frequencies in the system high order filtering 

is added to both the inputs and outputs of the estimator. The final estimator becomes 

computationally intensive. The mathematics for the estimator are very simple but to 

obtain a practical estimator is rather more complex. 

4.3.2 State space/arm a/the estimator 

The existing estimator is a reduced order parallel plant model, it can be represented as a 

state space system as given by Eq. 4.13 

z=A~+B?1+Ly 
"-

<l> = C~+Dy (4.13) 

where A = [O]2x2, B = [J]2x2, L = -Rs X [J]2x2, C = [J]2x2 and D =-L 

This state space form for the estimator is not particularly useful because the estimator's 

own states do not directly correspond to the actual motor states. In the practical 

implementation of the estimator given by Eq. 4.1 b the matrix A is replaced by one 

corresponding to the filter dynamics. 
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4.4 Closed loop methods, observers 
Page 59 

The main body of this chapter considers the uses of closed-loop observers to estimate the 

motor states. 

4.4.1 Observers for a linear system 

An observer has two components, a model of the plant and error feedback of the outputs 

which is used to force the observer's model to track the plant. 

For a linear plant given in state space form as Eq. 4.14 

x=Ax+Bu - - -
y=c! 

a linear observer can be produced as in Eq. 4.15. 

~= A~ + By: + L(y - y) 
y=c~ 

(4.14) 

(4.15) 

The state estimatiOJ; error, ~= !-~ in the observer will decay with dynamics determined 

by the matrix (A-LC) as given by: 

~= (A -LC)~ (4.16) 

4.4.2 Observer designfor an induction motor 

F or the induction motor the model may be in either the stationary or synchronous 

reference frame and may use all the currents or the stator currents with air-gap fluxes as 

states. The observer does not have to be of the full order, a reduced order observer can be 

used to estimate the fluxes or rotor currents on their own. Observers have the advantage 

that the error feedback will give faster convergence between the model and the plant. It 

can also prevent small discrepancies in dynamics causing the state estimate to diverge. 

The induction motor is non-linear and therefore a large range of observer designs can be 

considered. 
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4.5 Linear feedback observers 
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F or a practical application the design should be as simple as possible. This section shows 

the limitations of linear feedback to explain why more complex methods are required. 

4.5.1 Fixed gain observers 

It is easy to assign error dynamics for a fixed drive frequency, since the plant is 

effectively linear for small changes in speed. The problem in the design of a state space 

observer occurs with variable frequency drives because of the speed dependency of the 

motor dynamics. Beginning by assuming a fixed operating speed a state space observer 

is proposed of the form given by Eq. 4.17. Feedback of the measurable motor state is 

used to force a parallel model to track the plant, from which the unmeasurable states are 

estimated. The observer feedback gain is calculated for a fixed motor speed . 

.i= (A + NO)).i + LC(~ - .i) + By: 

y=c.i (4.17) 

Fig. 4.5. shows the loci of the poles of the observer's error dynamics with speed, when 

the feedback gain is calculated at two different fixed speeds, 0 and 200rads- I . 

Designed for speed = Orad! s 
500~--------~------~ 

'\ 
-500 ~-------;::;---"-r=;:;' 

-500 0 500 
Real 

200 Designe~ for speed = 200rad!s 

t\ 
100 

0)=200 
0)=0 

-100 

-200 "="=-___ • ....:....!O):-===O ____ -;:-;;;: ____ --M 
-150 -1 00 -50 

Real 

Figure 4.5. The loci of the eigenvalues of the error dynamics with speed for two 
assumed design speeds. 

With the eigenvalues placed for zero speed, as the speed increases they move out in a 

'star-burst' fashion, two of the eigenvalues cross into the right-hand half plane. In order 

for an observer to remain stable over the complete operating range of speeds the 

eigenvalues need to be placed far enough left of the origin. The moving eigenvalues 

make the observer's error dynamics variable with speed. With the eigenvalues placed for 

a model speed of 200rads- I the observer is stable across the whole operating range. 



Chapter 4. Torque and Flux estimation. Page 61 

However, at low speeds the eigenvalues are close to the origin and the observer would be 

slow to converge. 

This observer implementation has a gain which is independent of speed but it still 

requires a speed input for the bilinear term. The error dynamics of both these approaches 

are undesirable, as would be expected with the changing dynamics. 

4.5.2 Bilinear decoupled observers 

A more rigorous approach to fixed gain observer design for bilinear system is obtained 

by considering the bilinear terms as unknown inputs. The observer is then designed to 

decouple the unknown inputs from the error dynamics. For more details on unknown 

input observer see Chen et al (1996). This general approach has become known as the 

bilinear decoupled observer method, Shields & Yu (1995), Yu & Shields (1995) and 

Hou & Pugh (1997). 

Using the method proposed by Hac (1992) but ignoring the additional disturbance input 

that is included for robustness:-

Starting with the general form of a bilinear system given by Eq. 4.18, 

k 
x =Ax+Bu+ L NiUiX 
- - - i=1 -

y= C-! 

(4.18) 

Where UE9lK is a vector of k inputs, U j i=1,2···k which have linear or 

multiplicative effects on the state vector, through matrices B and N. 

An observer of the form given in Eq. 4.19 is proposed by Hac (1992). 

k k 

~ = Hy. + LJ!. +JId + i~ GiUiy' + i~l EiUiJ!. (4.19) 

~ = y. + PJ!. 

The corresponding observer error dynamics are: 

k k ) ~= (H + i~ GjUi)~ + (MA - HM + Le):! + i~ (EiC + AfNi - GiM)Ui! + (J + MB,!:! (4.20) 

where M = (PC - I,,) 

This can be reduced to ~= Hf}. if the following conditions are met. 

i) G j = 0 i = l...k 
ii) E jC + (PC -l)Nj = 0 i = 1 ... k 

iii) H(PC-l)-(PC-l)A -LC= 0 (4.21) 

iv) J = -(PC -l)B 

v) H must be stable 
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Hac (1992) has outlined a set of tests to determine if the conditions 4.21 i-v can be 

satisfied for a specific bilinear system and if so it outlines the design procedure. 

For the bilinear motor model it is possible to meet condition (ii) but conditions (iv) and 

(v) require that the pair (/n-PC)A, C is detectable. This is not the case for the induction 

motor, the rank of the observability matrix is 2, the system order is 4 and the eigenvalues 

of (/n-PC)A are zero. Using a symbolic design it has been shown that this will be the case 

for any motor, see appendix E. However Shield & Yu (1996) considers several 

generalised designs for bilinear observer for fault detection and gives a formal condition 

for the existence of a stable observer in each case. The conditions cannot be met for any 

motor, since there are too many bilinear terms to decouple with the available design 

freedom, irrespective of the type of states or the rotation of the reference frame. 

4.5.3 Bellini's observer 

One of the first uses of a bilinear model for an induction motors was by Bellini et al 

(1979) who considered a simple design for a reduced order observer from a bilinear 

representation. In this case the motor equations were in terms of stator currents and 

air-gap flux, as given in Eq. 4.22. 

Rs + s(Ls - Lm) 0 s 0 
VsD 0 Rs + s(Ls - Lm) 0 s 
VsQ 

Rr - s(Ls - Lm) -w(Lr - Lm) 
Rr +sLr wLr 

-
Lm 0 Lm 

(4.22) 

0 w(Lr - Lm) Rr -s(Ls -Lm) 
wLr Rr +sLr ---
Lm Lm 

This is then rearranged into the state space form. The intermediate equations at this stage 

are rather cumbersome and have not been included. A state transformation T is then 

applied which gives the following space state system. 

~= (Ab +NbW)~+Bb?:!. (4.23) 

where r-T~ and the transformation matrix is: 

1 0 0 0 

0 1 0 0 ( 4.24) 
T= -Ls +Lm 0 1 0 

0 -Ls +Lm 0 1 

giving the transformed model as Eq. 4.25. 
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LrR.1+RrLs Rr roLr Rr -ro 0 LrLs-L~ LrLs-L~ LrLs-L~ LrLs-L~ 

ro LrRs+RrLs roLr Rr 
0 Rr 

Z= LrL.s-L~ LrLs-L~ LrLs-L~ Z= LrLs-L~ U (4.25) 
-Rs 0 0 0 1 0 

0 -Rs 0 0 0 1 
Bilinear 

Bellini et al (1979) then derive a reduced order observer, which implements the state 

equation: 

p = (Tl + T2ro)p + (T3 + T4ro)y + Tsu - - --
! = L 1):. + L2ll. (4.26) 

Where 12 are the unmeasurable states, ~ are the measurable states, 1:! are the inputs and .I 

is the complete state vector. Tn and Ln are matrices to be designed. 

12 is a reduced state vector obtained by a linear transform C' on the complete states.I 

where C'= [H 1] 

H is a design matrix [ =:: :;1 ] selected with prior knowledge of the motor structure. 

The L matrices are defined by [ Z r = [L1 L, ] (4.27) 

The T matrices are defined as: 

(4.28) 

Bellini states that the eigenvalues of this observer are given by Eq. 4.29. 

(4.29) 

By making h1=O and h2=-Ls+Lm the eigenvalues are constrained in the complex direction 

and move with speed from the origin further into the left-hand half plane. Note that this 

observer is at the limit of stability for zero speed. Once set up and simulated the observer 

has a favourable performance and under practical conditions the error converges to zero. 

The two poles of the reduced order observer are located at -ro±3.14i, for the induction 

motor. The observer is set up and simulated at two fixed motor speeds, with an initial 

condition error, Fig. 4.6 shows the resulting error transient. 
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Figure 4.6. Error in the torque estimate with a difference in initial conditions 
between the observer and the model, for the rotor speed fixed at lrads-1 and 

30rads-1
• 

At low speeds the observer's error dynamics are slow to converge and very oscillatory. 

At higher speeds the error decays more rapidly and is less oscillatory, as would be 

expected from the eigenvalue locations. At zero speed the eigenvalues have zero real 

value and as a result the error will not decay. 

This specific observer design method for induction motors is very similar to the general 

method of Hac (1992) for bilinear systems. It is the arbitrary choice of H that relaxes the 

conditions given in Eq. 4.21 and causes the eigenvalues to become functions of speed. 
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4.6 State observers using speed-dependent feedback 

The use of a fixed gain has been shown to be impractical since the error dynamics 

become a function of speed. Whilst stable observers can be produced the design lacks the 

freedom to make the observer performance desirable at all operating speeds. Since the 

motor model is speed-dependent several methods which use speed-dependent feedback 

will be considered in the following sections. 

4.6.1 On-line recalculation of gain 

Ben-Brahim & Kawamura (1992) and Bottura et al (1993) consider observers which 

re-calculate feedback gains on-line to assign observer dynamics in real-time. Regardless 

of the method employed the computational load of re-calculating the observer at each 

update becomes very high. A better approach would be either gain scheduling with 

observer gains for speed stored in a look-up table or pre-calculating a gain matrix as a 

mathematical function of speed. 

The rest of this section considers work which has been done on the development of a 

non-linear observer using gain scheduling. The design process described in the following 

section is circular. The initial aim was to obtain, as a function of speed, a feedback 

matrix L( co) which fixes the eigenvalues for all speeds then to implement this as an 

equation on-line, rather than using look-up tables which are memory intensive. This is 

shown to be impractical, never-the-Iess it is useful to consider the entire design process. 

4.6.2 Obtaining the feedback matrix as an explicit function of speed 

The observer has the following closed-loop form. 

!= (A + Nco) ! +L{CO)~-~) + By' 
/\ " 
y=C~ 

(4.30) 

The observer gain matrix is a function of speed so that the observer eigenvalues remain 

fixed with speed. This method involves obtaining an expression in terms of speed such 

that the observer's gain matrix can be dynamically re-calculated to fix its eigenvalues. 

The Matlab Symbolic Toolbox is a powerful extension to Matlab based on the software 

package Maple. Using a parametric approach to design the feedback matrix described by 

Wang et al (1993), it was possible to write a Matlab script file which would produce a 

gain matrix L( co). 
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Using the parametric approach, L(O)) is given by Eq. 4.31. 

L(O)) = W-1 Q (4.31 ) 

where W is a matrix of left eigenrows, W = [ WI W2 W3 W4 JT obtained from Eq. 4.32. 

Wi = qi C(A + NO) - IA)-l (4.32) 

Ai are the desired eigenvalues and Q = [ql q2 q3 q4 JT is an arbitrarily design matrix. 

By using the Symbolic toolbox for Matlab it is possible to get an expression for the gain 

matrix in terms of speed. This involves two matrix inversions and the complexity of the 

calculation will grow rapidly if care is not taken to simplify the calculation and to 

manipulate the intermediate results. 

4.6.3 The functions for the feedback gain 

The L( 0)) is a 4x2 matrix where the terms LII and L22 are constant: L12 and LII are linear 

with speed and the other four are order 10 polynomials of speed. The eight plots in 

Fig.4.7 show how the terms of the gain matrix alter with speed, for pairs of eigenvalues 

at -50 and -10. Appendix F shows that the symbolic expression is too sensitive to 

numerical errors and the resulting gain matrix has to be stored in a look-up table. 
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Figure 4.7. The gain matrix co-efficients against speed. 
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The eigenvalues were initially placed in pairs to simplify the design. This can be done 

because two linearly independent eigenvectors can be found for the repeated poles. 

However, the likely effect of this is to increase the sensitivity of the observer and there is 

no reason why they cannot be placed individually. 

Since it is necessary to store the gains in a look-up table there is freedom to use other 

pole assignment routines, for example the Matlab 'place' function. This gives full 

freedom to assign the observer's error dynamics. Section 7.2.3 shows that relatively few 

points actually need to be stored, typically twenty over the motor's operating range. 

Bird & Zelaya-dela-Parra (1996) plot graphs of gain against speed for an observer design 

in a state space form, using stator current and flux as the states. These gains are assigned 

using the Matlab 'place' function. These are then approximated to give an observer which 

can be implemented without a look-up table; the eigenvalues of the error dynamics are 

nolonger fixed. 
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4. 7 A Bilinear observer 
Page 68 

This section describes another attempt at obtaining the feedback as an explicit function 

of speed by exploiting the structure inherent in the motor model to develop a novel 

observer using bilinear feedback. 

The matrices can be represented in partitioned form. 

A = [~~; ~~: ]Where each term is a constant, a,.,., multiplied by the matrix i= [~ ~ 1 

N = [Z~; Z~: ]Where each term is a constant, Ilx" multiplied by the matrix J= [ ~l ~ 1 
The observer is of the same form as the non-linear observer. 

i= (A +Neo) ~ +L(eo)~-~) +By 
1\ "-

Y= C-! 
(4.33) 

where, L(eo) = Ll + L2eo gives a bilinear feedback of the state error. 

The matrix LI is designed such that it cancels the linear terms in the observer's error 

dynamics, ((A+Neo)-LC) and adds two eigenvalues. The matrix L2 is designed to cancel 

the speed dependent terms .. 

If A=[ AIl AJ2 ] letLIC-[ -AIl +A 0 ] [1\.1 0 ] 
A2J A22 -A21 0 where A = 0 A2 

and N-[ NIl NJ2 ] let L
2
C [-NIl 0] 

N21 N22 -N21 0 

It can be shown that the eigenvalues of the observer's error dynamics are AJ, A2 and 

a22±eoY22i. For the bilinear motor model there are two fixed assignable eigenvalues and 

two unassignable eigenvalues, given by -48.5±eo15.4i. This observer has stable 

eigenvalues for all steady state operating speeds, but at high speed they become 

increasingly oscillatory. For the traction motor the poles become too oscillatory for 

practical use. However for the test-rig motor, used in Chapter 7, the poles of the error 

dynamics are -298±eo6i which are significantly less oscillatory. Consideration of a22 and 

n22 show that the bilinear observer is best suited to small induction motors where Rr » 

L r., see Appendix G. 

The observer for the traction motor is set up in Simulink and simulated for an error in 

initial conditions. Fig. 4.8a shows the decay of this error for two different assignable 
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eigenvalue locations and speeds. The motor speed is held constant by using a very large 

inertia in the mechanical model. 
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Figure 4.8. The transient response of the observer with the assignable poles in pairs 
at -5 and -100 at two different speeds 

4. 7.1 Observer stability 

For a time-varying observer, negative eigenvalues are a necessary but not sufficient 

condition for stability and a more rigorous proof of stability is required. To prove that 

the bilinear observer is stable for all operating conditions it must be shown to be locally 

stable for all operating speeds. 

In the error dynamics, there is no feedback -coupling between the stator and rotor states, 

therefore the stability problem reduces to proving the stability of the submatrix 

[a2l+ron2~. This can be achieved using Lyapanov's second method which states that a 

non-linear functionf{x) is locally stable if when linearised about the point x it is positive 

definite and the derivativej{x) is negative definite, see Franklin et al (1995). 

A Lyapanov function is chosen in terms of the state error as: 

V=eTe (4.34) 

where the observer's error dynamics are: 

e = (A + Nro)e (4.35) 
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This is chosen such that, by definition, it is always positive definite. To prove the 

stability of V and hence of j(x) it must be shown that V is negative definite for all 
possible conditions. 

Differentiating Eq. 4.34 with respective to time yields: 

V=eTe+eTe 

= eT(AI2 +A22 + (NI2 +N22 )ro)e (4.36) 

It can be seen that NI2 = -N22 and AI2 = A22 

:.NI2 +N22 = 0 andAI2 +A22 = 2A22 

The stability property is now independent of speed and solely depends on A being 

negative definite, which it is if a22<O. Since a22 is always negative, stability is guaranteed 

for any motor. In this case stability could have been assumed since the real parts of the 

error dynamics are independent of the bilinear input which changes much more slowly 

than the states. 

4. 7.2 Using bilinear feedback in other reference frames 

Using the current-flux states model, as in Section 4.5.3, the real value of the 

unassignable poles would be zero. Using the synchronous reference frame, as described 

in Section 3.2.3, the error dynamics are a function of both the rotor speed and the 

electrical drive frequency. For the traction motor they approximate to -O.l±iroe which is 

stable but very slow to converge and still become oscillatory. 

This method is opportunist; it exploits the general structure of an induction motor and 

the numerical properties of the specific motor. Its main advantage is that it involves 

minimal on-line calculations and does not require memory to store a look-up table. 
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4.8 Sliding mode observers for the induction motor 

Sliding mode control has attracted much interest in recent years because of its low 

sensitivity to noise and modelling errors. As with linear feedback there is a duality 

between controller and observer design. However it is only recently that sliding mode 

observers have been developed .. Utkin (1992) presented the basic design for a sliding 

mode observer, where discontinuous feedback is used to force a model onto a sliding 

mode to track a plant. More recently, Walcott et al (1987) and Edwards & Spurgeon 

(1994) have proposed designs where linear feedback is use to obtain an asymptotically 

stable observer and switching is then added to reject matched uncertainty or 

disturbances. 

Sliding mode control for induction motors has attracted interest, Shyu & Shieh (1995) 

and Sabanovic & Izosimov (1981), this is because the switching inherent in an inverter 

lends itself more readily to a switching scheme than many other linearly controlled 

plants. However, on the observer side only one paper by Jezemik et al (1993), has been 

located which mentions sliding techniques for observer designs on induction motors. In 

this paper a fixed gain is used, despite the speed measurement being required for the 

model. This ignores the potential advantage of optimising the observers dynamics by 

scheduling the gain for different speeds. 

4.8.1 The basic theory for a sliding mode observer 

F or a system whose outputs are a subset of the actual states, the state equations can be 

rewritten in submatrix form as: 

y = A ll~ + A 12!2 + BI?~ 
!2 = A21~ + A 22!2 + B2l.:!. 

where ~ are the measured states and ,!2 the unmeasured states. 

Utkin (1992) proposed an observer of the form: 

(4.37) 

y = All~+A12!2 +Bll.:!.-Q (4.38) 
!2 = A21~+A22!2 +B2l.:!.+KQ 

Q is vector of components, U i = M sgn(j; i - Y j) i= 1.2" 'm, where m is the 

number of outputs. K E mn-m is a design matrix, where n is the number of states. 

{ 
= 1 if x ~ 0 } 

sgn(x) = = -1 if x < 0 (4.39) 
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The error between the actual and estimated states are ~y = ~-~ and ~2 = ~2 --!2 

~y = A 11 ~y + A 12~2 - ~ 

~2 = A21 ~y + A22~2 + K~ 

Consider the transform Ts = [Ip 
0 ] such that [ ~ ] = TS[ Y ] 

K In- p X2 X2 

The error in the system when transformed into the new co-ordinates becomes 

A, A" ~y = 11 ~y + 12~2 - ~ 
., A' A" 
~2 = 21 ~y + 22~2 

Page 72 

(4.40) 

(4.41 ) 

(4.42) 

With a large enough switching gain, M, a sliding motion can be set up on gy and after this 

time the error is reduced to zero, therefore the observer's error dynamics reduce to: 

~y = 0 
., A' , 
~2 = 22e2 

where Ai2 = A22 + KA 12. 

(4.43) 

By a suitable choice of the gain, K, the observer can be made stable. The convergence of 

the measured states is dependent on M, which determines how long it takes to reach a 

sliding mode. The convergence of the unmeasured states is determined by the selection 

ofK. 

4.8.2 Extension ofUtkin's observer for the induction motor problem 

The Section considers how it has been possible to extend the basic Uktin observer for 

linear systems to a bilinear plant. For the induction motor problem the two key matrices 

in this sliding mode observer design, A22 and Al2 , now contain bilinear terms. 

Consider first the design of K for the induction motor. 

U sing a prior knowledge about the motor the gain matrix is assumed to have the form: 

K=[ :~2 ~~ ] 
Therefore, the important dynamics in the new axis are given by: 

, [a4 + kla2 - k2n2(j) n4(j) + kln2(j) + k2a2 ] 
A22 = -n4(j) +kln2(j) +k2a2 a4 +k1a2 -k2n2(j) 

(4.44) 
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U sing a symbolic mathematics package, such as Maple, an expression for the 

eigenvalues can be produced. However, the result is a large expression which is not easy 

to work with. This can be simplified by further constraining the gain matrix. 

Assuming the gain matrix has the fonn K = [ ~ ~ ] 
the eigenvalues of Ai2 are then given by: 

A(e2) = a4 + a2k± J-(n4 + n2k)2m 2 
(4.45) 

For any k there will be a complex conjugate pair with a fixed real part, but with an 

increasingly large imaginary part, as speed increases. By choosing k = - ~; the 

speed-dependent term can be cancelled. This however results in the real part become 

numerically almost zero, and hence the observer is very slow to converge. 

Taking a gain k=O.l, in Eq. 4.45, and using the values for the traction motor the 

eigenvalues are A(e2) = -43.8 ± i3.72m. 

The extended sliding mode observer is set up in Simulink and run through a simulated 

start-up. An initial condition error is introduced between the plant and observer states, to 

excite the error dynamics of the sliding observer. Fig. 4.9 below shows the error in the 

state IsD and the motor speed, with a small initial condition error. The observer is given a 

gain M 100 and k=0.1 

~ 50~-------'~-------'------__ -' ________ 1I ______ ~ 

] 

°O~~----~1------~2------~3~------47-----~5 

50~------~------~-------.--------.-----~ 
Error in d axis stator current / A 

-500L-------L-------~------~------~4------~5 
1 2 T. / 3 Ime sec 

Figure 4.9. Plots of the error in the sliding mode observer's estimates of the direct 
component of the stator current and speed during a simulated start up. 
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Fig. 4.9. shows how the error in the state estimate initially decays to zero, following a 

sliding mode. However, as the speed increases a limit cycle oscillation is established 

which increases with speed. This behaviour is shown more clearly in the state trajectory 

diagram in Fig. 4.10. This observer is stable but at high speed it converges to a 

speed-dependent limit cycle. 

30r-----------~----------~----------~---------------~----------~----------~ 
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IZl Initial condition ..... 20 ~ 
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1:: 10 (1) 
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IZl 

s::::: 
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1-4 
0 
t= 

D.:l 
-20 

-30~----~------~--____ ~ ______ ~ ______ L_ ____ ~ 
-30 -20 -10 0 10 20 30 

Error in stator current, (d axis) 

Figure 4.10. State transition diagram showing limit cycle. 

4.8.3 Preventing the occurrence of limit circle at high speed 

The limit cycle in Fig. 4.10 can be shown to occur as a result of trying to design a sliding 

mode observer with oscillatory eigenvalues, see Appendix H. Therefore it is necessary to 

find a gain matrix K which does not give oscillatory eigenvalues to the observer's error 

dynamics at high speed. 

The one possible speed independent case for the observer gain, K=[ ~ ~ ], has been 

shown to be unsuitable, because the resulting oscillatory poles cause a limit cycle to 

occur. 

Consider then K [ 0 k], chosen with some prior knowledge about motor's structure. 
-k 0 

This results in pole locations of : 

Jk2 2 2 2 2 k2 2 A = a22 ± 0) n12 -0) n22 + al2 (4.46) 

by equating the expression under the square root to zero the poles can be fixed. 

This gives an expression for k as a function of speed: 
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(4.47) 

U sing speed-dependent feedback the poles can be fixed at A=a22, which for the traction 

motor is approximately -64. 

Fig. 4.11 shows the error dynamics both in the time-domain and as state trajectories for a 

range of gains, M 1000, 100 and 10, obtained from simulation with an initial condition 

error. 

Error in estimated stator current / A 

] : : : M=1000 1-3 : : : M=101_::E_: : M=10; 
Error in estimated rotor current / A 

: : j -:~ : : : : 1_~1E:-: ~--; 
3 4 5 0 1 234 501 234 5 

jt : : 
012 
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8~-~--~-----' 8 
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Time /sec 

-5 0 5 
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Time /sec 
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I 
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2 

0 

-10 -5 0 5 

Figure 4.11. Plots of error dynamics and state-trajectories for different switching 
gaIns. 

The greater the switching gain the stronger the attraction to sliding. If the gain becomes 

too small the states nolonger follow the sliding surface. However, high gains require 

small time steps and greater resolution in the simulation because of high-frequency 

chattering. 
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4.8.4 Comparison of sliding mode observer and parametrised observer 

One of the most commonly stated advantages of sliding mode techniques is the ability to 

reject noise. To consider this, the sliding mode observer is compared, in simulation, with 

the parametrised observer with Guassian noise, 20A rms on the stator currents, 2000A 

rms. Fig. 4.12. shows the results. 

Cfl 60 
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~ 40 l-I-< - -
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.:g 0 ~~~~~=-~--------------------~ 
°Od ~ 

JS 0 -50~ -
Cfl -
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Figure 4.12. State estimation error for the sliding mode observer. 

The greater the gain on the switching function the faster the sliding observer converges, 

but its sensitivity to noise is increased. With the low gain the observer's noise rejection is 

far better than the parametrised observer but the error convergence is slow. An analysis 

of the sliding observer is significantly more complex than that of Luenberger observers. 

The sliding mode observer uses a full order model, Eq. 4.38, but once it is sliding the 

system becomes a reduced order observer, Eq. 4.43. Dorling & Zinober (1983) compare 

the robustness of the sliding mode observer to noise and parameter changes against both 

the full and reduced order Luenberger observers. The sliding mode observer has a 

comparable sensitivity to parameters as the reduced order Luenberger observer, which 
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has a significantly lower performance than the full order observer. When noise is include 

however, the sliding mode observer is comparable with the full order method. The basic 

sliding mode observer does not produce a more robust design. It can however be 

extended by using linear feedback to stabilise the observer and then using the switching 

feedback to accomplish other objectives, Slotine et al (1987). Edwards & Spurgeon 

(1994) describe a design which uses the switching feedback to decouple matched 

uncertainty from the states. This work was later extended to detect faults, Edwards et al 

(1997). However using this design procedure it is not possible to produce a stable 

observer for the induction motor over the complete speed range. 

4.8.5 A continuous implementation by approximating the switching function 

The problem of high frequency chattering and the need for small time-steps are major 

limitations for sliding mode observer techniques. A common method of implementing a 

switched mode controller is to replace the hard switch with a soft switching function as 

given by Eq. 4.48. This can be extended to the observer design. 

{ 

= 1 if ku 2 1 

the switching function sgn is replaced with U= = ky: 
= -1 if ky: ~ -1 

( 4.48) 

The effect of the transition slope (k), can be shown by considering two extremes. Fig. 

4.13 shows the state trajectories with an initial condition error for k=1 and 10000. 
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k=10000 
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Figure 4.13. Error trajectory diagrams for the sliding observer with soft switching. 

If the value of k is too small the feedback remains in the linear (transition) region giving 

a linear observer. Too high a value of k and the feedback jumps across the linear region 

giving discontinuous feedback, which 'chatters' about zero error, like the 'pure' sliding 

mode observer. 
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Several other closed-loop methods for induction motor state estimation have been 

discussed in the literature and are summarised below for completeness. 

4.9.1 Multiple-model fuzzy observers 

Lopez et al (1997) present a fuzzy observer scheme, which uses TS[4.4] fuzzy models to 

represent the bilinear motor model. This consists of a set of models, covering a range of 

speeds, for each of which an observer is designed. This is done using a LMI[4.5) 

framework to ensure that when the outputs from the observers are combined the overall 

estimate is stable. This is able to constrain the error dynamics to a bounded region which 

becomes smaller as the number of models increases. The disadvantage of this technique 

is the computational burden involved in the use of the multiple observers when a similar 

design can be obtained by gain scheduling as proposed in Section 4.6.3. The 

computational load of this fuzzy technique cannot be justified unless it adds something 

of value which cannot be obtained otherwise. The advantage of this technique is that the 

formal design procedure guarantees stability. 

4.9.2 Kalman filter techniques 

The Kalman filter is a special case of an observer. It is designed to gIve optimal 

estimates of a plant's states in the presence of noise of a known distribution. Noise or 

disturbance signals are modelled as Gaussian or coloured noise on the states or outputs, 

with the distribution given in two co-variance matrices, Q for the plant and R for the 

measurements. The algorithm then calculates the feedback to minimise the effect of the 

noise on the estimated states. Atkinson et al (1991) consider a Kalman filter design for 

the induction motor; look-up tables are used to limit the amount of on-line calculations. 

Much discussion has centred on assigning the co-variance matrices for the noise in the 

measurements and the process, which remains largely arbitrary. It is important to 

understand from the outset what the design is trying to achieve, whether it is noise 

rejection on the outputs or robustness to model uncertainty. For the motor state 

estimation the largest co-variance is normally assigned to the process to reflect the 

uncertainty in model parameters, especially winding resistances. 

[4.4]Takagi-Sugeno. Takagi & Sugeno (1985) 
[4.5] Linear Matrix Inequality. Boyd et al (1994) 
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The Kalman filter method is restrictive in that it constrains the convergence rate of the 

error dynamics. Luenberger observers have the same problem balancing the conflicting 

needs of fast convergence and low sensitivity to noise, as discussed in Section 4.14. 

The basic Kalman filter design is computationally very intensive since it involves a 

matrix inversion or Ricatti equation solution. The calculation can be simplified by means 

of a look-up table of steady state gains against speed, but this means the filter is only 

optimal in steady state conditions. For the traction motor this would mean that during 

rapid transients such as the onset of wheel spin, the estimates are likely to be inaccurate. 

This is precisely the situation which must be avoided. 
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It is possible to augment the basic state-space model, given by Eq. 3.5. Using the 

dynamic equation for the load, Eq. 3.14 and the equation for the motor torque, Eq. 3.7 

the motor speed and torque can be made states of the model. The resulting state equation 

given by Eq. 4.49 is extremely non-linear, containing multiplications of states with 

states. The reason for wanting to 'augment' the states to include speed is that it can then 

be estimated. In practice the motor will be driving a load, so there will be an unknown 

load torque, TL. by assuming that this load torque is constant, T L = 0, it too can be 

augmented as a state. The resulting state equations are given as: 

IsD 

COr 

IsQ 
[B] 

IrD [ V'D] IrQ 
+ 

VsQ 
------ -------

COr o 0 

[A(co r, COe)] [0] 

---=pfrQ - f31";o- -6 -6 -:-0 -~a--

TL o 000:00 TL o 0 (4.49) 

Where a and p are constants relating the torque to speed, from Eq. 3.14 and 

A( COr'CO e) represents the state-space model in the appropriate form. 

The basic principle of the extended observer as described by Birk & Zeitz (1988) is 

simple. A local linearisation is performed about the present states. The model is 

differentiated about the present states to give a perturbation model. Next an observer is 

designed for the perturbation model. This is used to calculate the change in the states. 

The change is added to the previous states to give the updated values for the states. The 

feedback may be calculated using either a Kalman filter or Luenberger observer 

technique. This gives either the extend Kalman filter, Kataoka et al (1993) or Loron & 

Laiberte (1993) or the extended Luenberger observer as Brdys & Du (1991) or 

Orlowska-Kowalska (1989). Du et al (1995) point out that for Kalman filter based 

approaches poor selection of the co-variance matrix will result in bias errors and Ljung 

(1979) shows that the stability can only be guaranteed for a limited range of systems and 

inputs. The problem for these approaches is that the states are changing relatively 

rapidly. This makes assigning gains difficult since the linearisation is not always stable. 

The numerical complexity of extended observers is highlighted by the attempts at 

practical evaluation which have to be done off-line using recorded data, Du et al (1995). 
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The table in Fig.4.20 summarises the significant methods for induction motor 

estimation, both from the literature and the new methods considered in this chapter. 

state 

Name Axis States Feedback Comments 
Current model Synch. Is & <l>r Open-loop Simple, does not require voltages, sensitive to 

Rr andLm. 

Voltage model Synch. Is & <l>r Open-loop Simple, does not require speed sensor, 
contains pure-integral term. 

Compensated Synch. Is & <l>m Open-loop Has steady state error which is significant at 
Voltage model low speed. 

Linear Either Any Linear Only useable over small range of speeds. 

Bilinear Synch Is & Ir Bilinear L1+Lzill Oscillatory eigenvalues give undesirable 
behaviour at high speed, but very simple to 
implement 

Bellini Synch. Is & <l>m Fixed Reduced order, slow convergence at low 
speed. 

Parametrised Synch. Is & Ir Non-linear Fully assignable error dynamics. To avoid 
function numerical accuracy problem, gain matrix 

stored in lookup table. 

Sliding-Mode. Synch. Is & Ir Switching. Good noise rejection, requires short time-step. 

Kalman -filter Synch. Various Stochastic Can be optimised to reject noise on 
measurements or uncertainty in plant. 

Extended Synch. Is & Ir plus Linear about a Computationally intensive, stability hard to 
Rr> illr or 1; locallinearisation. prove since convergence can't be guaranteed. 

Fuzzy. Synch. Is & Ir Multi-model with Functionally equivalent to the speed 
fuzzy 'selection' parametrised observer, but computationally 

very intensive to implement. 

Figure 4.14. Table summarising various methods for estimating torque and flux. 

The open-loop current and voltage model methods are both simple electrical models of 

either the rotor or the stator circuits. The voltage model has the advantage of not 

requiring a speed measurement. The problems associated with the integral term in this 

method can be overcome for all but slow speeds, the compensated voltage model is used 

on the existing generation of EMU traction system. 

F or fixed frequency drives, the model is linear and standard linear techniques can be 

applied without problems. As long as the slip remains below a few percent, the 

observer's error dynamics will not alter significantly and any steady state error will 

remain small. 
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The method developed by Bellini was one of the first applications of state-space 

observer designs to variable speed drives, but this observer has slow error dynamics at 

low speed and is on the limit of stability at start up. 

The use of extended observers, either Kalman or Luenberger, has been much reported in 

the literature. Attempts to duplicate such work for this thesis has shown that much more 

work is needed since a method which guarantees convergence has not yet been 

demonstrated for all speeds. 

Fuzzy observers do not presently offer any significant advantage to compensate for their 

higher computational load. 

The sliding mode observer IS an extension of Utkin's original linear sliding mode 

observer. The feedback is characterised by a switching action, the computational load is 

relatively small but the timing of this is not periodic. To simulate the observer a very 

small time step is needed around the switching points. In Simulink this is not a problem 

since an integration routine with a variable time step can be used. For a real time 

implementation, however rather than using a fixed sampling time of the algorithm an 

'event' implementation would need to be adopted, in which the observer algorithm would 

be calculated in response to a zero crossing of the error. 

Three of the most promising methods, the bilinear observer, the parametrised observer 

and the Kalman filter, will be considered further using test-data from a real motor on 

test. The bilinear observer is the simplest and has the smallest memory requirement of 

the three methods, but its sensitivity to noise may preclude its use in anything other than 

simulation. The parametrised observer, by storing gains pre-calculated for speed, has full 

freedom for pole assignment whilst the Kalman filter techniques can be optimised for 

either measurement noise or process uncertainty. 
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To validate the observers it is necessary to consider some variable which is a function of 

both the measurable states and the unmeasurable rotor states. Rotor currents are not easy 

to measure and neither is flux, so it is convenient to use torque. The induction motor 

test-rig built for this thesis, whose development is described in Chapter 6, does not 

include a torque measurement and so cannot be used to validate the torque estimate. 

However, through a collaboration with Aalborg University in Denmark, a limited set of 

hardware test-rig runs were made available to be used for validation. The test rig 

consisted of a Danfoss inverter driving a 4k W induction motor loaded with a DC 

load-machine. Whilst torque is not directly measured the torque load produced by the 

DC machine is controlled. 

The data supplied from Aalborg is a set of load steps for use in off-line analysis. It 

includes supply voltage, frequency demand, motor speed, the three phase currents and 

load machine torque demand. The validation is limited to steady-state since only the 

demand load torque is known, not a dynamic measurement. The Aalborg rig does not 

include phase voltage measurements so they have to be reconstructed from the supply 

voltage, frequency demand and modulation index, as shown in Fig. 4.15. The data is also 

sampled and in each case initial conditions have to calculated for the observers, to limit 

the initial transient error caused by mis-match in initial conditions. 

requency 

o or spee 

Test-rig data 

x"= Ax"+Nmw+Bu+L(y-y") 
I-----------------f-,--.! y"=Cx" 

IJ

1 

Observer under test: 

Figure 4.15. Simulink diagram for off-line analysis of observers on real motor data 
including reconstruction of the unmeasured voltages. 
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0.8 seconds of data are available with a load step from 0 to 5Nm applied at 0.2seconds. 

The motor is driven with an electrical frequency of 50Hz, giving a synchronous speed of 

25Hz because it is a 4pole machine. The measured motor speed is shown in Fig. 4.16 
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Figure 4.16. Plot of motor speed during test. 

The following motor parameters were given for the motor on the test-rig. 

1.5kW 3phase AC induction motor 380V 150Hz, 

Rs = 5.140; Rr = 4.20; L1s= O.010H; L1r = O.012H; Lm= O.314H at 120°C; 

Number of poles pairs 2 and nominal magnetising current 2A. 
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The observer methods to be considered are the most promising of those outlined in this 

chapter, the bilinear observer, the Kalman filter and the parametrised observer. 

4.12.1 Lookup table observer 

The parametrised observer allows maximum freedom in assigning the Eigenvalues of the 

observer. For these tests two different observer poles locations are compared, two 

pole-pairs at -100 and -30 with -2000 and -200. The observers are set up in parallel 

using the reconstructed voltages, measured currents and measured speed. The estimated 

torque is shown in Fig. 4.17. 

Transient Steady State 
Initial 1 0 'Condition' 

e 5 I 

~ 
g 0 
g-
O 

E-- -5 

Transient 
Motor Oscillatory 

Steady State 

Poles @ -100 & -30 

-10L-__ ~ ____ ~ ____ ~ __ ~~ __ ~~ __ ~~ __ ~~ __ ~ 
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Time Is 

10~'--~~----~---.-----r~--.----'r----. ____ ~ 
Poles @ -2000 & -200 

5 I e 
~ 

Q) 0 
~ 
g-
o 

E-- -5 I 

-10L-__ ~ ____ ~ __ ~~ __ ~ __ ~~ __ ~~~~ __ ~ 
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Time Is 

Figure 4.17. Estimated torque for two different pole locations using the 
parametrised observer on real test data. 

The observer with the faster poles produces a smaller initial transient which decays much 

quicker, but it is more sensitive to noise, as expected. Both observers are able to track 

the underlying torque accurately, the oscillatory behaviour after the step is due to the DC 

load motor and the induction motor oscillating when the step in load torque is applied. 
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4.12.2 Bilinear observer 
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The bilinear observer is set up In Simulink, as shown in Section 4.7. It has two 

unassignable poles at -200±i10o\ and the assignable are placed at -2000 to compare with 

the second case of Section 4.12.1. 
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Figure 4.18. Estimated torque using the bilinear observer on real test data. 

The bilinear observer has a rapid decaying initial transient, which can just be seen to be 

oscillatory. This is because the motor is already rotating at 25Hz at the start of the 

available data and the observer poles are much more oscillatory than the parametrised 

observer. This observer is noticeably more sensitive to noise than the parametrised 

observer, this is discussed in detail in Section 4.13. 
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4.12.3 Kalman filter 

The Kalman filter algorithm is set-up in Simulink for evaluation on the test-data. The 

data is sampled at 1kHz which limits the Kalman filter algorithm to the same rate. The 

two co-variance matrices Q for the process and R for measurements, give the distribution 

of the noise and disturbances to the states. Two cases are considered with Q very much 

greater than R and vice-versa. Fig. 4.19 shows the torque estimates produced in each of 

the two cases. 
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Figure 4.19. Estimated torque for two case of co-variance matrices using the 
Kalman filter approach to estimate the states from real test data. 

By making the process co-variance matrix Q large the Kalman filter tracks the 

underlying torque characteristic with a minimal initial transient. However, it is clear that 

most of the noise in the system is associated with the measurements since the noise on 

the high Q case is very significant. As expected, by making R large the noise is strongly 

rejected but the dynamics become slow and there is a large initial transient. 
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4.13 Effect of gain matrix on sensitivity to noise and model uncertainty 

Assuming the motor model to be in the form given by Eq. 4.50 

.! = (A + NO))~ + By 

y=C~ (4.50) 

Consider the effect of measurement noise, model uncertainty, and speed sensor errors, on 

an observer. Eq. 4.51 shows the time domain representation of measurement noise given 

by 11., a modelling uncertainty represented by the matrix M, and an offset ~O) on the 

speed sensor measurement. 

~= ( A + N( 0) + ~O)) + M) ~ + By + L ( ~ + n) -~ ) 
y=C~ 

The error dynamics for this observer will become 

~= (A + NO) - LC)fl. + M~ + L1J: + ~O)N~ 

(4.51) 

(4.52) 

Eq. 4.52 gives the time domain expression for the error dynamics and driving terms. 

4.13.1 Noise 

Consider now the error equation in the frequency domain initially just for noise. 

e(s) = (sf - A + NO) - LC)-l Ln(s) 

= Gn(O))(s)n(s) 
(4.53) 

Where G nCO) )(S) gives the coupling between the state error and the measurement noise on 

the currents in transfer function form. This is also a function of speed. Figure 4.20. 

shows the gain of the terms in GnC 0) )(s) for the traction motor at three fixed speeds for 

both the parametrised and bilinear observer feedback. The poles of the parametrised 

observer are placed in pairs at -500 and -48. These have the same real values as the poles 

of the bilinear observer. 
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Figure 4.20. Gain plots for the transfer functions between noise and the state 
errors, for parametrised and bilinear feedback at speeds 3, 30 and 300rads-1

• 

The problem with the bilinear observer's sensitivity to noise, highlighted in Section 

4.12.2, is clearly demonstrated by the increasingly higher peak in Gn(ro\s) as the speed 

increases, whilst the sensitivity of the parametrised observer rolls off. It is also possible 

to consider the effect of bias on the current sensors by considering the DC gain of 

GnCro\s), from which is can be seen that there is no difference between the two observer 

designs. 

The location of the observer poles will also have an influence on the noise sensitivity. 

Fig. 4.21 shows the gain of the coupling matrix of sensor noise to the state error, for two 

different sets of observer poles in the parametrised observer. 
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Figure 4.21. Plots showing the noise sensitivity of the observers for two different 
pole locations. 

F or the faster poles the coupling between sensor noise and the states is increased. 
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4.13.2 Speed sensor errors 
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The state error for a small change in the speed signal is given by 

e(s) = (s1 - A + Noo - LC)-l Nl1oox(s) 
4.54 

= G LlO) (00) (s)xl1oo (s) 

F or speed sensor errors and also modelling uncertainty, (which is considered In more 

detail in Section 4.13.3, the error is a multiple of the states. The error will always be 

sinusoidal at the same frequency as the applied voltage. This means that the gains of the 

coupling terms are only of interest at the frequency of the applied drive[4.61. Since the 

motor has two pole-pairs the applied drive is twice the motor speed. Two possible speed 

sensor faults are considered. An offset error, by making 1100 constant and a gain error, by 

making 1100 a multiple of speed. The magnitude of the terms in G~(j)(OO )(s) are plotted in 

Fig.4.22a, this shows the magnitude of the error in the observer states for a lrads- l offset 

on the speed sensor. The magnitude of the terms in ooG ~(j)( 00 )(s) are plotted in Fig.4.22b, 

this shows the magnitude of the error in the observer states for a speed sensor which is 

reading double the correct value. 
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Figure 4.22 Gain plots showing the error in the observer states for a speed sensor 
fault, with parametrised and bilinear feedback in the speed range 1-lOOOrads-1

• 

At low speeds, both observers are equally affected. At a drive frequency greater than 

100rads-1 the bilinear observer is less affected by errors in the speed sensor measurement. 

To demonstrate this the two observers are simulated in parallel using the model for the 

traction system with the speed sensor reading 10% too high. Fig. 4.23 shows the motor 

speed, the motor currents and the errors for the observers during a simulated startup. 

[4.6] Ignoring harmonics. 
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Figure 4.23. States error for parametrised and bilinear observer with an error of 

10% on the speed sensor measurement. 

At low speeds both observers have similar performance. As the speed increases, the error 

for the bilinear observer is roughly a fifth of that of the parametrised observer. These 

results agree with the frequency domain sensitivity analysis shown. 
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4.13.3 Model uncertainty 

Up to this point model uncertainty has just been represented by the term M. The actual 

form of this matrix is dependent on the source of the error, it is unlikely that the M 

would simply be a multiple of A since it is the motors electrical parameters which 

changes. The two parameters most unlikely to change are resistance with temperature 

and magnetising inductance with saturation. Changes in the leakage-inductances would 

normally indicate a fault, but are likely to be very small even for significant faults. 

Considering the resistances first. Eq. 4.55 gives an expression for M in terms of changes 

for the stator and rotor resistances. 

(4.55) 

For example, assuming a 20% increase in both the resistance parameters this gives: 

[ 

-13.4 0 9.5 

M= 0 -13.4 0 
12.9 0 -9.7 
o 12.9 0 

The observer state error resulting from a change M is given by Eq. 4.56. 

e(s) = (sf - A + Nro - LC)-l Mx(s) 

= GM(ro)(s)Mx(s) 

(4.56) 

Fig. 4.24 shows the gains for the transfer functions between the actual states and the 

observers error, for both the parametrised and bilinear observers. 
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Figure 4.24. Gain plots for the transfer functions between changes in resistance and 
the state errors, parametrised and bilinear feedback for speeds l-lOOOOrads- l

• 

There is a significant difference between these two observer methods when faced with a 

change in resistance due to a temperature change. Initially, at low speeds the bilinear 

observer is slightly better. Beyond a drive frequency of 10 rads-1 the bilinear observer is 

significantly better and remains so across the full range of operating frequencies shown. 
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These results can be verified using the simulation. The observers were set up in parallel 

in Simulink with the motor resistances increased in magnitude by 20%. The resulting 

motor currents, speed and the state errors for the two observers are shown in Fig. 4.25. 
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Figure 4.25. Error in estimated states for the parametrised and bilinear observers 

with a 20% increase in Rs and Rr• 

Both observers are sensitive to changes in resistance at low speeds. At high speed the 

bilinear observer is less sensitive than the parametrised observer, but both have generally 

good performance. Fig. 4.26 shows that altering the pole locations has little effect on the 

low speed sensitivity. 
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Figure 4.26. Plots showing the sensitivity to changes in resistance for the 
parametrised observer with two different pole locations. 
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For magnetising inductance, M is a much more complex function of Mm. Hence, rather 

than trying to find a symbolic expression it is evaluated numerically for a 1 % change in 

Lm· Also the input matrix B is a function of the electrical parameter Lm and will therefore 

add a second driving term to Eq. 4.56. 

~= (A + Nro - LC)(}. + M! + M3y' (4.57) 

M= -0.01461(0 0.0171 -0.01461(0 0.0074 d M3= 0 

[ 

0.0171 0.01461(0 0.0074 0.01461(0 1 [ 1 

0.01 -0.01461(0 0.0043 -0.01461(0 an 0.59 
0.01461(0 O.oI 0.01461(0 0.0043 0 

It is desirable to attempt some form of simplification before proceeding. At low speeds 

«20rads- l
) M3 will be significantly larger than M. However, the applied voltage, 1:i., will 

be small compared with the currents, ,K , because of the volts per Hertz control, making 

M,K predominant. At speeds greater than 20 rads- l the speed-dependent terms in M will 

dominate, so only these will be considered. 

~~ (A + Nro - LC)(}. + M! where M=sgn(N)ro if ro > 10 with volts-per-Hertz control. 
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Figure 4.27. Gain plots for the transfer functions between errors in the parameter 
Lm and the state errors, for parametrised and bilinear feedback in the speed range 

10-1000rads-1
• 

These results suggest that at high speeds the error in the parametrised gain observer 

caused by a change in the magnetising inductance is greater, whilst at low speed the 

parametrised observer is slightly better. These comparisons of course, rely on the 

validity of the assumptions made for M and M3. This can be verified more easily in the 

time domain. Both the observers were simulated with the Lm term increased by 10%. The 

resulting motor currents, speed and the state errors for the two observers are shown in 

Fig. 4.28. 
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Figure 4.28. Error in estimated states for the parametrised and bilinear observers 
with a 20% increase in Lm. 

There is little apparent difference between the estimation errors two observer types. This 

is not expected from the frequency domain results. This suggests that the assumptions 

made were over simplifying what is in fact a very complex phenomenon. The relevance 
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of these results is not important enough to justify further exploration, as the sensitivity 

being considered here is the sensitivity only to mis-identification of the non-saturated 

magnetising inductance and not the effect of saturation in operation. This is further 

explained in Section 8.3, but in summary the effect of saturation cannot be modelled by 

simply altering the magnetising inductance as a function of the flux, Brown et al (1983). 

4.14 Observer design for state estimation 

For estimation a high gain observer is generally required. This combines fast 

convergence of the state estimates with low sensitivity to model uncertainty. The 

drawback of high feedback gain is that the observer becomes sensitive to noise on the 

measurements. For most applications the model mis-match is more of an issue than 

measurement noise. A commonly used compromise for this is to assign the eigenvalues 

of the observer's error dynamics to be three times the real parts of the motor poles, Bird 

& Zelaya-del a-Parra (1996). 

For the induction motor the observer design is complicated by the speed-dependent 

dynamics of the model. The motor model is strongly bilinear, therefore to obtain 

desirable dynamics the feedback gain must be altered with the motor speed. To get the 

maximum flexibility the feedback matrix can be pre-calculated and stored in a lookup 

table for a range of speed. 
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4.15 Summary 
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For the traction system the two controlled variables of torque and flux are not direct 

measurements and have to be estimated. Initially, open-loop estimators, which are 

usually used in practise, are considered. Open-loop estimators are based on electrical 

circuit equations for the induction motor. Using a bilinear state-space model for the 

motor modem control theory can be applied. Bellini was one of the first to apply state 

feedback to design a state observer for an induction motor. This chapter reviews several 

other observers from the literature and proposes several novel designs which exploit the 

structure of the bilinear model, the characteristics of the various methods are 

summarised. 

The three most practical methods are identified as the Bilinear feedback observer, the 

parametrised feedback observer and the Kalman filter. Using off-line data from an 

induction motor test rig the three methods are compared. From this it is obvious that 

there is a trade-off between the conflicting requirements of high feedback gain to give 

low sensitivity to model-mismatch and low gain to give high noise rejection. This is 

either in the pole location of the observer or in the relative magnitudes of the co-variance 

matrices for the Kalman filter. Only a limited amount of test data was available so 

detailed evaluation of the observers on real hardware is limited. The chapter ends by 

developing frequency domain sensitivity analysis for the observers with respect to noise, 

speed sensor errors and parameter changes. The result of this analysis is supported by 

time domain simulation. 

This final Section has presented two basic methods for comparing observer designs, 

calculating the coupling between noise and uncertainty to the state estimation error in the 

frequency domain and time domain simulation. In each case the sensitivity is effected by 

the motor speed and the location of the observer poles. In selecting the 'best' observer 

design knowledge of the actual application must be included so that a compromise 

between the various conflicting requirements can be made. This section has shown the 

methods necessary to made such an evaluation. 



Chapter 5: 

Sensor fault detection 

The aim of this chapter is to develop techniques for sensor fault-tolerant 

estimation of torque and flux. The first topic considered is the type of 

faults which a sensor may be subject to. There are three types of sensors 

in the traction system to consider, current, voltages and speed. Initially, 

simple parity equation methods are considered for both continuous and 

intermittent faults. Since the control system requires an observer to 

estimate unmeasured states the use of observer based fault detection 

techniques is a logical progression. The main focus of this chapter is the 

use of model-based methods for sensor fault detection. From the diverse 

range of model based FDI techniques the most suitable methods are 

selected and developed. These are demonstrated in simulations and their 

sensitivity to faults is assessed to enable comparison on the grounds of 

complexity, capacity and sensitivity. The chapter ends by considering 

methods which can be applied to the speed sensor. 
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Any practical control system will rely on sensors which in simulation are normally 

considered to be ideal. Earlier sections of this thesis have described simulations in which 

physical values are just connections on a Simulink block diagram. In practical 

applications sensors are physical devices which will have limitations on range and 

bandwidth and also will be subject to faults. Sensor fault detection has been identified as 

one area of the traction system in which there is scope for further work. 

5.1 Types on sensor faults 

A generic sensor may be subject to disconnection, changes in gain and bias, clipping or 

slew-rate limits and noise and interference, see Fig. 5.1. 
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Figure 5.1. Types of sensor faults for a generic sensor. 

8 0 

0 

A specific sensor may have fault modes unique to its physical construction, such as the 

speed sensor. The speed sensor is a toothed wheel pick-up and may suffer from missing 

teeth or disk eccentricity, as illustrated by Fig. 5.2. 
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Figure 5.2. Types of sensor fault specific to the speed sensor. 

5.2 Simple sensor checks 

For disconnection a simple threshold detection could be applied. For the traction sensors 

this may prove unreliable because of the variable amplitude of the measurements and the 

PWM waveforms. Detection of intermittent disconnection would also be difficult. Other 

methods such as peak detection and taking the mean of a sliding window could be used 

to detect gain and bias changes. Whilst these methods can be used for fault detection, the 

problem of fault correction would still remain. Some of the limitations of these simple 

methods are demonstrated in Section 5.3. It is possible to consider the use of analytical 

redundancy within the measurement set to ensure that a valid measurement or estimate is 

always available, wherever possible. To exploit the analytical redundancy in the 

measurements, model-based techniques are discussed in Sections 5.4-5.6. 
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5.3 Parity equation method 
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The induction motor must obey Kirchoffs laws, the sums of the three phase voltages and 

the sums of the three phase currents must be zero at all times. There is no connection to 

the centre of the windings the conditions given by Eqs. 5.1 and 5.2 must hold. 

fa +h +Ic == 0 

Vab + Vbc + Vca == 0 

(5.1) 

(5.2) 

A fault can be detected by a non-zero sum of the measured currents[5.l] or voltages. By 

comparing the mean value of the three sensor outputs a fault can be isolated (uniquely 

located). Any imbalance in the fault-free system will be small compared with the peak 

current. The effect of a sensor fault, once isolated, can be corrected by estimating the 

faulty sensor measurement from the other two. For example an estimate for a current can 

be obtained from rearranging Eq. 5.1 

(5.3) 

5.3.1 A sensor fault-tolerant torque and flux estimation scheme 

Fig. 5.3 shows a simple single sensor fault detection and correction scheme which would 

be situated between the measurement and the estimator in front of the estimator, to 

perform a parity check on the sensor data. Each sensor output is compared against the 

mean peak value of all three outputs. If anyone deviates by more than a few percent it is 

deemed to have failed. The sensor's actual measurement is then replaced by an estimate 

generated from the other two sensors. 
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Figure 5.3. Block diagram of single sensor fault correction scheme. 

[5.1] This assumes that there are no significant leakage currents, which is reasonable since any leakage 
currents will be small compared with the phase currents. 
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This scheme is set-up in Simulink. Fig. 5.4 shows the effect of the correction scheme on 

the torque error during a one second disconnection of the Ia sensor. For comparison both 

the bilinear observer and the estimator responses are shown. 
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Figure 5.4. Plots of torque error with and without parity equation sensor 

correction, also showing difference between estimator and observer. 

There will be a delay in detecting the sensor fault because the residual has to be envelope 

detected, as described in Appendix 1. This results in an error being passed to the observer 

which excites its error dynamics. Once this transient decays the effect of the sensor fault 

is removed from the estimate of torque and flux. Without correction, the torque estimate 

is meaningless during a fault. The existing estimator has significant transient dynamics 

which are excited by the error being passed to it during the detection delay. Replacing 

the estimator with the bilinear observer improves the situation significantly. If the fault 

is intermittent then this would continually re-excite the transient making the estimate 

unusable. 

This section has shown the parity equation method applied to current sensors, for voltage 

sensors the methods and results are similar and are therefore not shown. 
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5.4 Model-based methodsfor sensor fault detection 

Since the induction motor has already been modelled it is logical to consider the use of 

model-based techniques for fault detection. 

5.4.1 Types of faults acting on a plant 

There are three main types of fault which can affect a system under feedback control: 

• Actuator faults which directly affect the input to a plant. 

• Sensor faults which directly affect the measured output from a plant. 

• Process faults which alter the plant dynamics. 

The classical state-space fault model has the structure shown in Fig. 5.5. 

Faults Disturbances/Uncertainty Faults 

U(t) ~ ~i--I--I ~~ pL I ~ ~ I Y(t)~ 
Actuators Sensors 

Figure 5.5. Block diagram of the classic state-space fault model. 

Within this classification the three types of traction system faults mentioned in Section 

2.5 are clearly distinct. The power electronic faults correspond to actuator faults, the 

induction motor and mechanical faults are effectively plant faults and the 

instrumentation faults are sensor faults. 

5.4.2 Current and voltage sensors 

The current sensors are standard output sensors as given in the classic FDI structure in 

Fig. 5.5. The voltage sensors have a different interpretation in the state-space model; 

they are sensors measuring the inputs to the plant, as shown in Fig. 5.6. The controller 

output is a modulation demand for the inverter. Since the inverter is not modelled, the 

drive voltages which are actually applied to the motor must be measured. 

Faults 

Vet) 

Faults 

U(t) 

Actuators 
Wavefonn generator 
& Power electronics 

Sensors 
Phase-to-phase 
voltage sensors 

Faults 

......---L-----. I ( t) 
Plant 

. Sensors 
InductIOn motors Phase current sensors 

Figure 5.6. The difference in type between the current and the voltage sensors. 
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5.4.3 Model based fault detection 
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There are a range of model-based techniques, Patton (1997, et al 1998). The two largest 

groups are parameter identification and observer based methods. Parameter identification 

attempts to estimate plant variables whose change would be indicative of a fault. 

Observer methods use error feedback to force a model to track the plant; any divergence 

between the plant and the model is used to indicate a fault. Observer methods are better 

suited to sensor and actuator faults which cause erroneous feedback or inputs to the 

parallel model. The parameter identification method is more suited to plant faults, or 

parameter deviations. In both methods, further processing is often needed to isolate a 

fault once it has been detected. Since an observer is already required in the traction 

system the use of observer based techniques is a logical next step. 

With observer-based fault detection the idea is to generate a set of residual signals which 

are non-zero in the presence of a fault and zero in the fault-free case. 

{ 
0 if system fault free 

r(t) = 
"* 0 in the presence of faults. (5.4) 

The classic FDI residual generation structure is shown in Fig. 5.7 as given by Patton et 

al (1989). 

Actuator faults 

u(t) Inputs 

Residual 
L..----I~ Generator 

Sensor faults 

t---.-... y( t) 

Detection 
Logic Detected faults 

Figure 5.7. Block diagram of model based faults detection. 

Estimates from the observer are compared against measurements from the plant to 

generate the residual signals. Faults can then be isolated by applying simple logic to the 

residuals. Ideally, the residuals will be sensitive to a single fault and insensitive to noise 

and uncertainty. There is a large range of design techniques to achieve better isolation, 

rejection of disturbances and insensitivity to modelling uncertainty, Patton & Chen 

(1993). Most of the techniques are only suitable for linear systems. For the bilinear 

induction motor problem many of these techniques would become much harder to apply. 
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The simplest scheme is called the Dedicated Observer Scheme (DOS), Clark (1978) This 

comprises a bank of observers each driven by just one sensor. If a fault occurs on the 

dependent sensor then the residual becomes non-zero. If a fault occurs on a 

non-dependent sensor the residual is unaffected. The main advantage of this scheme is 

that the fault isolation is easily achieved. However, as shown in Section 5.10 and 7.8 the 

DOS method has several drawbacks. The robustness of the scheme is poor and the fault 

sensitivity is relativity low, since much of the design freedom is used in isolating 

residuals. 

A more sophisticated technique is called the Generalised Observer Scheme, (GOS), 

Frank (1991). This uses feedback from a subset of sensors for each observer making 

them independent of a subset of faults. This increases the work which is involved in 

isolating faults but leaves more design freedom to accomplish other aims. Both of these 

methods will be considered in this chapter. 

5.5 A dedicated observer scheme for current sensors 

For this method a bank of observers is designed with each one using feedback from only 

one sensor. If a fault occurs on the dependent sensor then the residual generated by the 

observer will become non-zero. If the fault occurs on a non-dependent sensor there will 

be no effect on the residual. This scheme, whilst being less robust than other more 

generalised schemes, does give residuals which are dependent on a single fault. However 

most of the available design freedom is used in decoupling the faults. 

F or the induction motor this will require three observers, one for each phase current 

sensor. The motor model has to be altered slightly so that the outputs are the three phase 

currents in the phase-to-ground orientation, see Appendix A, for derivation of transform. 

Ib = Cabe sD where Cabe = -0.4082 0.7071 0 
[ 

Ia 1 [I] [0.8165 0 0 

Ie IsQ -0.4082 -0.7071 0 

The input voltages must also be transformed from three phase-to-phase voltage into the 

two axis phase-to-ground voltages, using the transform given in Appendix A. 
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5.5.1 Designing an observer with single sensor feedback 

Two possible observer feedback designs will be considered. The bilinear design which 

offers a simple implementation and the parametrised design which gives more freedom 

for pole placement. 

Bilinear feedback. The feedback is designed using the same technique as Section 4.7 

the observer is of the form given by Eq. 5.5 

" 
~= (A + Nro) ~ +L{ro )Ca (-! -!) + By' 
1\ " 
y= Ca-! 

(5.5) 

where Ca=[ 0.8165 000 ] and L(ro )=LJ+roL2 

With only one sensor there are insufficient degrees of freedom to assign all the observer 

poles. At zero speed the rank of the observability matrix is 2, which means that only two 

poles can be assigned arbitrarily. Fortunately, the other two poles are stable, so the 

detectability condition is met. By choosing the feedback matrix to fix one of the poles 

for all speeds the resulting behaviour of the second assignable pole must be accepted. 

The error dynamics of the observer are given by Eq. 5.6: 

(5.6) 

Using the same observer design technique as in Section 4.7 the feedback gain matrix Lis 

chosen to cancel the first column of these. The observer poles are a function of speed. 

For the traction motor one eigenvalue is fixed at -60, a second is constrained along the 

real axis between -113 and -65 and two break out into a complex pair of -48±i3.92ro. 

Parametrised observer. This observer has the same form as Eq. 5.5. However the gain 

matrix L( ro) is pre-calculated for a range of speeds using the Matlab 'place' command 

and stored in a look-up table. As mentioned previously, with only one sensor being used 

for feedback the observability matrix is rank deficient at zero speed, with only two poles 

freely assignable. For all non-zero speeds all four poles are fully assignable. Observer 

poles are chosen as -210,-200,-48,-49. With only one output measurement being used it 

is not possible to place poles in pairs. As the observability matrix is rank deficient at 

zero speed the gain matrix at ro=O is calculated for a small positive value, 

ro=O.OOOlrads-J • Using this gain at zero speed results in pole locations -211,-199, 

-48±0.2i, which is only a small deviation. 
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Fig. 5.8. shows the terms in the parametrised gain matrix L(m )=[L],L
2
,L

3
,L

4
]Transpose • 

x1cf x10
4 

x10 4 x10 4 
5 3 -1 r----,------, -1 L2 L3 

3 -2 
2 

1 
-30~----~~--~ 1~--~--~ 

250 500 0 250 500 0 250 

-3 

500 -50=----=25=0----5=100 
Speed Irad/s Speed Irad/s Speed Irad/s Speed Irad/s 

Figure 5.8. Gain matrix terms for DOS observer using parametrised feedback. 

5.5.2 Residual generation and isolating faults 

The residual signal is required to be zero in the fault-free case and non-zero in the 

presence of a fault. Consider the observer which only uses the A phase current sensor for 

feedback. The observer uses the sensor fa to estimate a complete state vector from which 
A A A 1\ 

it calculates currents fa, h and fe as well as a residual signal Ra = fa - fa. For the three 

possible sensor faults the residual signals are shown in the table in Fig. 5.9. 

Fault Residual 

1=0 " 
a Ra = -fa 

fb=O R=O a 

1=0 c R =0 a 

Figure 5.9. Table of residual values for disconnection of each sensor. 

By subtracting the estimate from the A dependent observer from the measured value of 

the A sensor a residual signal is generated. If the dependent sensor becomes 

disconnected the residual will be predominantly a sinusoidal signal. By amplitude 

detection of the residual a fault can be detected, as shown in Fig. 5.10. 

1 -

a 

Errpr between observer 
and measurement Absolute value 

-11:...-----=0"""".2---=-0."'-:-4---..,,0:'-::.6:----0=-.8:::----'·1 0 0.2 0.4 0.6 0.8 1 0 

Time/s Time/s 

Apply envelope detection 

0.2 0.4 0.6 0.8 
Time/s 

Figure 5.10. Plots showing how the error signal is converted into a residual. 
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Three further observers are needed with each using a different sensor for feedback. In 

this way faults on each phase can be detected and isolated. Fig. 5.11 shows the residual 

signature for each sensor fault using three observers. 

Residual Ra ~ Re 
E~ 

1=0 a :;to 0 0 

1b=0 0 :;to 0 

1=0 c 0 0 :;to 

Figure. 5.11. Table of residuals for each possible sensor disconnection. 

Two further observers have to be designed each using just one of the Ib or Ie sensors. 

5.5.3 Setting up the other two observers 

Rather than trying to design the gain matrices for Cb=[0.8 -0.4 0 0] to produce suitable 

locations for both the assignable and the unassignable poles, a transform of the problem 

will be used. The directions of the D and Q axes with respect to the A, B and C phases of 

the motor are totally arbitrary. By rotating the D and Q axes by 1200 the B sensor can be 

rotated to make it independent of Q, as shown in Fig. 5.12. This means that the same 

gain matrix can be used so that each observer has the same error dynamics. 

Ia 

Ic 4.. Ib 
"0' t5~ 

1200 Rotated 
system 

Figure. 5.12. The rotation of the reference axes to make the B sensor independent of 
the Q axis. 

The input voltages have to be rotated using the transform in Eq. 5.7. 

[ ~ L = [ ~~:g~~~ ~~:g~~1 ] x [ ~~ L (5.7) 

The output states have to be rotated back, using the inverse transform of Eq. 5.7. 
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The Simulink model of the rotated axis observer for the B current sensor is shown in Fig. 

5.13. This method has the advantage that the error dynamics of each observer will be the 

same. Likewise a rotation of 2400 is used to make the observer for the C sensor. 

v (t) r-I -- -.. 

1200 rotation 

Ib(t)~-l--aI 
1200 rotation 

standard 
reference frame 

/\ 

Ib(t) transformed 
reference frame 

~.........,X(t) 

1200 rotation 

standard 
reference frame 

Figure 5.13 Simulink block diagram of B sensor dependent observer. 

5.5.4 The complete scheme 

Each observer estimates a complete state vector. Whilst this is unnecessary for fault 

detection it is convenient for correcting the sensor faults. A phase current sensor fault 

can be corrected by replacing the measured value by an estimate from by one of the other 

observers, which are independent of the faulty sensor. 

The aim of this work is not just to detect defective sensors, since this can be done simply 

using a parity equation. The aim is rather to obtain fault-free estimates of torque and flux 

in the presence of sensor faults. To achieve this, the estimates of torque and flux are 

calculated from the state vector of the observers which is independent of the faulty 

sensor. Initially, the scheme uses the A sensor observer to generate the required motor 

state estimates. If it fails the system switches to the B observer and if this also fails the 

system switches to the C observer. The complete Simulink model for the dedicated 

observer scheme correction method is shown in Fig. 5.14. This is then subjected to a 

sequence of multiple faults on the current sensors. 

Reconfiguration 

Complete state vectors 

Figure 5.14. The Dedicated observer scheme applied to the motor model and 
problem of estimating torque and flux with current sensor faults. 



Chapter 5: Sensor fault detection Page 110 

Fig. 5.15 shows the torque error during a sequence of simulated current sensor faults. 

Each sensor malfunctions individually, then sensor malfunctions in pairs and finally all 

three malfunction together. 

E 
1~--~--~----~ __ ~ ____ ~ __ ~~~ __ ~ 

~ 
-: o. 
g 
Q) 

s 0 ~ ~--------II~~--------------~----------~III 

.5 
~-O.5 
Q) 

::s 
8"' 
~ -10~-------"------~-----------L---------L--------L----------.l---IJillI <UAL-__ ---' 

2 4 6 8 10 12 14 16 

8 
Time /sec 

2 4 6 10 12 14 16 

Figure 5.15. Plot showing the torque error using the DOS method for current 
sensors for a sequence of multiple faults. 

With the DOS method, when a disconnection occurs, the system switches to another 

observer which is independent of the faulty sensor. When the sensor returns to normal 

operation, the dependent observer has a large error in its estimation which takes time to 

decay. If the system switches back to this observer too quickly then an error occurs in the 

estimate, as shown in the Fig. 5.4. The solution to this is to select the estimates from the 

observer whose residual has the smallest value. The DOS method applied to the 

induction motor is able to detect faults on all three sensors and correct for any two. This 

is unlike the parity equation scheme which can only detect and correct single faults. 
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5.5.5 Comparison of DOS method and simple parity scheme 

Intermittent faults are difficult to 'see' in the sensor measurements because of the 

switching noise from the PWM signals or harmonics from squarewave drive. However, 

they still affect the controller. To compare the DOS method with the simple parity 

equation approach the two schemes are subjected to a string of rapid intermittent 

disconnections on multiple sensors. The resulting error in torque estimate is shown in 

Fig. 5.16. 

\- Disconnected 1 1 

I-

Connected 

I -I 

S Parity equatio scheme 
3 0 
- I------------------~Mnh 
'"" g 
(]) 

(]) 
;:! 
C'" 

1 1 I -

-

I 

5-10c-________ L-______ ~L_ ______ ~ ________ ~ ________ _L ________ ~ 

~ 10~~~~~--~--~--------~------_,------~------~ 
~ \-Dedicated observer scheme 1 1 1 

-

'"" g 0 (]) r----------------------------------------------------------
(]) 
;:! 
C'" 
'"" 

-

o 
~ -10L---------L-1--------L-1------~1--------~1---------~1------~ 

o 0.5 1 T.1.5/ 2 2.5 
Ime sec 

3 

Figure 5.16 Plots of the measured Ia phase current, the sequence of intermittent 
faults and resulting torque estimation errors from the two schemes. 

The DOS method is able to cope with the intermittent faults since within a few sample 

periods, the estimates are switched to an unaffected observer. The resulting error in 

torque is extremely small, less than 10-3 Nm, this is using the observer with the minimum 

residual for the estimate of the complete state vector. The parity equation method has a 

large error which is passed to the estimator each time a fault occurs. The DOS method 

would encounter difficulty with multiple intermittent failures on multiple sensors, since 

each individual observer takes a finite time to converge sufficiently after a fault on the 

dependent sensor. If intermittent faults occur on all sensors within this time then no 

reliable estimation of the torque is available. If the intermittent faults are constrained to 

two observers then there is no minimum separation time. 
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5.6 The unknown input observer for voltages sensors 

F or each sensor in tum the other voltage sensors can be treated as unknown inputs, the 

observer will estimate the motor states. If there is an error between the estimate and the 

actual measured output then there is a fault on the voltages sensor upon which the 

observer is dependent. The unknown input observer is a well developed technique, Chen 

et al (1996), the problem in this case is again the bilinear nature of the model. 

5.6.1 Design of an Unknown Input Observer for linear model. 

Initially, consider the design of Chen & Zhang (1991) for a linear state-space plant with 

the unknown disturbance input d(t) but with a known distribution to the states E. 

The state space equation for this is given by Eq. S.8 . 

.!(t) = A~(t) + By.Ct) + ErJ.(t) 

yet) = C~(t) 

The observer proposed by Chen et al (1991) has the general form. 

~(t) = F~(t) + TBy'(t) + KJ!.(t) 

~(t) = ~(t) + HJ!.(t) 

The estimation error in this observer is given as. 
/\ 

(S.8) 

(S.9) 

~(t) = .!(t)-.! (t) 
= (A -HCA -Kl Ck(t) + [F- (A -HCA -KIC)]~(t) (S.10) 

+ [K2 - (A - HCA - Kl C)HJr(t) + [T - (I - HC)]By.(t) + (HC -l)ErJ.(t) 

This will reduce to ~(t) = Fg.Ct) if the following conditions are met. 

i (HC-l)E=O 

ii T=I-HC 

iii F=A -HCA -K1C 

iv K2 =FH 

The design procedure can be summarised as: 

For condition i if CE is non-square then use the left pseudo-inverse 

H=E(CEt 

where ( )+ denotes the left pseudo-inverse, such that 

(CE)+ = [(CE)T(CE) J-1 
(CE)T 

Condition i can be met ifrank(CE) = rank(E) . 

• With H now determined to meet condition i, T can be calculated. 

(S.11) 

(S.12) 



Chapter 5: Sensor fault detection 

• Substitute T=I-HC into condition iii. 

F=AI -KIC 

where A 1 = TA and KJ can be found using a pole placement routine. 

• K2 can be calculate from F and H. 

Page 113 

(5.13) 

(5.14) 

The residual generator is obtained by subtracting the observer's estimate of the measured 

states from the actual measured states. The Simulink block diagram for the residual 

generator is shown in Fig. 5.17. 

2r-~--------------------------+-~~ 

outputs y(t) 

Sum1 
residual 

r(t) 

Figure. 5.17. Simulink block diagram of the residual generator observer. 

5.6.2 Extending to the Bilinear Model 

The unknown input observer design must be extended to account for the bilinear terms in 

the induction motor model. The matrix AJ in Eq. 5.13 becomes AJ=T(A+Nro). The gain 

matrix K J is found using bilinear feedback to cancel the first two columns in the error 

dynamics as used in Section 4.7. 

The feedback K2 is also now bilinear and is calculated from F and H as before. 

For this specific design example there is an advantage in using the Phase-to-Ground 

reference plane. This alters the state input B matrix which relates the three phase 

voltages in phase-to-phase form to the observer states which are 2 axis currents in phase 

-to-ground orientation. See Appendix A for details of the transformations. 

1.6123 

B=103 

-1.5456 
o 

o 

o 
2.7925 

o 
-2.677 

-1.6123 
o 

1.5456 
o 

Note that the first and third columns lie in the same direction but have opposite sign[5.21. 

By making this the distribution of the unknown input it is possible to decouple two input 

sensors with a single unknown input. 

[5.2] Assuming that the motor is balanced, so the quadrature components of V ab and V ca cancel. 
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The unknown input vector becomes. 

1.6123 
o 

-1.5456 
o 
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As A1=T(A+NO)) and the closed-loop observer matrix is given by F=A1-KJC, this means 

that speed-dependent feedback is needed to stabilise the observer. Again either 

parametrised or bilinear feedback can be use. Using bilinear feedback the gain matrix K
J 

IS gIven as: 

K 1 =Ll+L20) (5.14) 

where L[ = TA(l:4,[:2) - A[ ~ ~ land L2 = TN(l:4,[:2) 

The F and K matrices in the observer, shown in Eq. 5.9, now have the bilinear structure: 

F = (TA - Ll C) + (TN - L2C)0) 

K = (TAH - Ll CH + Ll) + (TNH - L2CH + L2)0) 

(5.15) 

(5.16) 

The eigenvalues of this observer are not fixed, but remain in the stable left hand plane. 

With A=-50 the loci of the observer's poles with speed are a fixed pair at -50 and a 

moving pair mirrored in -25.8 which form a complex conjugate pair beyond 0)=7. At 

high speed these tends towards 25.8±i3.920), using the parametrised feedback method 

both F and K would have to be pre-calculated and stored in look-up tables. However, all 

four poles would be fully assignable. 
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The method is now the same as the DOS observer for current sensors, three observers are 

set up each using one voltage sensor to produce a residual. By rotating the axes of the 

d-q two phase system by 1200 it is possible to make an unknown input observer which is 

dependent on Vea only. A further 1200 rotation and the observer is dependent on Vab only. 

This has produced a set of three observers each only dependent on one sensor. Each 

observer has the same dynamics. The complete scheme as implemented in Simulink is 

shown in Fig. 5.18. The state estimates used to calculate torque and flux are taken from 

the observer with the smallest residual. Note that this scheme does not actually 

reconstruct the value of the failed sensors, which the DOS method did for currents, this 

may be a limitation if the phase-to-phase voltages are needed elsewhere in the control 

systems. 

sequence 

I----I~ 1c=::=J 11==101 I--__ --~ 
~ ~--~ 

Mechanical model 
Inertia + Load 

Vab dependent 

Complete state vectors 

Detected failure vector 

Residuals Select 
minimum 

Vca dependent 

Unknown input observers 
I Residual generators 

Figure 5.1S. Top level Simulink block diagram of the three unknown input 
observers and the failure correction scheme. 
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5.6.3 Testing the unknown input based voltage sensor fault detection scheme 

The three observers were set up in Simulink and tested. Each voltage sensor was made to 

malfunction in tum, then in pairs and finally all three together. This was done during a 

simulated start-up with the train accelerating from rest, Fig. 5.19 shows the detected 

faults and the error in the torque estimate. 
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I I I I 

I- -50 

o A t III 

-50 I- II~~II -

0 2 4 6 8 1b 12 1.1 16 
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Figure 5.19 Plots of faults induced, faults detected and the error in torque estimate. 

At low speeds one of the observer's eigenvalues is slow. Hence the initial fault on the A 

sensor takes longer to clear than the later ones which occur at higher speeds. Note the 

settling time marked on Fig. 5.19 for the fault on Vab. 

F or estimating torque and flux this scheme can be made tolerant to up to two voltage 

sensor failures by simple switching to a functioning observer. Regenerating the correct 

sensor value is harder. For one sensor fault this could be done by the use of Kirchoffs 
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law as before. In the present Networker control system the voltages are only used by the 

estimator, therefore this is not a significant limitation. As with the current sensor scheme 

intermittent faults can be corrected, although at low speed the time taken for the observer 

errors to settle down again is relatively long, typically O.Is. 

5.6.4 Other applications of the DOS methods 

During a meeting with engineers from a major traction equipment manufacturer, the 

following question was raised 'many of our systems have proven reliability but the 

market is very competitive, can we use DOS methods to reduce the cost of 

instrumentation ? ' 

The DOS methods are less robust and more sensitive to nOIse, this has been 

demonstrated in Section 5.10. and Section 7.8. The test-rig results show that for a small 

motor the DOS method is not suited to FDI since its sensitivity to faults is also low. 

However, this does not prevent its use for control estimates, since for low cost 

equipment, performance is less important. For simple control loops requiring a 

measurement of torque, the DOS method, although sensitive to nOIse, has limited 

transient errors. However the effect of the reduced robustness would have to be 

considered for the specific application. 
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5. 7 Generalised Observer Scheme for current and voltage sensors 

The DOS for current sensors and UIO method for voltage sensor faults are limited in that 

for each method it is assumed that one set of sensor is fault free. This section considers a 

method which combines the fault correction for current and voltage sensors. 

Using the GOS method, three observers are designed, each using two out of the three 

voltage and current sensors and the speed dependent feedback method for an observer. 

For the induction motor problem Kirchoffs laws can be applied to produce an observer 

which is independent of one of each type of sensor. No special observer design is 

needed, this method could be used with any of the observers outlined in Chapter 4. 

However for simplicity the bilinear observer is considered. 

Using Eq. 5.1 and 5.2 one sensor from a set can be estimated from the others. For 

example by estimating fa and V ba an observer is made independent of faults on these 

sensors. 

Xa 

~stimate Biline~ observer 
one sensor and reSIdual generator 

Figure 5.20. Diagram of single observer made independent of two sensors. 

Sensors fb and fe are used to generate an estimate of fa called faest, the observer generates 
1\ 1\ 1\ 

an estimate of the complete state vector from which the sensor estimates fa, f band f e are 
1\ 

produced and the residual signal is Ra = faest- fa. The table in Fig. 5.21 shows the six 

possible faults and their residual signals. 

Error faest 
1\ 

Ra fa 

/=0 a fa fa 0 

fb=O -/ * e *fa *0 

/=0 e -fb * *fa *0 

Vab=O fa fa 0 

Vbe=O fa *fa *0 

Vea=O fa *fa :;t:0 

* From Kirchoffs law, faest = -h - fe 

Figure 5.21. Table of residuals for the six possible single sensor disconnections. 
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With two more observers, using estimates of Ib plus Vbe and Ie plus Vea respectively, an 

estimate of the state vector and unique set of residuals can be obtained in the presence of 

any single fault, see Fig. 5.22. The complete scheme contains a block of signal 

processing logic, which selects the state estimate from the observer with the smallest 

residual. The block diagram for this complete scheme is shown in Fig. 5.23. 

--

Residual ~ Rb Rc 
E~ 

fa and or Vab ° *0 *0 
fband or Vbc *0 ° *0 
fcand or Vca *0 *0 ° 

Figure 5.22. Table of residual signatures for the six possible single sensor 
disconnections. 
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Figure 5.23. Block diagram of Generalised Observer Scheme for detecting and 

correcting sensor faults. 
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The traction system is subjected to a simulated sequence of disconnections on each 

sensor, this is shown in Fig. 5.24 with the resulting error in the torque estimate. 
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Figure. 5.24. Diagram of fault sequence and resulting error in torque estimate. 

Note that there is a small glitch when a sensor malfunctions. There is no transient 

induced because, as soon as the fault is detected the torque estimate is switched to 

another unaffected observer. What is not shown here is the time taken for an affected 

observer to reconverge after the fault disappears. If sensor faults occur on different 

sensors the observers will not have reconverged. For the faults occurring with 1 second 

separation, as in Fig. 5.24, there is no problem. The graph in Fig. 5.25 shows the 

transient error in torque as the separation decreases. 
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Figure 5.25. Diagram showing the effect of minimum separation between failure on 
different sensors. 

5.8 Multiple sensor techniques 

Whilst it is possible to produce an observer which uses only one current and one voltage 

sensor this is not practicable since the observer would have very complicated error 

dynamics. This would make an observer dependent on just two sensors. Using nine 

observers in a bank up to two pairs of failed sensors could be corrected. 

By using two sensors to estimate the third measurement it is possible to make an 

observer which is independent of a pair of either sensor types and one of the other. This 

gives several possibilities; using three observers a scheme can be set up which is able to 

correct anyone sensor failure, with six observers any two sensor failures and with 

eighteen observers any three sensor faults[5.31• However, this final scheme is clearly 

impractical on the grounds of computational load. Each observer would generate a 

residual, this would then be passed to a block of logic to select the state from the one 

with the minimum residual. 

[5.3] excluding three sensors of the same type, ie all three current sensors. 



Chapter 5: Sensor fault detection 

5.9 State trees scheme 
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As suggested in Section 5.8 the capacity exists to tolerate faults on 'two of one and one 

of the other' for voltage and current sensors. The overall scheme is impractical. However 

by assuming that only one sensor fault can occur at a time then it is not necessary to 

detect all combinations of faults. At any given time the instrumentation system is said to 

be in a 'state', when a sensor fails or returns to normal this results in a transition which 

takes the system to another state. Initially, with all sensors functioning it is only 

necessary to monitor for a single voltage or current sensor fault. In the general case it is 

necessary to monitor for a current sensor failing or voltage sensor failing or returning to 

normal operation. At any given moment upto five possible transitions need to be 

monitored for. 

F or each state there are several possible transitions which can occur after an event. An 

event is defined as a sensor failing or returning. Fig. 5.26 shows a 'state-transition tree' 

for the fault diagnosis problem. Depending on the state of the system different observers 

will be needed. In any given state the observer must provide three functions, correct 

estimation of the state, detection for any new failures, and monitoring to check for the 

return of prior failed sensors. 

Three of one type failed 

1------------, 
1 s~ States 1 

1 

1 T T .. 1 

1 ----+ ranslstlOns 1 

1 _____________ I 

J c 
Fi:~re 5.25. State transition diagram for detecting and correcting all possible 

combination of sensor faults. 
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It is not intended to show the complete design since this would be repetitive. This 

scheme is overly complex for the application, but it does represent an important aspect 

of the theory of fault-tolerance, reconfiguring with the usage of the last-known good 

states and the timing problems this encompasses 

Consider the initial starting condition, with all the sensors functioning 

State: S} 
Task: 
Observer required: 

All sensors functioning. 
Monitor all sensors for fault. 
R}: Dependent on la, Vab, & V be 
R2: Dependent on Ib, V be' & Vea 
R3: Dependent on Ie, Vea, & Vab 

Resid. 1 Resid.2 Resid.3 Transitions. 

Fault on Ia :;t:0 

Fault on Ib 0 

Fault on Ie 0 

Fault on Vab :;t:0 

Fault on Vbc 0 

Fault on Vca :;t:0 

State: S2 
Task: 

Observer required: 

0 0 T} 

:;t:0 0 T} 

0 :;t:0 T} 

:;t:0 0 T2 

:;t:0 :;t:0 T2 

0 :;t:0 T2 

One current sensor failed (IJ 
Monitor for return of failed current sensor. 
Monitor remaining sensors for another failure. 
R} : Dependent on la, Vab, & V be 
R2: Dependent on Ib, V be' & Vea 
R3: Dependent on Ib, Vea, & Vab 
R4: Dependent on Ie, Vea, & Vab 

Resid.l Resid.2 Resid.3 ResidA Transition 

Fault on Ia :;t:0 0 0 :;t:0 T6 

Fault on Ib 0 :;t:0 :;t:0 :;t:0 T6 

Return of Ie 0 0 0 0 T3 

Fault on Vab :;t:0 0 :;t:0 :;t:0 T7 

Fault on Vbc :;t:0 :;t:0 0 :;t:0 T7 

Fault on Vca 0 :;t:0 :;t:0 :;t:0 Tg 

And so on, for the various states. 
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Each state will have a different set f b d d· o 0 servers epen mg on which sensors are 

available and which of the already faulty sensors are being monitored. This scheme will 

require two different types of observer, the DOS and UIO methods, and up to five 

observers in parallel, (two monitoring and three following functioning sensors). The 

basic scheme will have a bank of observers which can be reconfigured depending upon 

the present tasks for the current state. A reconfigurable observer is shown in Fig. 5.27, 

with all the necessary gains to form either of the observers given by Eq. 5.13 or 5.17, in 

any rotation. 

Figure 5.27. Diagram of reconfigurable observer. 

The complete scheme requires five reconfigurable observers. Each observer generates a 

complete estimated state vector and a residual. This residual is passed through an 

envelope detector and the minimum selected. A function called 'process' then selects the 

appropriate transition or not to change. The function called 'reconfigure', when a 

transition occurs, gives the appropriate commands to reconfigure the observers, reset the 

integrators to the last known accurate estimate and change the function 'process' to detect 

a different set of faults. Any unused observers are set to give a large positive residual so 

that they are discounted from the selection process. Fig. 5.28 below shows the resulting 

Simulink structure. 

The Matlab command set yaram is used by the function reconfigure to change the 

values of the matrices whilst the simulation is running. Since, when a fault occurs not all 

the residuals are affected at the same time, a block called 'deglitcher' is needed. Once a 

change is detected there is a short delay before the scheme is allowed to reconfigure to 

ensure that the correct action is taken. During this time correct estimates are still 

available from the observers but no other fault can be catered for. 
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Figure 5.28. Simulink block diagram of complete systems. 
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5.10 Comparison of residual fault sensitivity for DOS and GOS methods 

This section compares the two main methods discussed in this chapter, DOS and GOS, 

for sensor fault tolerance. The two methods do not necessarily have the same sensitivity 

to faults. Using simulation it is possible to obtain a relationship between the sensor fault 

and the size of the residual as a function of motor speed. 

5.10.1 Current sensor disconnections 

The DOS and GOS methods are simulated in parallel and run through a notch four start 

up. For both observers one of the dependent current sensors is disconnected. The 

resulting residuals are plotted in Fig. 5.29. 

5000~------~--------~--------~------~ ______ --, 

4000 

3000 
A phase current 

2000 
GOS method residual 

1000 
DOS method residual 

0.4 GOS method residual 

0.2 DOS method residual 

°0~~~~~5~0------~1~070------~1~50~----~20~0~----~2~50 
Speed /Rad/s 

Figure 5.30. Plots of normalised residuals against motor speed for the GOS and 
DOS methods. 
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The DOS method has lower sensitivity to sensor faults, for comparable convergence 

rates for the error dynamics. This is be to expected since most of the available design 

freedom is used in isolating the fault, so that each observer is only sensitive to one fault. 

The observer sensitivity to a particular fault is likely to be a function of the pole 

locations. To demonstrate this the tests were repeated with three different sets of poles. 

The resulting residuals are shown in Fig. 5.31 normalised for current. 

Poles -100,-110,-30 and -35 
1~~--~--~~w=~ 

Poles -500,-450,-50 and -55 Poles -1000,-1050,-80 and -95 
1 .--~-~-~-~-~ 1 .--~_~_~ ___ ~ 

0.8 

0.6 

0.4 

0.2 

00 
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Figure 5.31. Plots showing the relative sensitivity of the DOS and GOS methods to 
sensor faults for different observer poles locations. 

As the poles of the observer's error dynamics become increasingly fast the sensitivity of 

the observer is reduced. 

It is also possible to compare the use of bilinear and parametrised feedback. The results 

for the GOS method using the two types of feedback and based upon the same real pole 

locations for the observer dynamics, -500,-500,-48 and -48, are shown in Fig. 5.32. 

0.6~------~~~--~~-------.--------.-----~~ 
Ratio of the Residual to the hase current 

0.4 

GOS Bilinear residual 
0.2 
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Figure 5.32. Plots showing the relative sensitivity to sensor faults for different 
observer feedback methods. 

At low motor speeds the two schemes have similar sensitivity. At higher speeds the 

parametrised observer is more sensitive. For fault detection low gains are desirable or 

else the error feedback is sufficient that the observer is forced to track the fault, which 

reduces the residual. For example consider the DOS residual given by: 

" 
Ra=Ia-1a (5.17) 
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If there is a sensor disconnection on the dependent sensor, making 10=0 the residual 
"-

reduces to -1 a· If the observer has sufficient gain, the feedback will force the estimate of 

10 to track 10 and the residual will then tend towards zero. 

It is not sensible to compare the two methods for their sensitivity to faults alone. In 

simulation the GOS method is clearly more sensitive to faults. However, for a real 

application it is the difference between the magnitudes of the fault and the fault-free 

residual which enables a fault to be detected. For example, to compare both schemes in 

the presence of noise on the measurements, the noise sensitivity of the observers must be 

considered. Using the method outlined in Section 4.13.1 the noise sensitivity of the GOS 

and DOS observers using parametrised feedback are plotted, in Fig. 5.33, for a fixed 

speed of200radls. 
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Figure 5.33. Plots for the magnitude of the coupling between measurement noise 
and observer error against frequency for fixed speed of 200rad/s. 

The DOS observer is significantly more sensitive to noise on the current sensors. The 

DOS method for fault detection is worse than the GOS method for two reasons. Firstly, 

smaller residuals are generated for comparable faults, secondly greater fault-free 

residuals combine to make the detection problem harder. This is illustrated in Fig. 5.34. 

Residual 
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Fault-free 
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Detection 
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Ime Ime 

Figure 5.34. Sketch comparing the GOS and DOS met~?~s when ~aced with noise 
on the measurements. Illustrating how greater sensItivity to nOise and lower 

sensitivity to faults of the DOS method makes detection much harder. 
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5.10.2 Voltage sensor disconnections 
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The GOS method and the VIO for voltage sensors can be compared in the same way as 

previously used for current sensor disconnections. 

2 Ratio of the Residual to the Phase current 

1 

VIO 

O~ ____ ~ ______ ~ ______ L-____ ~ ____ ~ 
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Figure 5.35. Relative magnitude of residuals for GOS and UIO methods. 

The GOS method is much more sensitive than the VIO method for voltage sensor faults. 

Again the same issues of pole location and observer sensitivity would need to be 

considered before making any definitive comparison. 

The very low sensitivity of the VIO to voltage sensor faults is clearly demonstrated in 

practice on the test-rig in Section 7.8, where the fault residual is barely greater than the 

fault-free residual. 
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5.11 Summary of current and voltage sensor fault detection methods 

GOS DOS Combined State-tree 
Capacity Single fault on either Two faults on one type 6 observers Two plus one of 

type of sensor of sensor at least any two other. 
3 observers 
at least anyone 

Advantages Guaranteed stability Makes better use of Able to cope with Only five observers 
available redundancy in simultaneous faults. are needed 
the motor model 

Drawbacks Minimum separation Poor fault detection Implementation 
time between failures performance due to very complicated 
(though very short) lower sensitivity to Cannot handle 

faults and greater simultaneous 
sensitivity to noise. disconnections 

Suitability Occasional faults. Only one type of sensor Heavy intermittent Continuous loss of 
subject to faults faults on multiple multiple sensors 

sensors 

All four methods allow a choice of bilinear or parametrised observer feedback. The 

bilinear method is easy to implement and requires minimal memory and computation, 

but for comparable poles, it is less sensitive to faults and more sensitive to noise. 

The GOS method is simply a bank of three identical observers preceded by estimation 

of a sensor measurement. This method can be used with any of the observer designs in 

Chapter 4, and has subsequently been done using fuzzy observers, Lopez et al (1997). 

The DOS methods make better use of the available redundancy in the motor model to 

decouple two of either type of sensor. However, the DOS method is significantly less 

sensitive to faults and more sensitive to noise making detection harder. The three 

observers needed to be designed using three rotated sets of axes, to give each observer 

identical error dynamics. 

The DOS and GOS methods can be combined to give better capacity but the number of 

observers required increases as the number of failures allowed increases. In order to limit 

the number of observers it is possible to use a state-tree of reconfigurable observers to 

monitor for changing sensor conditions. Both of these methods are probably too complex 

for the application in this study. 
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5.12 Observer design for fault-detection 

The choice of observer feedback not only affects the convergence rate, nOIse and 

parameter sensitivity, it can also be used to accomplish other design goals. The unknown 

input observer has similar error dynamics but is designed to completely reject a single 

disturbance direction. This produces an observer for fault detection which is independent 

of two out of the three voltage sensors. Similarly a fault detection observer for current 

sensors can be designed by using a single sensor for feedback. However, both these 

designs have been shown, in Section 5.10, to be less sensitive to faults and much more 

sensitive to noise than the standard observer. There is a limited amount of flexibility in 

the feedback design which can be used to obtain a desired objective, but this is at the 

expense of performance in other areas. 

For fault detection a high observer gain is shown to be undesirable, since it forces the 

observer to track the fault condition. This considerable reduces the magnitude of the 

fault residual. There is a fundamental conflict between the design requirements of 

observers for estimation, discussed in Section 4.14, and those for fault detection. 
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5.13 Tolerance to speed sensor faults 

5.13.1 Incorporating the speed sensor into a state-space FDI scheme 

So far two types of sensors have been introduced, voltage sensors which measure the 

inputs and the current sensors which measure the outputs of the plant, see Section 5.4. 

The speed sensor is of a third type since it is supplying measurements of the bilinear 

input, (Or in the model given by Eq. 3.4, see Section 3.2.5. To make a fault detection 

observer for the speed sensor would require an observer which is independent of the 

sensor. It is possible to design feedback for an observer which is independent of speed, 

as discussed in Section 4.5. However, the observer itself is dependent on speed since 

there are still speed terms in the model. The following sections discuss several methods 

for handling of speed sensor fault . 

5.13.2 Detecting faults in the speed measurements 

Since the speed measurement should change relatively slowly it could be threshold 

detected for disconnections, or statistical techniques used to detect intermittent 

disconnections. As mentioned in Section 5.1 the speed sensor is subject to two specific 

types of faults, missing teeth and eccentricity. To detect these faults. frequency domain 

techniques (spectral analysis) can be considered. Whilst setting up the test-rig, described 

in Chapter 6, the speed sensor was damaged, this provided an opportunity to observe the 

effect of this in both the time and frequency domains. The opto-wheel had been 

accidentally bent whilst fitting it to the motor shaft. Fig. 5.36 shows both the time 

domain signal and spectral content of the resulting speed measurement, with the motor 

driven at 30Hz, giving a motor speed of 89rads-1
• To evaluate the effect of missing teeth 

the damaged disk was straightened and then 8 of the 512 slots were covered with 

masking tape, Fig. 5.37 shows the results of doing this. 
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Figure 5.36. Spectral components of speed measurements with opto-wheel 'bent'. 

The bent disk gives a predominantly sinusoidal disturbance around the correct speed. 

The total count per revolution is unchanged and therefore the 'mean' of this signal will be 

the correct value. The exact spectrum of the speed measurement is dependent on the 

physical nature of the distortion of the disk and the effect of the spacing of the slots. 
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Figure 5.37. Spectral components of speed measurements with ten slots on 
opto-wheel covered. 

With missing slots, the measured speed stays at the correct value with drop-outs only 

when the missing slots pass through the detector. The measurement can be corrected by 

considering a window of samples and ignoring any samples which significantly deviates 

from the mean. The spectrum of this has a high harmonic content and hence the two 

types of faults can be distinguished. 
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On the traction system, redundant speed sensors are available. It is necessary here to 

describe the layout of the EMU's traction equipment in slightly more detail than that 

given previously in Section 2.1. For a typical four carriage EMU two carriages will be 

powered. Each of these has two bogies and each with two motors and powered axles. 

The two motors on each bogie are powered from the same inverter. Under good adhesion 

conditions the two motors are mechanically locked together by the rails and their speeds 

will be the same. Each motor has its own speed sensor which gives some hardware 

redundancy to handle errors. At present the highest reading is used as the measurement, 

because the nature of the sensors is such that most common faults give low readings. 

This gives no protection against two sensors reading low or one spinning due to dirty 

wheels or inefficient braking. It is therefore useful to consider how the speed sensor fault 

can be detected. The GaS method for voltage and current sensors can be extended to 

include the speed sensor, by using different speed sensors for different observers. 

5.13.4 Estimation of speed 

To incorporate fault detection of the speed sensor with only one sensor available it is 

necessary to consider ways to estimate the speed measurement. 

Open-loop estimators. Several papers detail the design of speed estimators, the basic 

principle is given by Sathiakumar et al (1996). This is based on the open-loop estimator 

equations described in Section 4.2. By using the voltage model to estimate the direct and 

quadrature components of flux it is then possible to substitute flux into the current model 

equation to obtain speed. This method is subject to problems arising from the pure 

integration term in the voltage model. Shirsavan & McCulloch (1996) rearranges the 

state-space motor equation to obtain speed as the solution of a quadratic equation of the 

motor states. Y 00 & Ha (1996) presents a more complex method based on the estimation 

of flux, without pure integration by exploiting a novel polar co-ordinate frame. Zamora 

and Garcia-Cerrada (1996) considered the sensitivity of these estimator methods to 

changes in motor parameters and presents practical results from field tests. 
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Extended observers. Du & Shields (1993) considers an extended observers which is 

augmented to make the motor speed a state variable. The use of extended observers has 

already been discussed, they are computationally very intensive and convergence 

conditions for the induction motor case are not guaranteed, see Section 4.10 for 

discussion of this. 

Frequency domain methods. Using the model in the two axes bilinear fonn, as 

described in Section 3.2 there are no harmonics of the motor speed present in the stator 

currents, only harmonics of the drive frequency. The physical construction of the rotor 

with the bars will give rise to an air-gap flux concentrated near to the bars, called the 

'slotting effect'. As the rotor rotates, the stator currents will have hannonics of the slot 

frequency from air-gap flux distribution induced onto them as a function of speed. These 

harmonics have a very low magnitude compared to the drive frequency and PWM 

harmonics. Brudny & Rogers (1995) describes a method of isolating the motor speed 

from the measured current only. The required frequency is extracted with a phase-locked 

loop but very high measurement resolution is needed. Ferrah et al (1993) considers the 

use of an additional sensor to obtain a better measure of the slot frequency. This method 

is based on incorporating a measurement from an axial flux leakage sensor, which is a 

coil mounted concentrically on the motor shaft, with an improved method of obtaining 

the frequency spectrum, rather than the discrete Fourier transfonn, to obtain the slot 

frequency. These methods require relatively high resolution measurements and are 

computationally intensive. 

5.13.5 Using the estimate of speed 

On detecting a· fault in the speed sensor the estimates of torque and flux can be switched 

to those from an open-loop estimator. The controller bandwidth would need to be 

reduced to attenuate any undesirable transient dynamics. In this way the system could 

continue to operate with reduced perfonnance until maintenance can be arranged. The 

various methods of sensor fault tolerance can be combined into a single scheme which 

when subjected to faults progressively degrades the control perfonnance, whilst making 

the best use of available measurements. 
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5.14 Sensor fault tolerance in the traction system 

The traction system function is not defined as safety-critical, although safe operation is 

essential because of the potential hazards of the high power and voltages. The scheme 

shown, in Fig. 5.38, would make use of the available redundancy in the traction system's 

instrumentation. For current or voltage sensors analytical redundancy can be used to 

estimate the motor torque and flux in the presence of faults. For speed sensors, hardware 

redundancy can be used initially. A fault in the second sensor would be handled by 

estimating the speed, to handle the poorer quality of the estimate the controller 

bandwidth would have to be reduced. 

All sensor functioning 
Normal Operation 

(J 
Lose current I voltage 

Use independent estimate 
No loss of performance 

() 
Lose 3 currents I voltages 

Shutdown inverter 
Continue reduced power 

~ 
Lose speed 

~ ,.. 
Hardware redundancy 

Unable to detect slide on axle 
~ 

~ 
Lose 2 speeds 

~ 
Estimate speed 

Reduce controller bandwidth 

(J 
Lose current I voltage 

Use Kirchoffs law 
Possible glitches in estimates 

Figure 5.38. Fault tree for sensor faults, with progressive degradation of control 
systems 
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5.15 Summary 
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This chapter focuses on sensor disconnections which whilst abrupt, and hence should be 

easy to detect, can be very brief in duration or intermittent. Initially simple parity 

equation methods are detailed. These have significant limitations when faced with 

intermittent faults. Model-based methods are a much reported technique for sensor fault 

detection and isolation. Since observers have been proposed as a means of improving the 

estimation of control variables the use of a observer based fault detection scheme is a 

logical progression. 

Firstly methods based on the dedicated observer scheme (DOS), are considered. These 

use a bank of observers each with feedback from a single sensor to make isolation simple 

when a fault occurs. The current and voltage sensors are shown to be different types of 

sensors in the classical state-space fault model, different methods have to be used for the 

two types. These methods have the limitation that they assume the other type of sensor 

to be fault free. 

Using Kirchoffs laws a current or voltage sensor output can be estimated from the other 

two of that type. This enables an observer to be made independent of two sensors to 

produce a generalised observer scheme, (GOS). This consists of a bank of observers, 

each of which uses a different subset of the available sensors. 

The capacities and relative merits of the approaches are compared along with some 

possible hybrid schemes. From the methods covered in this chapter several possible 

application areas are covered. 

The GOS method is best suited to general applications, where single sensor 

fault-tolerance is needed. 

The DOS method has greater capacity for detecting multiple sensor faults but is more 

sensitivity to noise. A possible application for the DOS method is to reduce the number 

of sensors on a low-cost low-performance drive. 

The reconfigurable observer method is computational complex but offers the greatest 

scope for reconfiguration. It's application area would be for systems where maintenance 

is not possible and the need to maintain some level of functionality exists. 
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This chapter shows how residual sensitivity can be analysed and combined with the 

observer sensitivity results from Chapter 4 to make comparisons between methods under 

more realistic conditions. 

Attention then shifts to the speed sensor which is shown to be of a third type since it 

supplies a measure of the bilinear terms in the model. The chapter ends by discussing 

how the speed sensor can be incorporated into the generalised observer scheme or how a 

progressive degrading scheme could make use of an estimate of speed. 



Chapter 6: 

Building a hardware test-rig 

This chapter outlines the setting up of a hardware demonstrator to go 

beyond simulation to explore the practical implementation of the 

model-based techniques. The choice of hardware has been limited, 

but the use of a powerful DSP card and real-time workshop for 

Matlab has enabled the setting up with minimal effort on the 

software side. 

The main body of this chapter concentrates of two aspects, building 

the additional electronics and identifying the model parameters for 

the motor. The power electronics for the inverter and the 

instrumentation have to be designed and built. This must fully exploit 

the capabilities of the available DSP card and overcome the 

limitations of it. Secondly the motor model must be identified and 

validated. 
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6.1 Demonstrating model based/ault detection techniques 

So far the sensor fault-tolerant observer techniques developed in Chapter 5 have only 

been demonstrated in simulation. However, there are various factors which mean that 

whilst something may be possible in simulation it cannot be achieved in practice. For 

example noise on measurements, uncertainty in model parameters, finite computing 

power and sampling. 

Implementation of the techniques developed in this study of the traction system is not 

immediately possible, firstly due to lack of resources and secondly due to the safety 

aspect of the high power systems. An important intermediate step was considered to be 

the design and construction of a small scale hardware test-rig. It was first necessary to 

generate sufficient interest to secure funding for this stage of the project. 

Model-based techniques are not new but they have not been readily taken up by industry. 

A possible reason for this is that much of the work has focused on the limitations of such 

techniques, namely the reliance on the model. Consequently, a lot of theory has been 

developed to tackle this, see Section 5.4 for further discussion, most of which is 

mathematically very complex. Industry is reluctant to take the more complex methods 

onboard without a demonstration of the basic concepts. 

To explain model-based FDI several presentations were given with results presented in 

the form of graphs as in Fig. 5.15. The major problem with this format of presentation is 

the time it takes to assimilate what these graphs represent, how the signals shown were 

generated and the basic theory of the underlying method. To overcome this problem a 

'live' demonstration was developed in the form of a graphical front-end to the Simulink 

simulation. This consisted of a schematic diagram of the inverter output and motor 

showing the sensor locations, a block diagram of the FDI method, residual traces and the 

switching to select the best set of estimates. The graphics where produced using the 

Matlab handle graphics features. A typical screen shot is shown in Fig. 6.1. After using 

this demonstration several times in presentations, the response from industry became 

more positive. Limited resources were then made available to build a hardware 

prototype. This shows the importance of exploiting modem computer tools to produce 

interactive demonstrations for both teaching and demonstrating academic work. 



R1 

R2 

R3 
I , I I 

- - - - - - , - - - - - - -,- - - - - - - T - - - - - - -. - - - - - -

- T1- - J,.- ------t ------~ ---: ------
12 ' - - - - - - -;- - - - - - - ~ - - - - - - ~ - -

....______L--

- - - - - - -:- - - - - - -

~ 

~ "'" ~ / 
~ 

-, ,R3 

T2 

'-----',Rz 

------.-------,-------~------~------
I I I I 

I • , I ------T-------,-------r------,-------
, I I I 

, " 

, , , 
______ .J. _______ , _ _____ _ L ______ ..J ______ _ 

,----~;--------~'----------~'------~~~--~--
I:: SII mate , , , 

- - - - - - .. - - - - - - -1- ______ ~ ______ ... ______ _ 

: ' I t 

Tl 

13 '~ 
Select 

Figure 6.1. Screen-shot showing demonstration program. 

L--T--"Til' 

() 
~ 
Q) 

'U 
r-+ 
CD ..., 
Q) 

CO 
c 
a. 
:::J 

co 
Q) 

~ 
Q) ..., 
a. 
:E 
Q) 

CD 
r-+ 
CD 
en 
r-+ 

I ..., 
co· 

'1J 
0> 

co 
CD 
~ 

~ 
~ 



Chapter 6: Building a hardware test-rig. 

6.2 The hardware 

Page 142 

The sensor fault-tolerant algorithm is run in real-time using measurements taken from a 

hardware test-rig. The test-rig consists of a three phase AC induction motor driving a DC 

motor as a load. The 3 phase voltages are supplied from a PWM inverter. The first major 

choice in setting up the test-rig is that of the required scale. By using a low power motor 

the rest of the design is simplified and the cost keep to a minimum. The motor selected 

was a O.2kW 3 phase 4 pole induction motor manufactured by ABB Motors Ltd. This is 

considered to be very small for 3phase induction motors. It is not practical to use a motor 

of the same level of power rating as the real traction motor, such motors are typically 

rated at several hundreds of kilowatts. With this in mind it seemed logical to choose the 

smallest possible motor. 

The next major decision was the choice of the computing hardware. This has three main 

tasks, data acquisition, running the algorithm and output of results. These must be 

carried out within the limited time between samples. A DSP kit and Matlab real-time 

toolbox were made available for use. These contained a DSP and support hardware on an 

IBM-PC expansion card, made by the German firm D-Space GmbH with software tools 

compatible with Matlab. 

With the motor and computer chosen this finalised much of the overall design. The 

outline of the test-rig is shown in Fig. 6.2. 
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Figure 6.2. The major components of the hardware test-rig 
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6.2.1 The D-Space Real-time Toolbox and DS11 02 DSP development board 

The DSP hardware consisted of a Texas Instrument TMS320C31 single precision 

floating point DSP on an IBM-PC expansion card with additional onboard hardware. 

This provides four analogue inputs and four analogue outputs, a 16 bit digital 10 port 

plus an auxiliary DSP. This 'slave' DSP is a TMS320P14, which can be programmed to 

perform 'intelligent' 10 functions such as PWM generation, position encoding and 

frequency measurement or synthesis. It operates at a clock rate independent of the main 

DSP and so can implement functions rapidly without placing an overhead on the main 

task. For example, a 100Hz motor control loop can run on the main DSP with the 

switching signals for a 10kHz PWM being produced independently by the slave DSP. 

F or this application, the PWM generation waveforms and opto-encoder decoding 

functions are handled by the slave which significantly reduces the external hardware 

without loading the main task. 

On the software side, the Real-time Toolbox provides two levels of code generation, 

generation of C language code from a Simulink block diagram and then compiling to 

assembler and linking the object files with a real-time core and 10 handling routines 

before downloading onto the DSP. The toolbox also provides two programs called Trace 

and Cockpit which enable data to be read from and passed to the DSP whilst it is 

running. The toolbox functionality is shown in Fig. 6.3. 

~ Real-time Workshop 
~ .,I.mal;, C ,ode ...... "., 

I C Code for model I 

~ 
Real-time Workshop 

C to D-Space cross compiler 
Add 1/0 handling routine 
Load on DSP 
Confirm successful execution 

I User Interadion 1:< ;; I ~~o8;' runnmg I, Trace ~ r-I -M-at-Ia-b---' 

Data returned to 
Cockpit Matlab enviroment 

Alter parameters & graphical display 
on-line 

Hardware 1/0 

1 Plant I 

Figure 6.3. Diagram showing components of Real-Time Toolbox software. 
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The 3 phase inverter. The inverter consists of some decoding logic, the switches, the 

necessary drivers and the protection circuits. The basic inverter layout is shown in Fig. 

6.4, a schematic circuit diagram is included in appendix H. The switching devices on the 

traction inverter must be able to handle switching currents in excess of lkA and block 

voltages greater than lkV. But for the low power required for the test-rig three types of 

switching device are available: power MOSFETs, GTOs and IGBTs[6.11. The latter were 

chosen since they most closely approximate ideal switches, as the gate drive is easy to 

operate and they offer the fastest switching rate. 

VDC.----------. ________________ .-____________ ~ 

Co) I .- til OI} tI) 

0 ~ 
~ 

Va ~ 
~ ~ .-OI} - ~ 

~ 0 Q Vb .- til 
"'0 ~ ~ 

Vc 0 0 ~ Co) +-I 
~ ~ d 
Q q 

GND.-----~------~ ______ ~ 
Figure 6.4. Block diagram of inverter components. 

The devices can be turned on with a 15volt gate voltage and turned off when the voltage 

is returned to zero. For the high-side IGBT this must be floating, since the gate will 

switch between the two rails. IGBT's have a considerably faster switch on time than 

switch off time. In order to prevent both low and high side devices being in conduction 

simultaneously it is necessary to insert a guard-time between switching one off and the 

other on. The three IGBT bridges can be controlled by a single chip, the IR3031, which 

provides the floating voltages from a single grounded supply and inserts the guard-time. 

It also provides over-current and under-voltage protection and prevents simultaneous 

conduction state for series IGBTs, see IR Application note 985B. Opto-isolators are used 

between the DSP outputs and the inverter inputs for safety. 

[6.1] When this project was started the most advanced ultra-high power semiconductors available were 
GTO's. This limited the switching frequency to 300Hz. Presently IGBT's can obtain the same level of 
power switching and are used on locomotive drives at switching frequencies upto 2000Hz. 
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As the IGBTs switch extremely fast, very large current transients are generated in the 

leads around the devices. Even the small inductance of the wiring around the devices is 

sufficient to give significant voltage transients. A snubber is needed to limit the voltage 

swing across the device and to dissipate some of the energy contained in the transient. 

This consists of a low inductance capacitor and a resistor across each IGBT pair in the 

bridge as shown in Fig. 6.S. The design of the snubber was fine-tuned from 

observations[6.2]. The switching transient is still the most significant source of noise 

effecting the instrumentation, see Section 8.1 for discussion of the effect of this. 

C 

Figure 6.5. Layout of snubber components. 

Instrumentation. The current and voltage sensors are both based on Hall effect devices. 

These are expensive and represent the largest single hardware cost. However, these 

sensors reflect the hardware of the full scale application and provide electrical isolation 

for the DSP. Their outputs are anti-alias filtered and sampled. Because only four 

analogue inputs are provided on the DSP card the six measurements are time division 

multiplexed (TDM) using some additional timing logic. This is possible since there are 

no filters on the DSP card before the ADCs. This technique is limited by the settling 

time of the analogue switches used, however it has been demonstrated successfully at 

frequencies of up to 10kHz with the hardware used. 

The speed sensor is a 2 phase opto-encoder wheel. Its outputs are fed directly into the 

DSP card and decoded in software. The slave DSP counts the incoming pulses which is 

then differentiated, using the backward difference numerical method, to give speed. 

The complete schematic diagram of the hardware is shown in Appendix J and 

photographs of the hardware in Appendix K. 

[6.2] By experiment with the snubber, a voltage transient of 50volts rise in less than 2nS on the supply rail 
was damped to 20volts in 20nS 
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The Slave DSP produces pulse position modulatz·on (PPM) rather than pulse width 

modulation. Using two PPM channels the required PWM b d . can e generate as shown m 

Fig. 6.6. The signal is inverted for the other IBGT in the pair. 

PPM Switch on~ 
PPM Switch off PWM Signal High 

PWM Signal Low 
Cl 

"0 .£ 
~ ~ u: ~ 

PPM Switch on-tG---,-__ +-[T41 __ .~~ 4[T......L_-+-[T....L_--+[l-L_-L1 

PPM Switch Off-+--I ~± I--++-+-[ ----L++ [-----1..+-I---[ ------L-+ 
Cl Cl 
.~ "C .~ 
o .~ 0 
~ u. ~ 

PWMSignalHigh 1+ ±.+. +.± ±.± ±.± + 
PWMSignalLow G D D. D D £ 

TIme 

Figure 6.6. Diagram showing conversion between pulse position modulation and 
pulse width modulation. 

6. 2. 3 Software 

Apart from the algorithm, described in Section 7.2, the software must generate the 

inverter control signals and split the TDM sensor data back into two separate channels. 

The top level Simulink block diagram of the basic software is shown in Fig. 6.7. 

j---I Sensor sub-system 

Speed 

Voltages 

Currents 

Modulation 
Offset Inverter 

Figure 6.7. Simulink block diagram showing top level of software, with the sensor 
and inverter subsystem. 

Within the inverter subsystem the reference sinewaves of the demand frequency and 

amplitude are generated, as described in Section 3.3.3. From these the two separate PPM 

signals are produced and fed to the slave DSP. For the instrumentation the timing signals 

for the TDM interface must be generated and fed out. The incoming TDM signals from 

the ADC must be separated back into the two channels and latched. For both of these 

functions the complete Simulink block diagram is included in Appendix L. 
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Traditionally this has been done using the locked-rotor and no-load tests, Say (1963). 

This involves large currents and potentially damaging step changes in torque, the 

accuracy of the model can be poor since the test conditions generate large flux densities. 

Though time consuming stand-still frequency response test are currently regularly used, 

Willis et al (1989). More recently boardband excitation methods have been developed, 

these are computationally demanding and can be used whilst the motor is running 

normally, Beilharz & Filbert (1997). A simpler method can be developed by considering 

the electrical equation in one phase. 

Rasmussen et al (1996) have extended a technique suggested by Schierling (1988) based 

on exciting a single phase of the motor only. This requires no special reconfiguration 

when used with modem three phase inverters. Rasmussen used a star connected motor 

whilst the induction motor on the test-rig has been connected in delta configuration, this 

means the method must be altered slightly to take account of this. The applied voltages 

on phases B and C are driven with the same voltage, which effectively shorts out one 

winding. For positive voltages Band C are grounded with the demand applied to A. For 

negative voltages A is grounded and the demand applied to B and C. The connection is 

shown in Fig. 6.8, note that the impedances identified will be halved since two windings 

are in the parallel. In this configuration the motor does not generate torque which 

eliminates the problems of potentially harmful abrupt torque changes. The motor is 

modelled in the rotor flux oriented reference frame, the rotor self-inductance has been 

referred back to the stator side. Parameters in this new model are denoted by an 
I 

apostrophe, for example the rotor resistance in the new frame is written as Rr • 

. ~ 
Is 

B 

Figure 6.8. Voltages applied to three motor phases to give no torque. 
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This method consists of three tests; steady-state, a high frequency excitation and a step 

test. For these tests a simple PI controller, shown in Fig. 6.9, is needed to enable the fast 

control of the stator current required to impress the signals onto the motor. This is set-up 

on the DSP system and tuned using Ziegler-Nichols closed-loop method, Franklin et al 

(1995). 

lsref Software 

Inv. Motor 

Figure 6.9. The fast PI current control loop. 

U sing only a proportional term, the gain is increased until the loop begins to oscillate. 

The gain at which this occurs is called the ultimate gain, Ku, and the period of the 

oscillation the ultimate period, Tu' 

For the stator current PI controller, Ku=4.18 and Tu=0.0133s and from these the PI 

parameters can be found as: 

K 0.45Ku = 2.16 

~ = Tj1.2 = O.Olls 
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This simply involves Ohm's law to obtain stator resistance from measured currents and 

voltages. However, a steady state gain for the inverter can also be found from the 

demanded voltages and actual voltages produced as a function of current. This represents 

a useful way to model the non-ideal characteristic of the inverter, caused by device 

resistance and guard-time, in steady-state operation. 

The stator resistance is given by: 

R - V measured 
s-

Imeasured 

a 
14~--~----~----~----~---, 

12 

10 

2 

b 

3 

X Measured points 
- - Curve fitted to data 

0.1 0.2 0.3 0.4 0.5 00 0.1 0.2 C 0.3
t 
fA 0.4 

Current fA urren 

(6.1) 

0.5 

Figure 6.10 a. Plots of measured voltage against current to find resistance. 

h. Plots of volt drop across inverter against current. 

The inverter voltage drop as a function of current is given by: 

finv{i) = Vdemand - V measured (6.2) 

The results are plotted in figure 6.1 Oa. 

F or later use an empirical fit is made to this data to approximate the inverter function. 

. 1 4 -28i 28· finv{l) = 2.4 - . e +. 1 (6.3) 

This represents an 'acceptable' fit to the data rather than prior knowledge of a model for 

the non-linearity. 
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6.3.2 Highfrequency test to find the referred stator inductance 

The magnetising current has relatively slow dynamics. The aim of this test is to hold the 

magnetising current constant, whilst applying a high frequency squarewave onto the 

stator current to measure the much faster leakage inductance dynamics. 

The TDM interface is not fast enough to enable the DSP to make the measurements 

necessary to perform these tests, so a digital storage scope is used instead. The controller 

is set to generate a DC current is-ref which corresponds to the nominal magnetising 

current. For these test 300mA was used, this will be shown later to be too low. On top of 

this a fast square-wave is super-imposed, this is done by adding ±d to the Vs-ref demand 

for the inverter, shown in Fig. 6.9. If the period (h) is too large then the magnetisation 

current cannot be assumed to remain constant. A suitable frequency for the square-wave 

has either to be found by experiment or from assumptions. The following equality for the 

selection the period is shown by Rasmussen et al (1996) to hold true: 

(6.4) 

It is possible to make assumptions for the parameters to set h beforehand or to check this 

inequality afterwards and repeat where necessary. The period is initially taken as 250~S. 

The inverter switching frequency is increased to 12.5kHz to cope with the short periods 

required. 
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Figure 6.11. Plots from digital scope: 
Trace 1: Measured voltage @ 15V per division. 
Trace 2: Measured current @ O.01A per division. 
Top: Demand voltage that inverter is trying to create. 
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The square-wave has a relatively high frequency, typically only 3.5 cycles of the PWM 

waveforms, therefore the applied voltage does not appear to be smooth. The inverter 

voltage has been filtered by the anti-alaising filters before being fed into the digital 

scope. It is possible to average several traces or alternatively to use the demand voltage 

and compensate for the inverter with the inverter function found previously, Eq. 6.3. 

Vs-rej = imRs ± d + Iss{im). (6.5) 

For a detailed proof of the following see Rasmussen (1995). 

With the magnetising current held constant the following equations hold. 

L ,dis_R' R
'
(' .)- I' (.) s dt - sIs + r 1 s + 1 m - V s-rej - J ss 1 s (6.6) 

If d is small such that Isli) =/0, the inverter drop is approximately constant, the solution 

to Eq. 6.6 in the interval O<t<h with h«L')(Rs+R'J is given as: 

L' ~ hd 
s !1i 

With d=5v, h=250~S and the change in current is measured as Lli=21mA then: 

L's=O.0595. 

6. 3. 3 Low frequency test to find rotor time constant and resistance . 
For this test the stator current is stepped from plus im to minus im so that the dynamics 

associated with the magnetising current can be obtained. The resulting current and 

voltages are measured by the DSP and plotted in Fig. 6.12. 
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Figure 6.12. Graphs showing imposed stator current and applied voltage during a 
step change. 

From the measured current it can be seen that the controller is unable to impress the 

desired current onto the stator, so this will be a source of error in the final result. The 

applied voltages contain three components, the very fast dynamics associated with the 

leakage inductances, the controller response and the slow dynamics of the mutual 

inductances. The latter is the required dynamic component. 

The slow dynamics are given by the following equation: 

Us = (Rs + R~( 1 - l+~rJ ) is-ref (6.8) 

Rasmussen uses a least-squares identification to find R'r and Tr. However, this may also 

be found by inspection of the applied voltage. R'r gives the amplitude of the transient 

with Tr the time constant. 



Chapter 6: Building a hardware test-rig. Page 154 

The applied voltage is shown again in Fig. 6.13. The dotted line approximates the slow 

transient that is required. The L1v marked onto Fig. 6.13 is the amplitude given b R' 1 
-1 ' Y r s 

since I+Trs ~O immediately after the switching instant. The time constant, Tr, is defined as 

the time to reach 63% of the original value. 

Therefore R~ = /),.vl]s = 150 and Tr = 0.023s 

10rrrr:rITTTTTTTTTTT!T!li!"~~~--~~~ 
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Figure 6.13. Plot of applied stator voltage against time. 

The following parameters are now known: L~, Rs , R~ and Tr. These are in the referred 

frame and must be converted into the correct form for the state space model 

L~ = R~Tr = 0.345 

Ls = L~ + L~ = 0.4045H 

Lr = Ls, assumed 

r.;II 
Lm = VI - Is Ls = 0.374H 

Rr = ~; = 17.60 

Rs = 550, as measured 

Converting to a delta connection gives the following model parameters[6.31
; Ls=Lr=0.809, 

Lrn=0.748, Rr=35.2 and Rs=55 

[6.3] The manufacturer's data supplied later gave the follow values for the par~eters: Rs ?4.' ~r=42 
Ls=O.841, L

r
=O.839 and Lm=O.7825, measured at 80C. Using the thermal co-effiCIent for reSIstivIty for 

copper, O.004C1, to compensate for temperature Rs=52, and Rr=34 at room temperature. 
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6.4 State-space model of test rig induction motor 

The state space matrices are given below, Fig. 6.14 shows the loci of the poles with 

speed in the range 0 to 600rads-1 

-468.5 0 275.6 0 0 5.89 0 6.37 
0 -468.5 0 275.6 -5.89 0 -6.37 0 

AdelIa = 433.1 0 -298.1 0 ' Nmdella = 
0 -6.37 0 -6.89 

0 433.1 0 -298.1 6.37 0 6.89 0 

8.52 0 
0 8.52 

Bdella = -7.87 0 
0 -7.87 
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400 . 
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............ 00=600 

-200 : 
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Figure 6.14. The loci of the test-rig induction motor poles with speed. 
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Since the parameters for the motor model were found with just a single axis excited, 

which does not correspond to a normal operating condition, it is important to validate the 

model against the motor under normal operating conditions. The model of the test-rig 

motor can be directly compared against the real motor whilst running. The model of the 

motor is set-up to run on the DSP using the measured voltages and the measured speed. 

The stator currents are then compared. 

r"}...--I Sensor sub-system 

eta woun 
phase-to-phase 

Modulation 
Offset Inverter 

Figure 6.15. Simulink block diagram to run model in parallel with real motor. 

Fig. 6.16 shows the results of a speed reversal test. The graphs show the drive voltage 

and the measured speed, the measured voltages which are applied to both the model and 

the motor, the model three phase currents and the measured currents. 
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Figure 6.16. Plots from Trace during a speed reversal to validate the motor model. 

The results from the model shows good agreement with the real system response, except 

at very low speeds, «5rads-1.). This is because of the offset of the volts-per-Hertz control 

causing the flux to increase significantly around zero. 
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6.5 Assessment of DSP performance using a closed-loop observer 

The DSP has a 'raw' computing power of 40MFIops which makes it an extremely 

powerful processor. The code generated by the real-time workshop is not necessarily as 

efficient as hand written C code. The aim of this section is to confirm that the required 

algorithm is likely to be able to run at a suitable sampling rate. 

A continuous-time observer is set up using the method of bilinear feedback developed in 

Section 4.7, with the assignable poles fixed at -50. This method is used because it is the 

simplest and most compact to implement. Fig. 6.17. shows a comparison between the 

measured current and the observer outputs for a range of speeds. 
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Figure 6.17. Plots of observer estimation errors for a range of speeds. 

Note the high frequency component of the observer's error, in Fig. 6.17. This arises from 

the fact that the sensor data is only available at a quarter of the rate of the observer 

algorithm because of the TDM interface. With the real-time workshop it is not possible 

to make the integration routine's time step slower than the smallest sample time. 
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Using a time step of 500J-ls gives sensor data every 2ms, the continuous-time observer 

with the sensor interface and inverter controller takes 400J-lS to run. For the complete 

FDI scheme three observers plus residual processing are needed. It is necessary to 

consider ways of speeding up the algorithm. By discretising the observer there are two 

possible speed improvements. Firstly a separate integration routine is no longer needed 

which reduces the number of operations needed to implement the observer. Secondly the 

DSP can be run in multi-rate mode. The D-Space software enables discrete blocks to run 

with different sampling rates, provided that these are integer multiples of the fastest 

sampling frequency. Fig. 6.18 shows the increase in DSP efficiency that will result in 

this case. 
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Figure 6.18. Time allocation for different tasks in single and multi-rate mode. 

If T '»T and T is small then the DSP time available to the main FDI algorithm is cr S 0 

increased by approximately a factor of four. Now it is possible to double the sampling 

rate and the algorithm would then still have twice the time it would in single-rate at the 

slower speed. However, if Ts<Ta then the advantage of switching to multirate is not as 

great and any attempt to increase the sample rate will result in a large drop in the time 

available to the algorithm. 

For the test-rig the overheads of the 10 handling are 200J-ls therefore it is not possible to 

reduce the overall sample time much below 250J-ls without squeezing out the time 

available to the algorithm altogether. 
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This chapter discusses the importance of clearly demonstrating academic techniques. 

Initially, an interactive graphical demonstration for the simulation work is used to 

present the simulation results from Chapter 5. From this, limited extra funding and the 

use of a high performance DSP card was obtained to demonstrate the techniques in 

real-time on hardware. 

It is not feasible for reasons of cost, safety and experience to work with anything even 

approaching the power of the actual traction system. Accepting this the test-rig is based 

around a 200W 3phase AC induction motor. For this power level the inverter design can 

be very simple. 

For both ease of setting up and to limit the cost it is necessary to exploit fully the 

capacities of the available DSP card and work around its limitations. For the inverter the 

PWM switching signal can be generated by the slave DSP on the main card. This 

reduces the external electronics to just the power switches and the necessary drive 

electronics. The inverter is based on the use of discrete IGBTs since they closely 

approximate ideal switches and their gate circuit is easy to drive. The six IGBTs in the 

bridge can be controlled by a single chip, the IR3031, with the inputs opto-isolated 

between the DSP card and the driver for safety. 

The current and voltage sensors are Hall effect devices. These are relatively expensive 

but provide isolation for safety and mimic the sensors on the real traction system. 

Because of the limited 10 capacity of the DSP card the sensor measurements are time 

division multiplexed in pairs before being sampled. The speed sensor is an opto-encoder 

and shaft mounted disk. The slave DSP is used to count the pulses, which is 

differentiated to give speed. 

The algorithm can be coded from the Simulink block diagrams with the minimum of 

programming using the autocode generator tool from the real-time toolbox for Matlab. 

Once the hardware is built and the necessary software to read sensors and generate 

signals for the inverter is produced it is possible to use the test-rig to identify the model 

parameters. From the range of available techniques a simple single phase excitation 
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method is modified to suit the motor configuration and used to identify the motor 

parameters. 

The identified model is set up and run in parallel with the real motor. The model is 

shown to give comparable currents to the real motor during a speed reversal. Two 

problems can be observed. Firstly, with the TDM interface the sensors measurements are 

made at a slower rate than the FDI algorithm. Secondly, the integration routine imposes 

a high computational load on the DSP. The use of a fully discrete-time implementation 

and multi-rate code on the DSP are suggested as a solution to these problems. 

In general the hardware is shown to perform well, the model is sufficiently accurate and 

the DSP will have sufficient capacity to produce a real-time implementation of the FDI 

techniques. 



Chapter 7: 

Real-time DSP implementation of 
sensor FDI scheme. 

The observer needs to be discretised. Several methods are compared for 

accuracy and complexity in simulation. The discrete-time model is 

validated against the real motor. The use of the parametrised feedback 

gain observer is adopted since it has been shown to be more sensitive to 

faults whilst being less sensitive to noise. The real effect of observer's 

pole locations are considered on the actual hardware. 

The GOS FDI scheme is implemented in Simulink and downloaded to 

run in real-time on the DSP. The effect of speed and motor loading on 

the fault-free residuals is assessed and then the effect of sensor faults 

over a range of operating conditions. 



Chapter 7: Real-time DSP implementation of sensor FDI scheme Page 163 

All the design work so far has used a continuous-time model and observer which was 

then simulated in discrete-time using an integration routine such as Runge-Kutta. For a 

more efficient implementation on the DSP the observer design has to be discretised, as 

this will enable a faster sampling rate. Using an all discrete-time system on the DSP will 

also avoid the problems of the TDM interface causing the sensor data to be available at a 

rate slower than the algorithm, since the Real-time Toolbox software can run 

discrete-time blocks at multiple sampling rates. 

7.1 Discretising the motor model 

Consider the continuous-time system given by: 

!=A~+BU 

y=C~ 

The continuous-time system, when discretised with a sampling period ts can be 

represented as a difference equation given by Eq. 7.2, see Astrom and Wittenmark 

(1884) 

Als f Is ASd B 
~K+l = e ~K + 0 e S UK 

rK = C~k 

This is valid if it can be assumed that 1l. is constant between tK and tK+1' 

The matrix exponential can be expanded as a Talyor series: 

The integral can be expanded as a series: 

AP A2P 
\f' = f ~ eAsds = Its + 2: + 3f + .. 

Which leads to the discrete-time system of the form: 

~K+l = (I + \f' A)~K + \f' BUK 

rK=C~K 

(7.1) 

(7.2) 

(7.3) 

(7.4) 

(7.5) 

For a bilinear system, A is replaced by A+Nro. The expansion is now a non-linear 
. r' [7.1] 

function of speed and requires that speed is also constant dunng the samp mg time . 

[7.1] Not unreasonable since the motor speed changes slowly relative to the sampling rate. 



Chapter 7: Real-time DSP implementation of sensor FDI scheme Page 164 

7.1.1 First order expansion method 

U sing only the first term in the expansion the discrete-time motor model becomes: 

(7.6) 

This form is called the first order exponential expansion. By limiting the expansion to 

the first term the system remains bilinear. The first order method is also known as the 

forward rectangular rule which is represented by the transform s ~ (Z~l) . 

7.1.2 Higher order expansions 

Taking the first two terms in the expansion of \}' gives the second order method. The 

discrete-time system is no longer a bilinear system, the state dynamics are now quadratic 

functions of speed and the input matrix is time varying, as shown by Eq. 7.7 

~K+l( I+(A+NO))ts+~(A+NO))2t; )~K+( I+~(A+NO))ts )B?dK (7.7) 

State dynamics now a quadratic function of speed Input matrix function of speed. 

The second order expansion is more accurate as it uses more terms in the expansion. 

This is demonstrated in the Section 7.1.4. 

Ploix (1997) describes another method based on the partial expansion of \}'. In the 

discrete system given by Eq. 7.5. the state space matrices can be decomposed into 

sub-matrices with a size 2x2. The system is then transformed to give two independent 

differential equations which can be discretised separately. The resulting 'partial 

exponential' expansion requires more calculations than its equivalent order 'total 

exponential' but is shown to give a better approximation than a higher order expansion. 

7.1.3 Tustin's approximation method 

The loci of the poles of the motor's dynamics shows the motor becoming increasingly 

oscillatory with speed, as shown in Fig. 3.6. This suggests that a more complex 

transform, such as Tustin's approximation s ~ ~~:~~, which will map the pole locations 

more accurately may provide a better representation of the discrete-time system. 

Consider the state-space system given by:-

~ =A~+B?d 

~=C~ 

. b· d h b·· 2(z-l) d The derivative ~ can e rewrItten as s~ an t e su stItutlOn s ~ tsCz+l) rna e. 

(7.8) 
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2(z-l) 
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ts(z+I)-! = A-! + Bid 

Rearrange and collect together terms into a difference equation: 

(z -1)-! = AI(z + 1)~ + BI(z + 1)1d 

z-!-AIz-! =AI-!+-!+BI(z+ 1)_ 

Rewritten as samples,.! .!K and Z.r-=.!K+l 

(I-A I )-!K+l = (AI + I)-!K +BI (ldK+l +ldK) 

This gives the final form: 

7.1.4 Computational load of the discrete model. 

(7.9) 

(7.10) 

(7.11) 

(7.12) 

The calculation for Tustin's method requires a matrix inversion operation which is 

computationally intensive. Fig. 7.1 gives a table of the count of floating point operations 

for various mathematical operations in Matlab for two different matrix sizes. This matrix 

is a function of speed and needs to be re-calculated at each sample time. Alternatively 

this could be pre-calculated for a range of speeds and stored in a look-up table, although 

this is memory intensive. The use of complex vector notations, as described in Appendix 

B, would reduce this to the inversion of a 2x2 matrix. However, this then requires more 

operations to manipulate the states as complex variables. 

Matrix operation on Float. Ops. * 
A=9tDXD n=4 n=10 

A+A 16 100 

Ax 32 200 

A2 128 2,000 

inv(A) 214 2,453 

* Using MATLAB flops function to count operations used. 
Figure 7.1. Table of Flops needed for basic mathematical operations. 

U sing the Matlab Flops command the number of the floating point operations for the 

first order approximation and Tustin's were compared. The results were that the first 

order method required 100 Flops and Tustin's method 516 Flops. These are based on the 

uses of an Intel Pentium and may vary for other processors because of the different 

instruction sets. No attempt was made to optimise the calculation beyond the logical 

implementation, other than calculating and storing for re-use inv(I-'ljAts) rather than 
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calculating the same inverse twice. There is a significant difference between the number 

of operations required, but on the DSP what is only lOlls execution time, assuming the 

implementation is efficient this will only make a small difference in the obtainable 

sampling rate. 

7.1.5 Comparison of discretisation methods in simulation 

The three methods, first order, second order and Tustin's approximation are set up in 

Simulink and compared against the continuous-time motor at three sampling speeds, 

500Hz, 1kHz and 2kHz. Fig. 7.2 shows the mechanical speed and continuous-time 

model current during a simulated motor start up. Fig. 7.3 shows the discrete-time model 

currents and the error with the continuous-time model for each of the observers at the 

three sampling rates. 
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Figure 7.2. Graphs of motor speed and continu~us mod~l current taken from the 
Simulink simulation to compare discrete-tIme models. 
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Figure 7.3 Plots of stator current and discretisation error for the three sampling 
methods at three different sampling rates. 

4 

4 

4 



Chapter 7: Real-time DSP implementation of sensor FDI scheme Page 168 

7.1.6 Evaluation of first order expansion method on real hardware 

If the first order method can be shown to be sufficient then there is no need to increase 

the complexity with more accurate methods. The effect of the sampling rate has been 

considered in simulation in the Section 7.1.1. It is also necessary to consider the 

performance of the discrete-time model against the real motor. This must be done in 

order to assess if noise and model uncertainty will degrade the performance of the 

discrete-time model significantly. The discrete-time model running in real-time on the 

DSP is compared against the measured motor currents during a ramp in drive frequency 

to the motor. Fig. 7.4 shows plots of the motor's speed and the measured currents. Fig. 

7.5a-c shows the discrete-time model current and error, for three sampling rates, 500Hz, 

1 kHz and 2kHz. 
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Figure 7.4. Plots of motor speed and phase current during a ramp in drive 
frequency. 
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Figure 7.5a. Plots of model phase current and dis~rete~time model error for a 
sampling rate of 500Hz, during a ramp In drive frequency. 
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Figure 7.5b. Plots of model phase current and discrete-time model error for a 

sampling rate of 1000Hz. during a ramp in drive frequency. 
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Figure 7.5c. Plots of model phase current and discrete-time model error for a 
sampling rate of 2000Hz, during a ramp in drive frequency. 

At low speed, the effect of model non-linearity caused by the offset of the volts

per-Hertz control increasing the flux is clearly visible. At all three sampling rates a 

comparable mis-match is seen between the real motor and the discrete-time model. This 

is to be expected since a similar mis-match was seen between the motor and the 

continuous-time model in Section 6.4 shown in Fig. 6.16. At high speed the 

discrete-time model error is comparable to the simulated cases, which suggests that the 

filters in the instrumentation and the TDM interface are having no significant effect on 

the sample sensors and that noise and model uncertainty are sufficiently small. The error 

between the real motor currents and those from the discrete-time model using the first 

order method are relativity small, less than 10%, at motor speeds below 1800rpm 

(180rads- I
). 
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7.2 Observer design 
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7.2.1 Mapping of observer poles between continuous and discrete-time forms 

A continuous-time system which is stable in the s-domain is not necessarily stable when 

transformed into a discrete-time system in the z-domain. Different continuous-to-discrete 

transforms map the continuous poles into the z-domain differently, see Appendix M. 

7.2.2 Discretising the bilinear observer. 

U sing the forward rectangular rule to convert the bilinear to discrete form will result in 

an observer which becomes unstable as the speed increases and the discrete poles move 

out of the unit circle. [7.2]. The loci of the discrete poles of the bilinear observer is shown 

in Fig. 7.6, using the forward rectangular rule with a sampling rate of 1kHz. 

-2 -1 -0.5 Rgal 0.5 

Figure 7.6. The loci of the discrete poles for the bilinear observer, using the forward 
rectangular rule to discretise the observer. 

Using Tustin's approximation the observer poles will be contained within the unit circle. 

Using Tustin's approximation the continuous observer given by Eq. 4.15 is represented 

by the difference equation given in Eq. 7.14. 

" (A~+l)" B~ ( +) + L~ ((Y _ Cx ) + (Y _ Cx )) 
!K+l = (l_A~)!K + (l-A~) !1K+l!1K (l-A~) -K+l -K+l -K -K 

2 2 (7.14) 

F or the bilinear model the matrix A is replaced by A + Nro. The state dynamics for the 

discrete-time system become a fourth order polynomial fraction of speed. 

[7.2] Stability in the z-domain requires that the discrete poles ofthe system are within the unit circle. 
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This is an undesirable system, since it would be very sensitive to any noise or error in the 

speed sensor measurement. However, once again the structure of the bilinear observer 

can exploited to simplify the discrete-time representation of the observer. 

1\ (A+Nro-L(ro)C)~+l) 1\ B~ ( ) L(ro)!!. ( ) 
X = X + u +u + 2 Y +y 
-K+l (l-(A+Nro-L(ro)C)~) -K (l-(A+Nro-L(ro)C)~) -K+l -K (l-(A+Nro-L(ro)C)~) -K+l -K 

(7.15) 

By transforming the observer state matrix, A-Le rather than the system state matrix, A 

the final form is considerably simplified. This step can be used for any observer but only 

as a result of the bilinear feedback does it result in a simplification of the problem. With 

bilinear feedback only two columns of the error dynamics are speed-dependent and these 

give an expression in powers of speed but only up to the speed squared. 

~K+l =AD~K+BD(!iK+l +!iK) +LD~K+l +~K) (7.16) 

The loci of the poles of the observer's error dynamics with speed are shown in Fig. 7.7, 

using a sampling rate of 2kHz over the motor speed range 0-80Hz. 
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Figure 7.7. Diagram showing loci of discrete poles with increasing speed. 

These pole locations are undesirable, since poles near the unit circle make the observer 

sensitive to numerical problems and measurement noise. 
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7.2.3 Feedback method 

U sing the forward rectangular rule to convert the bilinear to discrete form will result in 

an observer which becomes unstable as the speed increases. Tustin's approximation has 

been shown to give a discrete bilinear observer which is stable but is likely to be 

susceptible to noise and numerical error. The use of the speed parametrised observer 

from Section 4.6 is proposed, despite its greater complexity. Shown in Appendix L is the 

Simulink block diagram for implementing the feedback for the bilinear and the 

parametrised observer, which gives a comparison of the relative complexity of the two 

methods. 

Section 7.1.2 shows that higher sampling rates are desirable for better accuracy of the 

model. However, in the real hardware this is limited by the available processing time. 

For the discretisation of the model the first order method is used. This does not give the 

best discrete-time representation of the motor, but the system remains bilinear and is 

computationally the simplest. A sampling rate of 1kHz is chosen for the observer, since 

at 2kHz the DSP is working close to its full load when just running the open-loop 

discrete-time motor model. 

7. 2. 4 Observer pole location 

With the parametrised observer it has been shown that there is freedom to place all four 

observer poles arbitrarily. There is a trade off between noise sensitivity against 

convergence rate and tolerance of model mis-match. To help set the pole locations, three 

very different cases are considered:-

Observer's poles: slower than the motor poles[7.3] 0.99 and 0.5 repeated 
slightly faster 0.7 and 0.3 
significantly faster 0.1 and 0.05 

The observer gain matrices for the three locations are pre-calculated and stored In 

look-up tables. The three observers are compared during a slow speed ramp from 0 to 

30Hz drive frequency. The motor speed and measured D axis stator current is shown in 

Fig. 7.8. The resulting estimated currents and errors for the three observers are shown in 

Fig. 7.9a-c. 

[7.3] The discrete-time motor model has poles at 0.47 and 0.97 repeated for zero speed, when discretised 
using the fIrst order method at 1 kHz. 
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Figure 7.8. Plots showing the motor speed and measured stator current in the D 
axis during a ramp in speed. 
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Figure 7.9a. Plots showing the observer's estimate of the D axis current and 
estimation error, for slow observer error dynamics. 

The initial error transient is large since the convergence rate is slow, the observer then 

settles to a small estimation error. As the speed increases further the discretisation error 

increases and there is insufficient feedback gain to force the observer to track the real 

states in the presence of sensor noise and model uncertainty. This example was included 

to help stress the difference between simulation and real hardware. 
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Figure 7.9b. Plots showing the observer's estimate of the d axis current and 
estimation error, for moderate observer error dynamics. 

Fig. 7.9b show a significant error at low speeds due to the effect of the offset in the 

volts-per-Hertz control causing increasing flux and non-linear effects from saturation, 

see Sections 3.5 and 6.4.1. Beyond this the observer tracks the real model well. 
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Figure 7.9c. Plots showing the observer's estimate of the D axis current and 

estimation error, for fast observer error dynamics. 

As can be seen clearly from Fig. 7.9c the low speed performance is much improved. In 

this case the high feedback gain is enough to force the observer to track the motor even 

with the large model mis-match at start-up. The high speed performance is a little better 

than the previous case. 
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7.2.5 Implementing the observers 
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From the results in Section 7.2.2 and the discussion in Section 4.14 the following 

locations for the discrete observer poles are chosen as 0.1 and 0.3 repeated, 

corresponding to continuous poles of -2300 and -1200, in this case. The terms in the 

parametrised gain matrix are shown in Fig. 7.10, for a range of speed. The observer gain 

matrix is pre-calculated and stored in look-up tables. It is useful to consider how many 

points need to be stored, since the table will use a significant amount of memory. 
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Figure. 7.10 Plots of the terms in the observer's speed dependent feedback. 

The curves, in fig 7.10, are plotted using 200 points. However, this represents a large 

memory requirement which can be reduced by storing fewer points and interpolating 

between them. The look-up table is now a piece-wise approximation to the ideal gain. 

The crosses on the curves in Fig. 7.10 correspond to points 10rads-1 apart. The effect of 

this on the observer poles was analysed by calculating their loci as a function speed. 

With gains stored for points every 10radls the poles moved by less than 0.1 % of their 

original values. At high speed the curves are almost linear and can be approximated by 

fewer points. The Simulink look-up table block can accommodate variable point 

spacing, so each term can be stored as ten equally spaced points below 100radls and ten 

further points up to 1000rads-1
• 
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7.3 Setting up the FDI scheme 

Fig. 7.11 shows the complete scheme, showing both the hardware and the components 

which are implemented in software on the DSP. The Simulink blocks for the software 

are shown in Appendices Land N. 
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Figure 7.11. Diagram of complete FDI test-rig, showing hardware and software 
running on the DSP. 
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7.4 Sensor fault detection on the test-rig 
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Fig 7.12 shows that a sensor fault will only be detectable if the magnitude of the fault 

residual is greater than the magnitude of the fault-free residual. 

Residual 

Fault 
Residual 

Fault-free 
Residual 

---------+ 
Detection 
Margin 

Figure 7.12. Diagram showing how the detection margin, between the fault and 
fault-free residuals. 

There are a number of factors which will affect the detection margin, these are discussed 

in Section 7.7. It is anticipated that this detection margin will alter over the motor 

operating range, for both speed and load. 

The magnitudes of the residuals when subjected to a sequence of sensors faults are 

shown in Figs. 7.13 to 7.18, for various fixed drive frequencies and loads. In simulation 

sensor faults are produced by multiplying the sensor value by zero. However, for these 

tests the sensors were physically disconnected by hand in sequence. The voltage sensors, 

then the current sensors and finally the speed sensor are disconnected in tum. The results 

are discussed in Sections 7.5 - 7.7 for each sensor under the various conditions. 
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Figure 7.13. Residuals for a sequence of sensor faults at a drive frequency of 10Hz 

with the motor unloaded. 
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Figure 7.14. Residuals for a sequence of sensor faults at a drive frequency of 20Hz 

with the motor unloaded. 
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Figure 7.15 Residuals for a sequence of sensor faults at a drive frequency of 20Hz 
with the motor loaded. 

2~ __ ~ ____ ~ ____ ~ ____ ~ ____ ~ ____ ~ __ ~ ____ ~ 

Drive frequency 20Hz overloaded Residual C 
1.5 

1 -

0.5 -

O~ __ ~ ____ ~ ____ -L ____ ~ ____ ~ ____ L-__ ~ ____ ~ 

2~--~----~----~----~----,-----,---~----~ 
Residual B 

1.5 

1 

0.5 

O~ __ ~ ____ ~ ____ L-__ ~ ____ ~ ____ L-__ ~ __ ~ 

2~--~----~----r----.----~----r----.----, 
Residual A 

1.5 

1 

0.5 

~~~~~--~4~~~----~8~--~1~0----A-12~--~174--~1ti6 
Time /sec 

Figure 7.16 Residuals for a sequence of sensor faults at a drive frequency of 20Hz 
with the motor overloaded. 
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Figure 7.17. Residuals for a sequence of sensor faults at a drive frequency of 30Hz 
with the motor unloaded. 
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Figure 7.18. Residuals for a sequence of sensor faults at a drive frequency of 40Hz 
with the motor unloaded. 
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7.5 Assessment of results 

7.5.1 Fault-free residuals 

The fault-free residuals are a function of both motor speed and loading. 
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Motor speed. The effect of speed on the fault-free residuals is considered by plotting 

each of the three residuals during a speed reversal. Fig. 7.19 shows the fault-free 

residuals from the three observers and the motor speed during a reversal of drive 

frequency from -45Hz to +45Hz in 6 seconds. 
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Figure 7.19. Plots of the magnitude of the three residuals during a speed reversal. 

The fault-free residuals clearly increase with motor speed. A significant residual 

component comes from the discretisation error as discussed in Section 7.1.2 .. However, 

the observer's sensitivity to noise and modelling errors will alter with speed, see Section 

4.13. The various factors are discussed individually in Section 7.7 
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Motor loading. To demonstrate the effect of motor load on the fault-free residual the 

motor is loaded whilst running with a fixed 20Hz drive frequency. Fig. 7.20 shows the 

applied voltage, the measured current, the A independent residual and the motor speed. 

The induction motor is driving the DC motor, initially with the motor loaded with Ion 
then open circuit and 1 n resistors. 

LOAD Ion Unloaded In 
Measurement of applied phase-to-phase voltage N 100 I I 
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50~~----------~ 
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Figure 7.20. Plots showing effect of motor loading on the fault-free residuals. 

The fault residual is only slightly increased by the IOn load. However, the 1 n load has a 

significantly increases the residual. This reflects the large currents flowing in the rotor 

which increases the flux level and the motor-model mis-match due to saturation. 
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7.5.2 Fault residuals 
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Voltage sensors. As the drive frequency increases from 10 to 40Hz the magnitude of the 

fault residual increases linearly as the volts-per-Hertz control increases the applied 

voltages. The fault-free residual increases with speed but the fault residual is always 

significantly greater. Loading does not affect the detection of voltage sensors, since at 

high speed the large applied voltage gives a large residual. Whilst at low speed the AC 

motor cannot be loaded significantly by the DC motor. 

Current sensors. In the unloaded case the size of the residuals remains constant as the 

motor's speed increases, again this is because of the volt-per-Hertz control which holds 

the flux (and therefore current) constant as speed increases. When the maximum voltage 

is reached the currents will drop as the speed increases further. Also the fault-free 

residuals increase, with speed, making the detection harder. Increasing the loading 

increases the fault-free residuals but the fault residual increases more and so the 

detection gets easier. 

The speed sensor. With the FDI scheme running on the test-rig there is only one speed 

sensor and therefore all three residuals are affected by the disconnection. At low speed 

the residual is small. As the speed increases the magnitude of the fault residuals increase 

faster than the fault-free residuals and detection becomes easier. Increasing the load 

reduces the speed making detection harder. The detection problem is made worse still in 

this case by the fact that the magnitude of the fault-free residuals increases with load. 

Note that the speed sensor fault shown in Fig. 7.16 is undetectable even by eye with the 

motor heavily loaded. 
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7.6 Defining an area of the motors operating range where sensor faults 
are detectable 

7.6.1 Fault-free residuals 

Fig. 7.20 shows a contour plot of the magnitude of the fault-free residual for drive 

frequency and motor speed. This is produced from a small number of measurement 

points and interpolated. The reason for not using a large number of points to obtain 

accurate plots is that doing so would be time consuming and the precise results are only 

specific to this test-rig. These results may also be plotted for a load which is roughly 

equivalent to magnetising current, see Fig. 7.22, for a contour point of fault-free residual 

against speed and load. 
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Figure 7.21 Contour plot of fault-free residuals against motor speed and drive 
frequency. 
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Figure 7.22 Contour plot of fault-free residuals against load and drive frequency. 

In order for a fault to be detectable at a given operating condition, its residual must be 

greater than the fault-free residual. 
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7.6.2 Fault-residuals 
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For each sensor a contour plot of residual magnitude can be produced. By combining 

these with the fault-free plots a region can be defined where the fault residual is greater 

than the fault-free residual and therefore reliable detection is possible. The general forms 

of these detectable areas for each sensor are shown in Fig 7.23 for speed and load. 
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Figure 7.23. Generic plots showing the operating regions in which sensor fault 
detection is possible for each of the three sensor types. 

The speed-load graphs of Fig. 7.23 can be completed by super-imposing a speed-load 

limit for the motor to prevent thermal overload. The limits for detecting the three types 

of sensor faults and the motor's limits are combined to give the operating range of the 

fault detection scheme for disconnections. As sketched in Fig. 7.24. 

150 
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Figure 7.24. Sketch graph showing region of motor operation range where sensors 
faults can be detected. 

The results of Section 7.5 show that the FDI scheme will work over the normal operating 

range of the motor even with variable speed drive and variable load, although this 

assumes that volts-per-Hertz control is used to avoid saturation. Only at low speeds is 

the detection of voltage and speed sensor faults difficult because of the small sensor 

readings and the offset on the volts-per-Hertz control causing non-linearities. 
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7.7 Restriction on the performance of the FDI scheme in real-time 

The GOS method has been demonstrated to work on a small scale test-rig in real-time 

across most of the normal operating range of the motor. The notable limitation is at low 

speed when both the voltage and speed measurements are relatively small and saturation 

effects become significant. A large range of operational and implementation factors 

degrade the detectability of faults, either by increasing the fault-free residuals or by 

reducing the magnitude of the fault residual. There are too many variables which affect 

the real system to evaluate the observers fully on a real test-rig induction motor. The FDI 

performance achievable will be determined by the application. For the small motor the 

techniques have been shown to work. There is insufficient data available to assess the 

application of the sensor fault FDI scheme to the traction system fully. The rest of this 

section outlines the main factors which will affect the performance of the FDI scheme 

and explains how these can be assessed using the methods presented in this thesis. 

7. 7.1 Discretisation of the model 

The predominant source of error on the test-rig was from the observer discretisation. 

Using the first order method for discretisation the fault-free residual increases 

significantly at high speed. In Section 7.1 the effect of different discretisation methods 

and sampling rates has been considered in simulation. Faster sampling will give more 

accurate models. By increasing the sampling rate from 1kHz to 2kHz the fault-free 

residual is halved, but if the DSP's software overheads are large a significant penalty 

occurs. A more accurate observer is found using Tustin's approximation but this makes 

both the state-space dynamic matrix, A, and the state input matrix, B, functions of the 

inverse of the bilinear state matrix. Changing from the first order method to Tustin's 

approximation reduces the fault-free residuals by an order of magnitude but the 

computational load also increases. The execution time overhead associated with this 

would have been small compared to the overhead from the sensor and inverter 

subsystems so this would have made a considerable improvement to the test-rig. 

7. 7. 2 Model uncertainty and non-linearites 

The second most significant source of error is from model mis-match. There are two 

issues; errors in the model parameters and neglecting motor non-linearities. The basic 

motor model is shown to be reasonably accurate, but volts-per-Hertz control is essential 
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to avoid saturation. On the EMU's traction system volts-per-Hertz control is used, with 

gain scheduling for other objectives, but the motor is still operated with significant 

saturation in order to get the required power-to-weight ratio. The effects of changes in 

model parameters and uncertainty in the speed measurement have been considered in 

Section 4.13, by evaluating a frequency domain expression for the coupling of the error 

and the states. This gives a method for comparing the sensitivity of different observers to 

disturbances. For sensitivity to modelling errors it is important to consider realistic 

model discrepancies such as parameter changes. The sensitivity to changes in resistance 

is relatively easy to analyse. For magnetising inductance it is more difficult as the 

calculation of the sensitivity matrix is complex and does not readily simplify. The 

sensitivity function being analysed here is the effect of a parameter error in the 

non-saturated magnetising inductance and not flux saturation, which is a still more 

complex problem, see Section 8.3. To limit the flux and hence avoid saturation 

volts-per-Hertz control of the motor is essential. Only at low frequencies where an offset 

is added to give sufficient starting torque is there a problem. To assess the effect of 

saturation a more accurate motor model is required, this is discussed in Section 8.2 

On the test-rig temperature has not been a significant issue. The motor has been 

operating in free air with a relatively low load. The effect of temperature on the 

observers has been discussed in Section 4.13.3. On the EMU it is likely that some form 

of temperature compensation will be required. Thermal effects are discussed further in 

Section 8.2. 

7.7.3 Sensor noise 

There are two main sources of noise on the sensor measurements; white noise as is 

inherent in all electronics and interference from the inverter switching, this is discussed 

further in Section 8.1. Using the techniques outlined in Section 4.13.1 the observer's 

sensitivity to noise and hence that of the fault-free residuals can be calculated. 

Alternatively, the sensor noise can be modelled and included in simulation, as discussed 

in Section 8.1. There is no reason to assume that measurement noise on the trains would 

be significantly worse than on the test-rig. In fact it is likely to be better, since the 

instrumentation is better designed with electro-magnetic compatibility issues in mind 

and the GTO's switch less frequently and more slowly. 
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7. 7.4 Loading 
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Increasing the loading increases the magnetisation current flowing in the motor. This 

alters the region of the magnetic characteristic in which the motor is operating, and 

changes the model. The motor parameter identification was carried out around a 

magnetising current of 0.3 Amps, which is less than the nominal rated magnetising 

current for the motor. Performing the identification with a larger magnetising current 

offset would give a better model of the loaded motor, although this would be inaccurate 

in the no load case. This method is used by GEC-Alsthom in the design of the EMU's 

control system. Therefore the magnetising inductance quoted in Fig. 3.5 is for the motor 

operating at 60% full rated load. 

7.7.5 Pole location 

There is a necessary trade off in the choice of the observer's poles locations; between 

high feedback gain for fast convergence and tolerance to model mis-match as opposed to 

low feedback gain for sensitivity to faults and noise rejection. 

The effectiveness of an observer for fault detection is the difference between the 

magnitudes of the fault-free residual and the fault residual. For an application where 

noise is a greater problem than model mis-match a low gain observer can be used to 

achieve good detection and estimation. When faced with significant model mis-match 

the fault detection performance most be traded off against the quality of the fault-free 

estimate. On the test-rig a workable compromise can be achieved, for the GOS method 

but not for the DOS method. 

The observer design is complicated by the speed-dependent behaviour of the induction 

motor model. To overcome this it is necessary to store the feedback gain matrix as a 

look-up table for a range of speeds. This gives scope to optimise the observer across its 

operating range for speed and possible load. At low speed or high load, high gain could 

be used to track the non-linearities in the model, whilst for high-speed and low load, a 

low gain could be used to maximise the fault detection performance and limit the effect 

of discretisation error. 
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7.8 Demonstrating the DOS methods on hardware 

This chapter ends by considering briefly the DOS methods for current and voltage 

sensors. These methods have already been compared in simulation with the GOS 

method, as discussed in Section 5.10. They are subject to all the same application 

specific factors as the GOS method, discussed in Section 7.7. For these reasons, this 

section is only intended to demonstrate that the DOS method can be implemented in 

hardware and that the results agree with the predicted performance relative to the GOS 

method. 

7. 8.1 Current sensor failures 

Initially, the current sensor FDI scheme, described in Section 5.5 is set up on the DSP 

and subjected to a sequence of faults. The motor is loaded using the Ion load on the 

output of the DC motor. The resulting residuals are plotted at two different drive 

frequencies, 10 Hz and 30Hz, as shown in Fig. 7.25a and b. 
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Figure 7.2Sa. Plots showing residual responses to a sequence of current sensor 
faults using the DOS method for sensor FDI at a fixed drive frequency of 10Hz 
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Figure 7.25b. Plots showing residual responses to a sequence of current sensor 
faults using the DOS method for sensor FDI at a fixed drive frequency of 30Hz 

The residuals shown in Fig. 23 clearly show that for the DOS method each residual is 

only affected by one sensor fault. This is the main advantage of the DOS method over 

the GOS method. The steady state fault residuals are significantly less than those for the 

GOS method. The increased noise sensitivity means that the residual is swamped by 

noise on the fault-free residual. This is mainly due to the discretisation error rather than 

physical sensor noise. This result agrees with the theory in Section 5.10 which shows 

that the DOS method is less sensitive to faults whilst at the same time being more 

sensitive to noise than the GOS method with comparable pole locations. 

The residuals show an interesting 'spike' when the fault first appears. This is caused by 

the abrupt change in the measured value causing a large difference between the 

measurements and the estimates, which is the residual. The observer feedback then 

forces the observer to track the fault rather than the real state and as it does so the 

residual is reduced. This is shown pictorially in Fig 7.26. 
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Figure 7.26. Diagram showing how a high observer gain reduce the residual. 

It is not possible to use this spike to detect faults rather than the steady-state residual 

since it will not occur if the measurement is nearly zero at the instant the sensor fault 

occurs. This is the reason why not all the residuals shown in Fig. 7.25 have the spike, at 

the start of the fault. 
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7.8.2 Voltage sensor faults 

The UIO method for voltage sensor FDI is shown in simulation in Section 5.6. For the 

induction motor, two of the design matrices are functions of speed. On the DSP, to 

simplify the implementation the observer is designed for a fixed operating speed 

corresponding to the motor speed with a drive frequency of 10Hz and 30Hz. The 

resulting residuals to a sequence of voltage sensor failures is shown in Fig. 7.27. 
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Figure 7.27. Plots of the residual signals for the UIO method for a sequence of 
voltage sensor faults. a) 10 and b) 30 Hz drive frequency. 



Chapter 7: Real-time DSP implementation of sensor FDI scheme Page 193 

The steady-state value of the residuals increases in magnitude as the applied voltages 

increase with speed. But as before, the increasing discretisation error prevents reliable 

detection of faults. 

From the few results presented for the DOS method it is clear that on the test-rig the 

detection margin is too small. The observer is too sensitive to noise and not sufficiently 

sensitive to the fault. 
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For computational efficiency the FDI algorithm is implemented in discrete-time form. 

This requires that the motor model is discretised. Three different methods of increasing 

complexity are considered, the Forward rectangular rule, second order matrix 

exponential expansion and Tustin's method. These are compared for numerical 

complexity and accuracy. All of these methods become less accurate at high speed or 

lower sampling rate since the model states are changing quickly. The more sophisticated 

methods are shown to be significantly better but require more calculations and memory 

space. The parametrised observer is adopted since it has better sensitivity to faults and 

good noise rejection. The observer gains are pre-calculated for the discrete-time model at 

a range of speeds and stored in a lookup table. The choice of pole location is considered. 

If the feedback gain is too small the observer is unable to track the plant. At high 

feedback gain the observer is able to track the plant, even at low speed when saturation 

occurs. However, this high gain is undesirable since it would also make the observer 

insensitive to faults. 

The complete FDI scheme is set up in Simulink and downloaded onto the DSP. The 

effect of motor speed and loading on the fault-free residuals is considered. It is shown 

that as the load on the motor increases, the observer error increases because of model 

mis-match when the increased magnetisation current starts to saturate. The observer 

error also increases with motor speed as the discretisation error increases. 

The FDI scheme is subjected to a sequence of sensor disconnections at different 

operating conditions. The detectability of voltage, current and speed sensors faults is 

considered. There are many factors which affect the detectability such as, sampling rate, 

pole location, noise, loading, discretisation method and unmodelled non-linearities. It is 

therefore not possible to give a definitive set of results. For any given application 

additional knowledge is needed as to the nature of the noise, typical operating range and 

available computation power before the other variables of poles location, sampling time 

and discretation method can be defined. However, for each of the listed effects methods 

to evaluate their magnitude are presented, using the sensitivity methods described in 

chapters four and five. The DOS method is implemented on the test-rig, to re-inforce the 

theoretical comparison of fault and noise sensitivity with the GOS method. 



Chapter 8: 

Improving the model and simulation 

This chapter describes some of the hardware issues which were 

neglected in the model but which are likely to affect the real 

application. In order to produce a more realistic simulation the 

inclusion of noise on the measurements, non-linear magnetisation 

characteristics and the behaviour of the inverter are considered. 
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The aim of this chapter is to look at ways of improving the simulation to produce more 

realistic results without the need to use hardware to evaluate the FDI schemes. This is 

desirable since there are a large number of variables within the scheme, such as loading, 

motor speed, model parameters, pole locations and method of observer feedback design. 

All of these influence the performance of a design. There are many differences between 

simulation and the real hardware. For example, noise, model uncertainty, sampling rate 

and precision, numerical accuracy and physical limits on sensor bandwidth. Most of 

these can be included in the simulation, especially using the Matlab DSP BLOCKSET 

toolbox which enables the inclusion of fixed point arithmetic in Simulink models. The 

three main effects which as yet cannot be included are noise, model mis-match and 

inverter non-linearity. 

8.1 Noise 

There are two significant sources of noise on the sensor measurements, 'background' 

noise from many sources[8.1j and switching transients from the IGBT's in the inverter. 

The switching frequency is several times higher than the sensor sampling rate, but the 

transients are short and unless they occur at the instant the conversion is made they have 

little effect. The switching time for the devices are continuously variable and so some 

will occur at a sampling instant. Fig. 8.1 shows the noises on a voltage measurement, 

with the inverter generating a small DC voltage on another phase. 

10 ~ ________ .-__ ~~ __ .-________ .-________ .-______ ~ 
Voltage measurement N 

o 

-10 L-______ ~ ________ ~ ______ ~~------~~------~ 
o 0.2 0.4 Time /sec 0.6 0.8 1 

Figure 8.1 The measurement noise on the phase-to-phase voltage sensor Vab with a 
small DC phase-to-ground voltage being generated on phase C. 

The two noise sources are visible, the background coloured noise in the electronics and 

the spikes from the inverter switching transients. The clock rates of the main DSP and 

the slave are not synchronised so the interference transients and the sampling instant 

drift in and out of alignment causing periodic spikes on the measurement. 

[8.1] Thermal noise in the analogue electronics or ground noise from the power supplies 
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To improve the simulation band-limited white noise and random spikes can be added to 

the measurements to produce more realistic data. 

8.2 Model mis-match 

F or normal operating conditions the motor model is reasonably accurate. The principle 

of the induction motor is extremely simple. However, the physical motor is rather more 

complex and contains non-linearities. Four main assumptions were made in producing 

the motor model in Section 3.2; ideal air-gap flux distribution, ideal magnetisation 

characteristic, zero temperature coefficient and ignoring the skin effect. The nature of 

these assumptions and the validity of each is considered in the following section for the 

test-rig motor and the real traction motor. 

8.2.1 Ideal air-gap flux distribution 

This is a complex subject involving the geometry of the motor. Several papers consider 

this in detail. Parkin & Preston 1993) and Williamson & Ralph (1983) have used finite 

element methods to model the magnetic field patterns within the motor. Melkebeek 

(1983) has used high order models for the current in each rotor bar. The models derived 

are not suitable for model-based FDI, since they have many states, with sparse non-linear 

coupling. The effect of this assumption would only be noticeable in the harmonic 

contents of the currents, as reported by Brudny & Rogers (1995) and at worst will only 

contribute to the overall noise floor for both motors. 

8.2.2 Zero temperature coefficient 

For a typical motor, the winding resistances will change by more than 20% over the 

operating range. On the test-rig this assumption seems to be valid, since the motor is not 

heavily loaded and no significant change occurs in the stator resistance when measured 

before and after sustained running. The traction motor would have to work in a 

temperature range of -20°C to 80°C during sustained high load operation at low speed. 

The resistance will vary significantly over this range. If temperature is an issue and 

cannot be measured, several methods for on-line estimation are available. Wade et al 

(1994) and Chan & Hauqian (1990) consider this since vector control algorithms are 

very sensitive to changes in rotor resistance. By assuming the temperature through the 
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motor is relatively constant and changing only slowly these effects can be simulated by 

altering Rs and Rr in the model. 

Thermal models. There are three levels of detail commonly used for thermal models:

Finite element analysis which details heat flow within the motor components. This can 

be used to locate 'hot-spots' in a motor design, Sarker et al (1991) 

Thermal equivalent networks which consider the heat flow between major components 

in the motor. These can be used to evaluate cooling efficiency and ensure an acceptable 

limit to thermal stresses, Di-Gerlando & Vistoli (1993) 

Solid mass models which just consider internal power losses and heat dissipation to an 

external environment. These give approximate operating temperatures to enable thermal 

compensation, Cho et al (1992) 

8.2.3 Ignoring the skin effect 

F or large industrial drives the skin effect has been identified as a factor affecting model 

accuracy. At large slips the resistance of the rotor is observed to increase as the current 

flows through a reduced area. In the small test-rig motor this can be ignored, White 

(1996). For the traction motor the rotor current densities would need to be considered to 

assess the magnitude of the skin effect. This requires knowledge of the internal 

construction, which is not available. 

8.2.4 Ideal magnetisation characteristic 

At high slips or at low speed, large flux densities are produced in the motor. These cause 

magnetic saturation and hysteresis effects. The inductances in the motor are therefore a 

function of current and frequency. The motors are designed to minimise the hysteresis 

losses, because the internal heat dissipation would be unacceptable. This can be included 

in the model as an additional resistance in parallel with the mutual inductance which 

represent the so called copper losses of the motor. On the test-rig using volts-per- Hertz 

control the effect of the saturation is limited and the model is accurate over a reasonable 

operating range. For the traction motor saturation is the major non-linear effect which 

cannot be easily ignored or modelled. 
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For any ideal inductor the magnetic properties would give a linear relationship between 

magnetising current and flux extending towards infinity in both directions, as shown in 

Fig. 8.2a. For real inductors, the flux will saturate. When this occurs any further increase 

in the current will only increase the flux slightly. When the flux is allowed to decay, the 

current will follow a different curve. This is called hysteresis. The magnetic 

characteristic for a real inductor is shown in Fig. 8.2b. 

urrent 

Figure 8.2a & h. Magnetisation characteristic for an ideal and non-ideal inductor. 

For the test-rig induction motor it is possible to repeat the identification tests for the fast 

and slow dynamics to obtain a set of inductances for different magnetising currents, as 

shown by Rasemussen (1996). 

Brown et al (1983) show it is not possible to simply make Lm a function of flux in the 

state space model since, then the core is saturated, there will be cross-coupling terms 

between the changing flux in one axis and an induced current in the other. Further to this 

<;olak et al (1993) point out that care is needed to distinguish between an absolute 

current which gets the total flux and the amount by which a change in flux will alter the 

current. To demonstrate this consider only the saturation effect. Fig. 8.3 shows a graph 

of current versus flux for the inductor. 

L - <Pm 
m - 1m 

agne Ismg urren . 
Figure 8.3. Plot of magnetising flux against magnetising current for typical motor. 
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The magnetic characteristic shown in Fig. 8.3 has two features, an absolute (static) 

inductance denoted by Lm and an incremental (dynamic) inductance denoted by Mm. To 

model this, several methods have been proposed. A defmitive review of techniques for 

modelling saturation is missing from the current literature. 

By choosing to model the motor in an arbitrary reference frame, that is co-incident with 

the flux direction, Brown et al (1983) were able to develop a model for saturation in the 

motor. The use of the flux-oriented reference frame means that the magnetising current 

is only flowing in one direction and the cross-coupling terms are zero. The model is in 

the electrical equation form, r=[Z]1 and then converted into state space. The flux oriented 

reference frame is difficult to work with in a real application since the flux direction is 

unknown. For a slightly different problem, a self-exciting AC generator, Papadopoulos 

et al (1996) using the method of Brown et al (1983) as a starting point, convert the 

model into the more usable stator reference frame. This approach could be used on the 

induction motor. 

Apart from the two papers referred to previously which derive a non-linear state-space 

model, most of the models for saturation are too complex to be immediately suited to 

control techniques. The models are best used to simulate non-linear behaviour in large 

motors. Amongst the modelling methods in the literature the following papers give 

detailed consideration to the nature and effect of saturation in motors. 

Melkebeek (1983) developed an incremental model for the motor, showing how the 

classic state-space model alters and that additional high-order terms appear. This model 

is verified against a real motor. Williamson et al (1983) discuss previous work before 

developing a model to include both saturation and the skin effect. Rather than attempting 

to modify the state-space equation, the starting point is a new circuit model which 

includes both saturation and skin effect. This model is shown to produce results which 

better match the performance of a large industrial drive. An alternative method is given 

by Amin (1996) in which the field equations for each rotor bar are written down and 

extended to include saturation. By summing all the bars together, a model of the flux in 

the complete motor is produced. 
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The inverter is a complex device to model accurately. The individual switching devices 

can be modelled but are non-linear, Protiwa et al (1993). The complete inverter is 

difficult to model, since it incorporates rapid switching, with large ~! generated which 

will excite even the small inductances between devices. For control purposes, it is only 

necessary to know the steady state characteristics of the inverter. This can be modelled 

as the voltage difference between the demand and produced voltages, when averaged 

over time. The effect of load on the inverter is shown by the small drop in the applied 

voltage which is caused by the increased inverter voltage drop as the sourced current 

increases, see Fig. 7.16. Note also that the power supply is sufficiently highly rated that 

the DC voltage into the inverter is not noticeably reduced. 

The two main factors which influence the inverter function are the guard time and the 

voltage drop across the switching device. The guard time is inserted by the inverter 

driver to prevent both devices being in conduction simultaneously. This reduces the 

voltages actually produced by the inverter, which become significant at high switching 

rates. The voltage drop is given by Rasemussen (1995) as: 

( 
T guard-TO.ff) 

Vdrop = Vsupp/y Tperiod 
8.1 

The voltage drop across the switching device can be found from the device data sheet. 

For the IBGT's used in the test-rig the data sheet gives the model as. 

Vee = V T + a x Ib 8.2 

This voltage drop is only present during the time when the bridge is high. During the off 

time the behaviour of the devices depend on the direction of the current flow. The model 

quickly becomes unmanageable, becoming a function of duty cycle, current and load 

reactance. For a given practical application the function can be obtained experimentally 

as in Section 6.3.1. 
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This chapter has shown how the noise on the test-rig sensor measurements has two 

sources; coloured noise in the electronics and transient spikes from the switching of the 

IGBTs. These two noise sources can be added onto measurements in the simulation. 

Two significant model discrepancies exist, temperature effects and flux saturation. 

Temperature simply alters the winding resistances, which can be estimated or 

compensated for. Saturation is a much more complex effect. It can be modelled in a 

number of ways but these are too non-linear for classical observer design methods. 

For the inverter, modelling of the switching devices is impractical, for general simulation 

because of the small time-steps required. The static behaviour can be modelled as a 

voltage drop between the inverter demand and actual voltage. This would improve the 

overall simulation but would have little effect on the FDI performance. 
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9.1 Identifying the aim for this thesis 

This thesis has arisen as part of a larger research project run by the Mechanical 

Engineering Centre on rail traction and braking control as part of which an 

EPSRC-CASE award was funded with a brief to investigate the use of modem 

fault-detection and fault-tolerance techniques on the EMU's traction system. There is 

potentially a large scope for work on this, since with the exception of the braking 

system, current industry practice is limited to condition monitoring a range of 

measurements. In the traction system hardware redundancy is largely relied on, since the 

EMU concept has inherent duplication of power systems between carriages. The scope 

for fault-tolerance within the power electronics is limited, because of the simplicity of 

the devices. For the induction motors a large range of FDI techniques already exists. The 

remaining aspect of the traction system is the instrumentation. Although much work has 

been done for sensor FDI, almost no attempts have been made to apply sensor FDI to 

power systems. The aim of this thesis is to develop a sensor fault-tolerant torque and flux 

estimator for an induction motor drive. 

9.2 Modelling the traction system 

Despite the actual traction system and controller being a complex and non-linear system, 

a simple model can be derived to enable it to be simulated. This consists of four 

sub-models, the motor, the inverter, the controller and the mechanical model for the 

train. A textbook model can be used for the motor, this assumes a linear magnetising 

characteristic. The state-space form of this model is bilinear, with speed-dependent 

dynamics. The inverter can be modelled either as an ideal sinewave or PWM source. For 

this study a simple rotating inertia with frictional loses can be used to model the train 

dynamics. The controller design is important, the real controller consists of PI loops for 

motor torque and flux, these are gain scheduled to compensate for changing dynamics 

and to damp resonance in other systems. In the simulation an open-loop controller is 

used for the simplified model. The complete model has been validated against 

performance data from GEC-Alsthom and shown to give realistic torque, flux, current 

and acceleration. 
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9.3 Contribution of this thesis 

It has been possible to separate the contributions of this thesis into three main areas, new 

theory, new applications of existing theory and the practical application. 

9.3.1 New theory: Closed-loop observers for flux estimation 

Existing equipment uses an open-loop estimator to calculate torque and flux. By 

calculating an expression for the estimation error it is shown to have a significant steady 

state error at low speed. It is also shown to have large transient dynamics. At low speed 

accurate estimation is important since the motor's torque is greatest and the potential flux 

is large. 

Closed-loop observer techniques have been considered to produce an estimator with 

better dynamics and smaller steady state error. It is proved that the standard methods to 

decouple bilinear terms cannot be applied for the induction motor problem. The motor 

dynamic's are strongly speed dependent and desirable error dynamics cannot be obtained 

across the entire operating range with a fixed gain. 

The motor model has significant speed-dependent dynamics and this has had to be 

included in the design of the observer feedback. To limit the amount of storage required 

an attempted was made to find the observer feedback as an implicit function of speed. 

This is shown to become complex and likely to be sensitive to numerical errors. It is 

necessary to pre-calculate the feedback matrix and store in a lookup table for a range of 

speeds. Using the structure inherent in the model a simple design using bilinear feedback 

has been found, where by two poles can be freely assigned, with the other two forming a 

complex conjugate pair, with negative real parts. Using a simple Lyapanov proof this is 

shown to be stable but the poles become very oscillatory with speed. The motor control 

is especially suited to sliding mode control, since the actuators are inherently 

discontinuous. There has been a small but sustained interest in sliding mode observer 

designs in the literature. A basic sliding mode observer design based on Utkin's method 

has been extended to include feedback parametrised for speed for the motor. The use of 

soft switching is also considered to avoid chattering. This thesis has shown, in 

simulation, that the sliding observers are unsuitable for oscillatory plants especially with 

high feedback gains. The main drawback of sliding observers lies in their 

implementation, where the observer algorithm is event driven rather than calculated at 
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regular fixed times. The use of error feedback significantly reduces the steady state error 

in the estimates. It also enables the dynamics of the error to be assigned. By increasing 

the gain this convergence rate can be made arbitrarily fast. 

All of the observers developed in the thesis have been shown to work in simulation. To 

assess the merits of these under more realistic condition a toolbox of methods has been 

put together. Using data from a real motor the bilinear and parametrised observers have 

been shown to give accurate estimates of motor torque, with both good steady state and 

transient behaviour. Only a very limited set of data was available which constrained the 

amount of on-line testing. The data is sufficient to demonstrate the features of the 

observers, the noise sensitivity of the bilinear observer and advantages of being able to 

assign all the poles of the error dynamics. Calculating the frequency domain coupling 

between the disturbance sources and the estimated state vector enables comparison to be 

made, for sensitivity to noise, parameter changes and errors on the speed sensor. The 

results of the frequency domain analysis are verified in time domain simulation. The 

poor noise performance of the bilinear observer is clearly visible as a high coupling 

between the noise and the states at high speed. The observer gain also affects the noise 

sensitivity and robustness to model mismatch. The sensitivity analysis shows that these 

two have conflicting criteria for the selection of the feedback gain. High gain will force 

the observer to converge in the presence of small model discrepancies, as shown 

practically on the test-rig motor. Low gain is required for good noise rejection. For the 

induction motor drive the eigenvalues of the error dynamics need not be placed more 

than a couple of time faster than the poles of the motor dynamics. For an individual 

system the feedback gain can be optimised with knowledge of the real application. 

9.3.2 New applications: Sensor fault tolerant estimation 

Despite large amounts of independent research for fault detection and power electronics, 

there is little overlap between these fields. The most significant work has been done on 

the detection of mechanical faults with parameter identification or frequency analysis. 

This thesis has shown that there is considerable scope either for sensor fault detection or 

for reducing the number of sensors on the drive. From simple parity equations to 

observer based methods a range of schemes exist for handling sensor faults. 
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Using Kirchoff's laws a single sensor fault correction scheme has been developed. When 

a fault is detected the measurement can be switched to an estimate from the other two 

sensors. A small delay in detecting a fault, passes an error to the estimator. This has been 

shown to excite significant transients in the estimator, which an intermittent fault would 

continually excite. 

The estimator for flux and torque can be improved using a closed-loop observer. This 

has the drawback of requiring a speed measurement, through this is readily available on 

the train. The observer feedback can also be used to achieve other objectives such as 

fault isolation. By designing a bank of observers which are independent of a subset of 

sensors, a sensor fault can be isolated. Two basic methods for observer based fault 

detection are reported in the literature for linear plants, the generalised and dedicated 

observer schemes, (GOS and DOS). In this thesis these methods for linear systems have 

been extended to the bilinear motor model. 

F or the DOS method it is necessary to consider the current and voltage sensors 

separately. The motor model is fully observable with only one current sensor. This 

enabled an observer feedback design which was independent of two sensors. The same 

feedback can be used in the other two phases by rotating the reference axes. Giving all 

three observers the same dynamics. To isolate a voltage sensor fault an observer which 

uses only one input to produce a states estimate is needed. For linear plants this 

technique is well developed and called the unknown input observer, (UIO). This 

technique has been extended to the bilinear motor model, for which it is possible to 

decouple two voltages sensors. The GOS method as presented in the literature is not 

suitable for combining the two different type of sensors. However, a bank of observers 

each using a different pair of current and voltage sensors can be produced by exploiting 

Kirchoffs law to estimate one sensor measurements from the other two. This leaves the 

basic observer design unchanged, it is supplied with two pairs of measured currents and 

voltages and the two estimates. In this way any of the observer designs can be used. In 

simulation this technique is shown to be able to cope with anyone sensor fault, but with 

a restriction on the minimum separation of faults of different sensors. The dedicated 

observer is able to detect and correct for up to two sensor faults in one type of sensors. 
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9.3.3 Practical application. BUilding a hardware test-rig 

Since it is impractical to attempt to evaluate the fault detection scheme on a motor of 

similar power to the traction system a small test-rig was built. The use of modem IBGT 

and drivers has been used to produce a compact inverter with minimal components. The 

flexibility of the DSP Card meant that most of the inverter could be implemented in 

software. Time division multiplexing was necessary to overcome the limited analogue 

10 capacity of the DSP card, this also reduced the cost. The DSP software was 

auto-coded from the Simulink diagrams using the Matlab Real-Time Workshop. This 

enabled rapid development of the real-time code, though not necessarily efficient. The 

thesis demonstrates the enormous potential of the D-Space card and the Real-time 

workshop for rapid proto-typing of control systems, whilst acknowledging the 

substantial cost of this type of development suite. 

The motor parameters can be identified with a simple single phase method. For 

simulation the continuous-time motor model and observers have been implemented 

discretely using an integration routine such as Rutta-Kutta. Such methods are accurate 

but are computationally intensive. To implement the observer on the DSP in real-time a 

simple discrete-time form is needed. Simulation shows that the first order method with a 

sampling rate of 1 KHz is sufficient for the application. 

9.4 Discussion of the results from the test-rig 

By plotting the magnitude of the fault-free residual and the fault residual against the two 

operating variables; speed and load; a contour plot is produced. When the fault free 

residual is greater than the fault residual the fault is detectable. For voltage sensors the 

detection is affected by the volts-per-Hertz control, which applies small voltages at low 

speed. Detection of voltage sensor faults is better at high speed and low loads, whilst 

current sensor fault detection is better at low speed with high loads. Combining the data 

for the fault-free and fault-present residuals defines an operating region for reliable 

detection of faults for each sensor. These are only shown qualitatively since they are 

very implementation specific. With the test-rig the FDI techniques have be demonstrated 

in real hardware but this is only for a limited set of conditions. 

For the test-rig the most significant factor to degrade the detectability was discretisation 

error. However, the simulation results show that by using Tustin's approximation to 
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produce the discrete from of the observer the error an be significantly reduced. This does 

have a computational penalty but this is small on a fast DSP. The effect of noise, model 

mis-match and observer design can be assessed using sensitivity analysis. By storing the 

observer gains as a look-up table, further speed advantage is obtained and freedom to 

assign all four poles of the observer's error dynamics for all speeds. For both the test-rig 

and the traction motor, model mis-match is the most significant effect. For estimation the 

observer design is predominantly influenced by model mis-match. Temperature which 

can be compensated for and saturation which requires further investigation. The 

sensitivity analysis for magnetising inductance is mis-leading. The sensitivity function is 

the effect of a parameter error in the non-saturated magnetising inductance and not the 

effect of saturation. On the test-rig FDI scheme is dependent on the volts-per-Hertz 

control limiting the flux saturation. The traction motors are operated with some degree of 

saturation to optimise the power-to-weight ratio. More detailed modelling of the motor is 

needed to incorporate saturation into the simulation, to enable testing before committing 

to hardware. At present the data required to do this and not available. 

9.5 Future work 

The aim of this thesis was not to detail the construction of a induction motor test bed, but 

considerable work has gone into setting one up. It is hoped that the hardware and 

experience gained from it will be put to good use. The test-rig has sufficient flexibility to 

explore other problems in both FDI and control of induction motors, presently it is being 

used for evaluating fuzzy observers, Lopez et al (1998) 

The scope for further work on the practical side still remains large. The next major step 

would be to assess the factors affecting the implementation on real traction equipment of 

a model based FDI scheme for sensor faults. This would require detailed knowledge of 

the actual traction system and operation environment. A preliminary assessment of the 

application can be made using the analysis tools developed in Chapters 4 and 5 with the 

more detailed simulation outlined in Chapter 8. 

On the theoretical side, the effect of the motor non-linear magnetisation characteristic 

needs to be better modelled so that it can be incorporated into the fault detection method. 
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9.6 Concluding remarks. 

This thesis has explored a significant gap in the literature, relating to the application of 

observer based fault detection to the instrumentation of electric drives. No single 

definitive result is given, the thesis develops a range of techniques and the necessary 

tools to evaluate them. However, the GOS method has been clearly demonstrated to 

work on a small scale test-rig in real-time across most of the normal operating range of 

the motor. Also shown is the large 'gulf it is necessary to negotiate in taking the theory 

beyond simulation to run in real-time on the an induction motor. 
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Appendix A: Reference frames and transformations 

A.l Three phase voltages and currents 

Page 212 

The inverter generates voltages relative to the ground supply. These are called 

phase-to-ground voltages and labelled Va,Vb,Vc for the three phases. The currents 

flowing in each phase are Ia,Ib,Ic referred to as phase-to-ground currents. See Fig. AI. 

GTO's 
Line ---r-.......,...--. 

A.2 Two phase notation 

Pbase-to-GND 
Voltages 

unmeasured 

Va 

Induction Motor 

The three circuits are resolved into 2 orthogonal axes called direct and quadrature 

referred to as DQ axis notation. In this two-axis notation two different alignments can be 

used, depending on whether the phase-to-phase quantities or the phase-to-ground 

quantities are aligned with the D Q axes. Fig. A2a and b show the two cases. 

Va 

Vb 

2 axis 
system V

Q 

Figure A.2a. Diagram showing orientation of phase-to-ground voltages in 3 phase 
and 2 axis forms. 

Vah 

2 axis 
system 

Vbc 

Figure A.2b. Diagram showing orientation of phase-to-phase voltages in 3 phase 
and 2 axis forms. Dotted lines show the rotation of the axes relative to the 

phase-to-ground voltages. 
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A.3 Transforms between 3 phase and 2 axis notation 

The following basic transforms are needed between the three phase and two axIS 

notation. This can be written down from basic trigonometry, the three phase voltage and 

current directions are resolved into their direct and quadrature components. A scaling 

factor of --J2/3 is included to give a power invariant transform. Ioannidis (1994) describes 

this as being "equivalent to rewinding the motor with ..J2h times as many turns per winding before 

reconnecting as a two phase machines. This means that both the rated phase currents and 

voltages are increased by ..Jl~. The power per phase is increased by 1 Yz, but because the 

number of phases has been reduced by 2h the total power is unchanged and therefore the 

transform is called power invariant transformation." 

[ ~~l =/f 
q 2axis 

1/~ 1/~ 1/~ 
1 

o 

1 1 
2 2 

j3 12 j3 12 
At 

(AI) 

The 3 phase-to-ground voltages are measured with respect to ground, and form a closed 

loop. This is used as a dummy equation to make the transform invertible so that the 

reverse transform can be obtain, Va is always zero. The reverse transform is simply the 

inverse of the 3phase to 2axis transform At. 

[ ~ 1 = [~~~~ ~~~:::2 0.7~71 1 x [ ~~ 1 
Vc 0.33 -0.4082 -0.7071 Vq 2 . 

3phase axiS (A2) 

These transforms can be used on either currents of voltages in either phase-to-phase or 

phase-to-ground orientations, as long as care is taken to ensure consistency in any given 

system. 

Ioannidis D.A., (1994) Networker Motor Controller Report, nterna repo . 
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A.4 Converting ph ase-to-phase and phase-to-ground orientations. 

The following two transforms can be written down by inspection of Fig. A.2. 

I phase-to-ground = [ ~ ~ 1 ~1 ]lPhase-to_Phase from la = lab - lac etc 
-1 0 1 

[ 

1 -1 0 ] 
Vphase-to--phase = 0 1 -1 Vphase-to--ground from Vab = Va - Vb etc 

-1 0 1 

Both if these transform matrices are not invertible. For this thesis these Inverse 

transforms are not required. 

A.5 Transforms required in the thesis 

The following transforms are required in the thesis. 

A. 5.1 Three phase voltage phase-to-phase to 2 axis voltage phase-to-ground. 

The inverse of this can be written down as T1. 

T1: V3-phase-to-phase = [ ~ 
-1 

-1 0 ] 
1 -1 At x V DQphase-to-ground which is not invertible. 
o 1 

The required transform, 72, can be calculated from three phase theory, with an additional 

dummy equation to maintain the balance in the 3 phase system, Ioannidis (1994). This is 

used to make the transform orthogonal such that X x X T = 1 The dummy equation is used 

to find X such thatX1=XT
• 

Alternative the psuedo-inverse can be used. 

72: VDQphase-to-ground = pinv( [T1] ) x V3-phase-to-phase 

[ 
0.4048 0 -0.4082 ] 

72 = -0.2357 0.4724 -0.2375 

But from Kirchoffs laws -Vab - Vea = Vbe therefore 

_ [ 0.4048 0 -0.4082 ] 
72 - 0 0.7071 0 

A.5.2Three phase currents phase-to-ground to 2 axis currents phase-fa-phase. 

Once again this can be found from the psuedo-inverse of the reverse transform for give. 

[ 
0.4082 -0.4082 0 ] 

T3 = 0.2357 0.2357 -0.4083 
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Appendix B. Simulink block diagram of inverter 

Wave re erence 

~ 
Frequency 
Demand 

pwm 

Mux6 

Figure B.I Simulink block diagram for the asynchronous PWM inverter. 
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Appendix C. Compact electrical notation 

The applied voltages and motor currents then resolved into two orthogonal axes can be 

expressed as complex quantities. For example the stator current Is = IsD+jIsQ 

The electrical equation for the motor given as Eq 3.1 ; 

VsD Rs +s(Ls) 0 sLm 0 IsD 

VsQ 0 Rs +s(Ls) 0 sLm IsQ 
= 0 sL lII (OrLm Rr+s(Lr) (0 r(L r) IrD 

0 -(OrLlII sL lII -ffir(Lr) Rr+s(Lr) IrQ 

can be rewritten using the complex quantities 

= [ -: ! : ~] ~: 
IrD 
IrQ 

> Vs = (a-jb)I s + (c-jd)I r 

to give the compact form Eq. Cl. 

Vs Rs + s(L s ) sL m I s ][ - ] 
[ 0 ]=[ (S-jro,)Lm R,+(s-jro,}L, I, (C1) 

The matrix of impedances in Eq. C1 can be separated into constant terms and those in 

the Laplace operator s. The equation can then be re-arranged into a state-space form. 

(C2) 
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Appendix D. Train speed and motor speed 

D.I Maximum motor speed 

The maximum motor speed has not actually been quoted by the manufacture but can be 

easily calculated. From the basic train parameters the maximum motor speed can be 

calculated as follows. 

o The maximum train speed is 120km/h which is 33.3m/s. 

o The wheel diameter of O.8m gives a circumference of 2.5m. 

o At 33.3m/s the wheels will rotate 13.25 times a second. 

o With a gear-ratio of 1 :6.93 the motor will rotate 91.46 times per second. 

o This gives the maximum motor speed of 574.42 radls 

The motor has 2 pole-pairs and hence two complete rotations of the applied field is need 

for each rotation of the motor. Allowing for a ten percent slip, the maximum electrical 

drive frequency will be 200Hz. 
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Appendix E. Existence criteria for a bilinear observer for an 
induction motor 

It is readily shown that the motor model gIven as Eq. El. satisfies the general 

observability condition, that is the observability matrix is full rank. This result means 

that an observer can be designed for a specific rotor speed but does not guarantee that a 

single fixed gain observer is suitable for all speeds . 

.! = (A + Nm r)~ + By' 
y=C~ (E1) 

Hac (1992), proposed a disturbance decoupling observer design in which the observer 

poles are made independent of the bilinear inputs. This was work was an extension of the 

designs first proposed by Hara et al (1976). Further extensions have recently been 

proposed by Shields et al (1995) to deal specifically with the fault detection problem. 

The method would appear at first sight to be ideal for this application, however, a 

number of conditions must be satisfied. For the system model in Eq. E 1 a bilinear 

observer given Hac (1992) takes the form 

" 
1:: = H y. + L)!. + Jy' + Bm)!. 

~ = y. + P)!. 

If the observation error is defined as 

then its dynamics are governed by 

~=H(}. 

E4 where H is an arbitrary matrix if the following conditions are satisfied 

" BC+(PC-l)N= 0 

H(PC-l)-(PC-l)A -LC = 0 

J= -(PC-l)B 

(E2) 

(E3) 

(E4) 

(E5) 

(E6) 

(E7) 
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By noting the form of C in Eq. E1 and partitioning N into 2x2 sub-matrices as 

N = [NIl N12 ] 
N21 N22 (E8) 

then it is a relatively straightforward procedure to show that the unique solution to Eq. 

E5 is: 

(E9) 

p=[ N22~l ] (EIO) 

With similar 2x2 partitions for H and A and using Eqs. E9 and E10, Eq. E5 can be 

rewritten as: 

From which it follows that: 

H12 =0 

LI = 0 

H22 = A22 - N22NliA 12 

L2 = (A22 - N22NliA 12)N22Nli - N22NliA 11 - A21 

~]=[~~] 
(Ell) 

Hll and H21 can be selected arbitrarily and since H12=O the error dynamics in Eq. E.4 are 

defined by the eigenvalues of Hll and H22. However, for the structure of the model 

defined in E1 it can be shown that 

regardless of the various parameter values. As a result, the method of Hara et al (1976) 

and more importantly the method of Shields & Du (1995) cannot be applied to obtain a 

stable observer. 
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Appendix F. Problems with the implementation of the variable 
gain observer 

During simulation the observer's estimation error becomes unstable and also there is an 

undesirable transient when there is an initial condition error. Fig. F.l shows the error in 

the torque estimate obtained from the estimated states. 

2 < 8 
~ 1 
'"' g 0 
(!) 

(!) 

&-1 
'"' 0 

E-< -2 

0 2 15 16 17 18 19 
Time Isecs 

Figure F.1. A graph of the error in the torque estimate with no error in initial 
conditions. 

20 

The elements in the gain matrix have a large range of magnitudes within the coefficients 

and high powers of speed. This is likely to cause errors in the calculation of L(O). By 

removing the sub-system for generating the feedback matrix from the observer it is 

possible to plot the actual observer gain with speed. This is done by applying a ramp in 

speed to its input and plotting the output of the variable gain block. In this way it is 

possible to check the accuracy of the gain matrix calculations. 

Coeff. L31 generated by Simulink Coeff. L31 generated by Matlab 

6000 infinity 70 

3000 35 

Assymptotic to 40.2 
Assymptotic to 43.2 

0 0 

0 Speed Irads1 200 0 Speed Irads1 200 

Coeff. L41 generated by Simulink Coeff. L41 generated by Matlab 

200 200 

o o 
-50 -50 -1------------, 

o Speed Irads1 200 0 Speed Irads1 200 

Figure F .2. Gain terms calculated by simulation and desired terms from the 
symbolic expression. 
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The coefficient tenns LIl, L12, L2I & L22 are clearly acceptable since they are constant 

or linear. Two of the polynomial fraction tenns are shown in Fig. F.2. The plots ofL31 & 

L4I against speed, as generated from the Simulink implementation of the equations are 

shown with their desired shape produced from the Symbolic Matlab expression, 

evaluated to at least 16 digit accuracy. The errors in these tenns are also reflected in L32 

&L42. 

The poles of any observer are sensitive to the coefficients of the feedback matrix. The 

four polynomial tenns display considerable errors and it is likely that these will be 

reflected in the eigenvalue locations of the state error dynamics. The root locus of the 

error dynamics, e = (A +Nro -L(m)C)e, varies with speed is shown in Fig. F.3. The 

eigenvalues of the error dynamics are plotted for intervals of 0.1 rads- t of the speed ro. 

600 
(0=0 (0-

./0 0\. 
400 

200 

~ ro 
c .0, o -m=20() - - - - - - - - - - - - - - - - - - - -
ro 
E 

-200 

-400 

-600 
-100 -80 -60 

.\ 
0(0=0 

! 
0(0=0 

-40 -20 
Real 

I· 

I 

0 20 40 

Figure F .3. The locus of the eigenvalues of the Simulink observer with speed. 

The poles of the error dynamics move with speed. At low speeds they form two 

oscillatory pairs which explains the initial behaviour. By 2rads-
t 

the poles are close to the 

desired location and they remain there until about 100rads-
t
• They then track out in a star 

burst fashion, by 120 rads- t two of the poles have crossed into the right-hand half plane. 

This explains why the observer goes unstable as the motor accelerates. 
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Appendix G. Relationship between rotor time constant and 
motor power 

Section 4.7 has shown that the bilinear observer is less oscillatory for induction motors 

were R?»Lr- To explore how this inequality relates to the physical motor the rotor time 

constant, Tr, is plotted against the rated power of the motor as shown in Fig. G.1. The 

parameters for these motors were taken from papers included in the references section of 

this thesis. 

106~ ______ ~ ________ -. ________ .-______ ~r-~~~~ 
~ :: :: :: :: :::::::::: ~ :::::::::::::::::::::: ::::::::::::::::::::::::::: ~:::::::::::: :: :::::::: ::::::::::: = :::: :: :: :: = = 

= = ~ = = = = = = = ~ = = = = = = = = = = = = \= = = = = = = = = = = = ~ = = = = = = = = = = = = \= = = = = = = = = = = = 
-----------,------------r-----------,------------r--------

1 1 1 1 
--E9--------,------------r-----------'------------r-----------

E9 1 1 1 1 
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5 
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$-< 1 1 1 o ___________ ~------------r-----------,------------r-----------
'0 1 1 : : ::E ----E9- - - - - - ~ - - - - - - - - - - - -',- - - - - - -~ - - - - I - - - - - - - - - - - - 1- - - - - - - - - - - -
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4 

~ ~ -: _ ~:: ~ ~ ~~~: ~ ~ ~ ~ -~! ~~ ~: ~ ~ ~ ~ ~ ~! ~ ~ __ ~ ~ ~ ~ ~ ~ ~~! = _ -~ ~ _ ~ ~: ~ r 
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=:: =::: =:: = ~ = =:::: =: -: =:~: =: ~::: =::: ~: ~::: e: :::~: = = = = = = = = = = 
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Figure G.t. Graph of motor power against rotor time constant for a range of 
induction motors. 
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Appendix H. Occurrence of limit-cycle at high speed in a 
sliding mode observer 

The sliding mode observer described in Section 4.8 goes into a limit-cycle at high speed. 

To show that this is an effect of the eigenvalue locations rather than the bilinear model. 

Consider the state dynamics matrix A matrix for a fixed speed, 0)=0, then use the 'place' 

function to assign increasingly more oscillatory poles to the observer's estimation error. 

0.5 0.5 0.5 0.5 
x1,x2 x1,x2 x1,x2 x1,x2 

a a a [7 a V 1/ II -0.5 -0.5 -0.5 -0.5 -0.5 

-1 -1 -1 -1 -1 a I ,me/sec a Time/sec a Time/sec a Time/sec a Time/sec 

0.1 0.1 0.1 0.3 0.4 

0.05 0.05 0.05 
0.2 

0.2 

0.1 
x2 a x2 0 x2 0 

x2 a x20 

-0.05 -0.05 -0.1 -0.2 -0.05 0 0.5 -0.5 a 0.5 -1 -0.5 x1 a 0.5 -1 -0.5 x1 a 0.5 -1 -0.5 x1 0 0.5 -1 -0.5 -1 
x1 x1 

poles: 1000i poles: 10±80i poles: 100IOOi poles: 10±200i poles: 10±300i 

Figure H.t. State trajectory, plots for sliding mode observer with increasingly 
oscillatory pole locations. 

Fig. H.I shows the effect of the sliding mode observers eigenvalues having complex 

conjugate pairs with increasing larger imaginary parts. This shows why the state 

estimates of the sliding mode observer, goes into a limit cycle as the speed increases. 

This behaviour is also gain dependent, the higher the switching gain the lower the 

imaginary value at which a limit cycle occurs. 
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Appendix I. Envelope detection of the residual signals 

The residual signal will be sinusoidal. In order to convert this into a Boolean fault signal 

an envelope detector is used. This is then either threshold detected to obtain the fault 

signal or several are compared to select the minimum, which is then assumed to be 

fault-free. The block diagram for the envelope detector is shown in Fig. 11. 

Figure 1.1. Simulink Block diagram of envelope detector. 

Fig. 12 shows a fault signal, the corresponding residual, the output of the envelope 

detector and the resulting detected fault after a threshold is applied. 

Detection delay ----.: ~ ~ :.- Clearing time 
1 I I 

I I 

F I I Fault I I 
I I 

a I I 
I 

I I , I 

I I I I 

-1 
1~--~----~~~~--~~--~---'----'---l 

Residual 

I I I I 

I I --1 .l! I i ..". 
I I I 

0~-------4 
I 

I I -1~ __ ~ ____ G-~~ __ ~~ __ ~ __ ~ ____ ~ __ ~ 
1~--~--~~~~~~~~--~~--~--1 

nvelope 

o~-------; 

-1~ __ ~ __ ~~~ ____ ~ __ ~ __ ~ __ ~~~ 
I 

1 
I -

FDetected fault I I: I I 

I I I I 

I I 

a I I I I 

I I I I 

I I I I 

I I I I 

-1 4 
a 0.5 ~ I 1. Time /s 

I I ~' , 
" 

I 5 2 I 2.5 3 3.5 I 

Figure 1.2. Sketch showing how a fault is detected from the residual. 

There is a delay in detecting the fault, this is because the residual signal takes sometime 

to reach the threshold. There is also a delay in detecting that the fault has cleared, this is 

due to the time taken for the envelope detector to decay. 
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Appendix K. Photograph of Test-rig 

~"'--~- Inverter & Instrumentation 

Figure K.1. Photograph of test-rig hardware. 

Figure K.2. Close-up of AC Motor and DC load machine, 
with safety gaurd removed. 
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of test-rig software 

1------------ ----~ ,----- ------ 1----- -------

, 

« 
'Ill , 

,.e 
,B , , ro 
,...J 
, 

, , 

, 
, , 

("') _ L-

roB 
~ro 
C'lL-
00) 
...JO-o 

..-
C'l 
::J 

0.. 

, 
I 

l _______________________ ~ 

o 
co Ill, 

i 'Ill 
, 

,.e 
, ,B 
, ' ro 

,...J 

, 
_______ J 

« 
o 
0) 
C'l ro -o 
> 

0' , 

c' 0) , 
t;, 
::J ' o 

I 
_______ J 

L-
0) 
"0 
.... "0 
,0 eI 

0) 
N 

'V 
C'l 

(j) ::J 

C 

E 
::J 

Figure L.1. Simulink block diagram of TDM instrumentation interface, for current 
and voltage sensors and opto-wheel decoder. 
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Figure L.2. Simulink block diagram of waveform generators and PWM output. 
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Appendix M. Mapping between continuous and discrete 
models 

A continuous-time system which is stable in the s-domain is not necessarily stable when 

transformed into a discrete-time system in the z-domain. The stability in the z-domain 

requires that the discrete poles of the system are contained within the unit circle. 

Different continuous-to-discrete transforms map the continuous poles into the z-domain 

differently. 

The forward rectangular rule maps the stable left-land of the s-domain into a column in 

the z-domain which is not all stable, as shown in Fig. M.l below. 

Real 

s-domain z-domain 

Figure M.l. Graphical representation of mapping between sand z domain using 
forward rectangular rule. 

Tustin's approximation is a more complex transform but it maps the entire left-right 

plane in the s-domain into the unit circle in the z-domain. 

Real 

s-domain 

x 
<1) 

0. 
E 
o u 

z-domain 

Real 

Figure M.2. Graphical representation of ma~pin~ between sand z domain using 
Tustin's approXimatIOn. 
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Appendix N. The Simulink diagrams for the real-time FDI 

}-----l Sensor sub-system 

A independent 
Observer 

B independent 
Observer 

C independent 
Observer 

QJ'---"& 
Frequency 

Modulation 
Offset 

Process 
Residuals 

Inverter 

r---~~1 ~ 

resid1 

resid3 

Figure N.t. Top level block diagram of the FDI scheme. 

The contents of the inverter and sensor sub-systems is shown in Appendix L. 

+14--...., 

Estimate sensor Ia 

Figure N.2. Simulink block diagram of observer. 
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Demux 111---1-----------,------

K1 K1 

-K2 K2 

Mux 

Figure N.3. Simulink block diagram of observer feedback matrix K using 
parametrised feedback 

Figure N .4. Simulink block diagram of observer feedback matrix K using bilinear 
feedback. 
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