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PREFACE.

Analytic and Constructive processes in the Comprehension of Te¥t.

This thesis explores the process of comprehension as a purposeful
interaction between a reader and the infonnation in a text. The review begins
by discussing the difference between educational and psychological
perspectives on comprehension. Approaches to the analysis of text structure
are then described and models and theories of the representation of knowledge
are evaluated. It is argued that these are limited in that they tend to focus
either on the text or the reader: they either examine those procedures that
are necessary for text analysis or the knowledge structures required for
comprehension, storage and retrieval. Those that come nearest to examining the
interaction between text and knowledge structures tend to be limited in terms
of the texts they can deal with and they do not deal adequately with the
predictive aspects of comprehension.

Experiments are reported which look at the ongoing predictions made by
readers, and how these are affected by factors such as text structure and
nInterestingness". The experiments provided the opportunity for examining the
potential of alternative methodologies (such as the content analysis of open-
ended questions). It is felt that it is necessary to examine comprehension
using methods which are direct but not intrusive. The studies reported
demonstrate that it is possible to obtain reliable measures of a reader's
predictions and that these are systematically affected by the structure and
content of the text.
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INTRODUCTION

This thesis is concerned with both theoretical analyses and empirical
investigations of the comprehension of text. The definition of "text" in this
context is a loose one. It is pragmatically defined as the stimulus material
which subjects have been asked to "comprehend" during experimental
investigations or the written material which is used to illustrate a
theoretical model. As a result a "text" can vary in length from a sentence to
a simple short story. In all cases it is longer than a single word and more
connected than a list of words.

The definition of "comprehension" is far less simple. It could be defined
slinply as whatever the reader does when reading a text. However in an
experimental situation, comprehension is being assessed by the experimenter
according to a preselected criterion and in relation to a text which has been
preselected for a particular purpose. What the reader does in this situation
may not be what he/she would do in reading a self selected text for a self
determined purpose. Therefore any complete definition of comprehension will
have to include the purpose for reading the text. A very tentative and general
working definition of comprehension at this point is that it is a purposeful
interaction between a reader and a text leading to the goal of ''meaningful''
(to the reader) interpretation. Bartlett (1932) called this process "effort
after meaning". Such a definition leaves open the question of what the reader
might be doing in the course of the interaction, and the purpose for reading
the text and what is meant by ''meaningful''.

What .! cC?IIp!tentreader would need ~ have to canprehend .! text.
If a reader is to comprehend a text he or she must have sufficient

knowledge about the text structure and content to be able to decide whether
the text is comprehensible. Comprehensibility is not all or nothing but lies
somewhere on a continuum from easy to impossible. The position on the
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continuum where any particular text is placed is a function of the interaction
between the reader's knowledge and features in the text. A text cannot be easy
to comprehend unless the reader has the necessary knowledge to understand it.
The greater the "effort" the reader must expend to find or create a "meaning",
the further along the continuum towards impossible the text will lie.

If the rather tentative definition of comprehension is to be expanded,

features of the text and the knowledge the reader must have in order to make
comprehension easy will have to be explored. This means that both the text and
the reader's knowledge base will have to be analysed in a complex manner.
While aspects of the analysis will be described separately, this is not to
imply that they are independent aspects or that they are stages in a process.
The separation is for convenience of description. A series of questions may be
posed to aid these analyses:

(i) Are the words known to the reader?
(ii) Are the words combined in an acceptable order?
(iii) Are the concepts related to each other in an appropriate manner?
(iv) Is the content acceptable, possible or plausible in the wider context
of the reader's world knowledge?
These questions require that the reader has sufficient and specific

linguistic knowledge in addition to same pre-existing knowledge about the
topic to be able to analyse the text. Com~ehension will be easy if the reader
has all the necessary knowledge to answer these questions. It will be
impossible if he/she has none.

(i) Are the words known to the reader?
The familiar ity of the words used in the text depends upon the reader's

lexical knowledge (that is, knowledge about the meaning of individual words in
the text). This is most important when single and unconnected words are being
read. However, if connected text is written in such a way (and this will be
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discussed in relation to other aspects of text analysis) that there is
redundancy in the text then knowing the lexical meaning of each word is not
essential. Only having lexical knowledge of each word is not sufficient to
understand the overall meaning but it may be better than nothing. This becomes
apparent if a word by word translation is made from a foreign language and it
is easy to end up with lists of words which make no sense as a connected text.
However in connected text same lexical knowledge is important because
knowledge of none of the words would mean that the reader could not begin to
analyse the text. Lexical knowledge then is a necessary but not a sufficient
component of text analysis.

(ii) Are the words combined in an acceptable order?
The accep~oility of the order of words or events depends upon the

reader's syntactic knowledge. Syntactic knowledge at sentence level is
knowledge about the rules which determine the order and combination of parts
of speech. A competent reader is able to decide that sentences such as:

"The dog ate the bone" or "The bone ate the dog"
are grammatically correct, whereas:

"Dog the the ate bone"
is not.

The labels which have been attached to parts of speech by linguists (for
example, noun and verb phrases, nouns, verbs and adjectives) are convenient as
short-hand descriptions but are arbitary and ill-defined when a deeper
analysis of their functions is attempted. Yet sentence syntax has been
described with the aid of these labels and they do serve to define a set of
rules which attempts to distinguish an acceptable word order. What is being
asserted at this point is that if the reader is to comprehend a sentence he
must be able to decide whether the order is acceptable: no claims are being
made about the rules that he uses.

Syntactic knowledge can be applied in isolation from lexical or other
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knowledge. Esoteric scientific or sociological texts can be recognised as
consisting of acceptable sentences even if the lexical meaning is obscure. But
even if the lexical meaning is clear and the syntax (or grammatical
structures) are acceptable, this is not a sufficient condition for the text to
be comprehended. This is illustrated by the example used above ("The bone ate
the dog"). Sane additional analysis is reg:uired. This will be based on the
appropriateness of the relationships between the concepts (see iii).

In addition to being able to decide upon the accep~ility of word order,
the reader must also be able to decide whether the structure of the complete
text is acceptable. To make this decision he must have same knowledge of the
conventions of text, so that he can recognise the form, for example whether it
is a short story, a scientific report or a newspaper article and whether the
content of the text can be understood according to these conventions.

(iii) Are the concepts related to each other in an appropriate manner?
The appropriateness of relationships between concepts depends upon the

reader's semantic knowledge, that is abstract knowledge about words at their
conceptual level. This includes abstract knowledge about the properties of
concepts. For example "mother" is animate, himan , female, adult, has children.
"Mother" can only be linked to actions that require an animate relationship.
For example, "breathes" requires an animate subject, the subject can be human
or non human and what is breathed must be a gas/vapour. Therefore "mother
breathes" is a semantically acceptable relationship, but "mother breathes
water" is not (but see (iv) below). The example used earlier ("The bone eats
the dog") is not acceptable in the light of conceptual and semantic knowledge
because "bone " is inanimate, and "eats" requires an animate subject.

If the reader is reading a longer-than-sentence text, then this knowledge
must extend to between sentence relationships if the text is to be

comprehensible. There must be acceptable links between the sentences and these
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must overlap if the text is to be comprehensible. The competent reader has to
be able to discern these links and confirm their appropriateness if he/she is
to decide that the text is comprehensible.

A series of sentences such as:
"Mother came into the room. She sat down by the table. It was covered with
a clean cloth."

is well linked. But the reader needs to know about pronominalisation to be
able to be able to discern the links and to decide that the text is coherent.
Even at this point the processing may not be sufficient for the reader to
decide if the text is comprehensible. Further analysis is required in order to
decide if the content is possible in terms of the reader's world knowledge.

(iv) Is the content acceptable, possible or plausible in the wider context of
the reader's world knowledge?

The words in the text may be familiar in a lexical sense,the sentences
and the overall text acceptable grammatically and according to typical text
conventions, the relationships between the concepts permissible and the
sentences within the text overlap conceptually, but the text may not be fully
comprehended because the information which is given does not accord with the
reader's knowledge about what is possible in the world. For exanple, "The lion
slept on the table" is comprehensible in terms of the words, the grarrmatical
structure, and the relationships between the concepts. However, lions live in
jungles or safari parks or in cages at the zoo. Tables are kept 'inhouses, or
in restaurants and are generally used by people, so the sentence does not make
sense in terms of general world knowledge. However, the reader may persist and
try to make sense of the sentence believing that an author generally will wish
the text to be sensible to the reader (this belief of course may not exist
when the reader is in an experimental situation). At such times the reader may
try to create a situation in which such information would be sensible. The
source of the information can then be in the text, where he may discover
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further references to the lion perfonning weird acts such as drinking milk
from a saucer, eating fish and hunting mice and perhaps from this context
decide either that this is a lion which has been trained to act like a
domestic cat and is therefore unusual, or that the author is using the tenn
lion metaphorically to refer to a domestic cat. Alternatively he may create a
context from his own stored knowledge and either create or recall a situation
in which this act might be plausible. It may well be an ununusal and
idiosyncratic situation such as that described above or a very general
explanation such as the lion was receiving veterinary treatment and was lying
on the table in the surgery.

The reader's world knowledge may enable him/her to create a context for
sentences which are syntactically and semantically anamolous or ambiguous. In
this sense, world knowledge is the most important factor in comprehension. For
example, the sentence "Mother breathes water" was smwn to be semantically
unacceptable. However the reader is able to create either realistic or unreal
situations in which the sentence can be acceptable. The realistic situation
would accept the semantic anamoly (water is a liquid, not a gas, and therefore
cannot be breathed) and create a situation in which this was maintained (for
example, "Mother breathes water and dies"). The unreal situation would create
a bizarre or fantastic situation in which breathing a liquid becomes
acceptable:

liMy mother, the mermaid, breathes water."
or: IIMrsTrout, the biggest fish in the river, is my mother and she breathes
water."

A single sentence is easilyscCIIIIIIII.dateclin this way but if it is a part
of a longer text this becomes increasingly difficult unless the situation
created by the reader accords with that which has been chosen by the author.
In reading longer texts, the reader would need to be able to change and
reconstruct his/her interpretation.
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Comprehension as a learning process.
A text which is lexically, syntactically, semantically and pragmatically

(in tenus of world knowledge) acceptable will offer no challenge to the reader
because it can be passively absorbed into the existing knowledge structures.
"Easy" comprehension would seem to imply that the reader need expend no effort
in establishing meaning and that he/she will learn nothing fram the text.

If something new is to be learned, the process must danand something more
of the reader: the introduction of new tenninology; a novel construction of
the sentence or the text which perhaps will place the outcome of the sequence
at the beginning as a flashback; a figurative use of language which may
juxtapose semantically incompatible concepts and perhaps produce a metaphor
such as "the leaves danced on the trees" or infonnation which adds to or
challenges the reader's knowledge of the world.

Whether or not such changes move the comprehension of text to the
"impossible" end of the continuum depends on the knowledge of the reader. If
it can be assumed that a skilled reader is aware of the linguistic conventions
of text (that is, he has a good working vocabulary, can recognise non-
grammatical constructions, is aware of semantic constraints) then
comprehension will be a function of his experience and knowledge of the world.

The world knowledge that is required for the reader to check the reality
of the information is idiosyncratic and personal and may well depend upon the
his/her experience in life. Experiences differ at many levels. In very general
tenns a person who went to a church school may well know more about religious
matters a person who did not. On the other hand those who have attended a
Jewish School will have quite different religious knowledge than one who
attended a Catholic School. In either case the extent of their knowledge will
depend on their commibment to their faith. If they were given the same text
about a religious festival in an educational test or in an experimental
situation their comprehension would be very different because the world
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knowledge which would be the basis of their criteria for jUdging what was
possible would be different.

What is comprehended: the effect of purp:>se, instruction and eXFerience ~ the
interaction between reader and text.

(i) Experience.
The role of experience in text analysis has already been discussed and it~

is clear from the discussion that experience can strongly influence what is
comprehended in terms of a passive acceptance of what is already known and
known to be reality. Although common experience at a national level (for
example, going through state edocation and being exposed to the the media)
has provided for a great amount of overlap in certain areas of knowledge,
experience at other levels (for example, professional and family influence
can lead to wide differences in knowledge. Experience can have an additional
influence in the part it plays in the choice and interpretation of self
selected texts and can certainly influence the purpose for the reading the
text (that is, in influencing what it is that the reader wishes to know when
he begins to read a text). In experimental and educational situations
differences in experience are controlled to a large extent by the selection of
text and task.

(ii) Purpose and instruction.
Readers usually have a reason for reading a text. In a normal reading

situation the purpose of the reader may be very specific (for example, reading
the newspaper to find out what is on television or reading a journal or
magazine article which has infonnation about a professional or leisure time
activity). On the other hand the purpose can be very general (to pass the time
in the dentists waiting room,or to read for pleasure). Purposes may be related
to roles in life such as spouse, parent, worker, or to leisure activities such
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as gardening, knitting or computer progr~ning and so on. What is comprehended
(the outcome of the reading) is related to the purpose. The purpose which
initiated the reading may not be constant or consistent throughout=
infonnation that is incidental to the initial purpose may change the purpose
during reading and comprehension.

In an educational test or task, the choice of material is controlled by
the teacher or by the text book or reading laboratorylMltel'ial. In an
experimental situation the choice of material is controlled by the person who
designs the experllnent. Thus the reader's experience is incidental to the
choice of material, unless it is a part of the overall plan of the chooser to
include this experience. Therefore the overt purpose for reading a particular
text is usually decided by someone other than the reader and the reader mayor
may not be aware of the reason for the choice of a particular text. Any
personal and private outcome which results from reading the text is ignored
unless by chance it corresponds with the outcane selected by the experimenter.

The reading outcome which is taken as a measure of comprehension is
shaped and constrained by the instructions given at the outset, and the nature
of the task the reader is asked to perform. The assessment of com~ehension
will be detennined in part by the match between the reader's response and the
expectations of the experimenter/ teacher.

The reader may be required to answer questions based on the text; to make
truth judgements about the text; to recall the text or specific aspects of the
text in cued or free recall conditions; or to recognise portions of the text.
Time taken to read a text or a variety of texts may be measured. What is
inferred from these measures is related to the theoretical stance of the
exper imenter •

So, in a controlled reading situation what the reader might be doing in
addition to the task is largely ignored. It is easy to deduce from
experimental results and test scores whether or not the reader is performing
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the activity predicted by the task and jor the text. What it is not
pennissible to deduce is that what is being measured is necessarily
"comprehension".

~ SumDary of the contents.
In their measures of comprehension, educationalists have largely been

concerned with the content of what is comprehended, analysising the skills
required for successful comprehension and the production of measures to assess

br" fthe attainment of those skills. A very~ummary of their work in this area
appears as Chapter One

Psychologists and Psycholinguists have been more concerned with the
processes involved in comprehension and in providing empirical evidence for
the existence of these processes. Their work is reviewed according to their
theoretical perspective.

In Chapter Two the psycholinguistic models of Chomsky and Fillmore are
reviewed. These models focus on the production and analysis of sentences. They
are not primarily concerned with explaining what readers do but focus on the
rules which will produce ideal sentences (those which are semantically and
syntactically acceptable) and more importantly will not produce unacceptable
sentences. In tenns of the definition of comprehension which has been explored
in this chapter, these models would produce sentences which (given a competent
reader) are "easy" if the reader has the required knowledge of the world to
com~ehend their content.

Chapter Three reviews models of semantic memory. The models propose a set
of universal abstract associations by which concepts in all sentences or
propositions can be encoded. The models begin with an analysis of text
according to experimenter defined relationships. They propose that the

features and associations used in the analysis are parallelled in the reader.
According to these models, the reader is a text analyser who processes the
text in the same way as the model: that is, he jshe is passive and encodes and
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retrieves text in accordance with a pre-existing structure or an automatic
process. The models are not concerned with ways in which the structures and
processes might be established in the reader; they rest on the assumption that
the structures and processes exist and that they are automatic and universal.
Empirical investigations which support such models assume that the senantic
processing described by that model is the main variable of reading tirr~~.

Models which have proposed global representations of knowledge are
reviewed in Chapter Four. These 'l\.\·j" .; are similar to models of semantic
memory except that they are concerned with the reader as an analyser of texts
which are larger-than-proposition length. Generally tl'tftayrr!!."ld'·. are concerned
with the consistent features of texts and situations and how they are
represented in the reader (whereas the models in the Chapter Three were
concerned with consistent features and associations of sentences or
propositions) • Like thOse of semantic memory,the models of global knowledge
assume that the proposed structures which can aid the analysis of texts and
situations are present in the reader. Same models propose that the structures
might be created by experience, others assume their existence. All assume an
efficient analyser who encodes and retrieves large sections of text according
to pre-existing structures. Some of the models are concerned with general
knowledge structure, others with structures which will analyse a specific type

of text. Neither these nor the semantic memory models are concerned with the
purpose of the reader or with infonnation which will not fit the pre-existing
structures.

Chapter Five reviews the model of comprehension which has been developed
by Kintsch and his associates. The early version of the model is concerned
with modelling the process by which a text representation can be produced. The
basic unit of the process is a proposition derived from the text by use of
Fillmore's Case Grammar. The reader again is seen as a text analyser who
passively and uncritically analyses all input from the text, his main purpose
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being to establish textual coherence. Further development of the model
describes the process by which the gist of a text is abstracted under the
constraints of the reader's knowledge of text structure. A final development
is the process by which the text is made ''meaningful''to the reader in terms
of stored structures of world knowledge. The model sees the reader as a
processor who abstracts semantic, global and world ~nowledge from a text by
embedding the content into a flexible structure which is constrained by stored
information about the structure and content of texts.

Chapter Six examines the empirical evidence which supports Kintsch's
model of comprehension. The methodology is again concerned with matching
reading tUnes and recall of text to a pre-existing model. The model is based
on an analysis of the text and therefore the evidence compares the results
obtained from the reader to properties in the text. It assumes that reading
time is utilised in carrying out the proposed processes and proceeds on the
basis that only recall material that matches the input is interesting.

Chapter Seven reviews the model of comprehension produced by Sanford and
Garrod. Their model is concerned with the representation of the text as it
might be created by the use of linguistic referents between concepts in the
text. It models the process by which the reader creates and stores the text
representation and how this relates (in terms of what is accessed and what is
stored) to general long term memory. In this model the reader extracts the
semantic relationships from the text by relating input to stored primitive
meanings. Again the reader is seen as a processor of text who relates the text
to a pre-existing structure to extract ''meaning''.According to this model all
infonnation accesses stored primitive structures. New structures are not
created when a mismatch is made, instead a different structure is accessed.

In Chapter Eight the previously reviewed "association" models (which see
the reader as a processor of text who passively relates all input to
previously stored structures) are contrasted with models which present the



Introduction Page 13

reader as an active constructor of "meaning". The chapter traces the
developnent of the "constructivist" approach. This approach sees the reader as
an active seeker of "meaning" who uses Lnfonnecion in the text to create a
"meaning" for the particular situation that the text or the context described.
In this model the reader does not absorb input into pre-existing structures
but creates structures from stored knowledge of the world which will make the
content "meani rqful."even when in strictly analytical terms it is not "easy"
to comprehend. In the final part of the chapter the differences in approach of
the "constructivisit" and the "associationist" models are discussed by
reference to models of elaborative processing and the experimental work which
suports the two approaches.

Chapter Nine is a summary of the models presented in the review. It
contrasts their assumptions for: the relationship between the structure and
the content of text; the representation of text in memory and the processes
used by the reader in the comprehension of the text and discusses the
implications of those models for the comprehension of a specific extract of
text.

Chapter Ten describes a pilot experiment which explores methods by which
the processes involved in the comprehension of complex text might be examined.
It particularly exanines the type of question which is most useful for
eliciting quantifiable data about the predictions and hypotheses made about
narrative texts on the basis of varying amounts of the same text.

The methods which were established as being useful in the pilot
experiment are utilised in an experiment described in Chapter Eleven. The
experiment analyses the predictions luade about the events and characters on
the basis of various amounts of the same text and discusses the relative
contributions of information about structure and content in the predictions
that are made.

Chapter Twelve examines the differences in processing of the same
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information when it is presented in canonical and "flashback" order. The

chapter describes a series of experiments whereby the concept of

"Interestingness" as described by Schank (1978) was investigated and used as a

measure of the processing involved in the comprehension of two structures of

text. It is concluded that variations in the structure influence the

processing of the content to the extent that what is processed is infl uenced

by the temporal order in which it is presented.

Chapter Thirteen examines the effects of text and reader var iables on

predictions by manipulating the text used in Experiments One and Two. The

amount and type of information given to male and female subjects is

systematically varied and the effects measured by the ratings of likeliness

given to a set of predictions. It is concluded that readers use general stored

world knowledge to comprehend narrative texts and that this is elicited by

minimal information in the text.

The Conclusions present some general conclusions from the experimental

work and their methodological and educational implications.
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OIAPTER ONE.

Educational perspectives and research into comprehension.
Educational research is concerned with comprehension as a part of the

reading process. Two alternative perspectives have developed. According to one
perspective comprehension foons the top level or levels of a hierarchy of
skills through which the reader progresses either developmentally (in the
process of learning to read) or sequentially (as an experienced reader). The
other perspective sees conprehension as being central to reading with specific
subskills being learned or practised as an aid to comprehension.

Canprehension: ~ ~ of ~ hierarchy of skills.
This perspective sees reading as involving a progression through a

hierarchy of skills each level of which is a necessary prerequisite to the
next level in the hierarchy. The hierarchy is devised by a logical or
intuitive analysis of the reading process. According to this perspective,
reading is a process which begins with the decoding of marks on paper
(letters, phonemes or words) into speech sounds. Rl':'!adin0 ability is developed
by the gradual introduction of skills for decodi~J more vocabulary as single
words and as sentences and finally by the introduction of skills for the
extraction of meaning. Skills to work at these levels are developed by the
use of structured texts. Methods of teaching which adopt this perspective
(Gagne,196S; Downing, 1972; Gattegno, 1962; Fries, 1962 ) assume that there is
need for proficiency in certain skills at each level or stage of the process
before the reader can progress to another stage. comprehension is a part of
the hierarchy and may have three or more levels or stages according to the
various models. Gray (1960) for example proposes that comprehension has three
levels: "the lines" (a clear grasp of what was read); ''between the lines"
(determining what is implied) and "beyond the lines" (implications beyond what
is stated). Lunzer (1979) uses the analogy of a target with four concentric
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rings, each ring representing a different skill. As the reader works outwards
fram the central skill of decoding wocds or marks on the paper, the levels of
comprehension become less general and more idiosyncratic. The DES report
(1975), Moyle (1972), Robinson (1972) and Barrett (1972) each propose that the
comprehension process has five stages. The stages in the DES model and those
proposed by Barrett are identical. They propose that the comprehension process
11as literal, reorganisational, inferential, evaluative, and appreciative
stages (these stages are explained below). The DES report nnplies that these
stages must be practised sequentially in each encounter with text: "When he
has achieved a grasp of the literal content the reader is then in a position
to analyse, paraphrase, synthesise and sumnarise it" (DES report, 1975, para
6:4). It is also bnp1ied that these are stages which can be separately taught
and tested.

The stages in the Moyle and Robinson models involve going beyond the
literal, interpretational and evaluational stages of the Barrett and the DES
models to the integration of the information into what is already known and
then next to 'acting upon' (Moyle) or 'utilisation' (Robinson) of the text.
The description of the five stages of the Barrett and the DES models is based
on the descriptions in the DES report (Paras 6:49, 6:41.)

(i) Literal: The reader identifies material which is explicitly set down
in the text.
(ii) Reorganisational: The reader can analyse, paraphrase, synthesise and
summarise the material in the text.
(iii) Inferential: The reader goes beyond what is explicitly stated in the
text and interprets ideas and thoughts which might have been included or
made explicit but were not.
(iv) Evaluational: At this level the reader applies "truth" tests to the
material to assess the logic or the authenticity, adequacy, and
appropriateness in comparison with other sources.
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(v) Appreciative: At this level the reader responds to the author's use of
language, to imagery, to style and structure using aesthetic and affective
judgements.
Barrett (1972) devised a taxonany of thirty three tasks which relate to

and are suitable for teaching and testing the five stages in the model.
According to this perspective a successful reader is one who can apply
lexical, syntactic and semantic skills to the analysis of text and as a result
obtain the ''meaning''fran the text.

Comprehension: central to the reading process.
The alternative perspective (which has became known as the

Psycholinguistic or Language Experience approach to reading) begins with the
assumption that potential readers have had life experiences and that they
possess lexical, syntactic and semantic knowledge so that these do not need to
be taught as separate skills, instead they are applied to the understanding of
the text. According to this perspective, reading is a unitary process which
utilises prior experience and knowledge in the processing of text. When he/she
is reading, the reader selects cues frou the text which enable him(her to
utilise world knowledge and recode the text into experience (either real or
imagined). This contrasts with the hierarchy of skills model which sees
reading as a process of decoding print into speech.

The psycho1inguistic approach does not see learning to read as a steady
progression through a standardised hierarchy of skills which lead from
perception of print to sound and then to meaning. Instead it is seen as a
process which differs for each individual as a function of prior experience
and skill in applying knowledge of vocabulary, syntax and seuantics to the
text.

Teaching of reading (according to this perspective) is based on the
exploitation of the skills and experience which the reader possesses and
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begins with the encoding of the child's experience into a written form. The
child then recedes the written word back into the exper i.ence, This is usually
carried out through the medium of pictures or familiar objects (see Carrillo,
1967). Fram these early stages the child acquires a lexicon of written words
which are associated with experience and meaning. New vocabulary is learned by
applying "guess and check" strategies based on all avai Lable CI1:?S

(Neisser,1967; Goodman 1967, 1969, 197~).
Goodman (1969) has devised a method of analysing errors in children's

reading which can be utilised when the child is reading aloud in a one-to-one
situation. This method called ''miscue analysis" assumes that errors are the
result of applying knowledge inappropriately. Successful diagnosis based on
the analysis of miscues allows the teacher to aid the child to develop better
strategies for utilising the most appropriate cues and to recode the text
sucoesfully. In this perspective a succesful reader is one who uses least cues
to construct the ''meaning''fran the text in terms of his own knowledge and
experience.

A comparison between educational and psychological perspectives on
canprehension.

The two perspectives which have briefly been outlined above represent two
very different approaches to the teaching of reading and two differing
theoretical views of comprehension or understanding the meaning of text. The
two theoretical positions (one that the ''meaning''of a text can be obtained
through an analysis of the printed word, and the other that ''meaning'' is
constructed fran the reader's knowledge and experience on the basis of cues in
the text) are repeated in the psychological approach to camprehension.(The
differences between the theories will be discussed in depth in Chapter Eight
in relation to the role of elaborations in comprehension) •
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Statistical Analyses of the Skills of cpmprebension.
Educational research into comprehension since the 194~'s has been

preoccupied with the question of whether comprehension is a single skill or a
collection of subskills. Lennon (1962) reviewed some of the research which was
carried out between 1940 and 1962. Each of the twelve pieces of research
reviewed used factor analysis to provide a solution to the question. The
studies in Lennon's review can be divided into three categories:

(i) Those which carried out factor analysis on pre-existing data from
established tests (Traxler,1941; Langsam, 1941; Artley, 1942; Stoker and
Cropp, 1960);
(ii) Those in which results from new tests were combined with pre-existing
data from established tests (Gans, 1940; Conant, 1942; Maney and
Sochor,1952) ;
(iii) Those which analysed the data from newly created tests (Davis, 1941,
1944, 1946; Thurstone, 1946; Hall and Robinson, 1945; Harris, 1948 ;and
Hunt,1952).
Although the last category differs from the others in that the studies

use new tests, the basis of these tests is a set of skills which were derived
from a factor analysis of previous tests of comprehension.

Standardised tests of comprehension (for example, the Edinburgh reading
test 1972, or the Neale Analysis of Reading, 1959) and Reading Laboratories
(SRA, 1961; Ward Lock 1969, 1971) assess comprehension by means of questions
that can be marked as right or wrong according to predetermined answers. The
answers are derived from lexical, syntactic and semantic information which is
explicit in the text or which requires a very general level of knowledge of
the world. Such tests utilise at the most the first four stages of the DES
model of comprehension and quite often (in the interest of standardised
marking ) only the first two. In tests such as these idiosyncratic knowledge
is not explored, and reasoning which is based on information which contradicts
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that stated in the text is scored as if it were incorrect. The outcome is that
in i:)1'~S'~ b~sts the definition of comprehension is narrowed and restricted in
the interests of establishing the reliability of the tests and the
standardisation of marking.

The statistical research (reviewed by Lennon, 1962) Which explored the
question of whether comprehension is a process involving a unitary skill or a
complexity of multiple skills was based upon definitions of cQnprehension
derived from similar tests.Davis (194l) surveyed and analysed the questions
which were used in comprehension tests and the skills that they claimed to
test. He identified several hundred separate skills. These were sorted into
nine groups which had high inter-group correlations and low between group
correlations.He developed test questions to measure these nine basic skills
and (Davis 1944) administered the tests and computed the intercorrelations
among the results. He used a multi-dimensona1 method of factor analysis and
weighted the questions according to the importance of the skill (judged by
reading experts) prior to the analysis. From his interpretation of the factor
analysis, he was able to identify nine factors, six of them statistically
significant. He was able to conclude that two of the factors (word knowledge
and reasoning ability) were measured with sufficient r.eliability to be used as
they were for teaching and testing comprehension.Three other factors (literal
comprehension, inference and the ability to follow the organisation of a
passage) needed further development.

Thurstone (l946) reanalysed Davis's (1944) data using a unidimensional
method of analysis. He found that one comnon factor accounted for most of the
variance in six of the skills and that there was high single factor loading
with a very small residual. Hence he concluded that there was only one skill
underlying the comprehension process (General Reading Ability) and that there
was no evidence for the existence of components of this ability.

Davis (1946) reiterated the multi-skill perspective and claimed that
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comprehension involves five separate and identifiable mental abilities:
(i) Word Knowledge;
(ii) Ability to reason (identifying the relationship between ideas);
(iii) Ability to follow the organisation of the text;
(iv) Recognition of literary devises;
(v) Ability to focus on explicit information in the text.
In addition, Davis pointed out the three basic differences in approach

that were underlined by the separate analyses carried out by hnnself and
Thurstone.

1. Thurstone's analysis was of the cammon variance between the
factors, whereas Davis analysed the total variance.Thurstone was
interested in finding significant differences in the specific variance
between factors while Davis wished to analyse any differences that
remained over and above the general reading ability.
2. As a consequence, Thurstone used a centroid method am Davis used a

principal axes method of factor analysis.
3. Thurstone weighted the tests in teons of their communalities while

Davis weighted his in terms of their i,npJrtance according to the
judganents of reading experts.
These differences in approach were guided by different goals and

philosophies. Davis was concerned with results which would enable hnn to find
differences between the skills so that he could devise tests and
instructional methods for the teaching and testing of comprehension. Thurstone
was concerned with the method of analysis employed to analyse the given data
with no practical application in view.

Lennon (1962) reviewed these and the other studies cited and concluded on
an intuitive basis that a multiplicity of subskills underlies comprehension in
reading. Lennon's review is useful to the study of analysis of canprehension
skills mainly because it underlines the intuitive basis of definitions of
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comprehension skills, the variety of methods that have l~n used to test the
assertion that comprehension is a mUltiplicity of subskills and the
inconclusive nature of the statistical evidence supplied.

Davis (1968) undertook a further study of the single/IDulti-skill
question. He selected eight skills which he derived from reviews of earlier
experimental studies of reading comprehension. He constructed test items to
measure each of these skills and a separate passaqe of b~xts to measure each
of these items. The test items were divided into two equivalent forms and the
same subjects were tested with one or two days interval between each form of
the test. A 'uniqueness-analysis' multiple regression technique was used to
analyse the combined data and to deteDnine the proportion of variance of a
particular skill which can be accounted for by the best weighted combination
of the other seven skills. From the results he concluded that comprehension is
not a single mental ability but that the mental abilities used in the eight
skills are independent of each other. He clanned that five of the skills could
be experimentally differentiated. These were:

(i) Recalling word meanings;
(ii) Finding answers to explicit questions;
(iii) Drawing inferences from the content;
(iv) Recognising the writer's mood;
(v) Following the structure of the passage.
Davis (1971) subsequently analysed the same data using a principal

components analysis after rotation to the nonnalised varimax criteria.The
analysis w-asapplied separately to the two subtest fODns. In each of the
matrices the safne four factors were identified. These were equivalent to
skills 1,2,and 3 of the intial analysis and in addition the factor identified
as the ability to infer the meaning of a word from the context. other factors
were found separately in each matrix.

Thorndike (1971) reanalysed Davis's (1968) data using a principal
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components analysis of the reliability co-efficients in the diagonal cells of
the matrix. In this way he demonstrated that the non-chance variance in the
eight tests could be accounted for conpletely by three factors and that one
single factor accounted for 93% of the non-chance variance. Only one skill
(word knowledge) could be accounted for in terms of its factor pattern. No one
other of the eight skills could be distinguished separately.

The differences between the methods of analysis used by Davis (1968,
1971) and Thorndike (1971) are s~ilar to those between Davis (1944, 1946) and
Thurstone (1946). In both cases Davis has based his analysis on the total
variance and his critic has based his analysis on the common variance.

Spearritt (1972) analysed the Davis (1971) data yet again, in an attempt
to establish the differentiability of reading skills. His method of analysis
differed from those used both by Davis (1968, 1971) and Thorndike (1971) in
that he combined the two eight-variable matrices that they used in their
analyses and he produced a sixteen variable matrix based on the sixteen scores
of each subject. The data points were then subdivided into Sample One and
Sample Two and two matrices produced. Spearritt then used a max~um likelihood
factor analysis procedure (Joreskog and van Thillo, 1971) to analyse the data.
Davis's (1968) hypothesis of eight separate reading skills was used to specify
the theoretical factor model. The procedure placed the unique variance from
each skill into the cammon factor space in the model, and the variance was
allowed to emerge as a factor if the factorial solution was acceptable at the
required level of statistical significance. The results for Sample One and
Sample Two varied: Sample One needed three factors to account for the
correlations between skills and factors, Sample TwO needed four factors.

Spearritt (1972) used the results from this exploratory analysis to
create and test a further hypothetical structure. To do this he took from the
sample those skills which had the highest loadings on the factors identified
in the exploratory analysis. He analysed these results using a restricted
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maximum likelihood test. From this analysis, four skills were identified which
could be differentiated in terms of max imum 1Ikelihood factor analysis. These
four skills were similar to those identified by Davis (1971). An interesting
conclusion from Spearritt was that although four skills can be identified as a
part of the comprehension process, most current reading tests tend to measure
only one ability apart from word knowledge and that may well be "reasoning in
reading".

It would seem from the analyses cited that the conclusions arrived at
from research which relies on the analysis of the same data depends upon the
method which is used in the analysis. The method emplo~ in turn relies upon
the theoretical stance of the researcher and the aims of the research. However
recent work which was carried out by Lunzer, waite and Dolan (1979) has shown
that this is not necessarily the case. Lunzer et a1 began their research to
establish that a mUltiplicity of skills could be identified as a part of the
reading process. They constructed their own test items with the dual aim of
demonstrating that subskills did exist, and investigating whether methods of
instruction could be devised to promote the teaching of these skills.

In their test eight subskills were assessed on each of four different
texts. The subskills were derived fram the New York List (Rauch, 1972)
although this was modified in such a way that same of the items on the list
were combined to fo~ a single subski11. The test was administered and the
results analysed using the Kaiser (1970) method of factor analysis. This test
assumes that the factors are oblique and therefore correlated.

The results of the test were inconsistent because although six factors
were defined, they were not present in the data from all of the texts. What
was found was that two of the factors related to two of the texts and two
other factors related to the other two texts. only the first general factor,
which accounted for 31% of the variance,related to all four texts. Futher
analysis of the data (in which the results fram all of the texts were combined
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and subskill scores were averaged out across the texts) confinned the previous
conclusion that only one general factor existed. Frau this Lunzer et al have
concluded that comprehension is a unitary ability, that is the ability to
reflect upon what one is reading and that anyone of the test items will allow
the reader to do this.

The conclusions of Lunzer and his associates are interesting for two
reasons:

l.They have demonstrated that even given a particular stance in the
question of skills and subskills, and a method of analysis which seeks to
support this position, it is not always possible to substantiate the
stated hypothesis. (The previous research which has been discussed in this
chapter had seemed to force the conclusion that this was possible.) Fran
this and the other results it is now possible to conclude that more is
required of the research than that a 'suitable' method of factor analysis
is applied to the results.Same more rigorous theoretical base for the
description and assessment of skills will be required if the question is
to be pursued further.

2. The main point about the change in their theoretical position is
not merely that comprehension is a unitary skill, but that it is a mental
ability which can be encouraged by any method which requires that the
reader reflects upon what is read. This conclusion would seem to change
the nature of the question being asked about the comprehension process:
instead of askinJ 'how can comprehension be taught?' as if it were a set
of skills that once learned could be transferred fram one text to another,
the question now being asked is 'how can the reader best be encouraged to

reflect upon this particular text?'. Fram this perspective comprehension
would seem to be a reader centred process in which his/her involvement,
purpose and own knowledge and perspective are of roore importance than the
al?plIcation of a standardised__me~ of analysis to the text.
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s~ of the educational ~rs~tives and research.
On the surface it appeared that the two educational perspectives

presented at the beginning of the chapter were diametrically opposed. However
a more careful examination of the differences has revealed that although there
are differences between them, there is also same commmon ground.

Theories which maintain that comprehension is a unitary process would
seem to be saying that comprehension is a general process of understanding
things and is not necessarily tied to reading. They would argue that
comprehension is related to the understanding of visual information as well as
of spoken and written language. In those who are beginning to read this
general comprehension is applied to the written text. Even so, without reading
skills written text can not be comprehended because it is Impossfble to
translate the unknown in terms of one's own experience. Just as a blind person
must learn to "read" Braille, so the beginning reader must learn the
conventions of the medium of print. Such things as word shapes, spelling
patterns, punctuation and pennissible combinations of words must be learned.
Those who would maintain that comprehension is the upper layer or layers of a
hierarchy of skills would also maintain that the skills were necessary,
furthennore they would argue that mastery of the skills is essential for
comprehension of the text; that comprehension is a matter of decoding the
meaning from the text. In this view comprehension of text is separate from
general com~ehension and meaning can only be derived from print when the
reader can use the decoding skills lower in the hierarchy.

Both would agree that skills are necessary for the reader to be able to
interact with the text. In this respect the two perspectives overlap. Where
they have differed is in their approach to how the skills should be taught
(whether the reader is taught to decode the print into sound and then into
meaning, or whether he/she is taught to apply his experience and knowledge to
recode the print in a deductive manner); and more pertinently (to this thesis)
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how the relationship between text,comprehension and the reader can be defined.
Their differences in this area are: the unitary-skill view is that the reader
brings comprehension to the text; the hierarchy-of-skills view is that the
reader takes the meaning from the text.

In the face of these similarities and differences the factor analysis of
skills is almost totally irrelevant, for the d i f fecence centres on philosophy
and methods of teaching and not on the question of the existence of separate
skills. How far these skills can foster comprehension ultimately depends on
the definition of comprehension adopted, that is whether it is seen as an
integral part of a general concept of comprehension or a separate text based
process. The definition adopted is influential in decisions which are made at
many levels in the choice of tests, texts and methods of teaching.

In a recent report to the Schools Council, Gardener (1982) changed the
focus of the comprehension debate. Instead of continuing the long standing
debate of whether it is a single or a multi-skill process, he has now adopted
the Lunzer et al (1979) view that comprehension is a general ability to
reflect UP.)11 the written word. The new question is whether cornprehension of a
text is sufficient to ensure that learning takes place.

If comprehension is separated from learning in this way, then the
implication must be that it is a passive process in which those aspects of
text which are already a part of the knowledge base are absorbed. From
this it follows that learning will be the active process in which analytic,
integrative and inferential operations are carried out so that the reader can
learn something new from the text.

This shift of focus seans to have put the "skills" problem onto a more
manageable and operational footing because the questions asked of the text can
now be related to a particular problem or purpose. But in so doing the
definition of comprehension has been diminished and restricted to a process by
which text is passively related to what the reader already knows.
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CliAPTER TID

Linguistic models which have practical and theoretical implications for models
and theories of comprehension.

Educational theories of comprehension have focussed on the relationship
between the reader and the text. The issue of whether comprehension of texts
is a specific process or an integral part of a more general concept of
comprehension and the related issue of whether it is brought to or taken from
the text were central to educational theories Which were discussed in the
previous chapter. The linguistic theories which are to be discussed here are
united on these issues. Their perspective is that meaning is taken from and
determined by the text. If this view was to be extended it would seem that
comprehension is solely a text bound issue and meaning is accessed from any
specific text by means of analysis of the semantic and syntactic structure.
This would mean that the reader's contribution would be knowledge of the word
meanings and of the semantic and syntactic rules which constrain the way in
which they can be combined.

However the linguistic theories which are to be reviewed do not focus on
the reader/listener and his part in the process, nor particularly on the text
itself but on the underlying rules which would determine the generation and
comprehension of each and every sentence or proposition in a larguage. The
theories are concerned with spoken language but they assume linplicitly that
written language is no more than a transcription of spoken language and that
the two forms are interchangeable. This aspect parallels the hierarchy-of-
skills perspective which was described in the previous chapter and which sees
reading primarily as a decoding of the written to the spoken.

The concern of the linguist is not to provide an explanation of any
specific example of spoken language, but to provide rules which are generally
applicable to the production and comprehension of all grammatical sentences or
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propositions. Texts which are used in these theories and models are merely
illustrations for the display of the underlying rules.

The theories of Chomsky (1957, 1965) and Fillmore (1968)

Two particular linguistic theories are reviewa~. These are Chomsky's two
models (1957, 1965) Which are mainly concerned with syntactic structures and
Fillmore's (1968) model of case grammar which is concerned with semantic
rules. Both these theories have been Import.ant in the develorment of roodels of
text comprehension. Chomsky's models were important at three levels:

1. They provided a roodel from which psychological studies of the
production and comprehension of continuous text could be developed. (Prior
to Chomsky experimental psychology had been a~ost exclusively concerned
with the perception of and mallory for lists of single words) •
2.They were the source of specific hypotheses about the nature of the
processes which underlie the canprehension of text.
3.The theoretical ideas about deep and surface structure have been
influential in consequent models of text processing. (See Schank and
Ableson's (1975) theory of primitives [Chapter Four] and Sanford and
Garrod's 1981 Scenarios [Chapter Seven]).
Fillmore's (1968) model of case grammar has became central to subsequent

models of text analysis. (See the 1972 RlITlelhart,Lindsay am Norman model of
sanantic networks [Chapter Three] and Kintsch's 1974 roodel of text coherence
[Chapter Five])

Chomsky's (1957,1965) models of generative transformational grammar.
Chomsky's models attempted to find rules which could create all

grammatical and no ungrammatical sentences in a language. The models were
theoretical and provided a decription of the way in which an infinite number
of sentences could be created from a finite number of words. In this respect
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they were generative. They were also concerned to provide rules which
would be able to combine the same word string in all its possible forms;
active/passive or interrogative/declarative, and would be able to combine
sbnple sentences into complex sentences. In this respect the rules were
transformational.

1.The 1957 model.

This model was concerned with describing how sentences were produced. The
model had four components:

(i) An initial element;
(ii) A string;
(iii) The kernel or transformed sentence;
(iv) A final form of a grammatically acceptable sentence.

The initial element was the starting point for the generation of the sentence.
This would seem to be merely the notion that a sentence was to be created,or a
signal for the process to begin. This was represented symbolically (in the
model) as "S".

phrase structure rules operated on the sentence idea and systematically
(by a process of binary division) broke it down into its constituent parts
(for example, the initial division was into noun phrase and verb phrase) until
the terminal stage was reached. At this point the nouns and verbs could be

replaced by words. Because this was a theoretical and abstract model it was be

possible to substitute any nouns and verbs at this point. Therefore any
combination could illustrate the model. What has been generated at this stage
is the syntactic or grammatical structure. This describes permissible noun
verb combinations in a simple (single verb) sentence. The construction at this
stage is called the string.
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Transformational rules operated on the steil)'Jand were of three kinds:
a.Obligatory rules.
These were applied to all strings and supplied compulsory syntactic features
(such as subject-verb agreement) to the string. These obligatory rules
produced the kernel sentence or the simple sentence in its active declarative
form.
b.Optional rules.
These rules operated on the keenel sentence to produce a negative/passive/
interrogative form (or a combination of these forms) of sentence.
c.Generalised rules.
These allowed the strings which underlie two or more kernel sentences to be

joined either by embedding (the cat, whose coat was silky, drank the cream) or
by conjoining (the cat ate the fish and drank the cream).

At this stage the model had produced the kernel or transformed sentence
(that is the words plus the symbols which indicate IOOod, form,tense and
noun/verb agreements). The morphophonemic rules operated on the sentence at
this stage and produce the words in their appropriate form for speech or
written presentation.

Investigations arising fram the 1957 IOOdel.
Although Chomsky produced a set of linguistic rules, the IOOdels were

adopted by psychologists (who rapidly became known as Psycholinguists) as
models of human processes in the production and comprehension of language. The
1957 IOOdel gave rise to a number of hypotheses which tested a general notion
that the greater the complexity of the rules which are necessary to produce
the sentence, the longer it will take to produce or cam~ehend a sentence and
the more storage space the process will occupy.

If these hypotheses were suppor ted then it could be predicted that:
a. Kernel sentences would take least processing time and occupy least
processing space.
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b. Sentences which require one optional transfoDn (either negative,
passive or interrogative) \\QuId take longer and require more processiny
space than a kernel sentence (but there should be no d if Eerence in
process inq time between the options) •
c. Sentences which require more than one option will take even longer to
process and require more processing space (the increase being a function
of the number of optional rules which must be applied).
d. Recursive sentences should take the longest time and require more
processing space as a function of the number of options and the n~ of
strings involved.
Experiments by Miller and McKean (1964) and Savin and Perchonock (1965)

illustrate the kinds of experiment that were carried out to test these aspects
of the model.

Miller and McKean (1964), using reading time as evidence, found support
for the hypothesis that reading time increased as a function of the complexity
of the sentences which were produced and comprehended. Their results suggested
that transfonnations were individual operations that were carried out
independently and serially during encoding and decoding. They did find however
that passive transfonnatiOn6took more time than negative transfonnations.

Savin and Perchonock (1965) used a recall paradigm and measured the
number of extra unrelated words that could be recalled when the
transformations were being carried out. They found that there was a decrease
in the number of non-related words that could be recalled as the number of
transfoDnations increased. This suggested that the transformations were
independent processes that required individual amounts of processing space and
that increasing the number of transformations encroached upon the storage
space available. These results however found that negative transfonnations
required more processing space than passive transfonnations. There was
therefore a basic contradiction in the results and the experiments failed to
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establish a one to one relationship between the complexity of the
transformations and th~ performance of the subjects.

The 1957 model was a formal and abstract description of rules which would
produce grammatical sentences and conversely could be used to analyse any
grammatical sentence. Although exper1ments tested the model for its
psychological reality, it did not claim to model the actual process used by a
speaker of the language. In addition the rules were very general and were not
intended to generate or analyse any particular utterance. The rules however
could only be illustrated by using examples of actual language and the use of
actual language produced the problem of meaning that the non syntactic (or
semantic ) aspects of words which made them sensible or nonsensical in
combination. The idea of prodocing a user element was not an afterthought but
a part of the initial plan;
"Having determined the syntactic structures of the language, we can study the
way in which this syntactic structure is put to use in the actual functioning
of language". (Chomsky, 1957.p.UH.)

Chomsky's 1965 model.
The 1965 model intrdoced the concept of meaning into the abstract

structure. A direct comparison between the 1957 and 1965 models is confusing
because Chomsky uses the same terminology (for example transformational rules)
for different procedures in the two models. Conversely he uses different
terminology for the same processes (for exanple, phrase stucture rules and
transformational rules in the 1957 model became incorporated as base rules in
the 1965 model). However same comparison is necessary to explain the
terminology and to point out the developnents in the 1965 model. To mirrimise
confusion the 1965 model will be discussed initially as though it were a new
model and ccmparisons will only be made as is necessary.

The 1965 model had three components: a syntactic component (which created
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the sentence structures); a semantic component (which created the meaning
and a phonological component (which provided the final spoken form of the
sentence) •

The processes operated in the following way. The syntactic component was
the first and the fundamental element of the process. At this level the
following procedures were carried out. An initial element (or sentence idea
was the starting point. Base rules operated on this and generated the string
or strings of the simple or conplex (embedded or conjoined) sentence.
Additional obligatory rules detennined the mood (active or passive) and the
form (declarative or interrogative). These rules created the deep structure of
the sentence which was symbolically represented as a tree structure which
integcated the embedded or conjoined sentences and contained information about
the mood and form of the sentence. Lexical selection rules (a part of the base
rules) provided the appropriate words to the terminal string. These
operations provided the deep structure of the sentence. Transformational rules
changed the sequencing of the words in the sentence to the order which would
be used in the final spoken form. In ad:Ution to the correct sequence of words
the structure included the markers for tense and agreement.This was the
surface structure of the sentence. The two structures (deep and surface)
produced by the syntactic component became the input for the semantic and

phono toj ical components:
a. The deep structure became the input for the sanantic canponent. At this
stage semantic interpretation rules extracted the meaning from the
structure.
b. The surface structure became the input for the phonolo~ical
component. At this stage phonological rules ranoved the markers and
presented the words of the sentence in a final form for a spoken
presentation.
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Chomsky related the syntactic component to human structures:
"There are two aspects to this syntactic structure. It consists of a
surface directly related to the phonetic fonn, and a deep structure that
underlies the semantic interpretation. The deep structure is represented
in the mind but is rarely indicated in the physical
signal."(Chomsky,1965).
The syntactic component also included a lexicon and the base rules

included rules by which individual words were selected from the lexicon (to
replace the symbols in the formation of the deep structure). The rules had to
provide restrictions upon selections so that meaningful and non-deviant
sentences would be produced, Chomsky proposed two ways in which selections
[night be restricted: one related to restrictions at the syntactic level, the
other related to restrictions placed on words in the lexicon:

1. Restrictions which are imposed by the syntactic structure. Selection
restrictions at a syntactic level could be imposed by the addition of
"strict subcategorisation features". This would entail marking the
syntactic elements in the lexicon with their restriction. For example
verbs could be labelled transitive with the information that transitive
verbs only appear in sentences with a direct object. This would mean that
major word classes would be divided into sub classes according to the
syntactic frames in which they could occur.
2. Selections which are restricted by the other words in the string.
Selections which operate in this way were made according to the semantic
features of individual words in the lexicontthat is features that exist
as a part of the meaning of the word and which determined the combinations
of words which were pennissible in the stri~~
One approach to this problem was proposed by Katz and Fodor (1963). They

proposed that the features would be represented in a hierarchical fonn•.
Chomsky argued that there was no basis for a hierarchical structure because no
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one feature was of any more importance than any other, but that the features
could be represented as sets. For example, nouns might be represented in the
lexicon with a set of semantic features in the followi.ng (simplified) way:

John is animate; is human; is male.
Spider is animate;is non-human; is male or female.
Leaf is inanimate; is non-hunan; is asexual.

A verb may be represented as follows:
Frighten: takes subject which is animate/inanimate;takes object which is
animate only.

From this lexicon:
"John frightened the spider" is permissible;
"John frightened the leaf" is not;

and both:

"The spider frightened John "
and "The leaf frightened John" are pennissible.

The rules which govern the selection fram the lexicon provided
information to the semantic component for the operation of the senantic
interpretation rules. However "meaning" was still restricted to the 'PJssible'
camponents of words or words which had properties which would allow than to be
cambined sensibly. The probability of sentences being "meaningful" in terms of
the reader/speaker's experience and knowledge of the world was no part of the
model.

The 1965 model differed fram the 1957 model because it began to consider
problems of speech production that were related to problems other than those
of syntax. This led to the creation of a model which contained a semantic
component and added the dimension of meaning to the model. Al though the model
was still concerned with the production of general and abstracted rules the

introduction of meaning meant that the abstraction must be at a different
level and must allow for same of the properties of spoken language (such as
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sensible combinations of grammatical utterances). Chomsky related this model
to a restricted aspect of the users language. That is the model still did not
attempt to produce or analyse specific utterances, but instead created a
system of rules which would account for the speaker's competence, or his/her
potential (or underlying knowledge) for the production of language. Thus the
focus of the model remained upon the underlying rules of the language and
avoided description of the contribution of the speaker.

Hypotheses generated by the 1965 model.
A thorough and detailed review of the psycholinguistic experiments whicll

related to the Chomskian models is presented in Greene (1972) and Lyons
(197~). A brief description of some of those eXperiments which relate to the
interaction of the reader/listener with the text (spoken or written) is all
that will be presented here.

Some of the experiments and models which followed the 1965 model were
concerned with the investigation of the reality of deep structure and the

transformational rules by which deep structure became surface structure. The
model took no account of the knowledge and experience of the reader/speaker.
This allowed for clarity and generality in the model (as has been discussed in
relation to lexical selection restrictions). However experbnents and models
which explored the validity of the model as a psychological process could not
ignore these attributes of the human processor.

Katz and Postal (1964) produced a model which anticipated that produced
by Chomsky (1965). They attempted to model speech production which relied on
rules to transform the deep structure to the surface st.ructure, '['hey found
that the processes could not be carried out without same component which
explained how the system (which could generate an infinite number of optional
sentences) could generate a sentence which expressed the speaker's semantic
intentions. In other words the model needed to show how a particular sentence
which was apt for the situation could be produced. After all a speaker does
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not produce sentences at randam and even if his speech production process
accords with that stated by Chomsky's model he needs at same point to be able
to select words which are relevant and not only those which lnake pennissible
and sensible sentences. In short it would seem that a canpetence model can not
be tested because it is too general to model the processes used by individual
subjects.

Fodor and Garrett (1967) showed that in comprehension of complex
sentences readers used their knowledge and experience of language rather than
transformational rules to interpret complex sentences. They failed to find a
one-to-one relationship between the number of transformations required and the
time taken to read and understand complex sentences. The addition of pronouns
or adjectives (which according to the theory should have required extra
transformations and therefore extra reading times) actually decreased the time
taken to read a complex sentence. For example the sentence "The shot the
soldier the mosquito bit fired missed" took roore reading time than either "The
last shot the tired soldier the mosquito bit fired missed" or "The shot which
the soldier that the mosquito bit fired missed". This experiment demonstrated
that transformational rules do not adequately account for human text
processing. Fodor and Garrett maintained that the difference was due to
perceptual mapping processes and that these were of more importance than

transfonnational rules.
Other research showed that the mood or form of a sentence was not

memorable. According to the 1965 model this information was contained and
stored in the deep structure and was input to the senantic conponent ,

Sachs (1967) showed that subjects who were given recognition tasks could
not rananber whether the original form was active or passive. Johnson-Laird
and Stevenson (1970) showed that sentences which had very different
constructions but similar meanings were confused in a recognition task (for
example sentences which indicated a buying or selling transaction such as
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"Mary bought the car frau the garage/ The garage sold the car to Mary") •
These experiments would suggest that the syntactic deep structure is not

retained in memory, but that a semantic extraction is retained. The work of
Herriot (1969) adds strength to this conclusion. He showed that sentences
which were semantically improbable required a longer response time that
sentences which were semantically probable. For example,

"The lifeguard was rescued by the bather "
required a longer response time than:

"The canedian amused the audience".
The effect was greater than the differences in response time between active
and passive versions of the sentences. The task in the Herriot experiment was
to indicate the subject and object of the sentence. Chomsky's (1965) model
would indicate that this is a decision that is made at the deep structure
level. Fillmore (1968) Whose work is to be discussed in the next section
proposed that the subjec~object decision was a surface distinction and that
the deep structure had a semantic base in which subject/object was a non-
useful distinction.

FilLmore's (1968) Case Grammar.
Fillmore (1968) fODTIulated a set of linguistic rules in which the

semantic structure was of prime Irnport.ance, This was his theory of case
Gramnar. By "case" he did not refer to the variations of endings attached to
nouns which is the traditional usage in Greek,Latin and modern German
languages. Rather he referred to a set of relations (which he proposes are
universal and maybe innate) Which identify the kinds of judgements that human
beings are capable of making about events that are going on around them (who
did it, who it happened to, what got changed). According to this model the
cases could be represented as the relationships between the verb and the noun
phrases in the simple,single verb sentence,
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The cases which he proposed intitially could be considered as a working
draft rather than a camplete and conprehensive list. He acknowledged that
additions would be made to the list as necessary. The cases that he first
listed were:

Agentive (A)- "the case of the typically animate perceived instigator of
the action identified by the verb."
Instrumental (I) - "the case of the inanimate force or object causally

involved in the action or state identified by the verb."
Dative (D) - "the case of the animate being affected by the state or

action identified by the verb".
Factitive (F) - "the case of the object or being resulting from the

action or state identified by the verb, or understood as a part of the
meaning of the verb".
Locative (L) - "the case which identifies the location or spat iat
orientation of the state or action identified by the verb".
Objective (0) - " the sanantically roost neutral case, the case of anything
representable by a noun whose role in the action or state identified by
the verb is identified by the sanantic interpretation of the verb itself;
conceivably the concept should be llinited to things which are affected by
the action or state identified by the verb."
(Definitions quoted fram Filbnore, 1968, pp 24-25)
The "objective" case as used by Fillmore differs fram the notion of

direct object as used in traditional grarnnatical analysis. The objective case
(like all cases) is a constant relationship regardless of the surface form of
the sentence, whereas the traditional meaning of "object" depends on the

position of the noun in the sentence. For example in case Grammar analysis
both "John broke the window" and "The window was broken by John" can be
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represented in the same way:
John - Agent
break - verb
window - objective.

but in the traditional analysis they would have two different
representations.

"John broke the window":
John - subject
broke - verb
window -object

and "The window was broken by John":
The window - subject
was broken - verb
by John - ,ac::tNetnial phrase

Case relationships then remain stable despite changes to the surface fonn.
Fillmore also proposed that case relationships or case structure should be
tenseless so that the structure is stable and general for all versions of the
stated relationship.

In the model the semantic structure ~dS created by the case grammar rules
and was central to the meaning of the sentence. So, in this model the case
gramnar became the deep structure of language prodoction and comprehension.

The absence of tense form and mood fran the gramnar required two

assumptions:
1. A sentence has two components; a modality component (which provides
information about the tense, mood, agreement, form and the syntactic
agreements between nouns and verbs) and the proposition or case grammar.
2. The case grammar will relate the noun phrases to the central verb in a
heterarchical fashion. This means that there is no implication of sequence
at this stage. The grammar creates the deep structure which is a set of
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relationships between the verb and the noun phrases. This set is stored
and it is invariable regardless of the surface structure of the sentence.

The model would seem to work through the following stages in the prQluction of
language (and in reverse in the comprehension process):

1. There is an intial element or the idea that a sentence is to be formed.
2. There is a semantic component in which the deep structure is created
from the case grammar and the lexicon.
3. There is a transformational element which creates the sequence and
syntax for the surface structure.
4. Finally there is the surface st(~~tu(e or presented form of the
sentence.

1.The Initial Element.
At this stage the notion that a sentence (S) is to be created and that

there are two main components, the modality (M) and the proposition (P) is
formalised. It is represented symbolically as :

S -> M + P

2.The Semantic Component.
The semantic component creates the propositional element from the case grammar
and the lexicon. It was represented symbolically as:

P -> V + NI +N2 + N3••••••••+ Nn.
Certain rules for the creation of the structure were very clear. For example:

A. A basic proposition has one verb and one or more noun phrases
associated with it in a particular case relationship.
B. Each relationship only occurs once in each proposition; if the same
case occurs more than once then a complex sentence (that is a sentence
with more than one proposition) will be fonned.
C. Only the same cases can be conjoined.This rule disallows sentences such
as : "John and the hamner broke the window".
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Howeverthe underlying case relationships (hammer - Instrument and John -
Agent) allows each of the cases to be independently associated with the
verb and the sentence can be presented as : "John broke the window with
the hamner."
D. The agent must be animate. This would prevent the formation of a
sentence such as :"The hamner broke the window with a chisel."
In the lexicon both verbs and nouns were marked with restrictions that

related to the case structure. Verbs could be marked in relation to the cases
with which they could be associated. For example the verb "open" might be
marked in the following way: "open" must have Objective, can have Agent,can
have Instrument.

Nouns need to be marked in two ways; in relation to the case structure
(for example: hammer - can be Instrument, cannot be Agent) and with semantic
qualities (for example: dog - is animate, can be agent).

3.The TransfoDmational component.
The transformational component of the sentence deals mainly with modality

of the sentence. At this stage there are mechanisns which deal with the
transformation of the deep (semantic) structure of the propositions to the
surface (presented ) structure of the sentence.

This stage adds the surface structure markers such as mood, tense,
agreement and sequence to the deep structure.

4. Surface Structure
This is the final stage or the presented form of the sentences which has

emerged fram the transfoDnational stage.
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A Comparison of the Chamskian and Fillmore Models.
Chomsky (1957, 1965) and Filnnore (1968) both attemptel to formulate a

set of universal linguistic rules which would generate and analyse sentences.
Both theories assumed that larguage had a deep and a surface structure and
that the deep structure was the underlying base for the surface structure.
Beyond these slinilarities, their models differed on many levels.

One difference was the universality of the models produced. Chomsky's
(1965) model would produce grammatically and semantically acceptable sentences
in the English language. It is presumed that this was to be an initial step in
the creation of a more generally applicable model. Fillmore's (1968) model was
intended to be more universally applicable in the form in which it existed.
Although Fillmore illustrated his model with examples from the English
language, he danonstrated that it is also applicable in German and suggested
that it might be applicable to such diverse languages as American Indian
Languages (Paiote, Sioux, and others), Phillipino, Japanese and others.

A further difference was in the relative emphasis whicll was placed on the
syntactic and semantic components of the sentence.In both versions of
Chomsky's models, the syntactic component was central to the structure of the
sentence. In the 1965 version, the semantic component existed only in relation
to the syntax and the lexicon (both of which were a part of the syntactic
component). In Fillmore's model the semantic component was central and it
created the deep structure of the proposition.

A third difference between the Chomsky and Fi1~re models was the
importance of the features of mood, form and tense. In the early (1957)
Chomsky model these features were added at a stage between the deep structure
and the finally presented version of the sentence. In the later model (1965)
they were an integral part of the deep structure. In Fillmore's model the
''modalities''were peripheral to the proposition or deep structural meaning
element and only of importance in the surface structure or the presented



Chapter 2 Page 45

version of the sentence. The case grammar which created the meaning and
structure of the sentence in the form of a proposition focussed on the
relationships between the verb and the noun phrases regardless of tense and
mood of the sentence.

A further difference was in the shape of the deep structure: 1.rl bo ch his
models Chomsky presented the deep structure as a hierarchical structure in
which a series of binary divisions resulted in the production of a string of
logically joined words which were then transfonned into a surface sequence.
The deep structure had the function of resolving any ambiguities at the
surface level and the disambiguation process related to the structure of the
hierarchy. In Fillmore's model the deep structure was heterarchical and merely
indicated the relationship between the verb and the noun phrases, no one case
was of more importance than any other at this stage. tmportance of a noun
phrase in tenns of the final (surface) sentence was decided in the
transformation stage with ambiguities presumably being resolved in tenns of
the case relationships between the nouns.

The limitations of the linguistic models as models of canprehemion.
Both the Chomsky (1965) and the Fillmore (1968) models produced useful

theories of text analysis and could generate or analyse sentences which were
grammatical and meaningful as isolated single sentences. However their
completeness and self sufficiency prevented them fram being useful in the
analysis and production of larger-than-sentence pieces of text, because their
procedures just were not designed to deal with inter-sentential meanings.
References which crossed sentences boundaries would only be dealt with as
separate propositions in the case of Fillmore and as separate sentences by
Chomsky (1965). The meanings of pronominal references might be teased out via
this process but the links between the sentences or propositions could not be
indicated.
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As models of human comprehension and language production processes, both

theories lack the pragmatic aspects by which a sentence becomes tnertnir1lj[ill in

teons of the reader's experience and knowledge of the world. Their

concentration on the universal aspects and on a competence model of language

results in the theories providing inadequate explanations of both these

pragmatic aspects and such perfonnance factors as the figurative use of

language (which often violates the semantic feature selection restrictions).

These aspects are an integral part of the language user's repertoire.
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OIAPTER THREE

Semantic MeIoory.
Linguistic analyses of comprehension assume that the reader processes

text by extracting and subsequently storing the relevant semantic or syntactic
features. Other analytic models, which are to be reviewed in this chapter have
focussed only on the semantic features.

Tulving (1972) suggested that the structure of long tenn memory may be

divided into two components: episodic and semantic memory. He pointed out that
in long term memory the individual has available knowledge of episodes in
his/her past as well as knowledge of facts, principles and rules and that
these two types of knowledge are represented as separate memory stores. He
proposed that there were also organisational differences in the two memories.
One difference .was . that semantic menory (the memory that stores rules, facts
and principles) may be productive and generative whereas the memory for
episodes is not. It has been argued by others (Cofer 1976; Baddeley 1976;
Gregg 1978) that whereas the distinction might be an interesting one, it is
not a functional one. Gregg (1978), discusses two examples which highlight the
interdependence of the two areas of memory.

1.Children learning the meanings of their first words do so in very
context-bound learning episodes because they have no rich underlying base
of knowledge to which they can attach the concepts. This example
underlines the strong reliance of semantic memory upon episodic memory in
the early stages of formation of memory.
2. If one is asked an unlikely question by a stranger, it can not be
stored as 'unlikely' unless one has access to semantic memory about the
content of the question, or about questions that a stranger might ask.

This second example highlights the reliance of episodic memory upon semantic
memory in the storage of same episodic information.
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Shoben (1980) points out that all information is learned in a context and
argues that it is necessary to accept that all stored information must
originate as an episodic memory.A broader definition of semantic memory as an
internal model of the world which incorporates both personal and general
kmwledge of the world is adopted by these critics.

TWo aspects of semantic memory are relevant to this thesis: (i) The way
in which world knowledge is stored in the long term representation; (ii) The
way in which input information and knowledge of the world are combined when
the infonnation is presented.

The form of the structure by which knowledge is represented varies. One
structure that has been proposed is that of the semantic network. Three early
network models of semantic memory will be discussed: Quillian (1969); Anderson
and Bower (1973); Runelhart, Limsay am Nonnan (1972). All three nodel s
assume that semantic memory is based on concepts. These are represented in
word form and are separate fran, but related to, lexical memory.

Early network models of semantic memory.
Quillian's (1969) model.

Quillian (1969) proposed a structure which represented the storage of
infonnation in hierarchical categories in long term memory. The structure was
a network arranged in a hierarchical fashion. It consisted of units (or
nodes) and links. Each unit represented a semantic entity which was
connected to a superset. The hierarchy was based upon set membership with
superordinate nodes representing sets or categories (for example,"animal").
At the next lower level units represented members of that category (for
example, " bird ","fish", "mammal"). And at the next lower level were units
which were instances of those categories (for example, "robin", "canary",
"lark", "goose"). units were connected to other units by means of
unidirectional links from the set to the superset. Each unit has an unlimited
set of properties, or descriptive features. properties describe the unit to
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which they are attached, and also units at subordinate levels in the hierarchy
but not units at a superordinate level. If one instance of a category was an
exception to the category in tenus of a particular property, then the
exceptional property was noted at the level where the particular instance was
stored. The model carried out searches for relationships between concepts in a
sentence verification task. Both concepts were activated and the search
continued along the links between them until the relationship was
established.

Quillian (1969) and Collins and Quillian (1969, 1970, 1972a) carried out
experiments which supported the hypothesis that the network was
hierarchically structured by measuring the search time to verify relationships
at the hypothesised levels of the hierarchy. It was assumed from the model
that when non-recent information had to be accessai, then the number of levels
l~tween the concepts (or between the levels at which the concept and the
prolJerty were stored) would determine the search time.

This aspect of the model was not supported by other research. Rips,
Shahen and Smith (1973) demonstrated that it took subjects longer to ascertain
that a chimpanzee was a primate, than to ascertain that a chimpanzee was an
animal. As "anima1' is at a higher level in the hierarchy than 'primate', it
would be expected (according to the model) that it would take longer to
confirm. This raised the question of familiarity, that is, whether a concept
which is more familiar to the processor will be more accessible than a concept
that is less f~uiliar, and whether familiarity in this intuitive sense is
more influential than the hypothetical hierarchical position.

In addition to the question of famil iar ity, tile ther investigations
by Collins and Quillian (1972a), schaeffer and wallace (1969) and Wilkins
(1971) have shown that the 1969 model is not adequate to explain negative
instances (that is statements which cannot be confinued by stored
infonuation). The model had to be expanded to incorporate decision rules which
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would explain degrees of semantic relatedness so that time taken to search
dnd refute statements could can be explained.

Qllillian' s (1969) model is limited as a representation of hllll1dnI11~nory,
because it can only adequately account for one process, namely that of
confirming information that accords with categories which belong to a
hierarchy. It does not explicitly account for the encoding of new information
or for the initial process whereby knowledge is structured into a hierarchy.
Despite its limitations this is an important model because of the way in
which it has influenced investigations into the representation of knowledge in
memory. It has been particularly influential in those models which utilised
~tificial Intelligence as a means of investigation. Same revision of the
model has been made by Collins and Loftus (1975) in their Spreading Activation
Model. This model will be discussed later in this chapter.

Collins and Quillian hypothesised that comprehension of texts proceeds in
a similar manner to the search for concepts. That is, memory is searched for
properties related to the text, all potentially useful units are scanned
simultaneously until an overall meaning energes which allows selection amongst
the units. The initial scan produces hypotheses about the meaning of the text
and the hypotheses are checked syntactically.

Anderson and Bower's (1973) HAM model.
Anderson and Bower (1973) developed a model of memory (Human Associative

Memory or HAM) which was based on highly structured associations. The model
employs a semantic network to represent linguistic and non-linguistic
Informat.Ion stored in long term memory. The basic camponents of the network
are propositions which consist of nodes and associations. Each association
is binary and combines or associates two concepts. The node is the point at
which two associations are combined. The associations in the network are one
of four basic types or classes:
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1. Subject and predicate: (S)and(P). The subject is a concept and the
predicate tells us something about; the subject.
2. Relation and Object: (R) and (0). The relation is a verb-like form and
the object a concept. The association of Rand 0 together can form the
predicate.
3. Location and Time: (L) and (T).
4. Context and Fact: (C) and (F).The context (C) is a combination of
location (L) and time (T). The fact (F) consists of the subject (S) and
the predicate(P). The context tells where and when the fact occured, the
fact carries information about what happened in the context.
Propositions are formed from one or more of the above four binary

associations. This can be represented as a propositional tree diagram.
The final nodes on the tree (the terminal nodes) do not break down into

combinations of associations. These are the basic concepts of semantic memory
and can be linguistic or non-linguistic as, for example, the representation of
infonnation in a scene. There is no limit on the number of propositional trees
that can be connected to any basic concept or terminal node.

The model proposed by Anderson and Bower (1973) descr ibes rnanory as
concepts which are linked together by associations of a specific kind which
produce a propositional tree. The network is a superstructure of these
propositions that serves to associate the terminal nodes or basic concepts.In
this representation, there is no distinction between semantic and episodic
memory. The model stores both kinds of information in the same semantic
network.

The authors propose that the associations are stored and recalled as
independent items rather than as an integrated single gestalt. Their
e~perirnental work supports this (Anderson and Bower 1973) but the work of
Bransford and Franks (1971) does not, and Foss and Harwood (1975) question the
interpretation of their results and propose a gestalt interpretation of
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sentence memory.
The process by which new information is put into the structure relies

upon a parsing process. Using this HAM encodes the input sentence(s) into a
propositional tree. Next, the terminal nodes of the tree are matched with
their corresponding locations in tne existing memory network. A MATCH process
then attempts to find a proposition tree in memory that looks like the input.
This involves a search from each memory location that luatches the tenninal
nodes. The search is for paths in the memory that connect terminal nodes in
the same way as they are connected in the input. If a matching tree is found
in manory, the input sentence is said to be comprehended.

The process then is data driven and information in memory is accessed
by the encoded input. New information attaches itself to the stored knowledge
of the world. The model provides no explanation of what might happen when new
information is introdoced for which there is no existing node. It is presumed
that the MATCH process can not operate in these conditions. Also, it is not
really clear how the 'episodic' content is encoded, nor can the model account
for the figurative use of language.

Rumelhart, Lindsay and Norman's (1972) model.
Rumelhart, Lindsay and Norman's (1972) model consists of nodes and

relations (or links). However, in this model, nodes represent any cluster of
information in the menory. The nodes are of two kinds: primary nodes which
refer to general concepts and secondary nodes which refer to specific
instances of general concepts. For example, the general concept of a cat would
be a primary node and the Cheshire cat in "Alice in Wonderland" would be a
specific instance of a cat and therefore represented by a secondary node. A
relation is an association among sets of nodes. The reli-ttionshipsan~ not
hierarchical (like those of the Quillian model). The links can be uni- or bi
directional. The relationships are not binary (like those of the HAM model).
Any number of relationships can be attached to a single node.
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The Runelhart et al. model is far more concerned with the encoding of
episodic information than Anderson and Bower's HAM. In the Rumelhart model
every item of information in menory is encoded in the form of a node plus
its relation. The authors distinguish between three classes of information.
These are concepts, events and episodes. Concepts refer to a particular idea,
for example a cat. Events are action based and involve actors, objects and a
general scenario (for example 'the cat grins at Alice'). Episodes consist of d
series of events (for example, 'the cat grins and then disappears'). ~ll items
of information in these cldsses are stored as nodes but the relations that
connect them differ:

1. Concepts require three kinds of functional relations; the classes to
which the concept belongs, the characteristics which define it as a member
of that class,and the examples or subsets of that class. Three labels
specify these functional relationships:
ISA (is+a) defines set membership;
IS and HAS defines property relationships (HAS for objects, 'the cat has
teeth'; IS for qualities, 'the cat is fat').
To specify an example or subclass ,the inverse of ISA is used to define
the direction of the relationship.
2. Events are encoded by the use of different kinds of relationships.
RlllIelhartet al (1972) based these relations on the case gramnar: of
Fillmore (1968). In the Rumelhart network events are characterised by
the concept of an action. The action is represented as a node and the
various 'cases' (Fillmore) or subsidiary features of the action are the
relations.
3. Episodes, or clusters of events, dt:fo! denoted in the model by special
relationships. Rumelhart et al named these 'propositional conjunctions'.
(Only two were given as examples.) These are : then (which leads to the

andnext event in the sequence) lvinile (which intercot1t1I~cl:s(~v.~ntswi 1:"11
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unspecified temporal order).
The mechanism for clustering events into episodes allows for flexibility in
the representation of information in the network. In the model, time is
defined locally within the context of a specific event. The clustering
mechanism allows any level of time scale to be represented by an embedding
procedure.

New sentences are encoded into the semantic base in a series of stages.
The first stage is to convert the information into a set of propositions. This
is done according to a set of formal rules. Next the concepts in the
information are related to stored general concepts. This input may cause
changes in the stored information if characteristics of the specif.ic concept
which is beintj encoded :natches characteristics of other encoded exanples of
that general concept. This leads to the generalisation of information, so that
it is no longer related to a specific (or secondary) concept node but instead
it becomes related to a general (or primary) node. This process illustrates
how new information is not only passively matched to stored information but is
active in causing reorganisation of world knowledge. The description however
is not very explicit in its explanation of the matching stages.

The LNR Model (1975).
A more recent version of the model (Norman, Rumelhart and the LNR

research group, 1975) produced a series of processes which act on the data
base. These include answering questions, solving problems and understanding
sentences. The 1975 model also incorporates the notion of prlinitive meaning
structures into the model. The authors argue that the predicates of the
propositions could be analysed into a set of semantic prlinitives which
underlie their meaning.For example verbs such as buy, sell, steal, give, lend;
are all 'transfer of possession' verbs. 'Trrl.nsf.erof possession' is then tiE
primitive that underlies their meaning. This analysis of verbs can be applied
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directly to the structure of events and a similar analysis to the structure of
concepts.

The process for understandin~ sentences which is described in this newer
model more clearly outlines the procedures whereby a new sentence is related
to the stored information.

1. The sentence is parsed and transformed into a surface proposition. This
involves finding the predicate name and listing the arguments.
2. The surface proposition is transformed into th~ semantic structure,
which contains only primitive predicates.
3. The semantic structure is compared with previously stored information.
The search is for confirmations, contradictions or partially redundant
stored information with which the new information can be int~Jrated.Three
outcomes are possible. These depend on the state of the information in the
sentence (s):
(i) If there is only old information in the sentence, then no new semantic
structure is added to the memory.
(ii) If there is only new information, then the whole underlying setnantic
structure of the input sentence is added to memory.
(iii) If same information is new and other is old, then the new part of
the underlying senantic st.ructure is added to the old information in the
menory.

The early senantic network models: a smmary.

The three models (Quillian, HAt"1 am LNR) which have been discussed above
all assume that knowledge is stored in a semantic network. Each model
describes a different kind of network, and each network has limitations as a
model of human menory.

The Quillian model is the most limited model. It can only 'understand' a
sentence in relation to prestored knowledge and its pre-stored knowledge is
limited to hierarchies of set membership and properties of set members. It
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cannot, therefore, understand other relationships between concepts, for
example conpar isons such as bigger than,or younger than. The mode l Cdr)

understand an input such as"A budgerigar has blue feathers" if it already
has budgerigar as a part of its subset of birds. It could not understand a
figurative representation of the information such as "a budgerigar is a
fluffy blue cloud" because clouds are not a property of birds • It is
therefore a model which has very restricted understanding. Even if the limited
definition of understanding is accepted, there still remains the serious
limitation that was discussed earlier. That is, faster reading times resulted
fram intuitively 'familiar' associations between the concepts than the lnodel
predicted on the basis of the hierarchical connections.

The HAM model parses the input according to a hierarchy of associations.
This means that concepts within a single input can be associated with each
other and can 'understand 'at that level. This means that a more complex type
of sentence can be input and analysed and understood in terms of the specified
associations among the concepts. The model can also 'understand' input
according to what it already has stored in the network, that is if the
proposi tional tree of concepts in the input match a proposition tree that
already exists in the network. If not the input can be parsed, but not related
to what is known.

The Rumelhart (1972) model is more flexible that the two previous
mentioned models. It can understand set membership and property relationships
between concepts in the particular input; relationships between the action
concept and the other concepts in each propositional event and relationships
between events which are described in separate sentences or in a single
complex sentence. Concepts in sentences are not only understood separately but
also within a larger context. At a different level of 'understanding' new-
input is matched to stored knowledge. This model is the most flexible of the
three and goes further than the others in combining new and old information.
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It can understand not only in tenns of prexisting associations and
hierarchies, but also in tenus of past events and episodes. Like the other
models of semantic networks it cannot understand figurative use of language,
nor puns, nor jokes.It is more concerned with fonnal description of the
analysis of the input, than with the use to which the reader puts the
infonuation.

Other fonus of storage have been proposed. Some of these have been in
response to the limitations of the models described above.

Alternatives to semantic network models.

A feature comparison model: Smith, Shoben and Rips (1974).
Smith, Shoben and Rips (1974) proposed a feature comparison model which

would account in a different way for the classification times used by Collins
and Quillian (1970) as support for their hierarchical network structure. The
basis of their model was the proposal that the meaning of words in memory can
be represented by a list of features. TwO kinds of features were proposed:

I.Defining features : these are the most essential features. They define
the characteristics necessary for membership of a category. For example,
the defining characteristics of birds might be that they are alive and
have feathers and wings.
2.Characteristic features : these are features that are usually but not
necessarily possessed by category members. For example,'birds can fly'.

The feature comparison model suggests that a verification task has two
stages. First of all the two concepts are compared in tenus of all their
features. This stage decides how similar one concept is to the other. If the
two are very similar or dissimilar an ilnmediate response of true or false can
be made. If the degree of similarity is somewhere between the two extremes
then it becomes necessary to use the second stage. At this stage the model
examines the defining features of the example to see if it possesses the
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necessary features of the category.
This model can now account for one item of behaviour that the Quillian

model could not: that is, the more typical the example is of the category, the
quicker will be the reaction time.The feature comparison model predicted that
hunan reaction time would be quicker when the example was a typical mem~r of
the category than when it was a less typical character. The hypothesis was
based on the notion that the typical members would be recognised at the first
stage of processing whereas the less typical members would require the second
stage of processing. Thus, robin, slMrrow and thrush would be recognised as
members of a bird category more quickly than less typical members such as
chicken, goose and ostrich. Experimental work supported this hypothesis
(Smith, Shoben and Rips 1974).

The ~eature comparison model has the same limitations as the Quillian
(1969) model. It is concerned only with the representation of knowledge in
memory and the process whereby a sentence verification task can be carried
out. It does not concern itself with the way in which new information is
incorporated into the representation. The representation is on the surface
different from the Quillian (1969) hierarchical model which it seems to
supercede. However (as is pointed out by Sleck, 1978) it would be possible to
achieve the same responses with Quillian's model by weighting the properties
in the same terms as those of Smith et al (that is, in terms of their
typicality) and by initiating a search process which searched the most typical
features first. This would then make the assumed form of storage irrrnaterial
as it would be possible to obtain the same results from either. However, an
essential difference remains between the two models. The hierarchical model
assumes that retrieval is a process of direct access to prestored information
whereas the feature comparison model assumes that information is computed from
the stored concepts.
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Set theoretic model: Meyer (1970).
The Smith et al model was similar to the set- theoretic Inodel of Meyer

(1970). Meyer also was concerned with the way in which information was stored
in memory and how it was retrieved in specific verification tasks. Again the
model was not concerned with the problem of how new information was connected
with the stored information. In this representation system a concept included
both instances and attributes. For example, the concept third' includes such
instances as robins, canaries, sparrows and attributes such as 'has feathers',
can fly' ,'has wings'. In order to verify a sentence, Meyer proposed that two
stages would be available. He demonstrated that whether one or both oE the
stages was utilised depended on the task, (whether it was asking if 'all x
are y' or if 'same x are y') and on the relationship of the concepts (x and
~.
The relationships that he used in his experimental work on sentence
verification were:

(i) The two concepts were identical.
(ii) The first concept was a subset of the second concept.
(iii) The first concept was a superset of the second concept.
(iv) There was an overlap in meaning between the two concepts.
(v)The two concepts were disjoint.
Meyer's experiments supported the hypothesis that concepts are stored in

memory with attributes and instances. Whenever there is any overlap in meaning
between the instances and the attributes, memory search will be faster. The
greater the overlap, the quicker the verification. When there is no overlap,
the attributes and instances of both categories have to be searched to check
that there is no overlap. This increases the time taken to verify (or declare
as false) the sentence.
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The Theory of Spreading Activation was a model produced by Collins and
Loftus (1975). This was basically a network model which updated the Quillian
(1968) model by incorporating a 'defining feature' component and by allowing
the storage of properties at more than one node. These changes involved a
change from a predominately hierarchical model to a heterarchical net~)rk
model (however the notion of superordinate categories was retained). The model
also specified the processes which search for information within the network.

The defining feature component in the model was conceptualised as
senantic distance. This was represented in the mode l by the length of the
line which connected the concept nodes. The shorter the line between the
concept$, the stronger the association. The model also included a 'isnota'
link. This allows some category exclusions (for example, la whale is not a
fish') to be made directly. This category exclusion association accounts for
the finding of Holyoak and Glass (1975) that many "false" decisions are made
in a sentence verification task more rapidly than can be accounted for by a
manory search.

The Spreading Activation Theory takes its name from the way in which the
model works. A concept node is activated when the processor sees, hears or
thinks about the concept. The activation of one node activates adjacent nodes
and these in turn activate their adjacent nodes. Activation spreads through
the memory but is decreased by time and distance. The result being, the

shorter the links between the nodes, the stronger the activation, and the
sooner the effect of the activation ()CCI~rs.

The spread of activation allows for the verification of propositions. In
the process of verification, the first concept is activated. This is followed
by the activation of the second concept. The activation spreads from both
nodes until an intersecting node is accessed. At this point the activation
level must be sufficiently high to pass a decision threshold. The activation
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level is set as a function of the strength and type of the associations. If
the activation level does not reach the threshold, then it is ignored. If the
threshold is reached a decision (about the content of the statement and its
relationship to the content of the activatsl pathways) is made. The
experimental work (Loftus and Collins, 1975) which supported this model
describes a wide variety of data fram verification tasks, all of which support
the model.

The new model has greater flexibility than the original Quillian(1969)
model because of the additional features that have been described. It is this
aspect of the model (its flexibility) that has been criticised. Smith (1978)
has argued that with the many assumptions of the model it is not surprising
that the model can account for so many empirical findings. However the
assumptions of the model were made to account for the empirical findings which
the Quillian model failed to explain.

This criticism highlights the problem with current models: they have
developed in response to empirical evidence that has highlighted weaknesses
in previous models. In so doing they have had to continually increase the
number of assumptions underlying the model so that it is not possible to
make precise predictions, about what is possible and (more importantly ) What
is not possible in teons of the model. It would seem that the response to a
weakness in a model is to increase its complexity so that there is a structure
which will account for the evidence that challenged it. In this way, the model
becames increasingly general and less able to make falsifiable predictions.

Anderson's (1976) network model: ACT.
In a sbni1ar way to the Quillian model, the HAM model has been updated

by Anderson (1976). The new model, ACT, separates the factual or declarative
knowledge in the system from the procedural knowledge. The factual knowledge
is embodied in the semantic network. This has been modified so that complex
sentences can be broken down into several propositions which are represented
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separately but combined within an overall propositional tree. The procedural
knowledge (about how to perfonn various cognitive tasks) is embodied in a
production system. All productions are condition-action pairs. The condition
specifies the features that must be true of meuory. The act ion Si)f:~ci.r:i.e~ ;_i

sequence of operations which are executed when the conditions are "aat isf ied ",
At times these operations specify changes that need to be made to the existing
memory. The production system employs a parallel form of search that replaces
the serial processing utilised by the MATCH procedure in the HAM model.

The procedure used by the production system is similar to that of the
spreading activation model. An important difference is that at each node the
activation is divided among the alternative links in proportion to their
respective strengths of association. Because the model is similar to the
spreading activation model and because it has evolved in the same way, the
same types of criticism can be levelled at it.

Anderson (1976), recognises this possibility in "Larguage, Manory and
Thought" (the book in which he outlines the Acr model of semantic memory) :

"Another remark that needs to be made about the empirical accountability
of ACT is that one cannot seriously expect to perfonn a single experiment
and slay Acr. If ACT makes a prediction that proves wrong, that exact
version of ACT will have to be abandoned but I am obviously going to
propose a slight variant of the theory with slightly changed assunpt ions
that is canpatible with those data. It would be nice if the theory could
be reduced to a few critical assumptions that could be subject to simple
experimental tests. However ,things just do not work that way. Act is only
going to be rejected by repeated attacks that keep forcing refonnulations
until the point carneswhen the theory becomes unmanageable with its
patches and bandages." (Anderson, 1976,p.532.)
The problem with Anderson's model is not that the theory becomes

unmanageable, but that it is not a theory to begin with. It can more



Chapter 3 Page 63

be-aocurately~described as a description,or a model or an analogue. This will
allow it to evolve in such a way that it will stay manageable but will be

unrecognisable as the same thing as earlier versions. This point is discussed
later in relation to the Bradshaw and Anderson (1982) paper on Elaboration of
i\ssociations (Chapter Eight).

Criticisms of ACT.
Wexler (1978) made extensive criticisms of the ACT model and of

Anderson's (1976) theory on which the model was based. The criticisms were at
three levels: at the level of the model; the theory; and the general approach
of cognitive psychology to the problem.

1. Wexler's criticisms of the model are similar to those already made
about representations of semantic lnanory, namely that the model has became
too general. Wexler makes the following summary of his criticims of

"•••• [the model] is sbnply so weak that there is no way to find
evidence either for or against it. Any phenomena can be represented in
AC'r, not only the phenomena that turn out to be empirically true, but also
those that are false. Sometbnes particular models which do constrain the
data are stated. But these models constrain only small,tangential aspects
of the theory so that the theory ceases to deal with the complex cognitive
phenomena which it is supposed to deal with. This is true, for example, of
the experimental evidence for particular assumptions. In addition, often
the data are so weak (even compared to current standards, as in the case
of linguistic phenomena ) that even if the theories were stated more
stringently the evidence could not be used to sustain the theory."(p.346).
More specifically Wexler criticises Anderson for using only measures of

manory and response time. His main criticism of this method is that with only
these measures of what is and what is not possible in cognitive processing,
important differences in behaviour are being ignored. In addition the use of
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production systems allows all behaviour to be des~rih~l in tenns of this
system but there is no explanation offered.

2.Wexler's criticism of the theory is on the qrounds of its breadth and
lack of predictive powers. He says of the theory that

"It is so broad that it is almost untestable."(p.334) and "Anderson's goal
is to build a system that will mnnic all aspects of a human's cognitive
abilities." (p.335.)

Because it is so broad and hecdllse the prodoction system can describe any
behaviour, Wexler criticises it in the following way:

"There is no explanatory power in ACT because there are no restrictions on
human abilities. Suppose, as an analogy, that somebody presented a theory
of gene action and of inheritance in which he first claimed that his
theory would allow humans to have children who were humans. We would
immediately ask, however, if there were any favoured status in the theory
to the prediction that humans would have human children, or whether humans
could, so far as the theory specified, have other animals as children. If
there were no favoured status to the fonner prediction, we would
i~nediately reject the theory, or consider it vacuous. Such is the case
with ACT. Since, to the extent that it is specified, any behaviour is
allowable (subject to memory limitations) we should have no confidence
that it accurately reflects human abil ities."(p.338.)

3. Wexler's criticisms of the approach of Cognitive Psychology in
general is mainly focussed on Anderson's work. He is critical of the approach
which sets out to account for certain empirical phenomena rather than on the
construction of a strong well defined theory with clear, restricted and
testable assumptions.

Anderson is quite clear that his aim is to produce an account of certain
empirical phenomena. This is mainly because he believes that the same item of
behavior can be accounted for by differing models. This makes it linpossihle
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to produce a unique description of the underlying mental structun,-:,--tnd
organisation. By approaching the problem fran the evidence provided i.n
empirical research he believes it is possible to build a canplex model which
will account for the disparate evidence.

The contrasting viewpoints represented by Wexler and Anderson typify the
disparate and apparently unreconcilable approaches to the construction of
theory which is current in psycholoyy.

Conclusions.
ofModels of semantic memory are concerned with a description~the process by

which input is analysed and of the structures by which the analysed text is
stored. All input is understood in tenns of previously stored information. The
models have expanded over time to enc~~Ess the analysis and storage of a
greater range of associations between concepts. As a result the models have
becane progressively more complex in their descriptions and have become
increasingly flexible in their attempts to encompass all examples of
understanding. They do however limit their approach to storage and recall of
the concepts in the input. They are not concerned with the ways in which
understanding might be used in a constructive manner, for example to create
new insights into the solution of a problem or, at a linguistic level, how
figurative language might be encoded so that it can construct novel
associations between previously unconnected concepts.



Chapter Four Page 66

CHAPTER FOUR

Concept-driven Processes.
The semantic network models described in the preceding chapter focussed

mainly on sentence verification tasks; that is, on how input infonnation
could be checked as true or false against knowledge stored in the structures.
Some consideration was also given to the manner in which incoming text was
combined with this knowledge structure. For example, the LNR (1972) model
showed how incoming data might reorganise existing structures when
properties of a specific concept matched those of other encoded examples. In
this case, the property of the specific concept became a property of a general
concept. Another example is the ACT (1976) model which gave some explanation
of how a production system could modify the storage structures to accamodate
new knowledge, the action part of the production system having specified the
changes that need to be made.In these models it has sometimes been assumed
that incaning information is decomposed into more basic underLyi nq meanings
before fitting into the structure.

These semantic network models are data driven models. That is they focus
on the role of the input text in the process: an approach that in computer
processing models is termed "botton-up " processing. It is a tacit assumption
in these models that the processes described can be applied to any incoming
information and that the process is initiated only by the data which is
introduced into the system. Other models (which are to be di scussed in this
chapter) have heen conc(~r.:nedwith the way in which knowledge from outside the
text (that is knowledge which is alrecrly stored) provides the processor with
global hypotheses about what is goin9 on in the text. Such models are
concerned with "top-down" processing or the influence of stored koowledge upon
the processing of the text.
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The conceptual knowledge store described in the semantic network models
is not sufficiently abstracted to contain the global structures. The global
snuctures contain infonnation about what is usual or 'nonnal' in a concept,
action or event, and are concerned with the combinations and sequences which
give structure and stability to situations. They enable the processor to
classify incoming information in a variety of ways, and to use the
classifications to anticipate future events and to infer information which is
missing.

The structures have largely been the result of work in Artificial
Intelligence or in computer sllnulation models. They have been given a variety
of titles: Frames, Schena, Plans, Scripts (which are general purpose memory
models and can account for all kinds of stored world knowledge); story
grammars, Narrative structures (which relate specifically to knowledge stored
about the structure of stories and narratives) and Scenarios (which relate to
general world knowledge but which have been used with specific reference to
text comprehension by Sanford and Garrod, 1981).

Beaugrande (198~) distinguished between the general purpose Inx]els when
he classified then in terms of their perspective on oow knowledge is stored.
He used these classifications as a framework for the analysis of recall
protocols (Beaugrande, 1980) but the distinctions he made between the various
kinds of model provide a useful framework for the review of the models.
Knowledge based structures.
Frames

Frame theory was developed by Minsky (1975). He describes a frame as "a
data structure for representing a stereotyped situation like being in a
certain kind of living roam or going to a child's birthday party" (Minsky,
1975, p.355). A frame is represented as a network structure of nodes and
relations. In this respect it is similar to semantic network structure. But
whereas a semantic network structure is concerned with the conceptual
representation of specific items of knowledge, a frame represents knowledge
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about things that are always (or generally) true in a situation. The lower
nodes or teuninals of the frame are 'slots' that contain specific data. The
conditions whereby data can be assigned to the teDninals can be simple or
complex. In the simple condition, the tenninals specify by means of a marker
whether the item assigned shall (for example) be a person or an object. In a
complex condition the relations among items assigned to several teDninals are
specified.

One of the important assumptions of frame theory is that the terminals
are normally filled with a 'default' value. This means that the frame may
contain many details whose supposition is not specifically warranted by the
situation. These details are valuable in representing general koowl~ige and
for making generalisations. In Minsky's conceptualisation of frames, the
default assigrments are attached loosely to the terminals so that they can
easily be replaced by new items that fit the particular assignment. This
allows special cases or variables to be applied to specific situations where
the norm does not apply in every detail; for example, a 'buildings' frame
would have default values of doors, windows, walls. If a building, such as a
lecture theatre, was constructed without windows then the value 'no windows'
would replace the default value 'window'. Related franes belong to 'frame-
systems'. Each frame in the system differs in the way it represents actions,
cause-effect relations or changes in conceptual or visual viewpoint. within
the frame system, the different frames share the same terminals.

When a frame is selected to represent a situation, a matching process
tries to match values fram the situation to the slots in the terminal nodes.
These must meet the required conditions of assigrment. If the the frame
selected does not match the reality of the situation, that is to say the

terminal values assigned by the situation do not meet the conditions
specified, then the infonnation retrieval network is required. The function of
the network is to provide an alternative frame system to replace the
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unsuitable one. According to Minsky, these interframe structures make possible
other ways to represent knowledge about facts and analogies.

The theory of frames is not confined to linguistic knowledge, but is
applied also to visual processing. However Minsky describes specific frames
which are used in the understanding of linguistic input. Initially an
individual statement is assigned to a teurnrary syntactic frame which is
mainly concerned with verb and noun structures, the condition for this
assignment is camplex and involves word order indicator conventions. This type

of frame decides whether the input is grammatically acceptable. At the next
level the grammatical input is assigned to a semantic framework. The tenninals
in this frame are snnilar to those in Fillmore's (1968) case grammar (agent,
instrument, actor etc) in relation to an action centred word. This aspect of
frames has been elaborated and investigated empirically by Thorndyke (1977)
and Thorndyke and Hayes-Roth (1979) and will be dicussed more fully under the
heading of Story Grammars and Narrative Structures.

Beaugrande distinguished frame models fram other 'top-down' models in
the following way: in the fonner models knowledge is viewed as a
heterarchical array in which elenents are arranged so that there is provision
for access to potentially relevant elements. An example [night be of a
restaurant scenario frame. This would be a network of entries such as parts,
uses, substances that restaurants would have. The fonnat for such a frame
would be a series of slots which fan out fram a control centre with no set
sequence for the use of the slots. In this conception, Beaugrande seems to
confound the single frame (for example, the parts of a restaurant) with a
frame system (for example the parts and uses of the restaurant). A further
difference is then relevant: in a frame system, the heterarchical system will
'fan-out' fram the terminal nodes and not fram a central control system, and
it is the selection of a particular frame (fram the system) \tbich best fits
the terminal node infonnation that becomes the point at issue. However the
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essential point (that is,the frame as a static model and the lack of sequence
in which to select or utilise the information) is valid for both a single
frame or for a frame system.In this important feature Beaugrande's definition
is in accord with Minsky's model.

Schema.
Beaugrande distinguishes schema I~lels as those in which knowledge is

stored as sequences of elements. The schema dictates an order in which it is
necessary for the elements to occur. The order is necessary if the elements
are to constitute an example of a schema, rather than a frame. For example, a
restaurant schema would not contain only the plan of the restaurant layout,
but also the sequence in which a customer would have to move through the
layout to reach a table. The essential characteristic of Beaugrande's
conception of a schema is its comnittment to an ordered sequence. Support for
the existence of such schema has been supplied by Whyte (1979) in her
investigation of the language skills of illiterate subjects. She found that
both literate and illiterate subjects were able to generate an ordered schema
for changing a wheel,although the amount of detail varied between individual
subjects.

Neisser's (1976 ) definition of schema is more d~lanic than that of
Beaugrande. Neisser describes a schema as that part of the perceptual cycle
which:

"accepcs information as it becomes available at sensory surfaces and is
changed by that infonnation; it directs movements and exploratory
activities that make more information available, by which it is further
modified." (Neisser, 1976, p.54.)

Neisser's definition agrees with Beaugrande's only to the extent that the
schema specifies the type of infonmation that is acceptable and the sequence
in which the events can occur. It differs quite radically in that it allows
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the schema to be modified by the information it receives. Another main
difference is that Neisser's schena is active and directs the search for
information; Beaugrande's definition implies a static model into which
information is fed.

According to Neisser's definition the directing function of the schema
is termed a planning function. In his view, schema are not fixed but adaptive
8tructures that offer a possibility for development along certain lines,
providing that suitable interaction with the environment occurs. This
conception of a schema is more closely allied with Rumelhart's (1975) story
Grammar than the static model provided by Beaugrande.

Neisser and Beaugrande differ in their definition of schena in at least
two important ways. Beaugrande's definition is of a rigid structure which
defines a sequence within a situation, whereas Neisser's schema is
interactive, can be modified by the information with which it interacts (that
is, it offers a potential sequence should suitable information become
available. The other important difference is in terms of the extent of the
schema. Beaugrande defines a narrow function which is only one of the
functions described by Neisser. Neisser includes a planning aspect in his
definition of a schema. Beaugrande lists the planning function under a
different descriptive label, because in his conception oE stored knowledge, it
repr.esents a different perspective: one which includes the goals of the
planner.

Plans.
Models in which the elements are viewed as an advancement towards a

planned goal are classed (by Beaugrande) as plans. For exanple a restaurant
plan would list the actions necessary for achieving the goal of visiting a
restaurant and obtaining a meal. Whereas schema (in Beaugrande's
classification) are representations of sequences in the structure of the
situation (for example, the route through a restaurant is constrained by the



Chapter Four Page 72

architectural design, the layout of the furniture, and the convention of
customer access); plans are shaped by the goals of the character and the
choices that the character makes, from stored knowledge, to accomplish that
goal. A variety of actions may achieve the s~ne goal. For the user, plans
allow unusual goal achievanent to be anticipate'] through the use of knowledge
about suitable actions. In this way, each plan is a unique combination of
chosen actions which anticipates the achievement of a particular outcone.
According to Beaugrande's classification, plans are compiled from elements in
a flexible manner whereas schema are rigid and static sequences of elements.
He described knowledge stored in this form as "relevant to a person's plan in
which elements advance the planner towards a goal" (p.164). The
distinguishing features of this perspective, according to Beaugrande's
classification, is the flexibility of the plans and the dependency of choice
of action upon the end goal.

Schank and Abelson (1975) describe how plans are used in comprehension
(that is, in the conprehension or understanding of the content of a discourse)
rather than in the planning of actions. They use, as an example, the process

0-by which~non-coherent collection of sentences in a discourse can be

canprehended. In the following example it is made clear that a "plan" is used
~s a process rather than as a static framework:

".Tohnknew that his wife's operation would be very expensive. There was
always Uncle Harry •••• He reached for the suburban phone book."

Schank hypothesises that a reader who reads this text will recognise a general
goal for John of "raising money to pay for a legitimate expense". From this it
follows that John's actions are moving towards the realisation of his plans to
achieve that goal. His choice of.actions are those which will allow him to
move towards the desired goal.

Plans, then allow the reader to comprehend a discourse which,
linguistically, is non-coherent. The procedure used is an identification of
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the intentions which hal1e led to the actions which are performed. These
intentions are interpreted as the l]esin~~lljoa1. Actions are then understood
(or comprehended) as the realisation of plans to achieve goals.

It can be seen from the above explanation that plans can be llsed in tVl()

ways: to plan one's own actions to reach a desired goal or to inter!.)((~1:I:hf~

actions of others in the light of a inferred goal. The emphasis on action is
fundamental to Schank and Abelson's more general theory. Schank (1975) expounds
this as d Conceptual Dependency Theory. The basic tenet of the theory is that
there is a meaning in a statement over and above the words used to express
that statement and in order to understand the meaning there is a need to
relate the statement to koowledge of the worlll which is stored in the memory.
Knowledge of the world cannot be stored in the surface form in which it is
input. In its stored form information is reduced to primitive meanings. The
basis of all propositions which are not descriptive is action. Events are made
up of.a primitive action, an actor and a set of objects that are dependent on
thit action. These are called conceptualisations.

The theory reduces all actions to eleven primitive acts. Schank (1975)
claims that the verbs and the abstract and complex nouns of natural language
are constructed fram these primitives which are the building blocks of
(uemory. ATRANS is one of these primitive acts and will be described fully by
means of an example (Schank, 1975, p173):

"ATHANS. The transfer of an abstract relationship such as possession,
ownership, or control. ATHANS requires an actor, an object, and a
recipient.
Exanples:
give = ATHANS an object fram the actor to the recipient.
take = ATRANS an object fram saneone to the actor.
buy = two ATHANS actions, each causing the other. ATRANS of money fram
the nrst;actor to the second actor; ATRANS of an object from the second
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to the first."
The other primitive acts are similary specific: For ex~nple, PTRANS (the

transfer of physical location of an object) requires an object, an actor and a
direction (as in the verbs fly or go) •

The power of primitive acts is that they (~.1fl pd:li: IJP simiLarit ies in
words as well as highlighting their differences. According to the Conceptual
Dependency Theory, the basic unit of memory is the conceptualisation. This is
made up of the primitve act and the concepts that are dependent on it.
Conceptualisations are related to each other with one of four causal links:
result causations, enable causations, reason causations and initiation
causations.

Plans, then, are reduced to a series of these acts which can be performed
to reach the desired state. Schank and Abelson (1975) propose in addition that
there are there are groups of actions which they label 'deltacts'. oeltacts
consti tute subplans for the realisation of specific goals. When d(~ltacts are
used often enough they become SCRIPTS. Schank and Abelson (1977) describe
scripts as: "a structure that descr ibes ':lpprof)cL:tb::! sequences of events in a
particular context. II (p.41.)

Scripts.
Beaugrande's description of knowledge stored as scripts is not as

inclusive as that of Schank and Abelson described above. According to
Beaugrande, elements of knowledge stored as instructions of how to behave and
speak in a certain role are classified as scripts. For example, a restaurant
script has instructions for the customer, the waiter/waitress, the chef etc.
to enact in an established pattern.

Schank and Abelson do not describe scripts as only stored patterns of
prescribed role behaviour. Their description is rather more global and centres
on a more inclusive stored knowledge of the processor. According to Schank and
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Abelson (1975) a script is stored knowledge of the sequence of acts that have
taken place within a certain setting, whether it is a restaurant, d dental
surgery, a doctor's waiting room or any other place. The processor stores the
actions that are performed by all the actors in the script. In this way he/she
knows how all the participants behave and in addition what is and what is not
a!}appr.opriate setting for the action. Thus, Schank and Abelson's
conceptualisation of a script, contains 'stage instructions' plus instructions
for verbal and physical actions l)y all the participants. These scripts are
based on actions and experience and are not generalisations or abstractions of
plausible happenings.

When canprehending events in actuality or in a wr itten d(~(~()I_l<1t a schank
script allows the camprehender to do two things: to infer those elements that
are not explicitly mentioned (for ex~nple to infer that the diner in a
restaurant has ordered a ,neal if it happens that a meal arrives without the
camprehender seeing or reading that an order has been placed) to note as
exceptional (or "place on a weicd list;") those evencs or states that do not
accord with the setting or actions (for example, the ceiling falling in at a
restaurant, or Father Christmas appearing at a Birthday Party). It is this
88Cond function which Beaugrande does not utilise in his classification.

The psychological reality of scripts (as described by Schank) as
I<nowledge structures has been investigated by Anderson, Spiro and Anderson
(l978) and by Bower, Black and Turner (1979). Both lots of research supported
the existence of scripts, but the research by Bower et al raised questions
about the form of storage. Bower et al investigated the ability of subjects to
generate scripts of routine activities (for example eating in a restaurant or
visiting a dentist); to segment the overall activities into their constituent
scenes; to recognise and falsely recognise actions fran a ~~ript which they
had previously read; and to order scrambled texts into a canonical order. The
results of these inveS:.i.gationssupported the idea that scripts of familiar
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activities can be generated and that there will l)ea high level of agreement
about the characters, props, actions, the sequence of the actions, and the
constituent scenes that make up the script. The memory investigations
supported the idea that the input information about a script was incorporated
into the stored script in sllcha way that subjects were unable to distinguish
new from stored information in a recognition tas~ and that input information
was recalled in the canonical rather than given order of sequence. The work of
Gibbs and Tenney (1980) also shows that in a recognition task actions which
are usual in an activity (for example, giving an address to the taxi driver
but which are not included in the text, are falsely recognised as being a part
of the text when they are explicitly presented later. Changes in unpredictable
variables (for example, eating steak or chicken in a restaurant) are not
falsely recognised.

In the discussion of their investigation, Bower et al focus on some
problens tl1dt l)eCdll1e apparent in script theory. Their results show that events
which occur in scripts about a visit to the doctor and a visit to the dentist
become confused in memory tasks. This points to an abstraction and
generalisation of these particular scripts into, say, a general 'visit to a
health professional' script. Schank and Abelson (1975) had proposed that
scripts were rooted in actual experience (repeated deltacts) rather than
abstractions and generalisations fram experience. A consequence of the
research by Bo~r et al was a reformulation of the notion of scripts by Schank
(1981), so that a script is reconceptualised as a constructive process by
which information is gathered fram various sections of memory, rather than as
knowledge that is stored as a complete entity. This is supported by Galambos
and Rips (1982) \\hoshowed that both sequential (scri.pt knowledge) and
centrally based (frame knowledge and story grammars) are compiled as needed,
rather than stored as precompiled knowledge. Schank's (1981) reformulation of
script theory'caused him to re-examine the structure of memory. Meoory is now
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conceptualised as a multilevel store in which infoDnation is stored as either
event menory, genl~rd1 is,~l event memory, situational memory or intentional
memory. Details of the levels are theoretically interestil1<]but of little
direct relevance to this discussion of scripts. It will suffice to say that
according to the theory scripts are constructed from these stores as they are
needed. Confusion between the doctor and dentist scripts can now l~ explained
in terms of those Inenories which derive from events which are common to both
activities being stored at the generalis~~l (~\l(~ntlevel.

S\lllIDarY.

Beaugrande's comparison or any similar simple comparison between models
is made at the expense of the important detail which is essential to the
individual models. Each model was devised as a separate conception of
knowledge structures and not as a part of a grand theory of structures. It is
unrealistic to expect that the separate models will piece together like pieces
of a jigsaw puzzle.

Beaugrande's classification while allowing for the differences between
the original models to be examined tends to obscure the overlap between them
(for example, the overlap between Neisser's Schema and Schank's Plans) and
does not explain fully the implications of the original model (for example,
the role of experience in Schank's scripts). The essential difference
according to Beaugrande's taxonomy is that each classification is
progressively more complex than that which precedes it. Thus a schema is a
frame with a rigidly ordered sequence of elements; a plan is a flexible, goal
directed choice of sequence and a script is a series of instructions for an
interactive sequence of behaviours. The definitions of the tenus which allows
for the ordering of the theories in this way has resulted in an
oversimplification of original theories. Beaugrande's taxonomy has been useful
as a framework for the discussion of theories and models which use the terms
but the very simplification which has allowed clear distinctions to be made
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between them has prevented the classifications from being a useful tool for
the analysis of other models which are concerned with 'top-down' processing.

1'he structures in these models are created from the abstracb::'<.lt~nntent of
b~xts "lr1dsituations but once they are created they are used as permanent
structures to encode and recall new input. Story grammars differ from these
models because the graarnars are concerned with the structures fhat;can he
derived from the analysis of specific kinds of texts. They danonstrate how the
same structure can be used in the analysis of all examples of these texts
r~Jardless of the content.

Story grammars and narrative structures in simple stories.
Research into story grammars (Rumelhart, 1975; Bower, 1976; Thorndyke,

1977 and Mandler and Johnson, 1977) has involved the analysis of very specific
items of discourse (simple stories) in order to discover either a consistent
structure which underlies all simple stories or a gen(~riil:iVf:~t_Jcalnmarfran
which the syntax of all simple stories can be constructed. The research has
sought to establish the existence of an abstract structure that is separate
fran the content of an individual story. Experimental work (which will be

described below) has sought to establish that these structures have a
psychological reality and are not merely linguistic analyses or computer
simulations.

Simple stories are defined by Mandler and Johnson (1977) as those which
have a single protagonist in each episode (and by protagonist they mean one
character or a number of characters who act as a single group). Their
definition specifically states that it is tl1is feature and NOT the length, the
number of events, or the number of episodes that constitute a simple story.
This feature is not proposed by Bower (1976) but the texts that he uses as
examples of the structure and which he quotes in his experimental work are
constrained in this way. Rumelhart (1975) states categorically that his
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program would have difficulty in handling multi-protagonist stories, and
Thorndyke (1977) states that his simple stories are those that deal with one
main character and his attempts to achieve certain goals. Although only
Mandler and Johnson make the specific refer:-enceto the single protagonist in
each episode, it can be seen that this is an implicit and fundamental feature
of each theory.

The three main versions of story grammar which are to be revie~
(Rumelhart, 1975; Bower, 1976 and Thorndyke, 1977; Mandler and Johnson, 1977)
are all concerned with the construction of a grammar that has a tlual function:
that is to provide an adequate account of the production and the comprehension
of simple stories. The difficulty of making comparisons between models of
stored knowledge and their interactions with incoming infonnation have been
discussed above. However each of the models of story grammar can be compared
to a greater or lesser extent to the schema model as described by Neisser
(1976). They are flexible and the structure can be IIlo<1iEied hy incoming
content. Their structure is hierarchical and this differentiates them from
the sequential structure of scripts and the heterarchy of a single frame.

Rumelhart,1975.
Rumelhart (1975) called his account of the internal structure of a story

a schema. He produced two sets of rules, a set of syntactical rules which
would generate the structure of all simple stories and a set of semantic
interpretation rules which detennine which of the syntactic categories are
filled by the semantic content of a particular story.

The syntax is constructed as a set of rewrite rules for combining the
syntactic crl.b~()r.ieswhich could represent the structure of a particular
narrative as a hierarchical tree with a binary structure of nodes and links.
The nodes represent the elements of the story (the syntactic categories) and
the links represent the rule governal relationship between them. The tenninal
nodes of the structure are Eill~i by the content of the story which is treated
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as propositional units.
All the simple stories which Rumelhart selected for analysis could be

represented by a hierarchy which combined some or all of eighteen syntactic
categories. The syntactic rules define the permissible relationships between
the eighteen categories. Some relationships are fixed, others are flexible.
For example, a story can only consist of a setting plus an episode; a setting
can only consist of one or more states; an episode must contain only an event
and a reaction; an event can consist of a choice of mutually exclusive
alternatives: either another episode, or a change of state, or an action, or
an event followed by another event. When the structure created by these rules
is represented as a network of a particular story the hierarchy is one in
which the two top levels are fixed and consistent in all stories. The levels
below these reflect the individual structure of a particular story and are
created by rules which allow more options. The flexibility of these levels of
structure allows single and multi-episode stories to be accamodated within the
same rule structure.

Rumelhart's model also provides rules for generating summaries of texts.
These are based on six semantic relationships by which story content is
mapped onto the syntactic rules. Each semantic relationship ( AND; ALUJIV;
INITIA'IE; MarIVA'IE; CAUSE arrlTHEN ) has one or more sUl'lltlarisationrule.

Rumelhart's model provides a generative grammar for the production and
analysis of stories. The rules of the grammar provide a hierarchical
branching structure by which the content of single or multi episodic stories
can be represented. The model or schema has a structure with optional slots
which are arranged intially according to fixed and then according to more
optional rules. The flexibility allows the structure to be modified in
accordance with incoming information from the story content. This aspect fits
neatly with Neisser's conception of a schema. The mixture of fixed and
optional rules make this model more passive than the active information
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seeking schema proposed by Neisser. Rumelhart's (1977) model develops the
basic grammar to include and stress the importance of the goals in the
organisation of the text. The goal-attainment organisation of the structure
make this accord more generally with the active model described by Neisser.

'Iborndyke (1977) and Bower (1976).
Thorndyke's (1977) model has a more rigid structure than that described

by Rumelhart above. Thorndyke presents ten rewrite rules. These describe a
structured framework which represents the abstract structural components of
plots of simple stories. The structure is not a binary tree but is represented
by a hierarchy with multiple choices at the second level. Below this level
the options are either binary or multi choice. At same levels of the
hierarchy in Thorndyke's model of the abstract structure(and this applies
particularly at the second level) it is essential that all elements or slots
are filled. According to this a story must have a setting; a theme; a plot
and a resolution. They must be present in that sequential order. Like
Rumelhart's model, the order becomes more optional at the lower levels of the
hierarchy, but unlike Rumelharts model the frame-like component suggests
default values for those slots which are not filled by story content. The
tenninal slots of Thorndyke's model are always states or events.

The method by which an individual story is analysed and slotted into the
structure is similar to that proposed by Minsky's (1975) Frame theory. At the
bottom level (the terminal nodes) the text is broken down into propositions.
These are syntactical units which contain a verb (which describes either a
state or an event) and at least one noun. At the next level each event or
state has a semantic structure that can be analysed using Fillmore'S (1968)
Case Grammar. At the next level events and states are grouped to fit the
Episodes and States that map onto the fixed structure of Theme, Setting, Plot
and Resolution. Thorndyke's experimental work was particularly concerned with
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the importance of the Theme.
In his analysis of a text, Thorndyke divides the input text or story

content into a series of propositions. Each contains a verb that describes
either a state or an event and in this way the content of individual stories
maps onto the terminal slots of the generalised structure. The framework
includes slots for the goals and subgoals of the protagonist of each episode,
the terminal slot for this being a special case of a state: the desired state.

In his initial description of the rewrite rules which outline the
narrative structure, Thorndyke presents his model as a multi-level hierarchy.
with a set sequence of slots at each level.He also specifies which elements of
the structure may be repeated in the analysis of a particular story. His
experimental work supports the reality of narratives structures as
psychological constructs. Two experiments have been carried out (Thorndyke,
1977). In the first of these the structure of stories is controlled in such a
way that similar content is presented in four conditions: one in which there
is an ideal structure (that is, the theme is at the beginning of the narrative
and the structure accords with the structure described above); one in which
the theme is not in the specified sequential order, but placed at the end of
the story; one in which the narrative has no theme (that is, no causal
connections ) and one in which the temporal and causative connections have
been removed. The results support the idea that the structure proposed by the
grammar has an importance for the comprehensibility and recall of stories.
Both the mean percentage of material recalled and the mean comprehensibility
ratings for the passages declined significantly between each pair of
conditions as the structure was progressively disrupted. The content remained
the same in the first two conditions (Normal and theme after) but the decline
in the percentage mean recall was statistically significant.

This evidence supports the idea that the structure of stories can be
described as separable from the content and that an 'ideal' structure story
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(that is, the structure described above) will aid recall and comprehension.
Related to this it was shown that causal connections aid recall to a greater
extent than temporal connections. Analysis of recall showed that the levels
of the hierarchy described by the model have relevance for the recall of
stories. The analyses showed that those propositions which are placed in the
highest level of the hierarchy according to the grammar are more often
recalled than those at the lower levels. This result generally supports the
results of Kintsch and Keenan (1973) (see Chapter Six). However the methods by
which the hierarchy was derived and the theoretical bases of each experiment
are so very different that they can only generally support the notion that
certain ideas in a story are more memorable than others and that these can be

predicted by models of top-down and bott~up processing and can be
identified using differing methods of analysis. This is discussed later in the
chapter and also in relation to Sanford and Garrod's (1981) Scenario model in
Chapter Seven.

Thorndyke's work also supports the idea that the grammar is utilised as a
top down process to aid learning. The results of his second experiment
(Thorndyke, 1977) demonstrate that the recall protocols for a second story are
facilitated if subjects are given two stories in which the same structure (as
constructed by his rewrite rules) is repeated but in which the content and
characters are different. There was no facilitation of the recall of a second
story for those subjects who were given two stories with different structures
but in which the characters were the same. Thorndyke's conclusion is that
repetition of general structure aids recall whereas the repetition of specific
detail causes confusion. Later work by Thorndyke in conjunction with Hayes-
Roth (Thorndyke and HayeS-Roth, 1979) has confirmed this result using single
sentences as stimulus material.

Bower (1976) describes work which was planned in conjunction with
Thorndyke and which is based on Thorndyke's (1975, 1977) rewrite rules. Bower
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emphasises the rules which describe the embedding process and the hierarchies
produced as a consequence of the "selection" of these rules. One important
factor which influences the embedding process is the goal of the main
character. For example, the attainment of a goal may involve the character in
the production of a multiplicity of subgoals which eventually lead to the
attainment of the main goal. Bower proposes that in a structure such as this,
goal attainme~t produces an overall structure. Without a goal, the structure
of the story changes as the subgoals become episodes that are only temporally
related. Bower proposes that the goal attainment structure is more tightly
knit because the episodes are embedded. His experimental work examines the
effect of a goal structure on the recall and on the comprehensibility ratings
of a text. Texts were produced in which the same story was used but the
structure was changed in such a way that the goal was at the outset of the
story (and therefore explicit from the start), or was moved to the end of the
story, or was completely renoved. A further condition in which the sentences
of the story were produced in totally random order was also used. The results
showed that the condition in which the goal was the initial part of the
structure was rated most comprehensible and had the largest percentage of
recall. Next in comprehensibility and recall was the condition in which the
goal was present but was placed at the end of the story. The no goal condition
and the totally random condition were rated and recalled third and last
respectively.

Bower's work supports the idea that structure is important in
comprehension and recall. His fourth condition (totally random presentation of
the sentences of the story), \\hen compared with the first in which there is a
goal structure, provides evidence to support the assertion that story
structure has an existence and a relevance that is separate from the actual
content of the story.

Bower's work focusses attention on optional elements in the rules. His
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description of the hierarchies that are produced in this way and his emphasis
on the goal structure as the essential variable would suggest that his
conception of structure accords more generally with Neisser's Schema than with
Minsky's frames, particularly in its plan driven conception.

Mandler and Johnson (1977).
Mandler and Johnson (1977) specify that a story must have a setting and

one or more episodes. Each episode must have a beginning, a development and an
end. In a single episode story the beginning will terminate in an event; the
development will consist of a simple reaction which will terminate in an event
(internal or external) or a complex reaction which incorporates two events,
one which is an attempt to attain a goal and one which is the outcome of that
event (the outcome may be a state rather than an event). Finally, in the
single episode story, the end is a state or an event. If the story is multi-
episodic, then the episodes can be embedded at any point within the structure
of the initial epiSode. Mandler and Johnson explicitly detail the points at
which the embedding can occur. The overall structure of any story is decided
by the number and type of episodes which it contains. On the basis of
Bartlett IS. (1932) 'NOrk the authors predict that causal connections will be
better remembered than temporal connections. On the basis of their model the
authors explain that causal episodes are embedded within larger episodes, in
the way that is described in this paragraph, whereas temporal episodes (those
that are connected by an implicit or explicit "then") will not be embedded but
will be placed at the same level in the hierarchy.

The content of stories is mapped onto the syntactical structure by means
of two major transformational rules. These are deletions and reorderings.
Deletions can be of events or embedded episodes at the beg inning of an
episode. Deletions other than this will lead to the violation of the story
structure. Reorderings will be made if the story is presented in an order
which does not agree with the ideal structure. The reorderings can easily be
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made if the surface structure of the story contains causal connections.
From the transformational rules, Mandler and Johnson predict that the

order of flashbacks in stories will be less well recalled over time than they
will immediately following encoding. The authors further hypothesise that
different structures can operate at encoding and retrieval and that the
structure imposed at recall will be of greater importance than that used at
encoding.

The structure used at encoding has three functions: to predict the
incoming text; to know when a section of text is complete for storage and to
know what must be held until further information is input. 'ttlerecall
structure retrieves the information after the transformational rules have been
applied. According to Mandler and Johnson, the recall structures are the more
important in the final form which is produced. They quote experimental work by
Mandler and Parker (1976) to support this. Mandler and parker's research
demonstrates that when complex pictures are presented in which the
organisation is unstable at input, the unstable organisation will be replaced
by a more familiar schema at recall.

General discussion of the models •...;:;..;;.=~ ...;;.;....~;..._-- -- -- --~

The work of Bower (l976) am Thormyke (l977) implies that the content of
individual stories is mapped onto the structure as the story is encoded. Their
experimental work sbows evidence that unstructured story content is less
comprehensible and less available for recall than content that is structured
in a story-like manner. They offer this as evidence for a stable structure
which underlies all simple stories and which is used in the comprehension of
input text. It is acceptable that the evidence supports the idea of a
structure in stories, it may however be argued that other theories would offer
different explanations for the existence of structure. For example Kintsch
(1974), whose theory will be discussed in the following Chapter, would argue
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that the structure is created by the coherence of the text and that each
structure is created individually by the input from the text. Kintsch and
Keenan (1973) provide experimental evidence which supports Thorndyke's (1977)
finding that propositions which are at a high level in the structural
hierarchy of a story are most often recalled. However their hierarchical model
is based on a "botto~up" theory of text coherence whereas Thorndyke's
hierarchy is based on a "to~down" knowledge structure. Sanford and Garrod
(1981) offer an explanation which is built on stored semantic structures and
not on syntactic story grammar (see Chapter seven).

The research and the theories which investigate topdown processing raises
a number of questions:

h Can the structure of information be separated from the content?
Research which has been carried out by Kintsch (1974), Bower (1976),

'Ihorndyke (1977) and the theories and models of Rl.Dnelhart(1975), Mandler and
Johnson (1977) demonstrate that not only can the structure be separated from
the content, but, that an "ideal" structured text is rated as being more
comprehensible and has a greater mean percentage recall than less structured
and non structured material which has a similar content.

I!_ Are the structures which are created or imposed at encoding the same as
those that are utilised at recall?----...;;.~;;.,,;;.;.;;..;;.,;;.;.

Bower and 'Ihorndyke's work implies that they are the same, that the story
gramnar operates at encoding and at recall. Mandler and Johnson, propose that
they can be the same but this is not necessarily so. The research which
supports this asstmpt.ion (Mandler and parker 1976, Bartlett 1932) would seem
to imply that if material which is presented for encoding does not have a
familiar structure then the subject will attempt to impose a structure upon it
at recall. A phenomenon which Bartlett described as "effort after meaning".
Research by pratt, Luszcz, MaCKenzie-Keating and Manning (1982) would support
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this implication. They demonstrated that subjects could impose a structure on
unstructured material, if they were instructed to do so. Their subjects

they
transformed the material into a story i~were told that they would have to
reproduce it as a story for children. Other research by Craik and Lockhart
(1972), Craik and Tulving (1975), Reder (1979), Cirilo and Foss (198~) and
Bradshaw and Anderson (1982), supports the idea that the same structures are
used at encoding and retrieval, but that it is the elaboration of the frame -
like structures, given or created at encoding, which determines what is
recalled. This research is discussed further in Chapter Eight.

Mandler and Johnson's (1977) 'NOrk suggests that the encoding and the
recall structures may be different but that this is not necessarily so. This
unresolved question becomes redundant; in the light of the next issue raised by
the research.

l!. If the recall and encoding structures are different, are they created as
needed, or are they stored wi th the content?

This question was addressed earlier in this discussion to the issue of
encoding structures before it was assumed that they may be very different
structures. The issue was unresolved. Recent work by Schank (1981) and by
Galambos and Rips (1982) has suggested that in recall of material, the
creation of scripts or schema is a process that acts on stored material and
that the process required by the situation operates on the memory stores when
it is needed. This research would suggest that encoding and recall of material
are separate processes and that at recall the content is recompiled by the
process that is required at the time.

It may be concluded that structure is an important element in the
enCoding and recall of story like material, and that the the research so far
suggests that tl1e structure can be separated from the content. Research into
Story Grammars does not demonstrate clearly whether the structures are created
at encoding or whether stored atructures are responsible for what is encoded.
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i.!. At what point in the comprehension of ~ story is the structure.
abstracted?

According to Story Grammars it would seem that the structure is
abstracted after the complete text has been read and the rules can be applied
to ~1e content. If this is so then the structure is a result of the
comprehension of the content and not an aid to it. The process by which the
reader abstracts the structure from the text is not d Lscussed Ln the theories.
It is however the focus of the models (discussed in the next three chapters)
which were produced by Kintsch and his associates (between 1974 and 1979) and
by Sanford and Garrod (1981). The issue will be further explored in the
experiments reported in Chapters 10 to 12.
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CHAPTER FIVE

A Model of Text Comprehension Developed Ei: Kintsch and his Associates.
One of the most detailed model$ of text comprehension is that proposed by

Kintsch and van Dijk (1978). The model was based on the earlier work on
propositional analysis (Kintsch 1974) and Inacrostructure of texts (van Dijk
1977). The 1974 model was one which considered the structure of a specific
text and the way in which the structure was created from the input in a
"bottom-up" process. The 1978 model considers how the individual structure is
created within the constraints of a more general overall structure which is
Imposed upon the input by the reader's knowledge about the structure of
particular kinds of text, such as simple stories or scientific experiments. It
is a unique model because it describes in detail and with illustrative
examples how the content of particular texts and the readers knowledge about
texts in general, are combined to form a text representation in the reader's
memory. In this respect it is posstbty the most detailed and complex model of
text comprehension that has been produced.

The model was further developed by Kintsch and Vipond (1979). '!hemodels
produced up to and including this version proIX>sed that the comprehension
process involved two sequential stages. The first process was the creation of
the coherence graph or the microstructural process. This was followed by the
construction of the gist or the macrostructural process. An addition to the

0...model (Kintsch, 1979) provided/third process, the creation of the fact
structure. This process proceeds in parallel with the microstructural
process, creating the "meaning" of the text (that is, relating the input to

stored schema of world knowledge) and providing a new basis for the creation
of the macrostructural process.
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The Microstructural Process: The establishment of a coherent text base- ----
(Kintsch,1974).

Kintsch (1974) proposed a method of text analysis which would establish
the referential coherence of a text base. The method is based on Fillmore's
(1968, 1971) case grammar, and in the same way establishes the semantic
relationships between the predicator and the arguments in each sentence.

As with Fillmore's case grammar the representation is the same for either
active or passive sentences. Longer sentences may contain more than one
proposition, so that the sentence:

"The old man smiled and left the roan",
is represented as:

(OLD,MAN)+(SMILE,MAN)+(LEAVE,MAN,ROOM)
The first proposition establishes that there was an old man and the others
providing other information.

As the complex ity of the sentences is increased so the rules to manage
that complexity are expanded and rules are provided to manage the production
of embedded sentences, definite and indefinite description of nouns,
quantification of an argument, modality of a sentence, logical implications
and to indicate location, time and tense. For example (Kintsch, 1976, p91):

"Turbulence forms at the edge of a wing and grows in at.rerq th over its
surface, contributing to the lift of a supersonic aircraft."

(FORM, TURBULENCE)

(LOC: AT, 1, EDGE)
(PART OF, WING, EOOE)

(GROW, TURBULENCE, STRENGTH)
(LOC:OVER, 4, SURFACE)
(PART OF, WING, SURFACE)
(CCNrRIBUTE, TURBULENCE, LIFT, AIRCRAFI')
(SUPERSOOIC, AIRCRAFT) [Example fran Kintsch (l976) p91.]
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Kintsch illustrates his procedures with a text base (an ordered list of
propositions) derived from a sample text. For example:

TEXT: liThe subjects were 20 female students. All subjects were
volunteers. •

TEXT BASE: (STUDENT, SUBJECT.)
(FEMALE, STUDENT)
(VOLUNTEER, STUDENT)
(NUMBER, SUBJECT, 'lWENT'i)

This point demonstrates Kintsch's departure from Fillmore's analysis as he
combines infonnation from more than one sentence. This combination fonns the
beginning of the text coherence graph in which propositions are connected in a
linear and hierarchical manner in tenns of their shared arguments. The above
text graph becomes the following coherence graph:

(STUDENT, SUBJECT)
l (FEMALE, STUDENT)

1 (VOLUNTEER, STUDENT----
1------ (NUMBER, SUBJECT, 'IWENTY')

The Kintsch and van Dijk (1978) process model of text analysis assumes
that the listing, or parsing, of the text into the propositional text base is
an automatic process that needs no further explanation. The (1978) model
describes two processes: the establishment of a coherence graph (the
microstructure of the text) and the derivation of the gist (the macrostructure
of the text). For convenience of explanation these are described as two
separate processes but it is acknowledged that the two may be interdependent.
The text base described above is the basis of the microstructural model. The
research on which the macrostructural model was based is reviewed below.
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The Macrostructural process.

a. The construction of the gist (Kintsch, 1974).
In his 1974 work Kintsch addressed the problem of texts which were longer

than one paragraph in lel')3th.It is possible to produce a text base or a
coherence graph of the micro-connections in any number of paragraphs. However,
such representations may be too detailed and too self contained to describe
the more global connections that outline the coherence between paragraphs.
This pattern of coherence represents the gist of the total text. Kintsch
introduced van Dijk's (1972) notion of macropropositions into his theory,
arguing that when they are coherently connected ti1ey produce a rnacrostructure
or global representation of the text. Van Dijk(1972) proposed that lists of
propositions which were well connected, could be st.mmarised and given a name
by a single propoai tion. These resultant proposf tions could then be connected
together as a linear sequence and the summarisation process repeated until the
desired level of organisation was attained. The final abstraction '.... the
macrostructure or global representation of the text.

b. Macrorules: A revision of the process for the establishment of
macrostructure (van Dijk, 1977).

Kintsch (1974) fonnalised this procedure and produced a hierarchical
representation of an abstract text:

T = A+B+C

A = A1+A2+A3+A4

Al = prop1+prop2+prop3 ••• +proPN
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He illustrated this with an example text from an experimental report:
Text = Introduction+Method+Results+Discussion
Method = Subjects+design+procedure

Subjects = propositions7+8+9+10
Prop7 = (STUD~T, SUBJECT)
propS = (FEMALE, S'lUDEN'r)
prop9 = (VOLUNTEER, SUBJECT)

prop10 = (NUMBER, SUBJECT, 'lWENTY)

Van Dijk (1977, 1977a) refined this procedure for deriving the
macrostructure of a text and produced a set of macrorules which would operate
on the microstructure and produce the macrostrocture. To describe the
macrorules and the way in which they would operate, van Dijk (1977) redefined
the microstructure upon which they worked. In the same way as Kintsch (1974),
he proposed that the input text is transformed into its consti tuent
propositional list. This, the implicit text base, has a theoretical underlying
text base in which all inferences are made explicit. Thus all propositions
necessary to give relative interpretations of each proposition in the implicit
text base become available. It is on this hypothetical explicit text base that
the macrorules operate. Their purpose is to produce the semantic
macrostructure of the text in which each macroproposition is defined in
relation to the others.

Like the micropropositions of a coherent text base, the
macropropositions should also have a linear coherence which connects them in
terms of their arguments. In order to demonstrate the operation of macrorules,
van Dijk (1977) assumes an initial idealised text base which is fully
coherent, that is one in which there is complete overlap of arguments between
the propositions. Since there can be several levels of description of any
event, macrorules must be recursive. It must be possible to apply them to

organise global meanings into still higher level global meanings. From these
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recursive properties it follows that the level of abstraction of a
macrostructure is relative to the underlying level of propositional
representation. This in turn may be a macrostructure with repect to a still
more specific level of representation. So a macrostructure is typically more
general than its corresponding microstructure. Van Dijk's (1977) four
macrorules operate on the microstructure to produce the level of generality
required. The Macro rules are

(i). GENERALlSATI~
(ii). DELETICN

(ii i). INTEGRATI CN

(Iv) , CrnS'IRucrICN

(i). Generalisation.
The generalisation rule deletes certain general properties, which at some

macrolevel have become irrelevant, and replaces them with a more general
concept. It can operate on predicates in general and so applies to both nouns
and verbs. It relies on a certain amount of world knowledge for its successful
operation.
(il).Deletion.

The deletion rule deletes from a given text base those propositions which
contain irrelevant infonmation. Each proposition expressed by a discourse is
considered as relatively unimportant if it is not a condition for the
interpretation of another proposition. However, a proposition will not be
deleted if it has consequence for an event denoted by a macroproposition.

A characteristic of the Deletion and Generalisation Rules is that
information which has been removed in the process of abstraction cannot be
recovered from the macrostructure unless other cues are utilised.
(iii). Integration.

The integration rule covers the possibility that macroinformation may be

directly expressed in the discourse. The more specific information of the
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discourse may be deleted because its global information has already been
expressed in the text by a proposition that serves as a macroproposition. That
is, all detailed information may be deleted that somehow has been integrated
into another proposition of the discourse.
(iv).Construction.

The construction rule directly replaces a sequence of propositions at the
microlevel with a macroproposition. This is a similar operation to that of
integration except that there is no macroproposition already present at the
microlevel. The new macroproposition is constructed on the basis of
information present in the text base. The micropropositions in the text base
represent conditions, components and consequences of the global fact denoted
by the macroproposition. For example:

"I bought building materials, laid foundations , erected walls and made a
roof."

becomes:
"I built (a house)."

A macroproposition is sometimes constructed on the basis of incomplete
knowledge. The missing information is created using frame-knowledge to supply
default values (Minsky, 1975). For example, if someone buys building
materials, lays foundations and makes a roof, the construction rule operates
upon frame knowledge to infer that the person has also built walls. If this
default value was invalid then conventionally the exceptional information
would be supplied (for example, "The building had an open front", or " There
were floor to ceiling windows throughout").

Summary of the operations perfonDed by the macrorules.
Macrorules (i) and (ii) operate on information that is related by

consequences and conditions. Information that is deleted in the process of
their operation is that which is irrelevant to the argument of the discourse
presented in the text. Once this has been deleted by the operation of these
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Rules it cannot be recovered from the information left in the macrostructure.
For example, the type of pet that is kept by a man cannot be specified from
the generalised information that he has three pets; that a
red in colour cannot be deduced from the information that a
window with the ball.

In contrast, Macrorules (iii) and (iv) operate on information which is
coherently organised (that is related by the referential coherence between the

child's ball is
child broke the

propoai tions). 'Ihe information that is sumiarfaed by the integration or the
construction of macropropositions is recoverable by inductive reasoning. If a
house is built, it can be reasoned that it is necessary to have built walls,
foundations etc. and that this will be preceded by the provision of building

materials.

c. Semantic Macrostructure and superstructure: van Dijk (1977)
The macrorules now specified (van Dijk, 1977) produce a different

global structure from that outlined by van Dijk (1972) and formalised by
Kintsch (1974). In order to distinguish between the global structure which was
produced by the earlier heuristic procedures and that produced by the
macrorules, the 1972 and 1974 macrostructural process is referred to by van
Dijk (1977) as the super-structure while the global stucture produced by the
current mode l is referred to as the semantic macro-structure. Van Dijk
elaborates the notion of super-structures with the example of the super-
structure of a story: the narrative superstructure. A tentative example of the
formation rules of a narrative superstructure are:

NARRATIVE = ACCOON'l' +MORAL

ACCOUNT = SETTING +EPlSODE

EPISODE = HAPPENING +EVALUATIOO

HAPPENING = CCJttPLlCATlOO + RESOLUTION

These rules apply initially to simple stories and some categories are
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recursive. According to van Dijk, these rules are important to the macrorules
procedure because they define the global syntax of the discourse. In this role
they may place constraints on the macropropositions derived from the content
of the text by the macrorules.

Kintsch and van Dijk's (1978) model.
The basic notions of the two global structures described form the basis

of the macrostructural processes in Kintsch and van Dijk's (1978) process
model of text comprehension. As stated earlier, for simplicity and convenience
of description Kintsch and van Dijk considered the two processes (that is, the
construction of microstructure and the construction of macrostructure) as
separate procedures.

a.Procedures which establish the microstructure (Kintsch and van Dijk, 1978).
Kintsch and van Dijk (1978) model the procedures by which a processor

with limited storage capacity can extract the microstructure and the
macrostructure from a text. The procedures by which tilemicrostructure is
extracted will be described first. Tb produce the ideal and ex~icit text base
described by Kintsch (1974) the input text must be transfonned into a
propositional list and all the inferences necessary to provide all the
consequences and conditions for the propositions in the surface structure must
be made. At this stage the model does not contain procedures to carry out
these two stages of the process. It>wever, the authors ackoowledge the need
for a parser to transform the input into propositions and a means of
indicating where inferences need to be made.

The fully coherent, explicit text is established as an initial starting
point. The process model describes mw the processor attains this
representation beginning from an ordered list of propositions which is
arranged in the same order as the input sentences. The first step is to
establish referential coherence. The text base is checked to see if this
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exists. If there is some argunent overlap among all of the propos itions , then
the text is accepted for further processing. If gaps are found then inference
processes are initiated to close them. The model assumes that these operations
cannot be carried out on the text base as a whole because of limitations on
the capacity of working memory.

The processing, therefore, proceeds in cycles. The text is processed from
right to left sequentially in chunks of several propositions at a time. The
chunks may not all contain the same number of prop:>sitions. In order for the
model to work, a maximum number of prop:>sitions must be specified for the
input (again these may vary according to the characteristics of the text and
the processor).

If texts are to be processed in cycles it becomes necessary to make some
provision in the model for connecting each chunk to the ones already
processed. The model makes the following assumptions with reference to this
issue:

1. There is a working memory and a storage memory. Part of working memory
is a buffer with a limited capacity.
2. When the propositions in the cycle are being processed a nunber of
propositions, not exceeding this limited capacity, is selected and stored
in the buffer.
3. Only those prop:>sitions stored in the buffer are available for
connecting incoming material to already processed material.

3.a. If there is a connection between current input and the
propost tions in the buffer, then the input is accepted as being
coherent with the already processed text.
3.b. If there is no connection, a resource consuming search is made of
all previously processed propositions. In reading comprehension this
may require that the text is reread.

(1). If the search process is successful and a prop:>sition is
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located that shares at least one arqiment with the input proposf tion
then the set is accepted and the processing continues.
(ii). If a search process is unsuccessful an inference process is
initiated to add one or more propositions to connect the input set
to the already processed propositions.

The model proceeds in cyclic fashion through the whole text constructing
a network of coherent propositions. This network is represented as a graph
wi th the proposi tions as nodes and the shared referents as the connectirg
links. The graph can be arranged in levels: the top level being those
propositions which would give the simplest graph structure (that is, those
which have the greatest number of connections from them); the second level
would be all the proposi tions that are connected to the top level. The third
level would be all tilose propositions that are connected to the second level
but not to the top level, and so on.

In this idealised coherence graph, the topmost propositions are not the
most important or the most relevant, in the intuitve sense of the words. Their
position at the head of the graph is only important in the. sense that these
propositions introduce concepts that are referents for propositions which
appear later in the text.'1hat is, they are Important because they Introduce
presuppositions of their subordinate propositions.

The IOOdel assumes that establishing coherence demands few resources when
there is argll1lentoverlap. Ik>wever, memory searches and making inferences make
relatively heavy demands on the available resources and contribute
significantly to the difficulty of comprehension. If the memory searches and
the inference making procedures were not initiated then the resul ts would not
be a coherent graph of the text base but unconnected clusters of ideas.

When the text is processed in this cyclic fashion, certain prop:>sitions
rnay be processed more than once by being stored in the buffer and processed
again in the next cycle. The reprocessing will increase their chances of being
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recalled from long term storage and thus increase their importance in the
text. Which propositions will be favoured in this way depends on the nature of
the process which selects the propositions to be held over from one processing
cycle to the next. The selection strategies adopted for the model are those of
Importance and Recency:
(i). Importance.

Those propositions which are well connected in the graph already
constructed are likely to be more important tilan those which are less well
connected. Therefore those propositions that are at tile top level in tile
coherence graph will be given preference.

(ii). Recency.
If there needs to be a choice between two propositions that are equally
important on the basis of the definition given above, then the most
recently processed of the two will be selected because it is IOOre likely
to be Connected to the next input cycle.

'!hemodel proceeds wi th a mextmim mmoer of four propositions in the manory
buffer.

b.procedures which establish the macrostructure (Kintsch and van Dijk, 1978).
The coherence graph, formed in this way with the constraints on

propositional input and on buffer storage, is operated on by the macrorules.
In this model (Kintsch and van Dijk, 1978) only three of the macrorules are
operative: Deletion, Generalisation and Construction. The Integration Rule has
itself been integrated into the construction Rule. Further clarification of
the Deletion Rule is offered :

"'Delete' here does not mean 'delete from memory' but 'delete from the
macrostructure.' Thus, a given text proposition - a microproposition - may
be deleted from the text's macrostructure but, nevertheless, be stored in
memory and subsequently recalled as a microproposition." ( Kintsch & van
Dijk, 1978, p372).
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The macrorules are applied under the constraints of a schema. The schema can
be of two kinds: it can either be the superstructure (as described above in
this chapter and by van Dijk .1977) or the reading purpose of the processor
(the special purpose overriding the text structure). The macrorules proceed in
the following order. The first macro-operation (Generalisation) is to form all
generalisations of the micropropositions (as the theory has no formal
inference making component, the required generalisations are supplied
intuitively). The second macro-operation (Deletion) takes those propositions
that are not generalised and deletes them if they are irrelevant. If they are
relevant they become macroproposi tions. Relevance is decided by the schema (in
the example text that illustrates this model the schema is an
experimental report schema). The schema picks out those generalised and those
remaining micropropositons that are relevant to its particular subsections
plus those that are conditions and consequences for the selected relevant
propositions. The third macro-operation (Construction) operates as necessary
in the manner described above.

The rules are now applied recursively directed by an increasingly strict
relevance criterion, until only the most relevant macroproposi tons for each
subsection of the schema remain along with the most important antecedents and
consequences. This then constitutes the macrostructure of the text.

c. Limitations of the 1978 model.
The limitations of this model were acknowledged by the authors as being:

1.The input and output to the text deal with a representation of the text
and not wi th the text itself;
2.The model does not contain a theory of inference. It merely indicates
that there is a need for an inference making procedure to be initiated;
3.The model stops short of comprehension because it does not deal wi th the
organisation of the propositional text base into facts, which would
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utilise stored world knowledge;
4.The constrwction of the microstructure and of the macrostructure have
been considered as separate processes when in fact they may be
interdependent.

Further work by Kintsch (1979) and Kintsch and vipond (1979) has reconsidered
some of these issues.

O1e purpose of the model was to enable the authors to predict the
difficulties of comprehending a text. It was hypothesised that ,if long term
memory searches and inference making were required to establish a coherence
graph, they would make demands on processing resources. This could be
measured in one of two ways. If the processes were carried out, each memory
search and inference made would increase comprehension time. If they were not
carried out the text would be imperfectly understood (this could be
established by testing). If no long term searches or inferences were required
then only those processes that made relatively small demands on the resources
(those that were necessary for establishing coherence amongst existing
argunents) would be used and the text would be easy to comprehend. In
general, the number of long term memory searches made will vary according to
the nll1lbersof propositions in the input cycle and in the buffer.

A ftk>dificationof the 1978 model (Kintsch and Vipond, 1979).
Kintsch and Vipond (1979) explored further the implications of varying

the nunber of propositions in the input and in the memory store ..1hey produced
Coherence Graphs for four texts. Each text was processed in four different
ways:

(i). The input size was held between 6 and Ie propositions and the
buffer size was fixed at 4 propositions;
(ii) • The input size was held between 6 and Ie propositions and the
buffersize was fixed at 7 propositions;
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(iii). The buffer size was held at 5 propositions and the input
fixed between 2 and 5 propositions;
(iv). The buffer size was held at 5 propositions and the input
fixed between 11 and 16 propositions.

(The input size is a range rather than a fixed number of propositions
because, in accordance with research by Jarvella (1971), the size of input of
text is constrained by the boundaries of the phrase or sentence. This makes it
impossible to input a fixed number of propositions ~len using actual rather
than theoretical texts in an example).

The coherence graphs produced in this way were compared with the ideal
text graph and the number of reinstatements, memory searches and inferences
which were required in each condition were calculated. When a small buffer was
used extra searches were required whereas when small inputs were used an extra
nunber of processing cycles were needed. Because of this the smaller input had
reprocessed many more propositions far more frequently than the larger input.
If the most frequently processed propositions were the basis of recall of the
paragraph, as Kintsch and vipond now imply, this would mean that the recall of
the text would differ from the ideal text base. To attain the same coherence
as the text base the text must be reprocessed and the propositional graph
reorganised. If carried out, these extra processes would add to the processing
time. If they were not carried out, the representational text graph produced
would be incoherent. This in turn would affect subsequent retrieval of the
text. Kintsch and Vipond considered that the interaction of these two factors
(time taken to read, and a retrieval measure) would be indicators of the
difficulty of comprehending the text.

Kintsch and Vipond proposed further that input size would be affected by
the familiarity of the text and that familiar text would be processed in
larger units than unfamiliar text. The difficulty of a text would now depend
not so much on the coherence of the ideal text graph but on the familiarity of
the information and the processing capacity of ~,e reader in creating the
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coherence graph. A further difference that is suggested in the discussion of
the model is that perhaps the reader's purpose also intervenes at this stage
(the construction of the coherence graph) and that this is responsible for
the selection of the propositions to be retained in the buffer. If this
strategy were employed rather than the importance and recency strategies the
result would be a selective rather than a coherent representation. This
strategy along wi th the larger input of propositions would aCCOlD1t for the
skimming strategy of reading.

In this model the process which would produce the macrostructure was
still described separately from the process which produced the microstructure.
The microstructure was encoded and then processed further to produce the
macrostructure. It was proposed that a cyclic operation similar to the
microstructural process would occur to establish the coherence of the
macrostructure (once the macropropositions had been derived by the operation
of macrorules). The difficulty of comprehending the global outline would be
decided by the number of reinstatement searches, reorganisations and
inferences that needed to be made. As in the previous IOOdels the
macrostructure would establish the gist of the complete text.

problems connected with the 1979 model.
The expansion of the microstructure comprehension process in this model

has created a problem concerning the relationship between the recall of a
paragraph and the gist of that paragraph in the wider context of the complete
text. The recycling of propositions in the production of coherence leads to a
recall based on the frequency of cycling of certain propositions. The
operation of macrorules on the hypothetical explicit text base then produces
macropropositions which are in themselves coherent in terms of reference (that
is in connectedness of arqunents between proposi tions), antecedents and
consequences and which also relate to an overruling schema (either the
superstructure or the reader's purpose). It seems that there is not
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necessarily any overlap between the contents of the two structures.

The Fact Structure: Kintsch (1979).
Kintsch (1979) provided a solution by creating an additional process in

the model which he named a 'fact structure'. The process which was necessary
to create the fact structure operated in synchrony with the process which
created the coherence graph. Both operated on the propositional list which had
been derived from the incoming text. Kintsch's notion of a fact structure is
based on Minsky's (1975) concept of frames (see Chapter Four). A frame would
be established by infonnation in the initial input and the slots created by
the frame would be available for incoming propositions or as a basis for
making inferences in the absence of information. Subsequent inputs would be
attached to the slots in the frame. If infonnation was introduced which was
not relevant to the frame, a new frame would be created.

'!he fact structure would be concerned wi th the sense of the input so that
infonnation which was referentially coherent but nonsensical would be

interrupted until a new fact structure or frame was created. For example, in
the text below a new frame would be created either from the reader's
knowledge of anthropological customs (in this case particularly about the
ghost rnarriages of elder sons who died without wife or heir, in which the next
eldest son married and begot a heir in the spirit of the deceased) or by
elaborate inferences which would create a meaningful link between two inputs
which on the surface appeared to be incompatible.

"Among the warriors were two unmarried men, Kakra and his younger brother
Gum. Kakra was killed in battle. Subsequently, according to tribal
custom, Kakra was married to the wanan Ami".

The process which establishes referential coherence would not note these
inconsistencies in meaning but would merely establish a link which made 'Kakra
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was married' and 'Kakra was killed' coherent with the propositions:
(THERE, WERE)

('!WO, MEN)

(UNMARRIED, MEN)

(MEN, KAKRA, GUM)

The coherence process and the fact structure differ in the way they would
treat the following input:

"The swazi tribe was at war wi th a neighbouring tribe because of a dispute
over some cattle. Among the warriors were two llmlarried men ••••••• ".

The coherence process would register that there was incoherence between the
propositions of the sentences, and would indicate that some inference would
need to be made to link the tribes, the war, the cattle and the warriors in
the inputs. on the other ham, the fact structure would make the inference
easily by filling in one of the frame slots. The initial input (i.e "The SWazi
tribe was at war with the a neighbouring tribe because of a dispute over some
cattle") might create this frame:

WAR: (was at war wi th )
actor: (the SWazi tribe)
opponent: (a neighbouring tribe)
cause: (because of) (a dispute over some cattle)
outcome:

The next input (i.e. "Among the warriors, were two unmarried men, Kakra and
his younger brother GlIll.")would add to the frame in the following way:
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WAR:(was at war with)

actor: (amongthe warriors)

(of (the SWazitribe»

(were two (unmarried men»

(Kakra and (his younger brother Gum»

opponent: Caneighbouring tribe)

cause: (because of) (a dispute over somecattle)

outcome:

In this fact process, whenknowledgeof the world is employed (in the

shape of frames), a warrior is easily inferred to be a memberof the tribe who

is at war with an opponent. It is the process of creating the fact structure

which notes inconsistencies in meaning. This creates new frames to encompass

the discrepant infonnation and allows inferences to be madewhich rely on

sUnilarity of meaning rather than referential coherence. The fact structure,

whencreated, has a further function: it serves as a base for the creation of

the macrostructure. Kintsch hypothesises that the propositions, whengrouped

together as facts, are the stru::ture on which the macrorules will operate and

that only those which are relevant to the schemaare retained. 'Ibe schema

determines what is relevant, sets up expectations, calls for certain facts and

infers them if they are not directly represented in the input set.

In this latest version of Kintsch's model, inference makingceases to be

a concern of the coherence process. Instead it is incorporated in the process

of creating a fact structure. This re-location of the inference makingprocess

accounts for the experimental data which will be discussed in Chapter Six

(Vipond, 1989) Wlich suggests that inference makiIYJhas no effect on the time

taken to comprehendtext (whenthis is defined in terms of establishing

coherence). The experimental data is discussed in the following chapter.
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CHAPTER SIX

Psychological evidence for Kintsch's models.

The various versions of the comprehension model of Kintsch and his
associates (Kintsch and van Dijk 1978, Kintsch and Vipond 1979, Kintsch 1979)
rest upon assunptions about the 'processor' of the text. One of the major
assumptions is that this processor transforms the surface structure of the
sentence into the underlying text base. By describing the text base according
to its theoretical characteristics, it is possible to empirically test some of
the effects that these characteristics would have on the reading process if
they had a reality. By using human processors (as opposed, for example, to a
computer implementation of the processor) it is possible to test whether these
characteristics have a psychological reality in the reader.

Text characteristics and the empirical evidence which supports. the
existence of microstructural processes related to them.

The proposed characteristics of the transformed text base are these:
a) It consists of an ordered list of propositions;
b) Each proposition varies in complexity according to the number of
arquaents that are linked to the predicate (this in its turn is dependent
on the number of cases linked to the predicate, as in the case grammar of
Fillmore, 1971);
c) Text bases having the same word length and mmoer of propositions vary
in complexity according to the number of different arqiments employed;
d) The text base has a hierarchical structure in which the propositions
having the greatest number of links with other propositions are
superordinate.
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a. Sentences are coded as propositions.
Kintsch and Keenan (1973) devised an experiment to investigate the

psychological reality of the propositional base structure of a sentence. They
proposed that if the propositional base had a reality then the time taken to
read a sentence should increase as more propositions are processed, and the
number of propositions recalled should be related to processing time in a

1(1lawful way. These hypotheses were tested using the same stimulus material/ two
conditions: free reading time and fixed reading time.

In the free reading condition the average reading time was e.97 secs per
word. Mean reading times as a function of the number of propositions in the
base structure of the sentences showed that one extra second of reading time
was required for each proposition read. When the reading time was based on
the number of propostions recalled correctly (that is, the number of
propositions assumed to be processed) instead of the number of propositions
presented, the extra reading time per proposition was increased to one and a
half seconds.

In the fixed reading time condition reading time was restricted to three
words per second. This choice of rate was based on results from previous
experimental work (Kintsch and Monk, 1972) which had indicated that this was
sufficient time for a subject to read through a text, but sufficiently
restrictive to produce noticeable behavioural effects. The results showed that
the recall of material was not as good as when reading time was free. This
difference was greatest when a large number of propositions was presented.

The results of the experiment demonstrated that when reading time was
unrestricted the presentation of extra propositions led to increases in
reading time, while restricting reading time led to a reduction in the mmoer
of propositions recalled. This provided support for the notion that the
content of a text is stored in a propositional fonn.
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b. A proposition consists of a predicate and n-tuples of word concepts. "nlese
form the basis of semantic memory.

Kintsch proposed that the number of word concepts related as arguments to
the predicator of the proposition could be one or many and (in accordance with
Fillmore, 1971) that the number of related arguments in a proposition depended
upon the number of cases utilised by the predicator. The canposi tion of the
proposition, in terms of word concepts, is a fundamental el&nent of the
theory. '!hewhole theory rests upon the assumption that propositions do
consist of multi-argument units and are of variable size. Without this basic
tenet, the propositional base of a text would be very different in size and
number of propositions from that utilised in the process model of Kintsch and
van Dijk (1978).

Kintsch and Glass (1974) ran two connected experiments which used
sentences having the same number of word concepts, but which differed in
their propositional structure. One set of sentences consisted of one complex,
multi-argument proposition per sentence, the other had two or three simple
propositions per sentence. Subjects were asked to read and then recall these
sentences. The results demonstrated that recall was in tenns of propositional
units not sentences: complete recall for the one proposition sentences whether
there was one, two or three arguments per predicator was 93%, 91% and 92%
respectively. With two propositons the complete sentence recall was 84% and
with three propositions it was 74%. In both the two and three proposition
conditions single propositions (i.e. partial sentences) were recalled. Kintsch
and Glass used this evidence as support for the proposal that propositions
were variable in the mmber of word concepts they employed as arguments but,
despite the canplexity involved, each proposition was processed as a complete
unit: these units forming the basis of semantic memory.
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c. The rumoer of different arglEents employed increases the difficulty of a

text.

Kintsch and Keenan (1973) based the: results of their investigation

into the propositional base of texts on mean reading times, and treated all

propositions as if they were alike. This assumption allowed a general

statement to be made about the time taken to read propositions vis a vis time

taken to read words, but it ignored idiosyncratic differences within

propositions. For example, a proposition may contain a predicate and one or

more argunents (see Kintsch and Glass above) and the arqiments may contain

new or repeated word concepts. Kintsch, Kozminsky, Streby, r-t:::Koonand Keenan

(1975) investigated the nlEber of different arguments as a variable.

Kintsch et al used the same procedure as Kintsch and Keenan (1973):

Subjects read a text at their own pace, immediately afterwards they recalled

as much of the text as possible in writiD;J. A two-by-two design was used: the

text base was short or long (a short text was 20-23 words or 8 propositions in

leBJth, a long text was 6"-63 words or 23 -25 propositions long); the number

of different arguments in the text base was few or many (' few' in the short

text was 3 arqimerrts , in the long text 7-8: 'many 'in the short text was 7-8,

in the long text 16-23). In each of the 4 conditions 3 texts were used.

The results showed that with unlimited reading time, the mean time taken

to read texts which had few different arguments was less than mean time taken

to read texts which had many arqiments , This result was the same for both long

and short texts.

The experiment was replicated using scientific material instead of the

history texts used in the first experiments. The same pattern of results was

obtained, although the actual times were longer in every condition. From these

two experiments Kintsch et al. concluded that a lOD;Jer reading time would

result from a larger nLJnberof argllllents in a proposition. It also provided

further support for the psychological reality of a propositional text base.
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d. The coherence graph has a hierarchical structure.
Kintsch and Keenan (1973) and Kintsch et al (1975) offered experimental

evidence to support the assumption that a text base has a hierarchical
structure in which the propositions which are most connected to other
propositions in terms of shared arguments (or referential coherence) hold a
superordinate position.

Kintsch and Keenan, in the experiment discussed above, found that when
reading time was fixed and restricted, the number of propositions recalled was
less than when reading time was unrestricted. Their analysis of those
propositions that were recalled demonstrated that recall of propositions was
not random, but that some propositions were consistently recalled and others
were consistently neglected. Those that were recalled were those that occupied
a superordinate position in the text base when the sentences were transformed
to propositions according to Kintsch's theory. These findings were incidental
to the designed study but were so consistent that subsequent division into
theoretical superordinate and subordinate propositions resulted in recall
scores of 86% for superordinate propositions and 74% for subordinate
propositions.

Kintsch et al (1975) tested the importance of the hierarchical position
in the text base for recall in a more systenatic manner as an adjunct to the
experiments described above. The main purpose of the experiment was to test
the effect of the number of different arqiments on free reading time and on
the recall in free and fixed reading time. The texts used were paragraphs
rather than the sentences used in the Kintsch and Keenan (1973) experiment.
As in the Kintsch and Keenan experiment, it was found that in restricted
reading time the number of proposi tions recalled was reduced. Again this was
not random. Kintsch et al (1975) predicted which propositions would be

recalled. The basis for the prediction was the superordinate and subordinate
position of propositions. According to the theory the superordinate
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propositions would be recalled better than subordinate ones. This was found to
be the case for all superordinate propositions regardless of the serial
position of the corresponding sentence in the text base.

The four sets of evidence discussed provide the psychological evidence
from the work of Kintsch and his associates for the reality of sentence
transformation into a propositional base Witll Inulti argument propositions and
a hierarchical structure. The process models (Kintsch and van Dijk, 1978;
Kintsch and Vipond, 1979; Kintsch, 1979) are based on these assumptions and
this evidence.

The processing capacity of the reader.
The process model of Kintsch and van Djik (1978) makes several

assumptions about the processor. These assumptions are initially about the
processing capacities of the reader:

"This checking of the text base cannot be performed on the text base as a
whole because of the capacity limitations of working memory. "(Kintsch and
van Dijk, 1978, p367.)

a. The role of working memory.
The model of working memory utilised is attributed by Kintsch to Atkinson

and Shiffrin (1968). Incoming text that has already been transformed into a
list of propositions, ordered according to their order in the surface text is
fed into the short term memory: some items are held over in a buffer store to
match up with new incoming information, other is fed into a long term memory
for that particular text base. The model differs from that of Atkinson and
Shiffrin in several important ways one of them being that in the Atkinson and
Shiffrin model the buffer store is a sensory register that initially holds
information in a relatively raw state until it can be processed. According to

Atkinson and Shiffrin:
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"The choice of which ite~s to enter into the buffer is based on momentary
characteristics of the current string of input items and may appear at
times to be essentially random." (Atkinson and Shiffrin, 1968, p45.)

Kintsch and van Dijk saw the process of selection as being far from random.
Rather it involved the sophisticated selection procedures that have been
outlined above. '!tleseselection procedures would make heavy demands on the
resources of the working memory. Atkinson and Shiffrin's model has been
criticised by Baddeley (1976) because of its complexity, which allows for an
indefinite number of control processes. Baddeley suggests that it is only
because the model has been restricted to rote learning processes that it has
avoided the sterility of merely postulating additional processes to account
for any result that does not fit the existing system. The additional processes
proposed by Kintsch and van Djik would seem to make even more demands and call
for the addition of new control processes to ex~ain them.

Atkinson and Shiffrin's model was restricted to the processes in working
memory that were appropriate to a rote learning task. Kintsch's model
describes the setting up of a coherence graph from incoming text which is
being processed in continoous cycles. This involves different processes. These
include procedures for setting in motion memory searches for propositions that
have been processed, reinstating propositions in the buffer, noting that
inferences need to be made, processing rehearsed and incoming propositions for

inclusion in the rehearsal loop.
In the Kintsch model the function of working memory appears to be

restricted to establishing coherence between the current and the previous
input, and the function of the buffer is that of a rehearsal loop. An outcome
of this process 15 that those propositions not held over in the buffer for
matching with the input are passed into a long term memory store for this text
base. This representation is held until a coherent graph of the text base is
formed.
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b.'Ihe limitations on the size of input.

Kintsch and van Dijk's (1978) model assumes that the limitations imposed

on the amount of text input is partly a function of the size of the working

memoryand partly a function of the surface structure of the text. It is

implicitly stated that there will be an upper limit to the amount of input

that can be processed at anyone time but this will vary from individual to

individual. 'Ihe actual number of propositions within this limitation will be

decided by the structure of the text. Kintsch supports this arqimerrt with

evidence fran Jarvella (1971) and Aaronson and ScarboroLJ.:Jh(1977) whose work

demonstrates that sentence and phrase boundaries detennine the chunking of

text in short term memory. 'Ibe upper limit will not be exceeded, but if the

written sentence contains too many propositions for the capacity of the

processor, then the input will be the nearest phrase boundary that contains

fewer propositions than the processor's limit. A further limitation on the

processing of the text imposed by Kintsch's concept of working memoryis that

the nl.lllber of propositions which are held over for establishing coherence

with the new input will be limited by the size of the buffer in the working

memory. These limitations are in accordance with those outlined by Atkinson

aoo Shiffrin who proposed that competition for resources in the working memory

would mean that the buffer size would necessarily be restricted when other

procedures were being carried out. 'Ihey suggested that it was possible to

maintain six i terns in the rehearsal loop but that three was a more usual

number when other resources were being used.

Evidence that the reader processes ~ ~ !! proposed ~ the Kintsch an:!

Vipond (1979) JOOdel.

Kintsch and Vipond (1979) produced a model which predicted the effects on

the reading process of different sizes of input and buffer capacity. A

prediction generated by this model when the upper limit of the input was fixed

at 19 propositions and the buffer size at three propositions was tested by
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Vipond (1989). The model assumed that the processes of inference making and
reinstatement of propositions from the stored text representation would
require longer reading times if carried out. It was assumed that imperfect
understanding would result if they were not carried out.

a. Existing evidence which links reading time to inference making and to the
reinstatement of propositions.
(i). Inference making.

Evidence to support the assumption that inference making increases
reading time is provided by the work of Haviland and Clark (1974). They tested
the time taken to comprehend the second of a pair of sentences under two

conditions.A condition in which no inference had to be made:
"Ed was given an alligator for his birthday. The alligator was his
favourite present."

A condition in which an implicit inference was required to establish the
coherence: e.g.

"Ed was given lots of presents for his birthday. The alligator was his
favourite present."

Subjects indicated by pressing a button that tl1ey had understood the second
sentence. Significantly less time was required to understand the sentences in
which the sarne idea (e.g. alligator) was presented both times and no inference
had to be made.
(li). Reinstatement of propositions.

Evidence that reinstatement searches increase reading time was provided
by an experiment carried out by LeS90ld, Roth and curtis (1979). Two sentences
which were coherent and needed no inferences were produced:

-A thick cloud of smoke hung over the forest. The forest was on fire.-
The two sentences were interspersed with additonal material two sentences in
length. In one condition these changed the topic:
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"Glancing to one side, Carol could see a bee flying around the back seat.
Both of the kids were junping around but made no attempt to free the
insect. "

In the other condition they were consistent with the topic:
"The smoke was thick and black, and began to fill the clear sky. Up ahead
Carol could see a ranger directing traffic to slow down." (Examples from
Lesgold et al., 1979, p295.)

It was found that texts in the second condi tion (in which no reinstatements
were needed) required a shorter reading time than the texts in the first
condition.

b. Evidence that the reader will try to establish a coherent text base from
the input.

The process model also assumes that the goal of the processor will be to
attempt to establish an ideal coherent text base :

"The first step in fOnDing a coherent text base consists in checking out
its referential coherence; if a text base is found to be referentially
coherent, that is if there is some argument overlap amongst all its
propositions, it is accepted for further processing." (Kintsch and van
Dijk, 1979, p367.)

Evidence which supported the existence of a coherence-establishing
process was provided by Kieras (1978). Kieras demonstrated that when seven,
simple sentences were presented in an order that would establish rnaximLlll

coherence, they were easier to integrate and recall than the same sentences
presented in a meaningful, but less coherent order. The time taken to

comprehend the last sentence when the sentences were presented one by one was
longer for the sentence preceded by the irrelevant material, the condition in
which a reinstatement search was necessary.
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Vipond (1989) madefurther investigations of the process. He selected 25

texts which ranged in length from 246 to 266words. '1hesewere adapted from

school text books and encyclopedias. There were five texts on each of five

topics. Within each topic the texts varied in content and in difficulty.

Topics which were familiar to the subjects were chosen. Howdifficulty was

initially estimated is not madeclear.A list of micropropositions was derived

by using the methoddevised by TUrner and Greene (1977) - a revised version

of Kintsch's original method. '1he list was ordered according to the

appearance of the predicates in the text. propositions that were to be remain

the buffer were selected according to the 'leading edge' rule of importance

and recency.

Coherencegraphs were drawnfrom these parameters which showed the

predicted memory network at each cycle of the comprehensionprocess. Themodel

then showedthe points at whichmemory searches, reinstatements and inferences

would be required. These were tallied for each text. Two other measureswere

calculated: the numberof reorganisations that would be required to equate the

derived coherence graph with the -ideal- graph (derived without any

limitations on input or buffer) and the nl.Dberof propositions in each level

of the hierarchy. These measures were used to predict the difficulty of each

text. 'Ibe five texts were read and then the subject was asked to recall the

text in writing. Reading and writing times were mlimited. The recall

protocols were scored for the m.lllberof propositions recalled. Reading time

was recorded. Average percentage recall was divided into reading time score to

produce a microcamprehensionefficiency score. Intercorrelations between the

variables and the efficiency scores were calculated. Significant correlations

between the scores and three microvariables were found: reinstatements (that

is, the m.lllberof propositions that are reinstated from the long term meIOOry

representation); reinstatement searches (that is, the numberof times the

maoorywould need to be searched to makea reinstatement) and breadth of
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processing (that is, the breadth of the hierarchy of propositions).
Reinstatement /microoamprehension: r = ~.437, p<.~5
NlI1lberof reinstatements/ microcomprehension: r = ~. 521, p< .01
Breadth of processing /microcomprehension: r = 9.593, p<.01

The number of inferences to be made was found not to correlate significantly
with microcomprehension efficiency.

c. Evidence that a separate process will be used to establish the
microstructure.

Kintsch and van Dijk (1978) assumed for convenience that the processes
involved in the construction of the microstructure and the processes involved
in the construction of the macrostructure were separate. Kintsch and van Dijk
had considered a process whereby the macrostructure was constructed from the
microstructure by the application of recursive macro rules these being
repeated until a desired level of abstraction was reached. The Kintsch and
Vipond (1979) model concerned itself with longer texts. In this model the
macroprocess began at the point where the macropropositions had organised the
text into subunits, each macroproposition serving as a label for these units.
'11lemacroproposi tions now needed to be organised into a coherent whole in the
same way as the micropropositions were organised. According to the model the
same kind of cyclic process continued to operate on the incoming
macropropositions. The same limitations on input and buffer size were assumed
with the consequence that there would be a need for reinstatements,
reinstatement searches, inferences and reorganisations as were needed in the
proceSSing of the microstructure.

Vipond (1989) investigated two aspects of the macrostructural process:
(i). The same variables would be predictors of processing difficulty at
macro level as at microlevel.
(Ii). That the construction of the macrostructure was an independent
process.
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(i). Macro-variables and their correlation with macro efficiency measures.

Vipondused the samematerial and subjects that he used in his

investigation of microstructural processes to concurrently check the text for

macrovariable correlations. An ideal macrostructure of the texts was created.

Fromthis it was predicted howmanyreinstatements needed to be made, and how

manyreinstatement searches, inferences, and reorganisations of the text would

be necessary and what would be the breadth of the hierarchy, whenan input of

approximately seven macropropositions (paragraph size) and a buffer size of

four to seven macropropositions was used in a cyclic fashion. A

macrocomprehensioneffiency score was derived from the numberof

macropropositons and the time taken to read the material. 'Itlis was correlated

with the macrovariables. TWo were found to have significant correlations with

the score. 'Itlese were:

Reinstatements: r = 9.535, p<.91

Numberof reinstatements: r = 0.576, p<.001

Further analysis of the data showed two distinct clusters of variables,

those related to macrostructural processes and those related to

microstructural processes. This suggested that the macrovariables and the

microvariables were measuring unique componentsof text structure. 'Itlis led to

the second investigation.

(ii). Processes that.!!:! necessa~ to establish the macrostructure are

independent of processes which establish the microstructure.

vipond (198") reasoned that in one sense the two processes could not be

defined as independent: that is, in the sense that macrostructures are

derived from the microstructure. HoweVer,)if the two processes were independent

in the sense that they use separate resources, an extra load imposedon one of

the processing tasks should not interfere with the other process.
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To test this hypothesis the following experiment was carried out. A

macroprocessing task was set under two conditions, normal and difficult. In

the normal condition a text was presented with the paragraphs in the normal

order. In the difficult condition the order of the paragraphs was scrambled.

The order of the sentences within the paragraph remained the same. '1'he

microprocessing task within these texts was madeeasy or difficult by varying

the nll1lberof words from the 'Iborndike-Lorge (1959) list of faniliar words. If

the processes were not independent increasing the difficulty at one level of

processing should prevent the reader from taking advantage of the easy

conditions at the other level. It was expected that interdependence would be

indicated by an interaction effect betweenword and macroprocessing.The tests

were administered with a fixed reading and recall tUDe.Recalls were analysed.

No significant interaction was found. It was therefore concluded that the

reader used two different processes to create the microstructure and the

macrostructure.

SUIl'lIIaryof the evidence for the existence of the processes described ~ the

models.

Themodel developed by Kintsch and his associates has been developed in

stages over time. '!be stages of developnent coincide with the order of the

processes in the model: the transformation of the text to the text base; the

creation of a coherence graph; the developmentof a macrostructure and the

introduction of a fact structure.

a. The transfonnation of the text to the text base.

Noexplanation is offered of the process by which input is transfonned

into a text base. It is only assUDedthat this happens. Howeverdifferences in

reading t~ show that there is a relationship between the numberof

propositions in texts which have the samemlDberof words, and the time taken

to read them (Kintsch and Keenan, 1973).
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b.The creation of a coherence graph or the microstructural process.

The creation of a coherence graph has been modelled in detail. Kintsch,

Kosminsky,streby, McKoonand Keenan (1975) have supported the modelby

showingthat texts which closely model an I ideal' coherence graph (that is

texts which have a lot of overlap between the argl.JUents)are read moreqld.ckl.y

than texts which have more argl.JUentsand less overlap. This has ~n

demonstrated using texts in both conditions which have the samenumberof

propositions.

Both stages of the modelhave used differences in reading times between

the texts as empirical evidence for the existence of propositions and the

coherence between them. 'ttlis assl.JUeSthat the differences in reading time can

only be attributed to the processing of propositions. Whilst this is a

plausible explanation, it is not conclusive proof.

c. TheMacrostructural processes.

The third stage of the model is the developnent of macrostructure. 'ttlis

stage models the process by which readers derive the gist from the text. TWo

alternative models have been produc~ and a third tentatively offered with the

introduction of the fact structure.

The first version (Kintsch, 1974) proposed that macrorules operate on and

slJlllDariseclusters of propositions within the coherence graph. 'ttlese produce

a macrostructure which is a description of the structure of the text and can

be comparedto the story graumars that were discussed in an earlier chapter.

'ttle difference being that the structure in this model is created by a data

driven, bottom-up process and is created from the content of the story.

'ttle second version (Kintsch and van Djik, 1978) proposes that the

macrorules operate on the oaaplete coherence graph and that the summarisation

process is constrained by the reader's knowledgeabout the structure of texts.

Only those propositions which are relevant to the stored structure are

retained as text gist or macrostructure. Howeverinformation which is rejected
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as being irrelevant to the gist
the memory for the text.

Experimental work was based on the assllllption that the creation of micro

can be retained and stored separately from

and macrostructures are separate processes. Again it is assumed that variables
which would create difficulty in the production of the coherent structures
would increase the reading time. Efficiency scores were calculated from
reading times divided by the number of propositions recalled. Texts were
assessed for the factors which would increase processing time in the creation
of micro and macrostructures and measures were taken of the correlations
between the difficulty factors predicted and the efficiency scores obtained.
Statistically significant correlations were obtained separately for the
macrostructure and the microstructure of the text. Factor analysis of the
data revealed separate clusters of variables, those related to the
microprocess and those that related to the macroprocess.Further research
which was analysed using an analysis of variance showed that there was no
interaction between the macrostructural processing of the whole text and the
processing of easy and hard word versions of the text. 'l1lissupported the
notion that macroprocessing was independent of one other process, but did not
test the separation of micro and macroprocesses.

d. The fact structure.
'lbe existence of the process by which the fact structure (Kintsch, 1(79) is
established has not been supported by experimental evidence. 'l1leplausibility
of the model in relation to the sanford and Garrod (1981) Scenario model is
discussed in the next chapter.

Conclusions
'lbe early models produced by Kintsch and his associates (Kintsch, 1974;

Kintsch and Van Dijk, 1978) were concerned with the effects of the referential
coherence of input texts on the formation of gist and S\lllDary (the latter in
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relation to the macrostrucures which were assumed to be a part of the stored
knowledge of the text processor). The early models describe a text driven
(or bottom-up) process for the creation of structure: the process being
constrained by stored knowledge applied in a top-down fashion by the
processor. The result of the process is a unique structure which is encoded
for each text on the basis of its coherence. These early mode ls posed two

problems for Kintsch: firstly how to resolve the problem of coherence when the
referent for a proposition was implicit rather than explicit in the previous
text; secondly how to represent ·sense- in a representation (for as it has
been shown earlier the coherence model did not distinguish between sensible
and nonsensical texts, it merely distinguished between those which were
coherent and those which were not).

A solution to both these problems was proposed by the introdootion of an
additional process to the model by Kintsch in 1979. The new process was the
creation of a fact structure. The process assumes the existence of a
knowledge structure in the processor which is similar to Minsky's (1975)
frames. An appropriate frame is activated by the semantic input and incoming
information is related to the slots in the frame. This structure accounts for
implicit reference by referring the incoming text to the frame slots when
coherence can not be established. This explains the inference making procedure
in a way that the coherence model had been unable to do. (It also might
acecent; for the experimental results of Vipond, 1989, which suggested that
making text-driven inferences was not an important factor in the
microcomprehension or establishment of the coherence of a passage.)

Kintsch (1979) also demonstrated how seemingly nonsensical input could be
comprehended by the selection of a suitable frame. This is illustrated by the
Kakra example in the previous chapter. The rather lD'lusualexample which
Kintsch selects demonstrates that the frame is created from stored information
which is activated by a semantic input and that the resultant frame can be
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idiosyncratic or esoteric. '!he exampleused relies on the assimptfon that the

information which the slots can contain is detennined by the topic of the

frame. Howthe topic is determined is not specified but it would seemfrom the

examplethat is given that the reader has begunby reading the text, has

decided upon a topic which would fit the story and has created a frame which

will accomodatethe topic. As the topic cannot be decided until the initial

input has been understood without a frame it would seem that inl tial bottom-up

processing creates the frame from stored pragmatic knowledgeof'~e world.

Kintsch's model assumes this process but does not explain it. Fromthis point

the frame is used in a top-downfashion, providing potential values for the

interpretation of incaning information. 'l11eunderlying assumption would seem

to be that the values of the slots are defined by stored concepts which are

associated with the frame topic. Kintsch also states that a new frame is

created whenthe current one is inappropriate. }VJainthe process by which this

is determined is not madeclear but relies on the exampleas illustration.
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CHAPTER SEVEN

SCENARIOS.

The model of text comprehension produced ~ Sanford and Garrod. (1981) •

Sanford am Garrod (1981) produced a model which accounts for the
processing and comprehension of text in terms of explicit and implicit
referents in the text. They have carried out a series of experiments (Garrod
and sanford 1977, 1978; sanford and Garrod 1978, 1981) to investigate the
processes by which the referents for input text are established. Like Kintsch
(1979) their primary aim was to create a model which would account for the
establishment of coherence when the referent was implicit in the text. Their
initial starting point was a re-examination of the assumptions and
implications of the existing referential models (Haviland am Clark, 1974;
Kintsch, 1974). These models assume that explicit prior presentation of
referents is essential for coherence and hence ease of comprehension. They
also assume that failure to locate a referent in the text which has been
processed imnediately prior to the input will lead to searches of stored
memory of the text to locate the referent. Failure to do this will lead to a
chain or bridge of inferences being established which will link the input to
the processed text. In cases where such a bridge cannot be built a new
coherence graph is created (as described by Kintsch, 1974) or a different
topic is assumed (as described by Haviland and Clark, 1974). The implications
of the models are that if an explicit referent is not available, then time
taken to process the input will be greater than if it is (the time being taken
by the search and by the inference making [Kintsch] or bridging [Haviland and
Clark]) •

The model provides an alternative to text-driven bridging as an
explanation of row input text locates implicit referents. In terms of its
functions, the model is comparable to that of Kintsch (1979). Both propose a
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frame like structure which is activated by information in the input text. Once
activated the frame is then available to accommddatenew input. Dmplicit
information in the text is available as slots in the frame. New text can be

related to the available slots as it is input. One difference in the models is
that in the Sanford and Garrod model explicit information is a part of the
same frame or Scenario whereas the Kintsch (1979) model incorporates two
separate parallel processes for the construction of a coherence graph and a
fact structure. A further difference in the models lies in the level of detail
which describes their activation and function. As stated, the Kintsch model is
largely intuitive and descriptive. The Sanford and Garrod model is suported by
experimental investigation. This took place in progressive stages which will
be described in same detail.

The developnent of the Scenario model.

a. Bridging as a process initated by the li1'¥Juisticknowledge.
Garrod and Sanford (1977) challenged the basis of the Haviland and Clark

(1974) theory of bridging. Bridging, according to Haviland and Clark, is a
class of inference which links information in an input of text to information
that has been input earlier. It occurs when there is no explicit referent for
the concept that is being input, but there are linguistic indications (such as
pronominalisation or the use of a definite article) that the input is related
to previous input. According to this theory, all bridges are made on the basis
of linguistic kmwledge.

Haviland and Clark's experimental work relied on the Given-New Contract
theory (Halliday, 1967; Grice, 1975). The theory assumes that the speaker and
listener have a contract to make every message meaningful. According to the
contract the speaker's obligation is to relate each new input of information
to information which is already established, or which he believes that the
listener already knows, so that each sentence contains some information that
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is new and some information which links it to that which has gone before (or
has been given). The listener's obligation is to distinguish between the input
which introduces new infonnation and input which refers to established or
ngiven" information and to link the given information to previously processed
discourse. One of the ways in which given information is distin:;Juished from
new information is by the use of definite or indefinite article. The use of a
definite article "the" indicates that the next word in the input is given
information: the use of the indefinite article "a" or nann indicates that tile
next word is new infonnation. pronominalisation of an input also indicates
that a referent has previously been established. But as the previous sentence
dehlOrl.qtrates,the theory ignores the additional functions of articles
particularly that the indefinite article introduces a general concept and
that the definite article is used to introduce specific concepts. 'Itleexamples
chosen by Garrod and Sanford are not affected by other usages of the articles,
but the use of the rule as if it were unarnbigoous does weaken the arqiment; for
the exclusive use of definite and indefinite articles as referents.

It was hypothesied by Haviland and Clark (1974) that if no explicit
referent was given for an input then the reader/listener 'would construct a
bridge or chain of inferences to link the infonnation which was given
(indicated by a definite article) to that which had gone before. Haviland and
Clark (1974) carried out two expernnents to investigate whether
listeners/readers did this. Their hypothesis was that if readers did make
bridges to link the given information in an input to existing information then
processing time would be longer for sentences which did not have an exPlicit
antecedent referent than for sentences which did. Their method was to present
the same sentence to two groups of subjects under the two conditions (with
explicit and with implicit antecedents referents). One sentence presented was:

"'Itlebeer was warm."
The use of the definite article "the" is an indication from the speaker to the
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listener that "beer" is already given. When the antecedent sentence was:
"Mary unpacked the beer"

it contained an explici t referent for the input. 'Ibe results showed that the
target sentence took significantly less time to comprehend in this case ti1an

when it was preceded by the antecedent sentence:
"Mary mpecked the picnic thi~s."

in which the referent was not explicit. 'Ibis, along with a similar experiment
which controlled for the pr~i~ effect of presenting the actual word twice,
supported their hypothesis and gave strength to the assumptions that bridging
inferences must be made to establish the referent for given infonnation and
that establishing an explicitly coherent link was the process by which this
was achieved.

TWo assumptions are implicit in this experiment. One is the notion that
the bridging process is initiated by linguistic features in the input and the
other is that the process only takes place as and when it is required. Garrod
and Sanford (1977) challenged these assumptions.

b. Semantic Bridging (Garrod and Sanford, 1977)
Garrod and Sanford (1977) showed in a series of timed reading experiments

that under some circumstances there was no significant difference between the
time taken to process new infonnation in an input (iooicated by the use of an
indefinite article) and given information (indicated by the use of a definite
article) for which a referent had to be created by the use of an inferential
bridge. 'Ibis effect occurred when words from the same semantic catejory were
used in the antecedent sentence and in the target sentence. 'Ibe experiment
suggested that the Given-New strategy may not be the only one which the
processor was usfnq, 'Ibe following example will make this clear. 'Ibe sentence:

"A pedestrian was killed by the vehicle"
would indicate that "vehicle" had previously been explicitly or ~plicit1y
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given. The preceding sentence:
"A bus carne trundling down the hill"

would allow a bridge to be made from "bus" to "vehicle". Garrod and Sanford
found however that similar processing time was taken when:

"A bus carne trundling down the hill "
was followed by

"It nearly smashed into a vehicle."
"Sus" is explicitly the referent for "itR and therefore if the process of
establishing linguistic referents is used the sentence should involve less
processing time than the sentence in which the Rbus-vehicle" bridge needs to
be made. Garrod and Sanford attribute the processing time to a referential
search which was initiated by the new semantic input of "vehicle". In other
words a false search was set up for a referent on the basis of the semanticity
of the words and not on the basis of explicit antecedent referents.

As a result of this (and other research incltrling that which showed that
the phrase Ra horse-drawn vehicle" did not produce the same effect as the
phrase !lavehicle") Garrod and Sanford concluded that there may be a context
driven, semantically controlled bridging process which operates alongside the
Given-New operation and that the reader goes through the initial stages of
semantic bridging even in the presence of the Given-New syntactic cues which
establish referential links.

c. 'Ibe decomposition of input into primitive meaning (Sanford and Garrod,
1980).

To account for the phenomenon of semantic bridging, Sanford and Garrod
(198") proposed that the input may not in fact be encoded in the form in which
it is initially presented (with the addition of the necessary referential
bridges), as is implied by the Kintsch (1974) and Haviland and Clark (1974).
Instead they proposed in accordance with Schank and Abelson's (1977) theory,
that the text is decanposed on the basis of its verb content and stored as
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primitive acts. primitive acts are discussed in Chapter Fbur of this review,
but their importance in this context is this: as a verb input is decomposed
into primitives, the meaning is captured and restrictions on sem~ntically
acceptable selections are specified. This in effect sets up a framework which
allows further input to be parsed into a meaning structure. If the text is
decomposed in this way, then the meaning structure will provide a slot for
implicit referents in the same way as Kintsch (1979) suggests. If this meaning
structure is created at input,then it will be possible to make semantic
inferences as quickly as explicit referential connections.

Sanford and Garrod (1989) describe an experimental investigation of
this.If the initial input is decanposed in the way which is suggesterl, then
the sentence:

"Mary dressed the baby."
would have the concept of clothing associated with it and a conceptually
driven bridge for the input of ·clothes" from the text will be created. If
this is so then the implici t reference to clothing should be as acceptable to
the processor as one that is explicitly stated, as for example in the
sentence:

"Mary put the baby's clothes on.·
To test whether this was the case, Sanford and Garrod (1980) gave subjects a
self paced reading task during which time to read the target sentence:

·'!heclothes were made of pink wool."
was recorded. If the conceptually driven bridge was set up which would
anticipate the input of clothing then the time taken to read the target
sentence should be similar which ever of the priming sentences preceded it. If
however text-driven bridging was initiated, then the target sentence should
take longer to process when

"Mary dressed the baby ••
preceded it because the bridge would have to be constructed at the time \¥hen
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"clothes " was input.
Clark and Haviland had assumed from their results that the bridging

process would take two hundred millisecond to operate. Sanford and Garrod
found a non-significant difference of only seven milliseconds between the
conditions. They concluded that this was insufficient time for a text driven
bridging operation to be carried out and that a conceptually driven bridging
process (initiated by the decomposition of the semantic content of the first
sentence) was carried out prior to the input of the target sentence.

d. 'lhe operations of the conceptually driven framework.
Sanford and Garrod (19Se) next addressed the problem of how the

conceptually driven framework might operate on the input. Two possibilities
exist. Cl1e is, as Minsky's (1975 ) model of Frames proposed, that when the
framework is activated it will have terminal nodes which are supplied with
default values. The default values will supply infonnation about what is
normally associated with the situation depicted in the frame. 'lhese values
will exist except when it is explicit in the text that some other value fills
the slot.

'!he other possibility is that the framework exists in relation to a
decanposed verb as is stated by Schank am Abelson's Conceptual Dependeocy
Theory (see Chapter Four) .In this case slots for explicit input values will be
created by the constraints which are ~posed by the prUnitive meaning of the
verb. This would mean that the slots would remain empty lDlless a sui table
value is explictly supplied by the input.

If the Frame supplies default values, then the values will be
instantiated as a part of the frame even though they are not explicitly
referred to in the input. If the framework supplies only constraints on the
values, then the frame will have only an interpretive function which will
incorporate explicit input.
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If the conceptually driven process of the Sanford and Garrod model
utilises a framework which has an interpretive function (that is if it accords
with the Schank and Abelson, 1977 model) it will rely on explicitly stated
semantic values to fill the slots in the representation. If this is the case
and there is an explicit input of "clothes" (as in the sentence "Mary put the
baby's clothes on") followed by a reference to "the material" it will be

possible (according to Sanford and Garrod) to relate "the material"to
"clothes" (they do not specify the nature of this link). But if there is no

explicit mention of clothes (as in "Mary dressed the baby") there will be no

concept to which "the material" can be related. In this case the input
"The material was made of pink wool."

would require a semantic bridge to be made at the time of processing. This
would involve two stages of processing:

I.The baby was dressed in specific clothes;
2.The clothes are made of material.

If "clothes" has been explicitly mentioned as an antecedent, then only stage
two of the bridging operation needs to be carried out.

Sanford and Garrod (198~)tested the reading time for the target sentence
with the explicit and nonexplicit antecedent sentences. They found that
reading time for the target sentence when presented with the explicit
antecedent was quicker on average by seventy milliseconds. From this result,
it was concluded that an explicit input was needed to provide values for the
slots in the the framework and that default values were not supplied. This
supported the Schank and Abelson rnode], and it was concltrled that conceptually
driven text representations depended on the decomposition of input at
encoding.
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The Scenario Model.
From the preceding four stages of investigation Sanford and Garrod have

concuded that the basic model or Scenario by which a text is comprehended is
a framework which is created by the decolTIrnsitionof the initial input into a
semantic primitive meaning. The slots in the framework are filled by explicit
inputs from the text, and the possible inputs which are acceptable are
constrained by the primitive meanings of the decomposed verbs.

A scenario can be described in the following way. Input units from the
te)(tare phrases or sentences. 'Ibe initial input is important because the
decomposition of the verb into its primitive meaning forms the initial frame
or scenario. In addition, the entity in the initial noun phrase is the topic
of the scenario. This is in accordance with the theory of Lyons (1968) and
supported by the experimental work of Hornby (1972). Hornby demonstrated that
subjects chose pictures which featured the first mentioned entity in the
input, as being those that the story was about (for example, subjects given
the sentence:

"The cat was stroked by the boy "
selected a picture of a cat as being what the story was about. Subjects who
were given the sentence

"'Ibeboy stroked the cat"
selected a picture of a boy).

a.Primary processing.
(i). Verb decomposi tion.

If the initial input is "Mary dressed the baby." first of all the verb
"dressed" is decomposed into its primitive meaning. sanford and Garrod do not
describe in detail this stage of the process, but in accordance with the
theory of Schank am Abelson (1977), the verb "dressed" can be decomposed into
two ATRANS primitives as follows:

ATRANS sanething to someone;
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ATRA!~S something from someone.
Sanford and Garrod use the terms acts, roles and props. These would seem to

map onto the prUnitives tenninology: ATRANS = acts; someone = role; something
= props (although again this is not made explicit by Sanford and Garrod). The
primitive meaning of dressed could be represented thus:

Acts: ATRANS 1
ATRANS 2

Roles: I.Transferred from
2.Transferred to

props: Thing transferred.
(ii). Topic identification.

After the verb has been decomposed the topic is identified. In the given
sentence, the first mentioned entity is Mary. MARY is therefore identified as
being the topic of the input.
(iii). Mapping of the explicit input ~ the framework.

Next the expl icit input is mapped onto the framework to form the
Scenario.

MARY •••••• Role 1•••••• >

Dressed ATRANS
baby ••••• role 2•••••• >

Those slots which are not filled with explicit input (in this exCltlple:props =

thing transferred) are also a part of the Scenario. Sanford and Garrod
distinguish the two areas as Explicit Focus (the filled slots) and Implicit
Focus (the anticipatory, unfilled slots). 'Ibe term "Focus" is used in
preference to the equivalent "Fbregrounding" (Chafe 1972) because sanford and
Garrod conceptualise the Focus as the backdrop for subsequent input and in
this way seek to avoid confusion. 'Ibe next input may map directly onto the
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current scenario. This presumably will be the case if the input was:
"She put his clothes on."

She will map onto Role 1 (in explicit focus);
put on will map onto ATRANS;
his will map onto baby;
clothes will map onto prop (in implicit focus).

·Clothes" will now be moved from impicit to explicit focus.
This kind of processing in which input maps directly onto the Scenario

which is in focus is Primary processing (Sanford and Garrod, 1981). secondary
processing occurs when direct mapping cannot take place.

b. Secondary processing.
Secondary processing involves carrying out a bridging operation or

initiating a new Scenario. If a bridging operation takes place then the
original SCenario remains in focus. It is assumed from the experimental work
(although this is not Inade explicit in the model) that a semantic bridging
operation will be initiated if a further sentence such as:

"The material was made of pink wool."
is input. There are no slots for the role ,the action or the props in the
current Scenario. Although a text driven bridge might be

"Clothes are made of material."
it is not clear how this bridge can be made within the Scenario nodel ,

If the secondary processing involves the creation of a new Scenario then
the current Scenario moves out of focus and a change of focus occurs. 'l11e
change of focus is signalled in two ways.
(i). The input ~ not map onto the framework of the Scenario.

In this case both topic and SCenario dependent roles IOOve out of focus if
inputs do not refer to.them. Topic roles..Q;i'e.more quickly restored to focus
than Scenario dependents if they are subsequently Incrodmed either by a nolll

or pronominal reference. (This was demonstrated by purkiss (1978) who showed
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that reading time for a target sentence [which contained noun or pronominal
references to topic or Scenario dependent roles] increased as a function of
the number of intervening sentences which had no reference to the roles. The
increase in reading time was attributed to the extent to which the Scenario
had moved out of focus).
(ii). There is ~ time change described in the text and the expected time
length of the Scenario is violated.

The reality of this signal has been investigated by Anderson (1980) Who
worked closely with sanford am Garrod. She ascertained the maximum time
associated with a nlltlberof activities (for example, having a haircut or
seeing a film) by asking a m.lnber of judges to estimate the normal duration
time. Scenarios with a topic role ( \\bich was independent of the Scenario but
filled a role in it) and a Scenario dependent character were created. A time
change which was wi thin the time range for the SCenario and one which was well
beyond the maximum range were prepared as alternative final sentences for the
input. Two target sentences were devised, one which referred to the topic
character and one which referred to the scenario bound character. Reading time
for the target sentence which featured the Scenario dependent role was longer
when it was preceded by the input which violated the time span than when the
antecedent sentence time span was within the normal range. The reading time
for target sentences about the topic role was not affected by the violation of
SCenario time span. The conclusions drawn from this experiment are that
violation of the normal time span moves Scenario dependent roles out of focus
aoo that to recover them requires a further process. If the roles have moved
out of focus, then it can be inferred that the Scenario on which they are
dependent is also out of focus.When the focus changes in this way it is only
the Scenario which moves out of focus. Topic roles ranain in Focus awaitng
further input.
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c. Storage aoo Lorg Term Representations.
As entities and Scenarios move out of focus they are encoded in a long

tenn representation of the text. This representation is Scenario based, the
inferences having been derived from the framework rather than constructed as a
text driven bridge. This means that the reader now has a meaning based memory
of the input. Entities and Scenarios which have remained in focus or been
called back into focus for a large number of inputs have a stronger
representation in memory and are therefore more likely to be recalled than
enti ties and Scenarios which have been in focus for less time. 'I11eproduct of
the processing is an individual memory structure for the text: that is, a
memory of what the story is about. The structure will have a hierarchy of
scenarios and roles. Oller time this memory will gradually decay, but the
meaning represented in the scenarios will become a part of the long term
semantic memory which will be stored separately partitioned from the
particular individual memory of the story. This long term semantic
representation will remain.

sanford and Garrod proposed that the stored representation of the text
would be hierarchical. 'I11ehierarchy would be created by processing. Those
scenarios which had been in focus often (either by remaining in focus or by
moving back into focus) would be the most important in the hierarchy. 'I11ese
would most easily be recalled.

Being nin focus" depends on the initial decompos ltion of the sentence or
phrase into a primitive meaning. If it is the first input it will determine
what values will be acceptable for the SCenario. The relevance of subsequent
input to these values will determine how long or how often the particular
SCenario is in focus. Input which is subsequently processed will either fit
into the existing Scenario or create another Scenario. 'I11elength of time any
scenario will remain in focus will then depend on how relevant it is to the
text.
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A comparison of the Kintsch (1979) model with the Scenario model.

Sanford and Garrod's (1981) Scenario model is an analysis of text which

depends upon the decomposition of the input into deep semantic meanings of

acts so that referential coherence can be establshed. The authors have

compared their model with linguistic models which are based on the referenti~l

coherence established by the usage of pronouns and of definite and indefinite

articles which precede nouns. Their experimental work has established that in

some situations readers do use processes which are based on semantic meaning

rather than on linguistic features.

'Ibe rodel can also be compared with the Kintsch (1979) model which was

described in the previous chapter. Both models are semantic models and in both

analysis is centred on the verb content of the input (the rest of the input

being related to the meaning defined by the verb). '!bere are bowever,

important differences:-

1.Kintsch's (1979) model describes two parallel processes: one which

establishes the semantic. referential coherence of the text and one which

extracts the meaning. In the Sanford and Garrod model these two procedures

are combined into one operation. This is poss ib'le because the Scenario

model decomposes the input into primitive meaning and coherence is

established from this base.

2. Kintsch is concerned about the effect of knowledge of the overall

structure of texts on what is stored. His model takes this kmwledge into

account and describes a third process which operates under the constraints

of kmwledge about text structure. '!be Sanford am Garrod model takes no

account of such constraints and focusses only on the transformation of

incaning text NitialnOoverall framework other than that created by the

decomposed input.

3.According to Kintsch's model, all the concepts in each propositional

input are related to the verb or predicate of the proposition. In theory
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the Sanford and Garrod model incorporates only those concepts which are
compatible with the primitive meaning of the verb. The model is only
concerned with those inputs which fit into the anticipatory slots.
Both models lack a mechanism which would incorporate novel uses of

words,that is figurative use of language such as metaphor, irony or satire.
The models are also inadequate to account for the significance of the choice
of particular words in particular sentences. For example, the use of "pink
wool" (earlier in this chapter) to describe the material of the baby's clothes
is only significant because it is a suitable description of material. Lemon
silk, white cotton, blue nylon, would be equally suitable just as grey
cobweb would not. on the other hand the choice of "pink" may well have rather
more significance for the reader who is concerned about the sex of the baby.
Neither the Kintsch (1979) nor the Sanford and Garrod (1981) models make
provision for such speculations as they are incidental to the main Scenario or
Frame.

The next chapter is concerned wi th models which examine these more
pragmatic aspects of comprehension.
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CHAPTER EIGHT.

Elaborations: Associations and constructions.

Introduction
The models and theories which have been discussed up to this point have

primarily been concerned with the underlying structure of texts and the way in
which text is encoded and retrieved in tenns of these structures.

Models of semantic networks (see Chapter Three) are only concerned with
the surface representation of a text. They see the input text as being encoded
as a sequence of propositions corresponding in a one-to-one manner with the
surface structure of the text. The more recent models (Norman, Rumelhart and
the LNR group,1975; Loftus and Collins, 1975; Anderson, 1976) provided more
sophisticated and complex procedures for the storage and access of input.
It>wever the models provide only for the storage, accessing and reconstruction
of the specific input and do not approach the question of the spontaneous
activation of infonnation from beyond the input.

Similarly, the Smith, Shoben and Rips (1974) feature extraction model
(which differed from the network model in that it did not initate a search of
the stored associations but instead computed the similarity of the features of
two concepts) acted only on the given concepts and the attributes which were
stored with them and did not produce infonnation about concepts other than
those that were input.

These models can only work on given concepts and their stored
associations. Knowledge is limited to associations (or properties, or
attributes) ~ich are already associated with the input concept. The
procedure matches input concepts to stored concepts and in so doing activates
the associated concepts. 'lhese models asstme that meaning is wholly carried in
the text.
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Kintsch's (1974) model constructs a coherent representation of the
surface form of larger units of text and Kintsch and van Dijk's (1978)
macrostructure model is produced from this representation by the application
of macrorules which operate in relation to a stored knowledge about text
structure. Story grammars allow all simple stories to be described as having
a comparable underlying syntactic structure regardless of the actual content
of each individual story.

These models (despite their differences in approach) are concerned with
the process by which coherently joined units of text (the unit being larger
than a single concept) are transformed into a global representation which is a
typical rather than a unique model of text. In general the Kintsch and van
Dijk (1978) model is concerned with the process by which a representation is
fonned and the story grammars are concerned with the structure by which the
story is represented.

Input material which does not fit these structures is largely ignored.
'l11emodels are only concerned with the encoding and retrieval of content which
maps onto the structures and are the meaning that the structures impose on the
text.

'!he recent models which have been discussed (Kintsch, 1979 and Sanford
and Garrod ,1981) are more concerned with ways in which specific and more
complex texts are incorporated into the reader's existing knowledge. Bartlett
(1932) called this process "effort after meaning" and "simply the attempt to
connect something that is given with something other than itself."(p.227). '!he
two models (Sanford aoo Garrod, 1981 and Kintsch, 1979) view effort after
meaning through differing theoretical frameworks but both are concerned with
the way in which the infonnation in the input interacts with pre-existing
knowledge to form a deep semantic representation of the input.

Kintsch's (1979) Fact Structure attempts to create a single frame of the
whole text (comparable to Minsky's, 1975, frames). This involves ongoing
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revision of the frrune to encompass new facts and ti1eir associated concepts.
Underlying Kintsch's model is the assumption that all concepts have pre-
existing associations which are activated when the concepts are encountered in
the text. These associations furnish default values for the framework, and
along with the input are responsible for the extension or revision of the
framework as the text is input and the existing framework becomes inadequate
to encompass the new values.

sanford and Garrod's (1981) Scenario model builds up a representation by
creating a series of Scenarios which are linked together by means of the topic
to provide a complete representation. As has been discussed in the previous
chapter this model rests on the assumption that a framework or Scenario is
created from the relationships between concepts in the initial input. The
decomposition of the verb into its particular primitive meaning depends on the
way it is related to certain concepts in that specific context and not on a
general pre-exfst.Irq meanil'Y3 of the verb only. Nonetheless it is limited and
constrains what might be comprehended from the input.

This fundamental difference in assumptions (that there is a 'meaning'
that is dependent on pre-existing associations [Kintsch,1979] or that meaning
is context dependent [Sanford and Garrod, 1981])Is similar to the basic
difference which separates models of elaborative processing. In general,models
of elaborative processing (some of which are to be described below) propose
that concepts in the input are elaborated by a process whose function is to
aid the retention of the verbatim message. However some of these models (Craik
and TUlving, 1975; Reder, 1976, 1979; Anderson and Reder, 1979) assume that
there is a general elaborative processing of all concepts as they are
encountered in the input and that the elaborative process is one of
reactivation of pre-existing associations. Other models (Stein, Morris and
Bransford, 1978; Stein and Bransford, 1979; Masson, 1979) assume that
elaborative processing is a specific process which constructs associations
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between particular concepts in the input: associations are constructed that
are meaningful wi thin the context of the input in which the concepts are being
used and may be created for that particular input.

All the elaborative models are concerned with the retention of input,
but all posit the use of infonnation which is not presented in the text
(either pre-existing or specifically constructed) as an aid to the retention
of the surface form of the input. stein et al and stein and Bransford propose
that in addition to 6nbedding the input into the memory, elaborative
processing anticipates future possible inputs because it questions the
potential significance of inputs. The approach expounded by stein and his
associates has developed from prior work by themselves and others on the
construction of meaning.

The construction of meaning.
A theory of the construction of meaning has been proposed and developed

by Bransford and his associates (Bransford and Franks, 1971; Bransford,
Barclay and Franks, 1972; Bransford and Johnson, 1972; Johnson, Bransford and
Solomon, 1973; Bransford and Johnson, 1973; Bransford and Mccarrell, 1977).
Bransford defines the constructive process as one in which something new is
constructed out of components of information acquired at different times. In
addition to being constructive and creating aids for the retention of text,
the process is productive and creates meaning and although it is initiated by
a linguistic input it is linked to non-linguistic elements of memory.

In their initial work in the area Bransford and Franks (1971) proposed
that subjects do not merely retain the information in each proposition or
sentence of an input and recover this verbatim in a recognition task. Rather
they spontaneously integrate infonnation fram semantically related
acquisition sentences, and base their recognition accuracy and confidence on
the wholistic, integrated representation rather than on the exact sentences
~ich are input.
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They demonstrated this by giving subjects a recognition task in which

they were asked to listen to a text and then j Lrlgewhether presented sentences

had formed a part of the original text.The experimenters restricted their

recall stimuli to sentences that had been a part of the text or could only be

inferred from an integration of tile the sentences of the input. For example,

subjects heard sentences which told them separately that jelly is sweet, and

that ants ate the jelly. Subsequently subjects falsely recognised a sentence

such as I the ants ate the sweet jelly •as one which they had formed a part of

the text.

The recognition of such sentences allowed the authors to conclude that

infoonation is retained in an integrated foon, rather than as linked but

separate sentences (as the semantic network IOOdelspropose). They next

proposed (Bransford, Barclay and Franks 1972) that although linguistic

information might be used to remember the input it is not sufficient to

explain what is retained. According to the authors

• ••• sentences are not viewed as linguistic objects to be remembered.

Instead they are viewed as information which subjects can use to construct

semantic descriptions of situations." (p.194).

They proposed that the constructed description which is based on a linguistic

input contains more information than that which is in the linguistic input.

Using the false recognition paradigm from the 1970 integration

experiment, Bransford et al (1972) demonstrated that subjects construct a

description which integrates their knowledge of spatial information with the

linguistic input. 'Ibey presented two groups of subjects with sets of

sentences. 'Ibe sentences given differed in the same way as the two given in

the following example:

A. ·Three turtles rested on a floating log,and a fish swambeneath them."

B. "Three turtles rested beside a floating log, and a fish swambeneath them. a
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Bransford et a1 hypothesised that subjects who were given sentence A would
falsely recognise the following as the sentence which had been presented
initially:

"'lhree turtles rested on a floating log and a fish swam beneath it."
Subjects who were given sentence B would not however recognise the sentence
(though they would detect the pronoun change).

'Ihe experimental results confirmed this hypothesis and the authors
concluded that Subjects generate and store a description of the situation
rather than store only the linguistic input. Spatial relationships which can
be inferred from the information in the input, but which are not a part of the
infonnation given linguistically, form a part of the retained construction.
'Ihe authors carried out two connected experiments to support the assertion
that Subjects base their recognition on the description of spatial
relationships which they construct from a given input.

In a similar experimental task to that described, subjects failed to
recognise conceptually similar sentences which violated the implied spatial
relationships, but falsely recognised sentences which were conceptually
different, but did not violate the given spatial relationships. These further
experiments give additional support to the hypothesis that understanding
meaning involves more than remembering linguistic input.

Bransford and Johnson (1972) focussed their experiment on the subjects'
need to have more information available than that provided in the linguistic
input. They demonstrated that linguistic input in which the lexical and
syntactic structure were familiar, was not comprehensible or memorable unless
related to a context. Subjects in five experimental conditions were given
identical texts to learn for recall and to rate for oomprehesibility on a
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seven point scale. The five conditions were:
1. The passage alone (without context);
2. The passage with a context preceding the presentation;
3. The passage with the context after presentation;
4. The passage with a partial context preceeding it;
5. The passage read twice but with no context.

The context was a picture that provided a infonnational base for the concepts
in the text.

The results of the experiment showed that when the context was given
before the text (Condition Two) subjects recalled more idea units and rated
the comprehensibility of the passage higher than subjects in the other four
conditions. The main area of interest was the difference in retention and
comprehension between Conditions ()leand 'IWO in which there was context or no
context. The other conditions provided controls for other variables. For
example, subjects who were given the partial context had retrieval cues for
the concepts in the input, but they were not aware of the relationship between
the concepts in the particular context. Their comparatively worse recall and
comprehension of the passage demonstrated further that it is not the
association between the concepts in the input and the context (such as a
semantic network would provide) which makes the passage comprehensible and
memorable but the links constructed on the basis of the relationships between
the concepts in the particular input.

In the task described above, subjects needed a very specific context in
order to comprehend and remember the text. The context described an
extraordinary situation which subjects were unlikely to have encountered
previously and therefore would be unlikely to have constructed without the
context. It could therefore be argued that the results of the experiment were
due to relevant associations being created by the concepts in the context
(even thouqh the results for the partial context condition argued against
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this). Bransford and Johnson repeated the experiment using texts which
described familiar situations about which most subjects would have pre-
experimental knowledge. In two experiments they tested the effects of
presenting a descriptive topic before and after a passage which described
procedures for doing the laundry. In one experiment the passage of text was
read to the subjects, in the other it was presented in written form. The
results of both experiments demonstrated that knowledge of the topic prior to

hearing/reading the passage increased both the comprehension (as rated) and
the recall of idea units. From this it was concluded that prior knowledge or
pre-existing associations per se do not increase the comprehension and recall
of a passage, but that the appropriate knowledge must be activated beforehand
to allow the reader to construct an appropriate situation from the input.The
role of the topic is to allow the reader to create an appropriate context.

Johnson, Bransford and Solomon (1973) investigated further the kinds of
construction (in addition to spatial decriptions) that readers or listeners
make in order to create a context. On the basis of work by Fillmore (1968) and
Kintsch (1972), they proposed that subjects would construct a description
which included an instrunent inferred by a verb. For example, if subjects
were told that "John shot the intruder", they would infer and therefore
falsely recognise the statement "John used a gun". They used a false
recognition paradigm to investigate this hypothesis.

An experimental group were given twenty sentences each embedded in a
short context. Eight of these contained verbs which would allow the subject to

make inferences on the basis of the instrLlIlentwhich the verb implied. The
other sentences were eight filler sentences and six which would allow the
subjects to make inferences on the basis of spatial relationships. One of the
eight "instrument" sentences was: "He was pounding a nail". A control group
was given texts in which only the key verb was changed (or in the "spatial"
sentences, the preposition was changed as in the turtle experiment) so that
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the control group would read the sentence:" He was looking for a nail."
The subjects were told that they would be asked questions about the texts

they were about to be given. They were then allowed to listen to the texts
with a two second interval between each. They were allowed a three minute
interval and then required to write yes/no in response to a set of statements
('Yes'meaning that they had already heard the statements in the text). The
results showed that the experimental subjects falsely recognised the inferred
statements in both the "instrtmental" and "spatial" texts more often than the
subjects in the control condition. The difference was statistically highly
significant. Bransford and Johnson concluded that the results further
supported the idea that subjects construct meaning using the linguistic input
rather than that the linguistic input itself contains the meaning. This series
of experiments demonstrated that very small changes in the linguistic input,
can result in large changes in the meaning communicated.

Bransford and Johnson (1973) further supported their view on the
construction of meaning by quoting a series of unpublished experiments, which
they and their associates had carried out. one of these was an exploratory
study carried out by Bransford and McCarrell (see Bransford and Johnson ,1973)
which investigated (in a false recognition paradigm) the differences in
construction when subjects were given different conjunctions to join two

sentences. Differences in recognition were scored between subjects who were
given a recognition task following the acquisition of "John missed the bus
because/so he knew he would have to walk to school". Subjects in the "because"
condition falsely recognised "John wanted to walk to school" more often than
subjects in the "so" condition. These results suggest that subjects construct
meaning on the basis of pragmatic koowledge when other sources of knowledge
are not appropriate.

This exploration led Bransford and Mccarrell to investigate further the
creation of contexts in "because" conditions. They investigated the idea that
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the creation of a context on a pra~natic basis might be hard or easy depending
on the pre-existing relations between the concepts in the two joined
sentences. They proposed that a sentence such as:

"'Ibeaccomt was low because Sally went to the bank"
would be easier to comprehend than a sentence such as:

"'Ibehaystack was important because the cloth ripped".

'rtleyfound that subjects, given the topic of the sentence as a cue were able
to recall the "easy" sentences more often than the "hard" sentences. However
a control group who were given context cues ('withdrawal' preceeded the "easy"
statement in the example and 'parachute' preceeded the "hard" example) showed
no difference in recall. From these results they concluded that it is the
construction of a suitable context that makes the content hard or easy to
learn and if a context is created, then the difference between "hard " and
"easy" disappears, regardless of pre-existing associations.

Cues as aids to recall.
Doll, Lapinsky, Bransford and Johnson (see Bransford and Johnson, 1973)

demonstrated that relevant cues aid recall, but irrelevant cues lead to less
recall than no cue. From this they argue that when no cues are given subjects
attempt to create a context for the input (with varying success) but the
provision of irrelevant cues suppresses this and the context that created from
the irrelevant cue retards the comprehension process.

Fenrick (see Bransford and Johnson, 1973) carried out a pilot study which
investigated the use of cues after recall. The purpose of the investigation
was to see whether the constructed meaning could be restructured when given
cues suggested that a new context could accomodate the infonnation. Two groups
of subjects were given the same text. The text content centred roind a trip to
the comtryside. The "topic before" group were told that the passage was about
an escaped convict. The other group were not given a topic. Afterwards both
groups were asked to recall the passage. Following recall, both groups were
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given cues which emphasised certain aspects of the text (these were sections
of the text which could emphas ise the 'convict' aspect, but which without a
convict context were not particularly relevant). Subjects were then asked to
recall anything roore about the text which was not incltrled in the original
recall. '!heywere told that the cues would help them in this way. 'lhose who

had received the topic before added nothing. Subjects who had not received a
topic had created a recall which centered around a trip into tilecountryside.
Of these 56% changed their interpretation and reconstructed their story to fit
an 'escaping'framework. Bransford and Johnson interpret these results as
further support for their view of the construction of meaning. They suggest
that further processing can occur and that meaning can be restructured in a
compatible context. '!hey contrast this result with the picture context results
of the Bransford and Johnson (1972) eKperUnent which showed very poor recall
of material when the context was presented afterwards. They argue that the
story given in the Fenrick experiment allowed a context to be constructed and
that this could be used as a framework for the previously unrecalled
information. In this way it provided a structure for the recall of the input
which became newly relevant. In the picture context, the text alone had not
pennitted the construction of a framework and therefore there was no
foundation for the recall of newly relevant infonnation.

Bransford and Johnson (1973) conclude that subjects do not merely
integrate presented infonnation but that they spontaneously make assumptions
about extra linguistic circumstances and draw on a wide range of prior
knowledge to do so. The experimental work (both that which has been published
separately and that which is quoted in Bransford and Johnson, 1971) clearly
supports this conclusion.
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Other research which has investigated the construction of meantnq,

Research other than that carried out by Bransford and his associates has
supported the theory of construction and restructuring of meaning in
accordance with a given or experiential context.

Sulin and Doolin (1974) gave subjects brief biographical passages. In one
condition the main character in the text was given the name of a well known
person (for example Helen Keller). In the other condition the main character
was given a fictitious name. In all other respects the texts were identical.
In the recognition task Which followed subjects in the "famous person"
condition falsely recognised well known facts about the character (for
example, in the case of Helen Keller: "she was deaf, dumb and blind").
Subjects in the "fictitious" condition were less likely to recognise such
statements.

Anderson, Reynolds, Goetz and SChallert (1976) used ambigoous passages to
show the effect of the reader's interest and experience on the interpretation
of a text. They read an ambigoous passage which could be interpreted as
describing either a card game or a musical quartet. The authors found that
students of music more often recalled the passage as a musical quartet than
did physical education students.

Brown, Smiley, Day, Townsend, and Lawton (1977) told children a story
about an escape.One group were told that the story was about a convict, the
other group were told that the story was about a character from the then
current television serial "The planet of the Apes ".Children in the second
condition falsely recognised incidents from episodes of "Planet of the Apes"
as being part of the text whereas children in the "convict" group did this
less often.

pichert and Anderson (1977) demonstrated the effect of the reader's
perspective on the recall and rated importance of idea uni ts in a text.
subjects were given a perspective by the experimenters. For example, they were
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told to read a passeje of text either as if they were a home buyer, or as if
they were a potential burglar. Subjects read identical texts. The text related
to the example was about two boys who played truant from school and went to
play at the home of one of the boys. It contained information which would be

of interest to a homebuyer (about a musty basement or a fine fireplace or
damp) and information that would be useful to a potential burglar (the
location of a television, or of expensive bicycles). Following the reading the
subjects rated the idea units in the passage on a five point scale of
Impor tance , There were low correlations between the group ratings which
supports the idea that each group constructed a different meaning for the
passage. Subsequent recall of the passages showed that subjects recalled the
ideas which were relevant to the perspective that they were given. Significant
differences were found between the groups in terms of the idea units recalled
from the passage.

Reconstruction of meaning.
Anderson and Pichert (1978) supported the results of Fenrick's pilot

stooy (Bransford and Johnson, 1973) when they demonstrated that the
constructed meaning of a passage could be restructured in response to
subsequent input. In their experiment, subjects read and recalled stories in
the same perspective conditions as in pichert and Anderson's (1977)
experiment. After recalling the passage, half the subjects in each condi tion
were told of the alternative perspective. Following this all subjects were
asked to recall the story once more and to include all the information which
they could remember. '!bose subjects given the 'new' perspective were able to
recall information that was relevant to their new perspective and which they
had failed to recall in their initial attempt. This was more information than
that, recalled by the control group who made a second recall but were not given
the 'new' perspective. These results support the idea that meaning can be
restructured to incorporate given information which was irrelevant when the
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text was read, but that the information will not be recalled without a
perspective shift.

These results were also supported by Spiro (1980) who carried out a
canplex experiment which involved placing subjects in one of thirty-two
conditions. only the conditions and issues that are relevant to the current
discussion will be described. Subjects were given a text to read which had two
alternative endings. The core story concerned an engaged couple.In the story
the man was anxious to discuss the fact that he did not wish to ever have
children. The alternative endings were that the woman was delighted or
horrified. Later some Subjects were given additional verbal information as
they were leaving. This was either that the couple married or that they didn't
marry after all. This information contradicted the expectations of some of the
subjects. For example, those who had been told that the woman was delighted
would not expect the couple not to marry: those who had been told that the
wanan was horrified would not expect that the couple would marry. After
variable time delays ,which ranged between two days and six weeks ,the
subjects were asked to recall the written text. Those who were given the
contradictory information incorporated this into the text in such statements
as "althouqh they were in agreement about babies, there were other things that
they did not agree upon". or, "They separated, but realised after discussing
the matter that their love mattered more."

Spiro concludes that memory of information which has been received in the
past is restructured at recall to accord with the subject's current cognitive
state, and that distortions of the information may be caused in the attempt to
produce an accurate account. When this happens, the distortions cannot be
distinguished from accurate memories.

The reconstructive view of remembering information is of an active
process in which specific memories and knowledge of the world are
reconstructed to produce a memory which accords with more recent information,



Chapter Eight page 159

and (as suggested by Spiro) the reader's current cognitive state. According to
this view, memory structures are flexible and are built or restructured for
the situations in which they are required.

Constructive and reconstructive models of memory differ from the
association models of memory such as Reder's (1976) Elaboration model (to be

discussed in the next section of this chapter) in which remembering is a
process involving the retrieval of stored traces. They also differ from the
concept of rigid knowledge structures (such as Schank and Abelson's, 1977
scripts) which would need an infinity of stored contexts for their storage.

The flexible structures which are proposed b~ this model (and
incidentally, also by Schank, 1981) require less storage and permit greater
flexibility in their storage. In addition they allow a way of relating
comprehension processes to the reader'S needs and purposes.

Elaborations
The final part of this chapter will examine the differences between

elaborations when they are described by "association of meaning" models and as
"construction of meaning" models. Briefly, the difference is that the
association models view meaning as an analysis of the text whereas the
construction models take the view that meaning is created by the reader from
the text. This difference was intitially discussed in Chapter One when
Educational perspectives were reviewed.

Reder (1976) in particular is an exponent of the elaborations as
association view. She makes a clear distinction between elaborations and
inferences in terms of the kind of information that they supply in the
creation of a text representation.

Stein's work (Stein, Morris and Bransford,1978; Stein and Bransford,
1979) supports the elaborations as "construction of meaning" view. This
particular view makes no overt distinction between elaborations and
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inferences. Elaborations would seem to be a specific type of inference

which which are created as links between specific concepts in a sentence.

Elaborations as semantic associations.

Craik and Lockhart (1972) proposed that the retention of a linguistic

input depended on the depth of processing at encoding. 'Ihey proposed a model

of encoding in which there were different levels of processing. An initial

shallow encoding established the structure of the word (that is the shapes

and spaces by which the letters of the words were represented). A further

stage involved phonemic processing which established the sound of the words

(enabled the input to be processed at a deeper level). 'Itle deepest level of

encoding involved the processing of the meaning of the word: semantic

processing.

Craik and 'l'Ulving (1975) tested the reality of the model. Subjects were

given a series of single words and one of three tasks (each of which would

ensure a different level of processing) by wnich to encode them. After the

task had been completed the subjects were given an unexpected recognition

task. According to the levels of processing hypothesis, it had been predicted

that most words would be recognised when the word had been processed to the

deepest level and least when the word had been processed at the shallowest

level. 'Itlese predictions were supported by the results and a similar pattern

of results were obtained from subjects whowere given a recall task.

AltOOLghthe results supported the prediction of the depth of processing

hypothesis, Craik and 'l'Ulving also fOl.lld that the time taken to process the

input varied in a consistent manner so that the condition which produced the

best recall results also involved the longest time for processing, and

similarly the least well recalled involved least processing time. This caused

some doubt as to whether the superior recall was due to the time taken or to

the level of processing. A further experiment was devised which involved a

lengthy processing of the structural properties of words (subjects were asked
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to check vowel/consonant sequences in words against a given pattern). It was
found that under these condf t.Ions the stimulus words were recalled with the
same frequency as those Which had had similar lengths of time for semantic
procesairq , Craik am Tulving concluded that the amount of time taken
reflected the amount of elaborative processing Which was carded out and that
this accounted for the retention of words rather than the type or depth of
processing. Klein and Saltz (1976) provided support for the elaboration of
processing hypothesis by showing that retention of semantically processed
words could be varied by controlling the amount of elaborative processing at
encodi nq , Subjects were asked to rate words along one or two dimensions:
either pleasant/unpleasant (only) or pleasant/unpleasant and big/little. They
found that words which had been rated on two dimensions and therefore
processed twice were recalled more often than words which were processed on
only one dimension.

In summary this initial research suggests that subjects will carry out
elaborative processes for any input if they are instructed to do so, or if
they are given a task which directs them to do so. However in a normal (non-
eKperimental) reading situation, the reader seeks meaning and uses semantic
processing to a greater extent than structural or phonemic processing.

Reder (1976) proposed that during the process of encodf nq , semantic
elaborations are made automatically as each concept is encoded. She defined
elaborations from within the framework of Anderson and Bower's (1973) HAM
model of semantic memory. According to the Anderson and Bower model, an input
is encoded into a hierarchy of associations. Reder proposes that in addition
to this framework of associations (which provides a representation of the
exact input) inferences and elaborations are also made and stored with the
concepts. Inferences are essential links that are made to bind the text
together and which are commonly made by all skilled readers. Elaborations are
a special subset of inferences which relate each concept at input to the
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idiosyncratic associations which the reader has stored when the concept has
previously been encoded.

It seems that inferences operate at text level and create links between
the separate propositional trees of the input so that a coherent
representation can be formed. Elaborations enrich the input with general
plausible but non-essential information about the concepts •

Reder (1976) points out that we sometimes become aware of these
elaborations. For example, when we see a film which has been made from a book
that we have read, we may become aware that locations, room-settings and
characters are not exactly as we had expected. Our expectations had been
formed by elaboration of the text and were quite different from those formed
by the film producer and presented on the screen. This example illustrates the
idiosyncratic nature of associations and raises an additional problem:that is
which of our many stored associations do we use as elaborations and by what
process is the selection made? Fbr example, if the book describes the female
character as blonde and blue eyed, which of our blue eyed blonde associations
do we choose to elaborate our understanding? Reder does not discuss this
aspect of the process.

According to Reder elaborations have two main functions:
1. They provide connections between statements which at first seem

unconnected. (This seems to be at a different level from the inference
making process: elaborations making the associations between propositional
trees which map onto the same concept).
2. They help to detect anomolies and contradictions. (Again this seems to
be in terms of pre-stored associated knowledge, rather than at the
coherence level of inferences.)

.
Reder (1976, 1979) argues that associations that are made by elaborative
processing can be used for a specific purpose (in addition to the more general
purpose of making 'real' or 'fleshing out' the settings and characters in the
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text). That is they are used in making plausibility judgements. She carried
out experimental work which supported the hypothesis that elaborative
associations (rather than actual inputs) are accessed when subjects are asked
to make a judgement about the plausibility of a statement in relation to a
just read text. She proposed that separate processes exist for the making of
plausibility judgements and judgements about whether a probe statement had
been presented verbatim. In the latter case the actual representation of the
input is activated and retrieved, but in plausibility judgements, all
associations of each concept in the input are activated in order to uncover a
subset of relationships. Reder hypothesised that the relationships that have
been activated at input by the process of elaboration will require less
judgement time. She provided evidence for a two stage process in makin:;J
plausibility jLrlgements: retrieval followed by jLrlgement. From this, she
argued that prior activation by the elaboration process aids the retrieval
stage.

Reder's mode l proposed and supported the notion that understanding the
input involves going beyond the surface representation. It requires the
activation of associations of concepts and in addition requires processing at
a different level than that which is necessary to encode the concepts and
provide a coherent text representation. It is however a very general process
in that it involves automatic activation of all concepts on the basis of their
pre-existing associations. Other research (Stein, Morris and Bransford, 1978;
Stein and Bransford, 1979; Masson, 1979) has suggested that elaborative
associations which are made in a general and non deliberate manner will not be
sufficient to explain the way in which information which is salient for a
specific purpose might be recalled.
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Elaborations generated in context
Stein et al (1978) carried out exper Lnentat work to explore the

conditions under which the elaboration of semantic associations is effective.
An initial experiment demonstrated that when subjects were asked to recall
missing words from a sentence following a task which involved semantic
processing (a rating judgement of the comprehensibility of the sentence) they
produced a smaller number of recalls than subjects in a comparable phonemic
processing task. From this they concluded that semantic processing per se was
not a succesful recall strategy. Craik and TUlving (1975) had predicted that
the complexity of a sentence would increase the amount of elaboration. Stein
et al hypothesised that complexity of sentence in itself would not aid
retention of specific information. They devised an experiment in which two

groups of subjects were given the same amount of elaborative text in
conj unction with a target word. Some were given Informat Ion which emphasfaed
the distinctive properties of the target word, others were given information
that was congruent wi th the text. Those who carried out the task which
precisely clarified the importance of the target words recalled more of them
than those given the imprecise elaboration. Stein et al conclLrled that to be

of value in aiding retention elaborations can not be general but must be

focussed on some specific aspect of the meaning so that relevant links can be

established to ensure successful recall. The experiments carried out by Stein
et al depended upon the target 'NOrd and the elaboration being generated by the

~""c..heKperimenters. Stein and Bransford (1979) set up conditions in/to investigate
whether elaborations are useful for recall when readers generate their own. In
the experiment some subjects were given a base sentence with continuation
material that directed them to make inferential elaborations about the topic
of the sentence. These subjects recalled the connected target word more often
than a group which was given general associated information about the
sentence. Stein and Bransford argued that the information provided was not
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directly responsible for the differences in the results but that the
differences existed because the subjects were able to use the information to
make relevant elaborations. In the condition where the infonnation was not
made available, the reactivation of general prexisting semantic associations
was of no help.

They tested the relative usefulness of significant and congruous
information in a further experiment. The results of this experiment showed
that retention scores were highest when subjects queried the significance of
certain concepts and generated elaborations about tile relationships between
them.These scores were superior to those gained by subjects who were
encouraged to generate semantically associated infonnation ,but were no better
than those of SUbjects,';re given information about the topic. Subjects who
were encouraged to make congruous associations rather than inferential
elaborations retained less than those subjects who were given associative,
semantically congruent elaborations.

These results then support the proposal that elaborations which are
created to link the significance of concepts in a particular input are more
useful as an aid to retention than generally congruous but not significant
associations. This is the case regardless of the source of the elaboration
(that is whether it is generated from the input or from stored knowledge in
response to a directed question).sransford, stein, Shelton and OWings (1981)
have pursued the argument that learning involves the clarification of the
significance of relationships between the concepts. 'lbey report the work of
Stein, Bransford, OWings and McCraw (see Bransford et al 1981) Who asked
subjects to generate additional infonnation which would help them to remember
stimulus sentences. The elaborations were recorded and judged for precision.
The results showed that the more precise the elaboration, the more accurate
the recall. This gave additional support to the arqunent; for the construction
of elaborations as an aid to recall.
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Masson (1979) agreed with the conclusions of Stein and Bransford (1979)
that elaborations are generated in response to the relationships between the
concepts in a particular input rather than created as an automatic process for
all concepts. But he questioned the methdology used inthe experiments.He
believed that there could be an inhibitory effect caused by the provision of
or direction towards non-specific associations. He proposed that the
difference in retention scores gained over non-directed subjects by subjects
who had been given information (or questions which would direct them to make
precise elaborations) may have been inflated by the method used.He maintained
that the instructions which had been given to the nondirected group had
encouraged them to make elaborations that were not related to the topic and in
so doing had suppressed any spontaneously generated elaborations. He proposed
that if the effect was to be tested efficiently, then the control group should
be allowed to make a free recall and the precise elaborations should be
compared with this for a true measure of difference.

He devised a set of experiments in which subjects given cued recall were
compared to those given free recall. His results showed that cued recall is
superior to free recall even when given the ~ne elaboration of the target
word at the outset. He further demonstrated (Masson, 1979) that the cue was
just as effective when it was inferentially derived from the context as when
it was a verbatim cue.Again the scores were superior to free recall.Masson
concluded from these results that cueing at the outset provides a context
within which the reader processes the sentence and that presenting the cue at
recall recreates the context.

Masson concluded that the creation of context for a to-be-remembered
sentence is an important aid in the retention of meanirg. H:>wever the created
context can only usefully be employed in a recall task if the same context is
available or can be inferred at recall. This substantiates the results of
Stein and Bransford in that it supports the idea that cues must be specific to
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the target word and that cues must provide a suitable context at encoding and
recall.

Bradshaw and Anderson (1982) reiterated the elaboration of associations
position. They restated the view that the generation of a memory episode which
encodes a set of multiple, partially redundant propositions with the to-be-
remembered information will better enable the to-be-remembered information to
be recalled. They made an additional assumption that the ability to make
elaborations is a function of what the reader knows in that domain. From this
they reason that the provision (at encoding) of information which extends the
domain of knowledge around a to-be remembered sentence will aid the retention
and recall of the information. They also argued (on the basis of Anderson·s,
1977, ACT model of memory networks) that irrelevant infonnation provided at
encoding and recall will interfere with recall of the information. They
provided support for these assumptions in an experiment in which subjects were
given a base sentence to remember. The sentence was presented in one of four
conditions:

I.Alone;
2.With additional sentences which contained information which was
supportive of the target sentence, but not relevant to it;
3.With additional sentences which contained infonnation of events that
resulted from the base sentence;
4.With additional sentences which contained information about the cause of
events in the base sentence.
The authors hypothesised that the base sentence would be recalled more

often (in cued recall) by subjects in Conditions Three and Fbur because in
these conditions subjects would have relevant knowledge about the base
sentence and could therefore make elaborations which would provide extra and
relevant links in the semantic network. Subjects in Condition Three would
recall the base sentence least often because of interference. The experimental
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results, which were based on measured recall obtained two weeks later,
supported the predictions.

While the experimental results support the theory advanced by Bradshaw
and Anderson, they could equally well be explained by reference to the
construction of context. The provision of extra information by Bradshaw and
Anderson would seem to contradict the theory of prexisting associations which
are automatically activated when information is input. The stimulus material
used provides an explanation which depends on integration of infonnation in
the input and shifts the emIilasis from the integration of information into a
prexisting network. In doing this the authors appear to be losing the
distinctive approach which distinguished the elaborations-as-associations
position from that of Masson and of Stein and his associates.

Conclusions.
"Association" and "construction" views of elaborations present two

differing explanations for the elabora:ion of input. Although it may seem that
the two explanations conflict, in reality the two models are using the same
term to describe two quite different processes. The views are not necessarily
conflicting but describe complementary processes in the comprehension of
information. The two processes described support the idea ( introduced in the
introduction to this thesis) that text (or any other input) can be processed
in roore than one way and that how it is processed depends on the demands of
the text and the purpose of the reader.

However the notion of multiple processes each of which initiates
inference making procedures (whether they are automatic associations or
strategic constructions) raises problems about the processing capacity of the
reader. Theories and models which have proposed ways in which inference making
might be constrained are discussed in Chapters HlJ to 12.
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CHAPTER NINE

Adequacy of the models and measurements reviewed
for the analysis and comprehension of Complex Texts.

According to the models and theories which have been reviewed,
comprehension of text is a process by which the input from the text is in some
way combined with some aspects of the reader's stored world koowledge. Three
main areas of discussion arise from the review. These are:

1. The relationship between the content and the structure of the text;
2. 'lhe representation of the text in memory;
3. The processes utilised by the reader in the comprehension of text.

'lhese three issues will be discussed in relation to the texts used in the
development of the particular models in the first part of this chapter, and
then the implications of the issues/models for the comprehension of more
complex texts will be discussed using a particular text as an example.

The relationship between the content and the structure in tne comprehension of
a text.

The theories and models which have been reviewed in the previous
chapters suggest that the structured representation and the content of the
text might be related to each other in three different ways each of which has
different implications for the comprehension process.

a. 'l1lestructure is separate from the content. 'l1lecontent acts as input for
structural analysis.

'lhis approach is adopted by the generative-transformational models: at
sentence level by Chomsky (1957, 1965) and at story level by Bower
(1976), 'Iborndyke (1977), RlII\elhart (1975) and Mandler and Johnson (1977). 'Ibe
Chamskian model of generative transformational grammar (Chomsky, 1957)
proposed that sentences could be generated by the rules of the graIllllar,and
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that the same set of rules could generate all grammatical sentences regardless
of their content. Story Grammars maintained this approach with
transformational generative rules which would generate a story. According to
the generative models the starting point of the process by which a story or a
sentence is generated is an initial abstract concept of a story or a
sentence. The rules then produce a hierarchical framework with terminal nodes
into which the content of a particular story or sentence can be slotted in the
prescribed syntactical order. Comprehension involves the reversal of the rules
so that the process begins with the content which is analysed to discern the
constituent syntactical parts and ends when the analysis is complete and the
content has been recognised as a sentence (or as a story).

According to these models the rules are abstract (not content dependent)
and can be applied to all exanples of the types they describe. The rules
include options that allow alternative structuring within a basic grammatical
fram~rk so that an infini te variety of surface forms wi th many possible
syntactic combinations can be created. This is the main streD;)th of the
graImlars (that the rules can account for the productdon and analysis of all
grammatical sentences or all simple, single protagonist stories).

There are three main limitations to the grammar so far as comprehension
is concerned. The first is that the rules which produce all grammatical
sentences cannot explain the production and analysis of utterances which are
comprehensible but not grammatical (for example colloquial and elliptical
speech). Secondly the rules which will produce all simple single protagonist
stories are inadequate to generate or analyse complex stories in which there
is interaction between the characters or in which the plot moves forward and
backward in time and space.

The other main limitation is that the very flexibility of the rules which
allows all exanples of their type to be generated means that the structure of
a particular story cannot be generated in an abstract manner unless the



Chapter Nine Page 171

content has first been made available. (In other words unless speakers know
what they want to say, they cannot generate a framework from the available
options in which to say it). This means that whilst a set of abstract rules is
flexible enough to create or understand the structure of all sentences or
simple stories, the generation or comprehension of the structure of any
specific story is content dependent.

Chomsky (1965) conceded this point to some extent when he Int.roduced the
semantic element into his model. H:>wever the revised model which he proposed
was primarily a syntactic structure onto which a semantic element was added.
'ttleproblem of how speakers actually said what they intended was avoided, the
main reason being that Chomsky was intent on IOOdelling the competence of
speakers and not their actual perfonnance in specific examples.

Bower (1976) and Thorndyke (1977) have demonstrated that the structure of a
story is separable from the content (that is,that the same structure is
discerni ble when repeated in more than one story). However this means that the
structure is not useful in the comprehension of the first story until after
the story has been read and the structure has been analysed. These studies
avoid the problem of OOW the story content is processed initially so that
analysis can begin,and the issue of at what point in the story the structure
is discernible. 'ttleassumption would seem to be that comprehension of the
structure takes place after the whole of the content has been processed in
some way and therefore the structure of the text is a result of and not an
aid to the comprehension of the content of the text. It seems therefore
reasonable to assume that the models which describe the structure of the text
in abstract terms are not concerned with the comprehension of the content of
individual text. In other words they are concerned with competence and not
with actual performance and its consequent problems of meaning and
representation of individual texts.

AIthough the exper iments by Bower and 'Ihorndyke have shown that the
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awareness of a story structure decreases the reading time for stories with the
same structure (embedded or conjoined), it is very unusual (outside an
experimental or a classroom situation) for a reader to read simple stories in
rapid succession or to read a succession of unrelated sentences. What is more
usual is that the reader will read narratives which have a more complex
structure (with interactions between the characters and with shifts of time
and place in the setting). In this situation (where they are reading for
example "best sellers", detective stories or romantic fiction) the reader is
more likely to be interested in the content of the narrative. The author may
manipulate the structure of the narrative so that some aspects of the content
are emphasised, and so that the readers can make predictions about the kinds
of events and actions that might follow. In such examples the speed at which
the structure of the text might be comprehended is not an important issue,
what is more important is the effect that the variation in the structure will
have on the reader's comprehension of the content. Clearly, this has not been
the concern of structural models.

According to the generative grammar models, comprehension would seem to
be the construction of an ideal structure fram the given input: the
structuring having resulted from application of rules to a text the content
of which has already been camprehended in some way.

It can be concluded that generative grammars are inadequate to account
for the generation or comprehension of the structure of a particular text
because of their flexibility to describe the general and abstract aspects of
all typical texts. This flexibility prevents them from constructing or
analysing the structure of any specific text unless there is some existing
representation of the content. And yet the models do not incorporate
procedures which will account for the inclusion of the content of particular
texts. The contribution of the models to an understanding of the
comprehension of texts is that they describe the structural constraints which
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surround the prodoction or analysis of a type of text and that they
demonstrate by use of examples that these constraints exist when the reader is
recalling the content of actual texts. However an assumption that a simple
story structure has primacy in models of text structure can be misleading.
'Ibiswill be discussed further in Chapter Ten.

b. The structure is created from the content of the text.
Case grammar (Fillmore, 1968), coherence graphs (Kintsch, 1974; Kintsch

and van Dijk, 1978 and Kintsch and Vipond, 1979) and Scenario (Sanford and
Garrod, 1981) models describe the process by which the structure of a
narrative is created from the content of the text.

Case grammar describes the semantic structure of text content by means of
rules which focus initially on the constraints Unposed by the semantic content
of the verb. This means that the rules are working on small inputs of text
(that is, the initial input is as large as the point at which the first verb
is encountered). Althol.J3hgeneral categories can be imposed upon individual
verbs because they have semantic properties in common (and in some respects
the semantic qualities of the verbs are comparable to the ·primitives" of
Schank and Abelson, 1975) and also upon the noun phrases that are pennissible
in conjunction with the verb on the basis of these categories, it is knowledge
about semantic properties of IndIvIdual verbs that allows the reader (or the
text creator) to decide that two or more verbs constitute a particular
category. It is not that categories pre-exist and that the reader/writer fits
the verbs into them. Thus the categories are loosely defined and the number
and type of related noun phrase cases is tentative. propositions, which are
the basic uni ts of Case Grammar, are made up of the verb and its connected
noun cases. Fillmore was concerned with uncovering universal rules by which
text could be produced and analysed. As a result his work looked for
commonalities within and between the structure of languages.



Chapter Nine page 174

Kintsch was not concerned with the underlying structures of language
meaning and the universal aspects of the Case grammar. He assumed as his
starting point that texts do accord with these rules and in his model he used
case grammar as a means of breaking down the text into small units or
propositions. He then used the cases within the propositions to demonstrate
the coherence between propo sftIons , At this point Kintsch (1974) was not
looking for deep underlying meaning or structure but the surface coherence of
the text.

In his 1974 model Kintsch analysed texts into propositional units to

produce a coherence graph. This gave an idealised analysis of the text
showing the referential connections that held the text together as a complete
unit. In this version, Kintsch's (1974) coherence graph described the process
as it applied to a complete text with no constraints upon the size and mnber
of units processed. Like the generative grammars described in the previous
section it required some total representation of the complete text so that it
could make all the possible connections in the content. It>wever, Kintsch and
van Dijk's (1978) cyclic model described the process by which the reader might
produce this structure from a word by word left to right input of text. The
process by which the text was analysed (proposition by proposition) was
constrained by the limitations of the capacity of working memory. The
resultant structure was a graph of the specific text, its shape being
dependent on the connectedness of concepts within and between the propositions
and on the limitations of the reader's working memory which constrained the
possible connections which could be made.

Sanford and Garrod's (1981) Scenario model also describes the process by
which the structure of an individual text is created from the content.As with
Fillmore (1968) the analysis of the text is initiated by a semantic
decomposition of the verb, and the structure of the sentence is created from
the semantic links between the verb and the rest of the sentence. The model



Chapter Nine Page 175

does differ from case grammar in that there is a fixed number of primitive
meanings to which the verb is decomposed. Unlike Kintsch (1974) Sanford and
Garrod use the decomposition of the verb and its deep semantic meaning as the
basis of the model. The process and the similarities and differences between
the Scenario and coherence models are described in some detail in Chapter
Seven. What is relevant to this discussion is that although they deal wi th
different levels of meaning both models view the relationship between content
and structure in a similar manner: that is, according to these models the
structure is derived from the content and is based on the semanticity or
"meaning" of the text.

Kintsch and van Dijk (1978) have proposed a further stage in the
coherence model. This describes the process whereby the reader's knowledge
about story structures constrains the production of a summary of the story.
propositions which fonn the coherence graph are further processed to produce a
structure which is relevant to the stored ideal structure. Like the generative
granmar models this essimes two stages of comprehension, but it differs from
generative models in that it focusses on the process by which content is
shaped in accordance with these structures.

The models which have been described in this section are concerned with
the process by which structure of a text is derived from the content by the
reader. In these models the content and its semanticity are of prime interest
and the structure is created from and is reliant upon the content.

c. Knowledge-based structures.
A third approach to the relationship between the content and structure in

the comprehension of text is that the text representation is structured
according to stored knowledge based structures. According to these models
(Scripts: Schank am Abelson 1975; Frames: Minsky, 1975 ; Schema: Neisser,
1976; Fact structure: Kintsch, 1979) the reader integrates the content of the
script into his/her pre-existing stored knowledge. The models each assune
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different kinds of structures for the knowledge and differing degrees of
flexibility in their operation (these differences have been discussed in
Chapter Four) but they agree that the structures are based on experience that
has been gained from interactions with the world and that the knowledge from
this has been formalised into structures. The structures are used and modified
in the compcehension of newly input information.

Schank (1981) has recently modified his notion of Scripts. Initially they
were conceptualised as plans for direct experience (say, a visit to a
restaurant) which had been repeated and modified by continual experience
until they were stored compiled as a structure for the planning or
canpreherxHng of that experience. The interaction between the canpiled
knowledge and new experience (either direct experience or ex[~rience gained
from texts) was two way: new information could be added to the existing
structure or the knowledge which was stored in the existing structures could
fill in anissions in the input (for example, the koowledge that a
waiter/waitress would have brought the food in between ordering and eating).

His modified version (1981) is more economical for the storage of
information. Instead of there being precompiled scripts for each kind of
experience (for example, "visit to French Restaurant"invisit to snack bar" or
"visit to Pizzeria") knowledge is stored in general (for example, all eating
places have food, tables, crockery) and specific categories (for example,
French Restaurants have waiter service). In this way general information
gained in one experience can be applied to other experiences for retrieval or
comprehension processes.

These models assime that the content of the text is structured during the
comprehension process and that pragmatic or world knowledge structures are
applied to and changed by the comprehension process.
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Sumnary.
The three approaches which have been discussed perceive the relationship

between the content of the text and the structure of the text representation
in quite different ways. All agree that a structured representation is an
outcome of the comprehension process. It is the fonnation of the structure
that differs. According to the different model s it is seen primarily as a
syntactic, a semantic or a pragmatic structure. The syntactic structure is the
result of stored rules about structure imposing a structure upon the content;
the semantic structure is a result of stored rules about semantic
relationships creating a structure from the content and the pragmatic
structure is a result of interaction between stored structures of pragmatic
knowledge and the content of the text.

Each of these approaches tacitly accepts the existence of the other
structures (Kintsch's final model,1979, incorporates all three aspects) but
stresses the competence of their particular model to deal with aspects of
comprehension which one or another model is inadequate to explain. All depend
for their explanation upon texts which are in same way restricted or are
specially constructed to support their arglJDent.

In all these models it is asslJDed that the comprehension process relies
on the content of the text am when the text does not comply with the rules of
the model then it is rated as being incomprehensible. For example, according
to the Kintsch models if the text did not cohere then it would be
incomprehensible and according to Schank and Abelson's Scripts input which did
not relate to a script would not be comprehended. It is in this respect that
the models differ from the content based models (for example see Bransford and
Johnson's, 1973 work in Chapter seven). These smw comprehension to be a
contribution which is made by the reader, that is in situations where the text
is not coherent or sensible, the reader will create elaborate inferences to
link the text input with stored knowledge about the situation described.
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Representation of the Content of Text in Memory.
All the models agree that as the content of the input of a text is

encoded it is transformed in some way. The hypothetical form it takes differs
according to the perceived structural changes of the particular model. The
various models see the content of the text as being encoded according to their
particular structural perspective. However they differ basically in that some
models propose that there is a separate representation of the text content
whilst others assume that text is stored as a part of a more general memory.

a. Models which have a separate text representation.
There are two basic kinds of model which see the text as a separate

representation in memory, Kintsch and van Dijk (1978) and Sanford and Garrod
(1981). The Kintsch model proposes that there is a representation which is
held for further processing and is then stored as a structured text. Kintsch's
(1979) model sees the process as one in which there are parallel processes of
coherence formation and meaning extraction, followed by the macroprocess.
DUring the macroprocessing the macrorules extract an overall gist which
accords with some overall structure. Information which is present in the
coherence graph but which is not relevant to this structure is stored in a
separate and more general memory. Story granlllarsconform to this second
(macrostructural) stage of the model. Implicit in the story grammar models is
some earlier stage in which a temporary representation of the story is formed
and the structural rules operate on this.

The Scenario model of Sanford and Garrod (1981) also proposes that there
is a separate text representation. However this is stored directly from the
encoding without reprocessing further into a more general structure. The text
is stored for a leDJth of time as an encoded structure in a long term text
representation. OVer time the structure fades and the informational content is
absorbed into the general long term memory, where it serves as a base for
future scenarios. Both types of model are based on the linguistic features of
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the text.

b. Storage of text as a part of a more general memory.
Models which propose that text input is stored as a part of a more

general memory are those which see text as general information input in which
the content of the input is encoded according to general conceptual semantic
and/or pragmatic knowledge and not primarily according to linguistic
distinctions and grammars. The three main types of models are the semantic
network models, particularly the <)lillian (1969) and the Anderson and Bower
(1973) HAM models; and the "constructivist" models of Bransford et al (see
Chapter seven) and the "primitive" or decomposed models of SChank and Abelson
(1975) •

The main difference between the models is that the semantic network
models imply that koowledge is stored in a propositional form and can be
retrieved entirely when (or if) accessed. The other models assime that the
infonnation within the story is integrated (Bransford) or disintegrated
(Schank) and then combined wi th other stored knowledge such as spatial and
temporal knowledge about events and concepts.

The form in which the information is stored is only one of the issues
that separate the semantic network models from the pragmatically based
"constructivist" models. A further issue which is connected to the process by
which infonnation input from text (or from other sources) is integrated into
stored knowledge will be discussed in the next section.

Sl.IIIIIary.
The two main differences between the models on the issue of the storage

the context of a text representation centre around the problems of:
(i). Whether the text is stored as a separate representation or a part of
a general memory representation and
(11). Whether the content is decomposed into primitives or not.



Chapter Nine Page 180

The first issue is the one which divides linguistically based models from the
world knowledge models; tilesecond issue is one which separates world
knowledge models into those which are based on the representation of
conceptual information in the text and those that are based on a
representation which incorI~rates pragmatic knowledge activated by the
concepts in the input.

The processes wilich may be involved in the comprehension of text.
It has already been said that the comprehension of text is a process in

which the input is in some way connected wi th the stored knowledge of the
reader. Two of the issues that arise from the models which describe this
process have been discussed and these have highlighted the differences which
arise from the perspectives which primarily consider the syntactic, the
semantic and the pragmatic structural aspects of the process. Further
discussion has considered the differences which separate the linguistic
approach from the world knowledge approach on the issue of storage of the
content of the input. More specifically the differences have been examined
which arise between the models which assume that the content is stored in a
recoverable propositional form and those which assume that the informational
content of the input is transformed ei ther by expansion or decompo sft Ion ,

The third issue which is to be discussed is the actual processes by which
the information in the text is integrated with the stored knowledge of the
reader. In order to do this the issue will be discussed in relation to the
three perspectives of text representation: that is, as an encoded
propositional representation; as a decomposition into a primitive underlying
semantic meaning and as a representation in which input is linked to stored
knowledge by links which indicate the significance of the input to that which
is already known.
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a. The propositional storage ftt>dels.
These models are the semantic network models, in particular HAM (Anderson

and Bower, 1973) which has been extended by the work of Reder (1979). This
particular model asunes that content of the input is stored in the terminal
nodes of a network of associations. As the input is encoded into this network
the associations with which the input concepts have prevlou'31y been encoded
are activated. A consequence of this (according to Reder's theory) is that the
input is elaborated by these activated concepts and they automatically become
a part of the canprehension process. This means that the input is
automatically enriched by pre-existing knowledge of the concepts and the
representation is tagged with these additional associations. The elaborations
are utilised if the reader has to make plausibility judgements about the text.
He/she also becomes aware of these elaborations if subsequent input
contradicts them. Other than in these cfrcunstanees the reader remains unaware
of them. The implications of this process are that unless there has been prior
connections between concepts then the connections are not made and the input
remains isolated from other nodes in the network and is not therefore
integrated with existing world knowledge.

b. '!heDecanposition of Meaning ftt>dels.
These models (Schank's primitives, sanford and Garrod's Scenarios) assume

that input is decanposed into a primitive deep meaning which allows a
framework of expectations to be created for the incoming text. If the input
does not fill the slots in this framework then a new framework is created into
which the input will fit. This creation of frameworks continues until the text
has been processed. Frameworks which have been created are accessible and can
be recalled if required in the process.The implications of these models for
comprehension is that unless there is a pre-existing action based connection
between items of information in the input, they will not be linked. New links
will not be constructed to create new inSights into the material and
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figurative or metaphorical use of language will only be comprehended if the
verb content implies the same primitive action between two concepts. This
model is not creative and could only interpret text in tenns of what is
already known.

c. Construction of meaning models.
These models are concerned with the process by which the reader makes the

input meaningful. The meaning can be constructed between itens in a text, so
that certain aspects of the text become meaningful because they can be linked
to other items in the text. For example, in a sentence such as "The man who
wore brown shoes had to stoop to get through the doorway", the stoop would be
significant because it meant that the man could not easily get through the
doorway if he was upright. It is likely that recall would contain some mention
of his height and that the colour of his shoes would not be recalled unless
cued or prompted and thus made significant.

The meaning can also be constructed by the links that are created between
the content of the text and the reader's general knowledge about the
situation. Bransford and Johnson (1972) have shown that it is necessary to
activate world knowledge in some way before the text is input so that the
reader can create the necessary links. It is this need to activate the
appropriate context that separates "Associationist" models from the
"Constructivist" ones. In Associationist models previous associations are
automatically activated; in Constructivist ones specific contexts have to be
constructed to accamodate the input. The differences between the models has
been discussed in Chapter Eight. The same kinds of differences have also been
discussed in relation to the linguistic models of Kintsch (1979) and Sanford
and Garrod (1981). In the discussion about the meaning structure of texts, it
was stated that Kintsch offered no explanation for the selection of particular
frames for the input of text to the meanings but that the frames were related
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to non lingustic knowledge about the total situation that was being described.
Sanford am Garrod, on the other ham, derived their frame from the primitive
meaning of the verb content of the text. It would seem that the Kintsch (1979)
meaning process relies on the same construction from pragmatic knowledge as
that described by Bransford and Johnson but in neither case is the process by
which the information is activated made clear.

The implications of the constructivist models are that linguistic
knowledge on its own is not sufficient for succesful comprehension. Unless the
reader has the appropriate pragmatic knowledge to form a framework with which
to link tile text and prestored knowledge then comprehension cannot be
effective. A further assumption is that specific and appropriate non-
linguistic knowledge must be activated if the comprehension process is to be

effective. The frame~ork is not one that consists of prior associations
between,certain concepts which are automatically activated but one that is
significant and relevant to the combination of concepts which together make up
the text. 'ttlisis so even if there has been no previous association between
the actual concepts and the activated knowledge. 'ttleprocess by which this
creative aspect of text comprehension is effected has not been explored.
Research which has been carried out in this area has involved methods which
instruct the reader to make links by which to remember a sentence
(Masson, 1979) or has used cued recalls to test whether the reader has Inade
the links (Stein am Bransford, 1979). Goetz (1977) has shown the conditions
under which certain links are made. The question remains whether the reaoer
will do this spontaneously and if so how this can be investigated and
measured.

Measurements of Comprehension.
The extent to which a text is comprehended can not be measured directly.

All that can be measured is what can be retrieved, and what is retrieved is a
function of the retrieval instructions that are given to the reader as well as
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what has been comprehended from the text. pichert and Anderson (1q??, see
Chapter Seven) and pratt, LUszcz, MacKenzie-Keating and Manning (1q82, see
Chapter Four) have demonstrated adequately how recall instructions can
influence both the content and the structure of what is recalled. Both the
instructions and the text are influenced by the design of the experiment. For
example, one cannot measure the reality of a proposed hierarchical storage
structure unless one creates a text which includes concepts which would appear
at various levels in the hierarchy. And certainly one can not decide whether
there is any reality in the model unless the instructions present a specific
task by which those distanGes can be measured in some way. In this eXClTlplethe
instructions and the text present the reader with a very specific task from
which it is possible to make certain statements about the differences in
response time and to correlate this wi th hierarchical structures. 1ilis des iqn
does not allow any spontaneous comprehension processes to be expressed or
measured. At the other end of the scale Edu=ational tests of comprehension
have based their measurement on items which can be scored from information in
the text. These tests allow for the expression of spontaneous and creative
constructions but such expressions can easily not be measured because they do
not accord with a standardised marking scale. False recognition paradigms
allow for the measurenent of constructed responses but do not allow for the
free expression of constructions. The plausibility of their content may allow
readers to "recognise" constructions which they may have never made
spontaneously.

What is measured as comprehension then cannot be freed from the
experimental design, the text and the instructions and to measure spontaneous
constructions in the compcehension of text in isolation from these variables
is imIX>ssible.

TO measure what the the subject produ=es when asked open ended questions
about a text is possible although such measures will perhaps influence the
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subject to construct infonnation which he may not have otherwise have
constructed because it was not relevant to his own personal interpretation of
the significances in the text. In this situation such a problem seems
intractable.

Implications of the Issues/Models for the Comprehension of Complex Texts.
The models of text analysis and construction which have been discussed so

far have mainly used simple texts as examples and models. These have been
either simple sentences or propositions or simple stories. Whilst these have
been suitable to elicit the information that was required by the experimental
design, they do not resemble the texts that are regularly read outside an
experimental situation.

The use of single word and single sentence texts as stimulus material for
the study of discourse processes has frequently been criticised on the grounds
that their simplicity is inadequate for models of complex processes and that
the structure and content of each sentence interacts wi th that of other
sentences wi thin a continoous text and does not only add to them. Because of
this it is not possible to construct a model of the reading process from
single isolated words or sentences and then transpose it to a longer text. It
is in response to such criticisms that models of continuous text have been
built. However the same criticisms lIaY,tlelevelled at models of simple texts
:that is they are inadequate to describe either the structure or content of
complex texts.

Simple stories have been studied because they have a clearly definable
structure which can be described by a set of rules. If the structure of a text
can not be described by these rules then by definition it is not a well
structured simple story. The content of the simple story relates to one main
protagonist and describes either a series of events which either occur in
sequential order or which occur in relation to a well defined goal. Because
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both the content and the structure are simple they are predictable.
Characters are not complex because they follow a well structured sequence and
their goals do not conflict with those of other important characters. But
because of their simplicity, their predictability and the lack of
complications simple stories are incredibly boring and are rarely read for
pleasure.

Narrative stories which sell well and are by definition read by a lot of
people mayor may not have a well defined overall structure. Within the
overall structure of the total text there are Chapters and even paragraphs in
which the structure is not simple and straightforward; in which there is more
than one important character and in which the goals of the characters are not
well defined or in accord. In such texts the structure and the content are not
predictible. It may be that tentative hypotheses (such as those proposed by
Neisser 1976, see Chapter 'l\«» are constructed and then confinned or denied
as the text progresses. '!his statement can be supported by the use of the
opening paragraph from a "best seller" which will illustrate these points.

"Jenny Fields was arrested in Boston in 1942 for wolD1ding a man in a
movie theater. It was shortly after the Japanese had bombed Pearl Harbour
and people were being tolerant of soldiers because suddenly everyone was a
soldier, but Jenny Fields was quite firm in her intolerance of the
behaviour of men in general and soldiers in particular.In the movie
theater she had to move three times, but each time the soldier moved
closer to her until she was sitting against the musty wall, her view of
the newsreel almost blocked by some silly colonnade and she resolved she
would not get up and move again.'!he soldier moved once more and sat beside
her."

(Extract from John Irving, "The Wbrld according to Garp", 1978, p.l.)
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a. The Structure.
The surface structure of the text can be divided quite neatly into

three parts: the outcome, the Background (or setting) and the Events.
(i). The outcome:

"Jenny Fields was arrested in Boston in 1942 for wounding a man in a mov ie
theatre."

(ii). The Background:
"It was shortly after the Japanese had bombed Pearl Harbour and people
were being tolerant of soldiers because suddenly everyone was a
soldier, but Jenny Fields was quite firm in her intolerance of men in
general and of soldiers in particular."

(iii). The Events:
"In the movie theater she had to move three times, but each time the
soldier moved closer to her until she was sitting against the musty wall,
her view blocked by some silly colonnade and she resolved she would not
get up and move again. The soldier moved once more and sat beside her."
However the time structure of the paragraph (W1en presented in this way)

is not simple and straightforward. The initial statement (i) follows in time
after some missing event which follows (iii). If ti1e structure of the text is
changed to create a sequential time structure - for example, (ii) then (iii)
then (i) - then the content is also changed. For example, the "It" at the
beginning of section (ii) refers to the arrest in section (i). If section (i)
is removed or put into a time sequence then "It" becomes a general non-
specific introduction. As a further example tentative hypotheses about the
goal of Jenny Fields (iii) W1ich could be made on the basis of the information
about her arrest, would change if this information was not given until last.
Therefore one of the ways in which this paragraph has become complex is that
the time sequence of the events clashes with the structure of the plot: the
arrest in section (i) is in effect a setting for the interpretation of events
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which follow it in the text, but precede it in the time sequence.

How the structure and content in the Garp paragraph relates to the theories in
the review.

'!be previous section of this chapter showed that the surface structure of
a paragraph from complex text can be neatly divided into three sections.
Theories such as that of Kintsch (1974) and Kintsch and Vipond (1979) Which
are concerned with the coherence of text would be able to produce a
representation of the text. These theories are however not concerned witi1 the
meaning structure of the text. Sanford and Garrod's (1981) model would be able
to produce a meaning structure for the separate sections but would not connect
the Scenarios except by means of the characters and the roles. An overall
meaning structure of the total paragraph would not be created if the links are
not explicit in the text. The text representations produced by these models
would not reflect the complexity of the meaning structure.

Simple story grammars would be able to describe either the sequential
structure of the events or the causal structure of the events according to the
goals of either Jenny Fields or the soldier. The previous section described
the inadequacy of these self contained descriptions for a complex text and
this inadequacy was emphasised as the complexity of this particular text was
explored.

Eventually one must ask why the author has structured the opening
paragraph of his text in such a complex way and more specifically how such
complexity relates to the general goals of a writer. But perhaps such a
discussion is best left until after theories relating to the process by which
the reader links the content of the text to his knowledge of the world have
been discussed in relation to this particular paragraph.

'Itlemain distinction between the "Associationist" theory of Reder and the
"Constructivist" theory of Stein and Bransford is that Reder proposes that the
links between the text and knowledge of the world are made automatically on
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the basis of prior associations and that the current context has no
significance in this process whereas Stein and Bransford would see the links
being made to highlight the significance of concepts within a specific
context. In the comprehension of the Garp text a construction which is made on
the basis of what is or is not significant may be a very individualistic and
ididosyncratic decision. For example, the colour of Jenny's hair, her height
may be generally of very little significance and therefore any elaborations
which the reader makes about these qualities may be made in a very automatic
manner. On the other hand elaborations about why the soldier IOOVed closer or
why she moved away should generally be made to clarify the reasons for the
characters moving about the cinema. Other elaborations such as her /his age
and appearance may be made autanatically but not seem to be significant unless
the reader is asked about them in a test of comprehension. Asking direct
questions about these factors may lead the reader to construct a link to make
them important or significant as a response to the question and not as a part
of his/her own construction of the meaning of the text.Again this leads to an
intractible problem if compcehension is tested by means of direct questioning.

Tb return to the question of why the author might construct the text in
this particular form, it is first necessary to ask why the author has written
the text at all. At a very broad level of explanation it can be said that the
author would want his text to be read and that he would write it in such a way
that it would appeal to as large a p:>pulation as possible. If a novel or a
narrative is to appeal to a reader then the reader must want to read more
about it and it would seem that one way to ensure that the reader wanted to
read more is to ensure that he/she becomes involved. One way in which this
involvement might be achieved is by the creation of a text which is
sufficiently complex in structure and content for the reader to create a
variety of predictions at several different levels about the characters and
the events and the overall structure. Ho~ver it must be coherent and have
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sufficient predictability for the reader to confirm some of his hypotheses at
one level ~lilst at the same time leaving ambiguities and uncertainties at
other levels for the creation of new speculations and hypotheses.

It is not possible to measure the intentions of the author from the text.
It is however possible to obtain responses of subjeccs to the text or to
various sections of the text. An analysis of these responses will indicate
whether the reader does become involved in this way; that is whether the kinds
of predictions made by subjects in response to sections of the text will vary
in a reliable way.

Ways in which these responses might be elici ted and analysed are explored
in a pilot study described in the next chapter.
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CHAPTER TEN

Experiment One: a methodological exploration.

Introduction.

Structural Models of Narratives.
Experimental work which has supported the structural models of text

comprehension has shown tl1at the structure of a text affects the ease with
which it is comprehended and recalled. Bower (1976) showed that disruption of
the structure of a story which originally conformed to an ideal structure
interfered with what was comprehended and recalled. Stebbing and Raban (1982)
have shown that 7 year old children who are beginning to read will comprehend
and recall a goal structured story more easily than a temporally structured
story. They have also demonstrated that a goal structured story is better
recalled in temporal order than a temporally ordered narrative which has no
overall goal structure. Bower (1976) has demonstrated that a goal structured
story is more easily recalled than a story that has only a temporal structure.
From these limited examples it can be concluded that structure and order are
important for the comprehension of a story and that the structure of a goal
based story is of more importance in comprehension and recall than a simple
list of events in which the order of the sequence has no particular
significance. It could be argued that one reason for this is that the reader
will become more involved in a story which has a goal based plot because
she/he anticipates the structure and on that basis is able to make tentative
predictions about the outcome. Further it can be argued that in a simple story
the accuracy of these predictions is aided by the regular structure because
the apparent predictability of the structure leaves the reader free to
speculate about the content. These arqunents assime rowever that the reader
is certain about the structure and that the structure is predictable and
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regular from the outset.

Research into the structure of simple stories (Rumelhart, 1975;
Thorndyke, 1976; Bower, 1976; Mandler and Johnson, 1977; and Stein and Glenn,
1979) has shown that a structure can be created on the basis of optional,
regul<ir rules. When these rules are reversed for the comprehension of a story
it is not possible to be certain about the final structure of a story until
the final event has been processed. The research (which has been concerned
with the structure rather than the process of text analysis) has not
established the point at which the reader is sufficiently certain of the
regularity of the structure to be able to proceed on the basis of this.
Because these studies have been limited to the grammars of simple stories
research has proceeded as if this is the only structure of which the reader is
aware and it seems to have been assuned therefore that he/she does not have
to make a decision about the kind of structure being used.

Most stories do not have a simple structure. However if the simple story
perspective is adhered to then it would be easy to concfude that the optimal
conditions for comprehension are those in which the development of the text
follows a well structured form in which there is a clearly defined goal
structure. Even more beneficial would be a situation in which all stories were
presented in this way so that the structure could be taken for granted because
there were no alternatives to consider. Such conclusions would be misguided
for several reasons. One of the reasons (discussed in the introduction to this
thesis) is that a text which is easy to comprehend may quickly become boril1<J

because it demands no major contribution from the reader. Another reason is
the more tangible evidence offered by Bower (1976) that repetition of the
structure eventually leads to confusion of detail to such an extent that the
reader would be lU1able to disti1'lJuish the content of one story from the
content of another.
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It would seem that the process involved in the comprehension of
narratives may be considerably more complex than is assumed by structur~l
models of simple stories. This would be because there are alternative
structures for text and the reader cannot confidently decide until the story
is read which of these structures has been used. Thus arqiment.s which depend
on the assumption that the structure of simple stories can be taken for
granted at the outset is invalid because the reader cannot be sure until the
story is read that the simple structure is what has been used or (as will be
discussed later in this introduction in relation to experimental work carried
out by Goetz, 1977) Which simple structure has been used.

If readers cannot'be sure about structure they may process content in at
least two ways: they may make tentative hypotheses about prior and future
events and about the characters which they will seek to confirm in the
incoming text (as is suggested, for example by Neisser, 1976); or they may
make no ongoing predictions but instead make any necessary inferences when the
reading is complete and the reader has become certain about the significance
of information in the preceeding text to the outcome (as is suggested ,for
example, by the work of stein and Bransford, 1979 and Goetz,1977).

'1be Effect of the OUtcome on the comprehension process: some speculations.
'Ibe strength of producing stories according to the rules of generative

gramnar is that both the content and the structure lead up to an outcome such
as the achievement of a goal or the solution of a problem. In a simple story
there is always a highly predictable outcome, particularly when the goal of
the protagonist is presented at the outset, for exanple " <:nce upon a time
there was a prince who wanted a wife." or "There was a farmer who wanted to
get his cow into a barn." This predictabilty is often exploited as in short
stories or in jokes when the reader is leads towards a predictable outcome and
then is presented with a divergent solution or outcome.

Goetz (1977) demonstrated that the outcome of a story affected the
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inferences made by the reader after reading the complete text. He demonstrated
that readers make inferences about those events which are significant or
important to the outcome. The text he used described the preparations made by
a business woman for a journey by aeroplane. All subjects were given the same
information about the character and her background. This included information
about her divorce and her career and about a rather general problem which she
had promised to discuss with her son. Then they were told that she arrived
half an hour late at the airport. No reason was given for her late arrival.
One set of subjects were told that her tardiness saved her life by causing her
to miss a flight that crashed. Others were told that she had to wait F.ora
delayed flight. Subjects were given a multichoice questionnaire which included
the target question "she was late arriving at the airport because ••••n• Those
given the first version made the inference that she was late because she had
stopped to talk to her son significantly more often than those given the
second version. Subjects in the second version based their inferences about
her lateness on more general possible causes such as talking on the telephone,
traffic conditions or running into a friend. Goetz concluded that the
imp:>rtance of the outcome led to the inference being constructed and that the
prior event was given importance in this context.

The conclusions which were reached in this experiment were based upon
measures which were taken after the outcome of the story had been read. '!'hey
were therefore based upon a complete structure of the text. Those subjects \\ho
were given the first outcome read a goal structured story. Those given the
second outcome read a list of events which were temporally structured but in
which the events had no particular relevance to the outcome. An alternative
explanation for Goetz's results might be that, as was argued earlier, the
subjects having reached the end of the text were retracing the structure and
relating the content to the structure and making those inferences which they
thought were necessary. Those subjects who were given the goal structured
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story would be seeking a causal relationship which had some significance in
relation to the outcome. Whereas those who were reading a list of events would
be looking for a plausible association. All intervening events are plausible
whereas only the woman's intentions to discuss some problem with her son Wi3S

specifically mentioned and might, on reflection, consti tute a cause that would
be significant in the light of the outcome.

Whatever the process, in Goetz's experiment it is the information in the
outcome which makes her lateness of significance or irrelevant. This
conclusion is the same whether it is argued that this is because of the
content of the outcome itself or because the content of the outcome confirms
the structure of the text.

Goetz did not test his subjects until they had read the complete text.
Therefore it is not possible to decide whether the results are attributable to
the content or the structure of the text.What the experiment did show was that
changes in the structure and the content made by the use of alternative
outcomes do influence the kind of inferences made about preceding events •
Goetz used his data to conclude that inferences are made after reading and
that inference making is constrained by the relevance of the outcome to the
:precedincJJinformation. '!he essimptfon :wo...~ that inferences are made at
recall or on reflection and not as an ongoing part of the process of
comprehension. The conclusions, based on measures taken after the text had
been read, in no way explored the possibility that more tentative hypotheses
might have been formulated during the comprehension process.

It is proposed that tentative hypotheses are made in an ongoing fashion
but that the information in the outcome will confirm or change them. If the
outcome is responsible for the construction of inferences in a story which has
a regular sequence, then changing the order of the structure so that the
outcome is given at the beginning of the story, should mean that these
inferences will be made as the relevant input is encountered. Evidence is
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presented by Mandler and Johnson (1977) that the order is an important factor
in the story structure and that a reader will recall a story in canonical order

il;-
even if/is presented as a flashback (that is with the outcome at the start
and the events which led up to it presented afterwards) • Whilst this is valid
for the conclusion that the structural rules are used in retelling and
recalling simple stories (and the experimental work of pratt, Luszcz,
MaCKenzie-Keating and Manning, 1982, supports this notion), it gives no
indication of the procedures that are used in the processing of the text for
comprehension. Baker (1977) showed that flashback texts are more quickly
recognised when presented in their flashback structure than when presented in
canonical order, which suggests that the originally presented order of the
text can be more Impor tant in the process than the canonical order per se.

Bower's (1976) research showed that disrupted text is less well
comprehended and recalled than text which is presented in the order in which
it was written, demonstrating clearly that ordered text is better remembered
and understood than disordered text. However his research was concerned with
the disruption of simple stories which had been written in canonical order
according to the rules of story grammar and it says nothing about texts which
are deliberately written and presented in a different order from that
prescribed by a simple story grammar. It is p:>ssible (as shown by the Garp
extract in the previous chapter) to produce a well structured, coherent and
comprehensible story which does not comply with simple story rules.

It is proposed that if readers are given a text in which the order is
structured in such a way that they are given the outcome at the beginning the
inferences that they make will differ from those which are made in a tentative
manner (about the same events) \<Ihenthe outcome is not known. If the tentative
hypotheses are expressed, they may be very idi6 syncratic, or may be based on
different areas of the given text. Reder (1976) has shown that given a fixed
number of choices subjects will make highly plausible hypotheses in a
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consistent and reliable manner. Whether or not subjects will make reliably
similar hypotheses when asked to Inake spontaneous predictions remains to be
explored.

Models which have described the process of compcehension (Sanford and
Garrod, 1981; Kintsch and van Dijk, 1978) have not discussed the question of
irregular structure.Sanford and Garrod have described the ongoing processing
of input text in a model which takes no account of the order of presentation
or of macrostructural influence. Kintsch and van Dijk have taken
macrostructural influence into account but have not taken account of
variations in the structure.

Authors, however, do use a flashback technique and readers do process
text which is presented in this way. Although the eventual recall of the
content may be in a sequential and goal structured form the ongoing processing
of different structures must differ from a straightforward presentation.

The experiment which is to be described investigates first of all the
effect of Outcome upon predictions made about events and upon hypotheses about
the appearance and personality of characters.

Methodological problems

problems of measuring the comprehension process.
The main problem of measur ing the process of comprehension of text is

that until the text has been read the procesatrq of it it cannot be measured.
This implies that ongoing processing cannot be measured. Once a text has been
read it is recalled in retrospect and Goetz has demonstrated that there are
kinds of constructions that are only made once the final sentence has been
read. Althotgh the ongoing individual prccessmq cannot be measured, the
problem can to some extent be overcome by assessing the comprehension of
subjects whose reading is stopped at various points in the text.
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Measures of comprehension are commonly made in four ways:
1. The time taken to read the text is measured (Kintsch and Keenan, 1973;
Keiras, 1978);
2. The subject rates the comprehensibility of the text (Bower, 1976);
3. The subject recalls the passage (Kintsch, 1974);
4. The subject is tested either with (a) a recognition task (Rr.~nsford and
Franks, 1971) or (b)with comprehension questions (Stebbing and Raban,
1982; Barrett's taxonomy, 1972).
Collectively all these methods present problems for the measurement of

the comprehension process and individually they present problems for the
collection and quantification of data.

'lbe problems of methods of measurement.
1.:. Reading Time.

The advantage of reading time measurements is that quantifiable data can
be obtained by which to make comparisons between conditions. 'Ibemain problem
of measurements of reading time is that the experimenter has to assume that
what readers are doing during the reading time is processing the text in the
way in which the experimenter has predicted. In reality they may not be

carrying out the particular operation or if they are, this may not be the only
thing that they are doing.

In the present experiment reading time comparisons would not be a useful
method of data collection as readers will be reading differing amounts of
text. A separate consideration is that the experiment aims to establish what
readers are doing at a certain stage at the text by collecting the kinds of
predictions they are making and not by measuring the amount of time which
readers spend processing the text.
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b. Rating.
(i) When subjects rate the comprehensibility of text, they are rating

textual coherence and cohesion regardless of the size or composition of the
text. A jLrlgement of this nature is useful when comparisons are being made
about the relative comprehensibility of one passage against another when the
content and the structure differ.

In the present experiment what is being investigated is the ongoing
hypotheses which the reader makes at each point in the text and not the
relative oomprehensibiltiy of each section.Therefore this is not a useful
method to employ.

(H) However rating scales can be used to investigate the importance of
certain characteristics of protagonists. The problem with such investigations
is that the choice of characteristics has been made by the experimenter and
such characteristics may not have been selected by the subjects if they were
to spontaneously describe the character. '!he advantages of using this method
are that the range of descriptions is controlled by the experimenter. '!he
problem of limits to the range of descriptions and of the equivalence of
descriptive terms used by different subjects seems not to be encountered.
However the problem of equivalence is masked by the assumption that tenns
which are chosen are used in the same way by both the subject and I:h(~

experimenter.
In the current experiment rating scales will be used in this way wi th the

provision that (if required) initial free descriptions of the characters will
be obtained before the rating measurements are made.

l!. Recall.
Recall has been used to compare memory for the text with the original

input text. For example, Bower (1976) and Mandler and Johnson (1977) compared
the order in which text was recalled with the original order; Kintsch (1974)
compared the propositional content of recall with that of the original input.



Chapter Ten page 20"

The advantage of recall is that it is spontaneously produced by the subject
and is not constrained by any labelling of concepts prese.Iect.edhy the
experimenter.

The current investigation is concerned with the constructions that the
subject makes in response to the given text and in particular the predictions
that are made in response to a particular section of that text. In this
situation recall can only be used to examine what aspects of the text are
recalled or what is added to the input text. An inherent problem is ti1at ~1en
the recall contains paraphrase it is difficult for the experimenter to
discriminate between what is added to the text and what is given •

.i!. Testing.
a.Recognition tasks.

Recognition tasks are US~lY used in experiments in which the
experimenter wishes to probe whether or not certain inferences have been made.
In these situations subjects are presented with a statement and asked if they
recognise it. If they 'falsely' recognise a statement which involves an
inference predicted by the experimenter,such recognition is taken as support
for the inference having been made. The use of this paradigm has two main
problems. one is that the subject may never have made the inference
spontaneously but having seen it written down is prompted to make it. The
other problem is that the subject may be aware that the statement was not a
part of the original input but because it is plausible and may even appear to
be a reasonable paraphrase of the input does not reject it.

That subjects do make plausibilty judgements has been demonstrated by
Reder(1976,1979). These studies however have clearly stated that plausibilty
judgements differ from inference making and use different processes.

In the present investigation the central problem is one of investigating
the kind of inferences which subjects make, not confirming whether or not they
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have made specific inferences. Therefore the false recognition paradigm would
not be a useful method of investigation.

b. Asking questions.
Traditionally educational researchers have tested comprehension by asking
questions. The research reviewed in Chapter One described the skill related
questions which were devised to investigate whether comprehension was a single
skill or a multiplicity of subskills. One conclusion which was reached was
that the most commonly ~sed data were those which could be reliably quantified
and as a consequence be collected from closed questions (which could be scored
right or wrong). Open ended questions which required content analysis and
subjective interpretation were generally considered to be ill-suited to a
investigation of skills.

However the current investigation is concerned with the comprehension
process itself and not with the skills which are related to it. In this
context open ended questions which allow the reader to hypothesise about the
next event and the goals of the protaganists, and to elaborate about the
physical and personal qualities of the protagonists are a useful way of
eliciting these speculations. H:>wever open-ended questions whilst providing
the subject with greater freedom of response pose greater problems in terms of
the criteria for content analysis.

Each of the methods which has been discussed poses certain problems for
the collection of data about the ongoing hypotheses which are made in the
process of comprehension. Some methods (for example false recognition
paradigms or asking questions which can only be answered by giving explicit
information from the text) are clearly unsuitable. Other methods are more
suitable. For example, rating scales could be used to assess the relative
importance of certain aspects of the characters and open ended questions to

allow Subjects to speculate about events and outcomes.
An additional method that of selection from multi-choice responses would
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seem to offer potential for the collection of quantifiable data about
characters. This may have some of the disadvantages of false recognition
paradigms (subjects may respond to the experimenter's ideas) but the
plausibility problem will be avoided by asking subjects to select concepts
that are 'likely' rather than asking them to make true/false joogements. The
addition of a 'not applicable' choice will allow subjects to avoid a forced
choice response.

'Ihe experiment.
The experiment which will be described was designed to investigate the

process of comprehension in a text which was well structured but not written
in canonical order and which involved interaction between two protagonists.
The process will be investigated by the analysis of predictive inferences made
by subjects about events and by analysis of their more general inferences
about the characters. Three main methods will be used:

1. Open-ended questions which allow the subjects to make hypotheses about
events and to speculate about qualities of the characters.
2. Multi-choice questions which allow the subjects to select adjectives
and nouns which describe the appearance and personality of the characters.
3. Rating scales which allow subjects to rate the Impor tance of certain
information for an understanding of the events.
The problems which surround the methodologies have been discussed.

Because of these problems a study was carried out to assess the suitability of
the content of the individual questions and the utility and reliability of
each method as a tool for collecting data •
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Method.

Materials.
The text used was the Garp extract described in Chapter Nine. It was

divided into three sections (see Fig 10:1) Outcome, Background and Events.
Subjects.

Eighteen subjects participated in the pilot experiment. There were equal
numbers of males and females. The subjects were mature students from the Open
University who were in their first year of study reading a Social Sciences
Fbundation Course. Th~ subjects were drawn from two successive weekly intakes
of students at Stmner School. All were English native speakers and were or had
been in occupations which demanded a good level of reading skill.Their ages
ranged from 23 to 43 years.

Design.

Six subjects (three male,three female) were assigned to each of three
groups: one group for each condition. In each condition subjects were given
different amounts of the same text.

Condition E: Text given to subjects in this condition contained the Events
section only.Data collected in this condition will provide a base line
measurement of predictions about the events.
Condition BE: The text which was given to subjects in this condition
contained the sackqromd and the Events sections (in that order) .Leta
collected in this condition will allow the effect of the background
information upon the events to be measured.
Condition OBE: The text which was given to subjects in this condition
contained the OUtcome, Backgromd and Events sections (in that order).
The data obtained in this condition will allow the effect of placing the
outcome at the outset to be compared with the two other conditions, in
both of which the outcome would have followed rather than preceded the
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given text if canonical order had been used.
Subjects in all three conditions were given the same set of questions

(see Appendix One).
1.Open ended questions.

(i) Four open-ended questions were asked about the event (Questions 1-4).
(ii) Two open-ended questions were asked about the characters who
participated in the events (Questions 5 and 6).
(iii) One open-ended question was asked which might elicit resI~nses about
the characters or the events (Question 7).

2.Multi and fixed choice questions.
(i) A multichoice question about the characters. This allowed freedom of
choice between two opposing characteristics and a 'not applicable '
category (Question 8).
(ii) A fixed choice question about the setting and tlle experience of the
characters in the situation (Question 9).

3.Ratil'l9 scales.
(i) A set of five-point rating scales which allowed subjects to rate how
important it was to an understanding of the events to have infonnation
about physical, social and personality characteristics of the characters,
and about the time and location of the events.
ii) A further f ive-po Int; rating scale was given which allowed subjects to
rate their interest in reading the rest of the book (Questions I';'and ~1) •

In this pilot study simple comparisons of total and percentage of total scores
will be made. If more than 5';" of the subjects give a similar (in the case of
open ended questions) or the same response then it will be considered that the
question merits further investigation using larger numbers of Subjects.
(The basis on which comparisons can be made in open ended questions will be

discussed under the heading of Content Analysis in the Methods section).
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Fig .HI: 1. Text used in Experiments 1.. and ~

Outcome.

Jenny Fields was arrested in Boston in 1942 for wounding a man in a movie
theater.

Background.

It was shortly after the Japanese had bombed Pearl Harbour and people were
being tolerant of soldiers because suddenly everyone was a soldier, but
Jenny Fields was quite finn in her intolerance of the behavior of men in
general and soldiers in particular.

Events.

In the movie theater she had to move three times, but each time the soldier
moved closer to her until she was sitting against a musty wall, her view of
the newsreel almost blocked by some silly colonnade and she resolved that she
would not get up and move again. The soldier moved once more and sat beside
her.
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procedure.
The subjects were tested in two sessions. There was a week's interval

between the two tests. The procedure was the same for both groups. They were
seated in a section of an otherwise empty lecture theatre. There was at least
one empty seat between each pair of subjects.

The texts were attached to the question sheets and divided into two equal
piles, each pile containing three texts from each condition. The contents of
the pile were shuffled. The texts were distributed in the shuffled order and
were placed face down in front of the subjects. The male subjects received
texts from one pile, the females from the other.

Subjects were asked to write down on the blank page that faced them their
sex, age, occupation (previous occupation if unemployed or housewife) and any
other Open University courses that they had taken. Following this they were
told:

"The task that you are about to carry out involves reading part of a
story. When you have read the story you will be asked to answer questions
based on it.As you answer the questions you may find that you are giving
the same information in a different way. Please give the infonnation even
if you find that this is so. This is not a timed task, so when you have
finished other people may still be writng. If this is so will you please
sit quietly until everyone else has finished.

When you turn over the papers in front of you the story will be on
the first page. Read this at your own pace and when you have finished,
turn over and read the instructions about answering the questions. If you
wish to turn back and reread the text whilst you are answering the
questions please do. please do not discuss this task with the other
subjects until after you have left the room.

Are there any questions? Please begin."
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The subjects then carried out the task. The response sheets were

collected when everyone had finished.

Content Analysis.

The main aim of the analysis was to look at the levels of agreement

between subjects in their selection of responses. Responses were examined to

find those for which there was at least 5~%agreement between subjects within

a group. The following procedure was used to analyse the open ended questions

(Q.1-7) •

Questions 1-3 asked the subjects to stmnarise the events or to make

hypotheses about events which preceded or followed the given events. The

responses to these questions were analysed in terms of their wider context.

'Itlat is where or when the subjects set the events.

QUestions 4 and 7 asked about the wider context: the kind of background

koowledge that the subjects would like or the wider issues which the text

might cover. The responses to these questions were analysed in terms of the

text content which they were based upon.

Questions 5 and 6 asked about the characters. Question 5 asked the

subjects to spontaneously generate words to describe the characters: question

6 asked them to decide who would be the main character in the narrative. 'I11ose

responses to question 5 which used the same noun or adjective were grouped

together and counted. Synonymousterms such as "afraid" and "frightened" were

counted in the same way as those which used the same words. In question six

synonymous terms which indicated the same character were coirited together and

the most often used term (for example, Jemy, her, she) was used as the

collective label.
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Results •
.h~ ended questions.

The responses are presented in three sections: (i) those which answer
questions about events (01-4); (ii) those which answer questions about the
characters (05,6) and (iii) responses to 07. The tables show the categories of
responses for which there is 5~% or more agreement.

(1) QUestions about the events: 0.1-4, see Table 1~:1(i).
The analysis of responses to 01 ("What is happening?") sbows that within

the groups IOOre than 5~% of the subjects in Conditions BE and CBE give
responses which have sUnilar content. However the responses agreed upon do not
differ between groups. So, reading the outcome does not change substantially
the content of the smmarf es produced.

Analysis of the responses to 02 shows that wi thin all the groups IOOre
than 5~% of the subjects give responses which are sUnilar in content. The
content of the responses of subjects in Condition OBE differs from that of
subjects in the other two conditions. Subjects who are given the outcome
attach significance to different parts of the text and relate it to a wider
context when describing prior events.

The responses to 03 show a high level of agreement (66.6% or more) ~thin
each group. However, there is a difference in content of the responses between
groups. Subjects who are given the outcome tend to make predictions which
relate to events further on in time from those made by subjects in either of
the other two conditions. In addition, they make predictions which are
intrinsicially more 'Interesting' (Schank, 1978). Subjects who are given
background information (BE and OBE) focus on events which surround Jenny.

The responses made to Q4 sbow that only subjects in Condi tion (BE) had
more than 5~% of agreement about the content of their predictions. The topic
of their interest 'was more information about her attitudes.' Subjects in
Condition CBE, who had the sarne beckqrcmd information, focussed their
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Coooition. % Agreement
Q1. "What is happening?"

E
BE
OOE

5~%
66.6%
66.6%

page 299

Table 19:1 (i). Events.

Content.

Sequence of events in the cinema.
Sequence of events in the cinema.
Sequence of events in the cinema.

Q2."What might have happened prior to the events described?"
E
BE
OOE

1~9%
83.3%
66.6%

Q3."What might happen next?"
E
BE
OOE

66.6%
83.3%
66.6%

Events in cinema or queue.
Events in cinema or queue.
Experiences related to her intolerance.

Development of relationship.
Assertive action (her).
Legal or psychiatric events
(after her arrest).

Q4."What in particular would you like to know more about?"
E
BE
OOE

33.3%
66.6%
59%

Reason why she IOOVed seats.
BackgrouOO to her attitudes.
Background to her actions.
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interest on other and more diverse topics.

(ii) Questions about the characters: Q5-6, see Table 1B:1(ii).
The words given (Q5) to describe the soldier show more than 5"% aJreement

on at least one of the words in each condition. Subjects who were given the
outcome show some difference in response content from both other groups in
that they tend to see the soldier as being 'persistent.' This attribution may
be made by these subj ects as a means of linking the Events to the OUtcome
(those who did not know the outcome made no such attributions of
responsibility to him).

The responses concerning Jenny (Q5) show no agreement in Condition BE and
very little agreement in Conditions E aoo OBE. In Condition OBE if the two
descriptions "frightened" and "afraid" are added together then there is
noticeable agreement between subjects in this group. However, these
descriptions may have been synonyms generated by the same subjects and in that
case would not represent an increased level of agreement.

The results of Q6 are interesting in that when only the Events are read,
subjects are equally divided in their choice of main character. The addition
of Background or both Backqround and ()Jtcome establishes Jenny as the main
character. Subjects perfonning under the latter two conditions also differ in
the label they predominantly use to identify her, even though her name, Jenny,
is given in both the Background and the Outcane.

(iii) The wider issues: Q7. See Table 1B:1(iii).
In relation to Q7, the level of agreement about what would be the more

general issues discussed in the book did not exceed 58% for any group. However
50% can be regarded as a high level of agreement for responses to a question
which allowed a very wide range of options. It is particularly interesting
that subjects who were given the outcome made predictions based on an
inference that she was psychiatrically disturbed. Such an inference cannot be
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Table l~:l(ii). Characters.
ConcH tion. %Agreement Words agreed.

Q5. WOrds generated to describe each character.
a: (him)

E
BE
OBE

b: (her)
E
BE
OOE

66.6%
66.6%
66.6%

Soldier.
Lonely.
Soldier: Persistent.

33.3%
~
33.3%

Annoyed: Determined.
Frightened :Afraid.

Q6."Who do you think will be the central character in the
narrative which follows the extract that you have read?"

E
BE
OBE

5QJ%
83.3%
66.6%

Lady.
Her.
Jenny.

Table 19:1(iii). predicted wider issues.
Q7. "Based on the ideas in the opening passage, what wider more
general issues do you think the rest of the book might
encanpass?"

E
BE
OOE

5"%
5'"
5'"

wartime relationships.
War am Society.
Psychiatric disturbance.



Chapter Ten Page 212

directly related to text, but is consistent with this group's responses to Q3.
While the addition of the Background has a modifying effect on the responses
made to both this question and Q3, the further addition of the OUtcome
radically alters the interpretation of the text.

Multi and fixed choice questions.

(1) Responses to the multi-choice question: 08, see Table HJ:2(i).
The responses show that there was a high level of agreement within groups

for all four sections of the question (8a him and her,and 8b him and her).
However, there were same differences between the words each group agreed upon.
When asked to select words which described the general aspects of the
characters (Q8b) subjects who were given the OUtcome (Condition OBE) selected
some words which were the same as those selected mder the other two

Conditions (E and BE). However, when asked to select words which described the
characters in the situation (Q8a) there was less overlap between words chosen
by subjects in Condition OBE and subjects in the other two Conditions.

(ii) Responses to the fixed choice question: 09, see Table 19:2(ii).
Generally, the responses show a high level of agreement within each

group. However, while subjects in Conditions BE and CBE were certain (1""%)
that the movie theater was empty, subjects in Condition E were uncertain.
Furthermore, while all groups agreed that the characters did not know each
other and that this was not a new experience for h~, subjects in Condition
OBE were uncertain whether what happened was a new experience for her.
Subjects in the other two conditions were certain but made opposing decisions:
this with only the Events said 'Yes', those with the Background said 'No'.
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Table 1~:2(i). Multi-choice questions.

Condition %Agreement
(over 5~%)

Words agreed upon.

8a.Ratings of the characters reactions to the situation described
in the text.
Him.

E HH2J%
66.6%

Assured.
Controlled.

BE 66.6% Relaxed.
OBE 83.3% Assured: Unafraid.

Her.
E 1f(J~%

88.3%
66.6%

Tense.
Anxious.
Controlled •

BE 199%
88.3%

Tense.
Anxious: Rational.

OBE 1~9%
88.3%

Tense: AnXious.
Afraid: Excitable.

8b. Ratings of the characters more general personality traits.
Him.

OBE

199%
83.3%
66.6%
66.6%

Friendly: Sociable.
Self confident: Self reliant.

E

BE Friendly.
Self confident: Sociable.

Her.
E 88.3% sensitive: Hostile.
BE 1~~%

88.3%
66.6%

Aloof.
sensitive.
Insecure: Hostile

OOE 199%
88.3%

Sensitive.
Insecure.
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Table 1~:2(ii). Fixed choice questions.

Condition %Agreement. Words agreed upon.
Q9: "Do you think that:"

A."The movie theater was fairly crowded or empty?"
E
BE
OBE

Empty/Full.
Empty.
Empty.

5~%
1~~%
1~~%

B. "The characters already knew each other?"
E
BE
OBE

1~12J%
1~12J%
100%

No.
No.
No.

c. "What happened was a new experience for him?"
E
BE
OBE

1~~%
66.6%
66.6%

No.
No.
No.

D. "What happened was a new experience for her?"
E
BE
OBE

88.3%
66.6%
50%

Yes.
No.
Yes/No.

Page 214
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Table 10:3

Items rated as being very important additional information for a better
understanding of the text. Items included in the table are those having
average ratings of less than 2. The rating scale ranged from 1 (Very
Important) to 5 (Not Important).

Condition. Additional Information (Mean rating).
Q10(i): Information about her.

E Lifestyle (1)
Her reasons for going to the cinema alone. (I)
Attractiveness. (1.1)
Attitude: social expectations of herself. (1.2)
Dispositon. (1.5)
Attitude: to men. (1.5)
Attitude: to her own appearance. (1.6)
Age. (1.6)
Status: occupation.(1.9)
Disposition. (1.2)
Reasons for going to the cinema alone. (1.6)
Attitude: to men. (1.6)
Attractiveness. (1.6)
Age. (1.6)
Lifestyle. (1.8)
Attitude: to wanen. (2)

BE

OBE Disposition. (1)
Attitude: to men. (I)
Reasons for going to the cinema alone.(l.l)
Attitude:social expectations of herself. (1.2)
Lifestyle. (1.5)
Attitude: to own appearance. (2)
Age. (2)
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Condition.
Table 1"'.3 (continued).

Additional Info~tion (Mean rating).
Ql"'(ii): Information about him.

E Attitude: to women (1.1)
Atti tude: to social expectations of himself.

(1.2)
Disposition. (1.5)
Reasons for going to cinema alone.(1.6)
Age. (1.8)
Attitude: to women. (1)
Reasons for going to cinema alone.(l)
Disposition. (1.6)
Features. (1.6)
Lifestyle. (l.8)
Disposition (1.5)
Attitude: to women. (1.5)
Reasons for going to the cinema alone. (l.5)
Age. (2)
Attitude: to social expectations of himself.

(2)
Social status. (2)

BE

OBE

Q1"'(iii): Infonnation about the setting.
E
BE
OOE

--- (00 high ratings) ---.
The country,
The neighbourhood.

,--------------.-------------------
Ql1. "How interested are you in reading the rest of the book?"

(1= very interested, 5=not at all).

Condition Mean rating
E
BE
OBE

3.83.
2.83.
2.16.
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~ Rating Scales: Q10-11, see Table 10:3.
The responses to Q10(i) and (ii) show a high level of agreement between

the groups in the rating of items (about 'her' and about 'him') considered to

be 'very important' in understanding the text. Responses to 10 (iii) reveal
agreement between subjects in Conditions BE and OBE about the kind of
backqround information which would be useful. The greater the amount; of
infonnation given in the text, the more specifically they identify the
additional information they require.

The results for Q11 show an increase in interest as text is added (from
Condition E to BE, and fran BE to OBE). It is not possible at present to say
whether this is due to the increase in information, the content of the
additional infonnation or the structural fo~ of presentation. However, it was
noted earlier that the results for Q3 ("What happended next?") suggested that
the predicted content of the rest of the story is more 'interesting' (Schank,
1978) for Condition OBE than for either Condition BE or Condition E.

Discussion.
The main aim of the experiment was to dete~ine whether the design and

the type of questions used were suitable for investigating the effects on
comprehension of varying story order and content. specifically, two main
questions were asked:

1. Are the hypotheses stated by Subjects who did not know the outcome of
the story similar to each other or idiosyncratic?
2.Does placing the outcome at the beginning of the text change the kind of
predictions made about the events in the story and the hypotheses made
about the characters?
In general, the open-ended questions produced reliable data which related

to the two questions above. 'Ibis will be discussed in detail below. The open
descriptions of characters (Q5), however, provided less useful measures. The
main problem in the analysis of Q5 was the subjective problem of deciding
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which responses were synonyms and which were not. Most decisions required
speculation about; what the subject might have meant by the use of particular
words. Such decisions made on the basis of single words were too subjective
and were also complicated by the fact that the sarne subject may have generated
synonymous words to describe the character. In the end only use of the same
terms was scored.

All but two of the descriptive words given to describe the soldier were
drawn directly from the text. These two exceptions ("lonely" from Condition BE
and "persistent" from Condition OBE) provide some support for the proposal
that giving the Outcome changes the interpretation of the information which is
given about the backgrotnd and events. No further information is given ebout
the soldier in the Outcome, but the information about his behaviour in the
cinema which is described in the Events is interpreted quite differently. The
words given to describe Jenny tend to be idiosyncratic in all conditions.

The multi-choice questions (Q8a and 8b) provided useful data. The
responses indicated that there were differences within and between groups when
subjects were asked to describe the characters' reactions to the situation,
but the responses were remarkably similar when subjects were asked to indicate
their more permanent characteristics. Further investigation with a larger
sample is needed to confirm these differences. The rating scales provided
reliable measures. Subjects in all three conditions mainly agreed about which
aspects of the characters it was important to know more about. The information
obtained from this question will be used to produce more precise open-ended
questions about the characters for the next experiment. Rating scales will
also be used as a more direct measure of the characters or the events.

1. Are the hypotheses stated by subjects who did not know the outcome of the
story similar to each other or idiosyncratic?
Subjects in Condition BE had high levels of agreement on all but two



Chapter Ten Page 219

questions: Questions 5b and 7. Indeed, subjects in all three conditions tended
to give idiosyncratic responses to these questions. The suitability of these
questions for further investigation is raised again below. Subjects in
Condition E also showed generally high levels of agreement. However, they gave
idiosyncratic responses to Questions 1 and 6. These idiosyncratic responses
only occurred in this Condition. Once Backqround information was added to both
these questions subjects (Condition BE) produced responses which could be
placed in a single category.

The results presented in all three tables show no general differences in
agreenent between subjects within these t\<t'O conditions (E and BE). on the
whole, they indicate that subjects do make ongoing inferences which are
plausible given the content of the text, that they make these on the basis of
small amounts of information and that the content of these inferences is
similar amorgst those who have read the same portion of text. Neither the
responses to the open ended nor the multi-choice questions provide support for
the idea that inferences are only made when the outcome indicates the relative
importance of the ongoing tex t.

These results need to be confirmed by an experiment which uses a larger
nunber of subjects. It will also be necessary to obtain some independent
measure of reliability of the subjective categorisation of responses to open-
ended questions.

2.Does placing the outcome at the beginning of the text change the kind of
predictions made about the events in the story and the hypotheses made about
the characters?

The results section shows that there is evidence to support the idea that
ongoing inferences are made about events and about characters and that these
are changed by the outcome. Placing the outcome at the beginning of the text
does change the kind of inferences which are made and provides the reader with
the basis for making more specific hypotheses.
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When subjects were asked "What might have happened prior to the events
described?" (Q2) the responses given by subjects in Confition OBE refer to a
wider context ("experiences which are related to her intolerance ") than those
responses given by subjects who did not have the Outcome. As the speculations
merle by subjects in Condition CBE are based on information given in the
Background section, it would seem that background information has gained a
significance when preceded by the outcome which was not apparent to subjects
given the Background without the outcome.

When subjects were asked "what might happen next?" (Q3.) those who had
read the Outcome first referred to events which would take place after her
arrest.Subjects in the other two conditions referred to events which would
immediately follow the Events section. Whilst it might be interesting to

speculate about the wider context which was evoked by the OUtcome text, it
must be noted that for subjects who are given it, the word "next" in the
question could refer either to events that happened after "the soldier moved
once more" or after "Jenny Fields was arrested". Subjects in the other two
conditions did not have this choice. Nonetheless, it is interesting to note
that the subjects in Condition OBE made their predictions on the basis of the
temporal order of the events rather than the linear order of the text. '!his
may be attributed to the dramatic "Interestingness" of the outcome or the
effect of plaCing the OUtcome at the outset (or both). This requires further
investigation and will be explored in Exper~ent Five. In the context of the
present exper~ment, the results point out the ambiguity of Question 3 and
indicate the need for tighter control.

Results from all three types of questions (open-ended, restricted choice
and rating scales) support the proposal that subjects who read the Outcome in
addition to the BackgrolD'ldand Events do make speculations about events and
characters in the story which differ from those made by Subjects who do not
have the OUtcome. However it is not clear whether this is because of the
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content of the OUtcome or its position in the text.
There were some similarities in the responses given by subjects in

Conditions BE and OBE. For example, both groups having Background information
focussed on events in which Jenny (rather than the soldier) was the subject
(Q3), and both sets of subjects were certain that Jenny was the main character
(06). This shows that subjects in Condition OBE answered some questions on the
basis of background information and that the outcome may have had no effect on
these. Further investigations need to separate out the effects of the two
pieces of information by the inclusion of a fourth condition: OUtcome and
Events (OE). This will allow the effects of the outcome to be measured against
two baseline conditions: that is (OE and OBE) vs (E and BE).

Conclusions.
The experiment has indicated that giving the outcome changes the nature

of predictions made about events which might have taken place prior to and
beyond those given in the text. Open ended questions are a useful way of
eliciting these predictions, but these need to be written in a clear and
unambigoous manner (so that all group are responding to the same question) •
Some independent measure of the reliability of the categorisation of the
responses needs to be made. Open ended questions about the characters need to

be formulated more precisely so that different facets are tested
independently. The uncertainty about the relative effects of Background and
outcome texts needs to be resolved by the inclusion of a further condi tiona
The next experiment will incorporate these changes into the design.
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CHAPTERE~.

Experiment ~ The effect of Backgroundam outcomeon

Predictions about Events am Hypotheses about characters.

Introduction.

The pilot experiment which was described in Chapter Ten investigated the

effect of the outcomeof a story on the kinds of predictions made. The results

indicated that the effect of the outcomecould be measured from responses

which had been elici ted by the use of open-ended questions. Open-ended

questions which asked the subject to predict events produced someresults

which suggested that the outcomecaused information in the text to be

interpreted differently. However,other responses (particularly those which

referred to characters) were similar to those given by subjects who had

backgroundbut no outcome information.

Two particular issues are raised by these results. ()1e concerns the

design of the experiment and imicates the need to incorporate a condt tfon

which will enable the effects of the Backgroundinformation to be separated

out from those of the outcome. The other issue concerns the collection of data

about the characters. In the discussion which followed the pilot experiment it

was pointed out that there was a need to ask more specific questions about the

characters (and the events) so that it would be possible to quantify the

data. Data about the characters which were collected by using the multi-

choice question indicated that knowledgeof the outcome changed someof the

hypotheses which were madeabout, the characters but left others unchanged.

This experiment aims to explore Whichhypotheses about the characters are

changed by knowledgeabout; the outcomeam which are unaffected. Among those

that are changed (if any) a distinction will be madebetween those which

reflect the informational content of the outcomeam those which are based on
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information given in the Background and Events sections.

Method.
Materials.

The material used was the same Garp extract as was used in the pilot
experiment (see Fig.1~:1)
Subjects.

48 subjects took part in the experiment. There were equal mmbers of
males and females. All were first or second year students from the Department
of Psychology at the University of Hull. Their ages ranged 18 and 49 years
(median = 22yrs). All were native speakers of English. None had previously
read the tex t,

Design.
12 subjects (6 males and 6 females) were assigned to each of 4 groups:

one group for each Condition. In each Condition subjects were given different
anomts of the same text:

Condition!: Subjects were given the Events only (this was to produce a
baseline measurement for the analysis);
Condition BE: Subjects were given the Background and the Events (in that
order);
Condition OE: Subjects were given the outcome and the Events (in that
order);
Condition CBE: Subjects were given the outcome, the Backgrollld and the
Events (in that order).

All subjects were given the same set of questions (see Appendix 2.)
The four conditions constitute a 2x2 design (backgrounQ/no background;

outcome/no outcome). This will allow the effects of background and outcome
information to be separated out in the analysis of the data.
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The same three kinds of questions (see Appendix 2) were asked as in the

pilot study:

1.0pen-ended questions.

a. Questions about the events (Q3).

b. Questions about her (Q1, 4b, 6b, 7,9, Sa, Sb).

c. Questions about him (Q2, 4a, 6a, Sa, Sb, 9).
2.Restricted choice questions.

a. Questions about him (OSc, 8d, l~a).

b. Questions about her (Q8c, Sd, l~b).

c. Questions about the settil'V1 (Q12).

d. Questions about them (Q11).

3.Rating Scales. (QS.)

procedure.

'!he subjects were divided into four groups prior to the experiment. 'lhey

were seated in these groups in a large lecture theatre. Subjects whowere

given the least amount of information (Condition E) were seated at the front

of the theatre. Those with most information (Condition OBE)were seated at the

back. Those in Conditions BE and OEwere seated in the separate groups between

groups E am OBE. 'Ibis grouping was arranged to prevent subjects from

inadvertently obtaining additional information. Subjects were spaced to avoid

collaboration.

Subjects were each given a questionnaire which was placed face

upwards, so that they could read the instructions and see what information was

required of them. The pieces of text were given separately and placed face

downwards. The experimenter then read aloud the following instructions which

were printed on the front of the questionnaire:

·Please read the following text. It is an extract fram a published book.

Whenyou have read the passage,please answer the questions on the attached

sheets. 'Ibis is not a test of your memory, so feel free to refer to the
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text while answering the questions. Some of the questions are fairly open-
ended, others are more specific; do not worry if you have to give the same
infonnation twice. There are no right and wrong answers, you are being
asked for your ideas and opinions. Make your answers as detailed as you
can within the space provided. please answer the questions as
spontaneously as possible.n

They were then told that there was no time limit for answering the
questions and were asked to sit quietly when they had finished answering the
questions until everyone else had finished and the questionnaires had been
collected. They were then asked if they understood the instructions. Following
this they were asked to fill in the requested information on the front of the
form and then to read the text and answer the questions.

Open-ended questions: Content Analysis.
The open-ended questions (Q1-4, Q6 and Q7) were analysed in the

following way. The content of each subject's answers was listed within each
group. If a subject made more than one prediction then each one was listed
separately. At this stage of the analysis it was possible to note the rnmber
of predictions made by:

a. each subject;
b. each group;
c. the total sample.
()lee the responses were listed it became p:>ssible to categorise them.

Within each group, if subjects made the same response then these were grouped
together. If the responses were similar in content (for example,·she hit him·:
·she slapped him") they were also grouped together. The content of the group;
of responses allowed them to be merged into categories of behaviour or
intention.
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'l11eCategories.

Whenthe methodof content analysis (described above) was applied to each

of the Openended questions, sameof the categories derived were applicable

to more than one question. These are described belowwith examples. For some

sets of responses, these categories are too general and other more specific

categories were used. These will be described with the particular questions to

which they apply.

(i).General Categories:

Cinema:Reasonswhich were related to the film or the cinema in a general

way. For example, "someonecomplained about themmovingabout", "so that he

could see the screen".

Evasive: ()le or other of the characters react in such a way that they avoid

the situation. For example,"he ran away", "she left the cinema".

Positive: He or she react in a positive way. For example, "she called the

manager", "she chatted to him", "he struck back".

Aggressive/Threatening: Heor she takes someaction which is aggressive or

threatening: "she stabbed him", "to menaceher".

Mood/Emotion/Feeling:The reactions are internal; change of mood, emotion,

feeling: "she felt afraid", "he felt remorse".

Passive: Things happen to the character rather than the character taking

action (usually described by a passive construction). For example, "she was

arrested", "he was injured."

(U). Categories used for individual questions.

~ "She first movedto another seat before "the soldier movedcloser to her".-- -- -- -- -- ---
v.bydid she move?

The data collected from all subjects was listed as described in the

Method of Content Analysis section. The responses to this question were placed

in seven categories. These categories are described more fully in Appendix3a.

(Apart from the general cinema category, the other categories are peculiar to
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Question 1) •
Her attitude to this particular soldier.
Her attitude to soldiers in general.
Her feelings towards men.
Actions which were made in response to the soldier.
Because of the soldiers behaviour.
"Normal" cinema behaviour.
Other.
'Ibe number of responses made by each group in each category was scored.

In addition the percentage of total group responses which fell into that
category was calculated (see Table 11:1).

Reliability of categorisation.
Ten judges independently assigned the responses given to Q1 to the

categories described above. There was a high level of agreement between the
author and the judges: Lambda = ~.81 (r = ~.98). This experiment is fully
reported in Appendix 3.

~ Each time she moved "the soldier moved closer to her". Why did he?
The responses to this question were placed in four categories: two of the

categories have been described above:
Cinema.
FlDotion.

Two other categories discriminate between the positive actions in more detail
as this general category was too broad to be useful.

Sexual: these were reasons which were concerned wi th wanen in general as
well as Jemy in particular and included very mild statements such as "to

chat her up" and much stronger expcessions such as "he had sexual
reasons".The criterion for inclusion was that there was same intention of
further advances.
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Casual: these were very low key reasons which expressed no further
intention. For example, "to sit beside her", "to talk to her".

~ Describe in detail what you think happened after: "the soldier moved once
~ and sat beside her".

Two general categories were used: cinema and interactive. Only 22
responses (cinema 8,interactive 14) fell into these categories. The rest
referred to actions by Jenny (83) and actions by the soldier (31). Further
separate analyses were carried on those categories which referred to Jenny
and those which referred to the soldier.
3a. The soldier.

The responses which described the soldier's actions were placed in three
categories:

Sexual and
Casual, both of which are described in the content analysis of
Question 2.
'ltlreatening: which is described under the heading of general
categories.

3b.Jenny.
The responses which described Jenny's actions were placed into three of the
general categories:

Feelings.
Evasive.
A9gressi ve.

~ What ~ the consequences of ~ answer to (3) for:
a) the soldier and b) her?-- ------

The responses which described the consequences both for her and for the
soldier fell into the same four general categories:
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MJod.

Evasion.

Positive.

Passive.

~ What do ~ think ~ their reasons for going to the movie theater alone?

& His and .!& hers.

The responses to both parts of this question fell into the sarne four

categories.

Cinema: This was described as a general category.

Others: others would not or could not go with him{her for various reasons.

Canpany: To seek companyor to meet someone (same or opposite sex).

Other: Miscellaneous reasons which did not fit any other category.

07.Do ~ think that she had an occupation? If 'yes' what do ~ think it

might be?

It was generally agreed by a majority of subjects in all groups that she

had an occupation, but the range of occupations was so large (25 occupations

were listed)that it was impossible to make meaningful categorisations from

them.

~ Estimates of the ages of the characters.

AltOOlI3hthis was technically an open-ended question because there were

no restrictions on the answers that the subjects might give, all answers were

given within a single category (years) and there was no problem of content

analysis.

~ Ideas of the characters marital status.

Six categories were used in the responses to this question: single,

married, divorced, widowed, engaged and separated.
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09. please describe what their attitudes might be to the following: & the
opposi te sex; EL their own appearance:

'lhese questions were only answered by some of the subjects and the
variety of answers from those who did was so great that they could not be

categorised •

.Q!b. Specify as precisely as possible when ~ think the events in the movie
theater took place and where the movie theater ~

The specificity of responses was measured in isolation from the accuracy.
Specificity of responses was measured on a 7 point scale •

.!!. Location.
1= "Anywhere".
2= Non-specific (a large city, near barracks) •
3= Country.
4= State or comty,

5= City.
6= Specific area of the city.
7= Specific place in the city.
~ Time.
1= Long span (l9~~ IS) •

2= Decade.
3= Part decade.
4= Year.
s= Year + month or season.
6= Date (date/month /year).
7= Time of day.
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Results •

.QE!!! ended questions.

Factorial chi-square was used to analyse the differences between responses

in each of the conditions.

~ She first movedto another seat before "the soldier movedcloser to her".

Whydid she move?

'ltle results are sormarised in Table 11:1. 'ltle expected frequency

requirements for Chi-square meant that two of the categories had to be removed

because of their low frequencies. These were "Because of the soldiers

behaviour" and nOthern. There is a significant interaction between the

categories and the backqromd ( Chi-square= 24.10, df 4, p<0.01). Without

background information (Bl) predictions are predominantly that she movedfor

normal cinema reasons and that her actions somehowindicate that she responded

to the soldier. Ik>weverwith background information (B2) the predictions are

predominantly concerned with reasons which are related to her attitudes to

soldiers and men. The presence or absence of outcomehave no statistically

significant effect on the distribution of responses in each category.

Placing the outcome at the beginning of the text does not change the

kinds of predictions that are madeabout her behaviour in the cinema prior to

the given events. 'Ihe kind of predictions that are madeare changed

significantly by the addition of backgroundmaterial.

Examination of the content of the responses showedthat those subjects

whohad read the Backgrot.ndtext based their responses on that information.

Subjects whodid not have this information based their responses mainly on

general world knowledgeabout cinemas. 'ltlis is the major difference between

the predictions. What is interesting is that the outcane information is not

used in this way. One tentative conclusion which may be drawn from these

resul ts is that the outcome infonnation does not affect the subjects
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QUESTION 1

Cl C2
CATEGORY A: Bl B2 Bl B2 TOTAL

Condition (E) (BE) (OE) (OBE)

SOLDIER 1 5.88 1 5.88 4 33.33 2 12.5 8
SOLDIERS 3 17.64 6 35.29 1 8.33 8 50 18
MEN 0 0 7 41.17 0 0 3 18.75 10
ACTION 7 41.17 3 17.64 4 33.33 1 6.25 15
CINEMA 6 35.29 0 0 3 25 2 1?5 11

TOTALS 17 17 12 16 62

AxB and AxC SUMMARY TABLES:

CATEGORY A: Bl B2 Cl C2
(No background) (Background) (No outcome) (Outcome)

SOLDIER 5 3 2 6
SOLDIERS 4 14 9 9
MEN 0 10 7 3
ACTION 11 4 10 5
CINEMA 9 2 6 5

TOTALS 29 33 34 28

CHI-SQUARE: Total = 39.2903 degrees of freedom = 19 <.01

A = 5.25807 degrees of freedom = 4 n, s,

B = .258065 degrees of freedom = 1 n.s.
C = .580645 degrees of freedan = 1 n.s,

AB= 24.0968 degrees of freedom = 4 < .01
AC = 4.09677 degrees of freedan = 4 n.s,
BC = .258065 degrees of freedom = 1 n.s.

ABC = 4.74194 degrees of freedom = 4 n,s.
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speculations about the motivations of characters. Background information on
the other hand becomes highly relevant in such speculations. The validity of
this conclusion can be examined by analysis of the responses to other
questions, in particular Q2.
Q2. Each time she moved II the soldier moved closer to her II. Why did he?

The results shown in (Table 11:2) again smw that the distribution of
reponses to the question is significantly affected by the presence of
background information (Chi-square 8.91, df 3, p<0.05). The main difference is
that when there is background information (B2) the responses given are
allocated mainly to the sexual motives category: without background
information most responses are more evenly assigned between the casual and the
sexual motives categories. As the Background text gives no extra information
about the soldier, none of the responses are paraphrases of information given
in the text. The predictions are constructions but there is no single piece of
information in the Background text to which they are directly related.

The Outcome text makes no significant change to the distribution. This
supports the tentative conclusion (made in the discussion of Q1) that OUtcome
infonnation does not affect the speculations about the motivations of the
characters.

Q.3. Describe in detail what you think happened after "the soldier moved ~
~ and sat beside her. n

The analysis of the content of Q3 was discussed in the Content Analysis
section when it was stated that the responses were sub divided into two
sections: those responses which referred to the soldier (these results are
tabulated in Table 11:3 ) and those which referred to Jenny (tabulated in
Table 11:4) •
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TABLE 11.2

QUESTION 2

Cl C2
CATEGORY A: Bl B2 Bl B2 TOTAL

Condition (E) (BE) (OE) (OBE)
CINEMA 4 17.39 1 7.14 3 25 1 6.25 9
SEXUAL 8 34.78 7 50 3 25 7 43.75 25
CASUAL 10 43.47 3 21.42 4 33.33 2 12.5 19
EMOTION 1 4.34 3 21.42 2 16.66 6 37.5 12
TOTALS 23 14 12. 16 65

AxB and AxC SUMMARY TABLES:

CATEGORY A: Bl B2 Cl C2
(No background) (Backg round) (No outcome) (Outcane)

CINEMA 7 2 5 4
SEXUAL 11 14 15 10
CASUAL 14 5 13 6
EMOTION 3 9 4 8
TOTALS: 35 30 37 28

CHI-SQUARE: Total = 27.8 degrees of freedom = 15 <.05
A = 9.52307 degrees of freedom = 3 <.05
B = .384615 degrees of freedom = 1 n.s.
C = 1.24615 degrees of freedOll = 1 n.s.

AB = 8.9077 degrees of freedom = 3 <.05
AC = 4.35385 degrees of freedom = 3 n.s.
BC = 2.6 degrees of freedom = 1 n , s ,

ABC = .784615 degrees of freedom = 3 n.s.
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TABLE 11. 3

QUESTION 3

Cl C2
CATEGORY A: Bl B2 , Bl B2 , TOTAL

Condition (E) (BE) (OE) (OBE)
SEXUAL 0 0 4 40 4 44.44 1 25 9
THREAT 1 12.5 0 0 3 33.33 3 75 7
CASUAL 7 87.5 6 (/J 2 22.22 0 0 15
TOTALS 8 10 9 4 31

AxB and AxC SUMMARY TABLES:

CATEGORY A: Bl B2 Cl C2
(No backgrrund) (Backgrrund) (No rutcane) (Outcome)

SEXUAL 4 5 4 5
THREAT 4 3 1 6
CASUAL 9 6 13 2
TOTALS: 17 14 18 13

CHI-SQUARE: Total = 23.5807 degrees of freedom = 11 <.05
A = 3.35484 degrees of freedom = 2 n.s.
B = .290323 degrees of freedom = 1 n.s.
C = .806452 degrees of freedom = 1 n.s.

AB = .774193 degrees of freedom = 2 n.s.
AC = 13.4194 degrees of freedom = 2 <.01
BC= 1.58065 degrees of freedom = 1 n.s.

ABC = 3.35484 degrees of freedom = 2 n. s.
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QUESTION 3

Cl C2
CATEGORY A: B1 B2 B1 B2 TOTAL

Condition (E) (BE) (OE) (OBE)
FEELINGS 6 50 4 16.66 2 11.11 3 10.34 15
EVASIVE 6 50 20 83.33 5 27.77 5 17.24 36
AGGRESS 0 0 0 0 11 61.11 21 72.41 32
TOTALS 12 24 18 29 83

AxB and AxC SUMMARY TABLES:

CATEGORY A: B1 B2 Cl C2
(No background) (Backg round) (No outcane) (Outcome)

FEELINGS 8 7 10 5
EVASIVE 11 25 26 10
AGGRESS 11 21 0 32
TOTALS: 30 53 36 47

CHI-SQUARE: Total = 77.9157 deg rees of freedan = 11 <.01

A = 8.98795 degrees of freedan = 2 <.05
B = 6.37349 degrees of freedan = 1 <.05
C = 1.45783 degrees of freedom = 1 n ,s.

AB = 4.36145 degrees of freedom = 2 n, s,

AC = 45.7108 degrees of freedom = 2 <.01
BC = .0120449 degrees of freedom = 1 n.s.

ABC = 11.0121 degrees of freedan = 2 <.01
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Table 11:3 shows that there is a significant interaction between the
outcome and the categories (Chi-square = 13.42, df 2, p<~.~1). Without Outcome
the predictions were that the soldier would behave in a casual manner, chat to
her or discuss the film. With the outcome information, the content of the
predictions changes and the main hypotheses are that he will make some sexual
or threatening move.

The results shown in Table 11:4 refer to predictions about Jenny. Again
there is a significant interaction between the outcome and the categories
(Chi-square = 45.71, df 2, p<~.~l). Without the OUtcome it is predicted that
she would have behaved in an evasive manner,leaving the cinema or moving seats
again. When the outcome is given then the predictions mainly hypothesise that
she would have behaved in an aggressive manner; for example, stabbing him or
hitting him with an umbrella. These results also show a significant
interaction between the Background, outcome and Categories (Chi-square= 11.~1,
df 2, p<~.~l). In the condition where the subjects have Background and no
outcome (BE), the majority of responses predict that she would evade the
situation, when OUtcome is added to the Background (OBE) then the predictions
are that she will behave aggressively.

When they are given the same information (that is text which Inc'ludes the
Outcome) and asked the same question subjects make two main types of
prediction (this happens in all conditions). One is that she will behave in an
aggressive manner,the other is that he will act in a way which is threatening
or which anticipates a sexual encounter. The prediction about her behaviour
can be associated with the information in the outcome IF the subjects have
already made the inference that she did wound the man and that the given
events describe the incident which lead up to the arrest. The prediction about
the soldier is a different interpretation of his behaviour in the given EVents
and this is in some way related to the content of the outcome. If it is to be
asswned that the subjects were trying to make sense of the text, the
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TABLE 11.5

QUESTION 4a

Cl C2
CATEGORY A: Bl B2 % Bl B2 TOTAL

Condition (E) (BE) (OE) (OBE)
MOOD 10 55.55 8 40 2 11.76 2 9.09 22
EVASION 0 0 6 30 1 5.88 1 4.54 8
POSITIVE 4 22.22 3 15 4 23.52 1 4.54 12
PASSIVE 4 22.22 3 15 10 58.82 18 81.81 35
TOTALS 18 20 17 22 77

AxB and AxC SUMMARY TABLES:

CATEGORY A: Bl B2 Cl C2
(No backgrrund) (Backgrrund) (No rutcane) (Outcome)

MOOD 12 10 18 4
EVASION 1 7 6 2
POSITIVE 8 4 7 5
PASSIVE 14 21 7 28
TOTALS: 35 42 38 39

CHI-SQUARE: Total = 68.6623 degrees of freedom = 15 <.01
A = 22.5844 degrees of freedom = 3 <.01
B = .636364 degrees of freedom = 1 n.s.
C = .012987 degrees of freedom = 1 n.s.

AB= 4.81819 degrees of freedom = 3 n.s.
AC = 34.1169 degrees of freedom = 3 <.01
BC = .116883 degrees of freedom = 1 n.s.

ABC = 6.37661 degrees of freedom = 3 n.s.
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TABLE 11. 6

QUESTION 4b

Cl C2
CATEGORY A: Bl B2 Bl B2 TOTAL

Condition (E) (BE) (OE) (OBE)
fEELINGS 12 60 14 70 1 6.25 7 33.33 34

EVASIVE 0 0 4 20 0 0 2 9.52 6
POSITIVE 3 15 2 10 3 18.75 1 4.76 9
PASSIVE 5 25 0 0 12 75 11 52.38 28
TOTALS 20 20 16 21 77

~xB and AxC SUMMARY TABLES:

CATEGORY A: Bl B2 Cl C2
(No background) (Background) (No outcome) (OutcOme)

fEELINGS 13 21 26 8
EVASIVE 0 6 4 2
POSITIVE 6 3 5' 4-

PASSIVE 17 11 5 23
TOTALS: 36 41 40 37

CHI-SQUARE: Total = 7).2338 degrees of freedom = 15 <.01
A = 29.8571 degrees of freedom = 3 <.01
B = .324675 deg ree5 of freed an = 1 n.s.
C = .116883 degrees of freedom = 1 n.s.

AB= 7.2078 degrees of freedom = 3 n.s.
AC = 33.8052 degrees of freedan = 3 <.01
BC= .324675 degrees of freedom = 1 n.s.

ABC = 1.5974 degrees of freedan = 3 n. s,
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predictions about his behaviour could involve two kinds of inference being
made: one which would connect him wi th the man who was injured, and one which
would establish a causal link between the wounding and his behaviour.

~ What were the consequences of your answer to (3) for: & the soldier;
b)for her.

Table 11:5 shows the results of the responses which were given about the
soldier am Table 11:6 the results of the responses made about her. Both
tables show a significant interaction between the outcome and the categories
(for Table 11:5: Chi-square: 34.1169, df 3, p<12I.l2Il;and for Table 11:6:
Chi-square: 33.812152,df 3, p<12I.l2Il).

'Ibe differences between the categories is the same in the hypotheses
about him and those about her. Without the outcome it is mainly predicted that
any consequences for him and for her will be a change which is made in their
internal state (that is a change in their emotional state or in the way they
think or feel). When the outcome is given the kinds of predictions made change
and the consequences which are predicted for both characters are that things
will happen to them beyond this episode. Both are depicted as passive beings:
he will be taken to hospital, she will be arrested, charged or jailed. The
predictions made when the outcome is given rest on the inferences that he is
"the man" and that this is the incident in which she wounded him.

~ What do you think ~ their reasons for going to the movie theater alone?
& His and EL hers.

'Ibe results shown in Table 11:7 summarise the responses which were made
about the soldier's reasons for going to the movie theater alone. There is no
significant interaction between the kind of text given and the categories of
responses. There is a significant difference in the nlJllberof responses which
are placed in each category (Chi-square = 19.4121,df 3, p<12I.l2Il).The main
difference is that more responses are placed in the category Company than in
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the other categories. This is the same in all conditions and it is generally
agreed that he went to the movie theater to find company (either male or
fanale).

The results which are summarised in Table 11:8 refer to the responses
which are made about her reasons for going to the movie theater alone. Again
there is no significant interaction between the kinds of text given and the
categories which are predominantly used. The responses fall mainly into one
category. The difference in numbers of reponses in each category is
statistically Significant (Chi-square = 2~.15, df 3, p<O.OI). The category
which is IOOSt used in all conditions is cinema. It is generally hypothesised
that she went to the movie theater to see the film, newsreel or news. Table
11:8 also shows that the mmber of responses made when there is no outcome is
significantly larger (Chi-square = 2~.15, df 1, p<O.05 ) than when there is an
outcome. However the distribution of the responses anong the categories is not
Significantly different.

The additional information given with backgound and outcome does not
change the kind of hypotheses that are made about why each of the characters
went to the IOOvie theater alone. In all conditions the predictions remain in
the same predominant category: he went alone to seek company, she went alone
to see the film.

~ Their Ages (Jenny aoo the soldier).
Subjects estimations of their ages was exCitlinedusing a three factor

analysis of variance: where factor A was identity (Jenny vs the soldier) ,
factor B presence or absence of background text and factor C presence or
absence of OUtcome text. The results showed an interaction between the
Background factor and their identities (F= 5.69, df 1,44, p<~.05): without
background he is rated older that her - 26.6 as opposed to 24.5; with
background information she is rated older - 26.9 for her versus 24 for him.
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TABLE 11.7

QUESTION 6a

Cl C2

CATEGORYA: Bl B2 Bl % B2 % TOTAL

Condition (E) (BE) (OE) (OBE)

CINEMA 3 13.63 3 12.5 4 20 5 25 15

OTHERS 4 18.18 2 8.33 4 20 4 20 14

COtfJANY 11 50 10 41.66 9 45 9 45 39

MISC 4 18.18 9 37.5 3 15 2 10 18

TOTALS 22 24 20 20 86

AxB and AxC SUMMARYTABLES:

CATEGORYA: Bl B2 Cl C2
(No backgrrund) (Backgrrund) (No rutcane) (Outcane)

CINEMA 7 8 6 9

OTHERS 8 6 6 8

COtflANY 20 19 21 18

MISC 7 11 13 5

TOTALS: 42 44 46 40

CHI-SQUARE: Total = 26.3721 degrees of freedan = 15 <.05

A = 19.3953 deg ree s of f reed an = 3 <.01

B = .0465116 degrees of freedan = 1 n.s.

C = .4188>5 degrees of freedan = 1 n. s.

AB= .976741 degrees of freedan = 3 n. s.

AC = 3.58139 degrees of freedan = 3 n. s.

BC = .0465117 degrees of freedom = 1 n. s.

ABC = 1.90698 deg ree s of f reed an = 3 n. s.
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TABLE H.S

QUESTION6b

Cl C2

CATEGORYA: Bl B2 Bl B2 TOTAL

Condition (E) (BE) (DE) (OBE)

CINEMA H 45.83 10 37.03 8 53.33 9 56.25 38

OTHERS 4 16.66 3 11.11 2 13.33 4 25 13

COt-PANY 4 16.66 7 25.92 3 20 2 12.5 16

MISe 5 20.83 7 25.92 2 13.33 1 6.25 15

TOTALS 24 27 15 16 82

AxB and AxC SUMMARYTABLES:

CATEGORYA: Bl B2 Cl C2
(No background) (Background) (No outcane (Outcane)

CINEMA 19 19 21 17

OTHERS 6 7 7 6

COtf>ANY 7 9 11 5

MISC 7 8 12 3

TOTALS: 39 43 51 31

CHI-SQUARE: Total. = 28.8293 degrees of freedan = 15 <.05

A = 20.1463 degrees of freedan = 3 <.01

B = .19·5122 degrees of freedan = 1 n. s.

C = 4.87805 degrees of freedan = 1 <.05

AB = .0975531 degrees of freedan = 3 n.s.

AC = 1.65854 degrees of freedan = 3 n. s.

BC = .0487814 degrees of freedan = 1 n.s.

ABC = 1.80488 degrees of freedan = 3 n. s.



Chapter Eleven Page 244

There is also a statistically significant interaction between the

Backqround and the Outcome factors (F=5.597, df 1,44, p>0.05). WhenOUtcome

information is added to the Background information both characters are rated

older. In condition BE his mean age is 22.7 and hers is 24.3 while in

condition OBEthey are 25.9 and 29.5 respectively.

~ _Th_emari tal status _o_f_th_e_c_ha_r_a_c_te_r_s..;...

Six categories were used in by subjects. The results are not tabulated

because one category (single) was used predominantly for both characters in

all conditions. The expected frequencies for the other five categories were

too small to be used in a factorial chi square analysis.

Table 11:9

Mean Ratings of Specificity SCores in each Condition.

Conditions

E BE OE OBE

a) Location 4.25 4.98 5.42 5.58.

b) Time 4.9 3.9 5.9 4.25.

Bl
(No Background)

B2
(Backgrolmd)

Cl
(No OUtcome)

C2
(Outcane)

a) Location 4.83 4.83 4.17 5.59-------------,-------------------------------------
b) Time 4.59 4.98 3.92 4.63.------,--------------,--------------------------------
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Q12.Specificity of time and location.
These results show the specificity not the "factual" accuracy of

responses.
a} Subjects are more specific about the location of the events as outcome
is given. Adding background makes no difference to the specificity of
responses about the location.
b} Subjects responses about time are less specific when Background
information is added. They are more specific when there is an outcome than
when there is not.
Responses which are made when the outcome is given are more specific

about the setting than those made without outcome information. Background
information does not produce the same effect. The specificity of responses is
either unchanqed (location) or less specific (time). The responses mayor may
not be accurate. Measurements concerning the accuracy of responses were not
made because subjects in the different conditions had differing amounts of
specific information about the setting. In addition to this subjects who had
outcome information had the two levels of events (those in the Events section
and those in the OUtcome) to discuss.

It may be concllrled that an increase in the specificity of responses
about the setting is related to the outcome but not to the Backqround
information. It would seem that subjects who have the outcome information are
more certain of the setting of the events regardless of the accuracy of their
ideas. This may be because they infer that the outcome relates to the events.

Restricted Choice Questions.
Q8c. Level of self-esteem: High, average ~ low.

Table 11:1~ shows the level of self-esteem selected in relation to

Jenny. There are no statistically significant differences between the
categories selected either in terms of main effect or in interactions. overall
she is generally rated as having high self esteem.
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TABLE 11.10

QUESTION8 (SELF-ESTEEM) JENNY

Cl C2

CATEGORYA: Bl % B2 Bl B2 TOTAL

Condition (E) (BE) (OE) (OBE)

HI 6 50 6 50 4 33.33 6 50 22

AV 3 25 2 16.66 6 50 4 33.33 15

lO 3 25 4 33.33 2 16.66 2 16.66 11

TOTALS 12 12 12 12 48

AxB and AxC SUMMARYTABLES:

CATEGORYA: Bl B2 Cl C2
(No backgrOJnd) (Backgramd) (No OJtcane) (Outcane)

HI 10 12 12 10

AV 9 6 5 10

LO 5 6 7 4

TOTALS: 24 24 24 24

CHI-SQUARE: Total = 7.5 degrees of freedan = 8 n. s,

A = 3.875 degrees cl freedan = 2 n. s.

AB = .875 degrees of freedom = 2 n.s.

AC = 2.375 degrees of freedan = 2 n. s.

ABC = .375 degrees of freedan = 2 n. s.
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TABLE 11.11

QUESTION 8 (SELF-ESTEEM) SOLDIER

Cl C2
CATEGORY A: Bl B2 Bl B2 TOTAL

Condition (E) (BE) (OE) (OBE)
HI 6 50 3 25 5 41.66 5 41.66 19
AV 4 33.33 7 58.33 5 41. 66 6 50 22
LO 2 16.66 2 16.66 2 Ls, 66 1 8.33 7

TOTALS 12 12 12 12 48

AxB and AxC SUMMARY TABLES

CATEGORY A: B1 62 Cl Cl
(No background) (Backg round) (No rutcome) (Outcome)

HI 11 8 9 10
AV 9 13 11 11

LO 4 3 4 3
TOTALS: 24 24 24 24

CHI·SQUARE: Total = 10.5 degrees of freedom = 8 n.s.

A = 7.875 degrees of freedom = 2 <.05
AB = 1.625 degrees of freedom = 2 n.s.
AC = .125 degrees of fr.eedom = 2 n.s.

ABC = .875 degrees of freedom = 2 n. s.
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Table 11.11 shows the level of self esteem selected in relation to the
soldier. The results show that there is a statistically significant difference
between the frequencies in each category (Chi-square = 7.875, df2, p<~.~5). In
all conditions subjects tended to rate his self esteem as high or average.
There is no significant interaction between the text given and the category
selected. Addition of Background am Outcome information makes no
statistically significant difference to the results.

OSd.Subjects estimations of the characters' attractiveness.---
Tables 11:12 (Jenny) and 11:13 (the soldier) show that in all

conditions the average category is selected more frequently than the others.
This pattern is the same for both subjects in a11 four conditions.

2!!!. Words which were selected to describe him and her & in the situation;
EL ~ generally (personality traits).

The reponses to this questions were analysed as four separate analyses. A
factorial chi square was used for each analysis. The results which are
summarised in Table 11:14 show that there is a statistically significant
difference in the frequency with which the words were selected (Chi-square =

75.1~92, df 11, p<0.01). Same words were frequently selected by subjects in
all conditions to describe the way that Jenny reacted to the situation these
were tense and anxious. The words which were infrequently chosen in all
conditions were relaxed and assured. The results also show a statistically
significant interaction between the OUtcome and the words selected (Chi-square
= 30.3361, df 11, p<0.01). without the Outcome she is frequently described as
controlled and rational; with outoame she is described as afraid and
excitable.

The words which were selected to describe his reaction to the situation
are summarised in Table 11:15. These results show a statistically significant
difference in the frequency of words selected to describe the reactions of the
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TABLE 11.12

QUESTION 8 (ATTRACTIVENESS) JENNY

Cl C2
CATEGORY A: B1 B2 B1 % B1 TOTAL

Condition (E) (BE) (OE) (OBE)
V 4 33.33 1 8.33 3 25 3 25 11
A 8 66.66 11 91.66 7 58.33 8 66.66 34
N 0 0 0 0 2 16.66 1 8.33 3
TOTALS 12 12 12 12 48

AxB and AxC SUMMARY TABLES:

CATEGORY A: B1 B2 Cl C2
(No backgrrund) (Backgrrund) (No outcane) (Outcane)

V 7 4 5 6
A 15 19 19 15
N 2 1 0 3
TOTALS: 24 24 24 24

CHI-SQUARE: Total = 36.5 degrees of freedom = 8 <.01
A = 32.375 degrees of freedan = 2 <.01

AB = 1.625 degrees of freedan = 2 n.s.
AC = 1.625 degrees of freedom = 2 n, s.

ABC = .875 degrees of freedan = 2 n. s.
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TABLE 11.13

QUESTION 8 (ATTRACTIVENESS) SOLDIER

Cl C2
CATEGORY A: Bl B2 Bl $ B2 TOTAL

Condi tion (E) (BE) (OE) (OBE)

V 1 8.33 2 16.66 2 16.66 0 0 5

A 8 66.66 10 83.33 5 41.66 7 58.33 30
N 3 25 0 0 5 41.66 5 41.66 13

TOTALS 12 12 12 12 48

AxB and AxC SUMMARY TABLES:

CATEGORY A: Bl B2 Cl C2
(No backgrrund) (Background) (No outcane) (Outcane)

V 3 2 3 2
A 13 17 18 12
N 8 5 3 10

TOTALS: 24 24 24 24

CHI-SQUARE: Total = 28.5 degrees of freedom = 8 <.01

A = 20.375 degrees of freedom = 2 <.01
AB = 1. 625 degrees of freedom = 2 n. s.

AC = 5.375 degrees of freedom = 2 n, s.

ABC = 1.125 degrees of freedom = 2 n,s.
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QUESTION10 a: JENNY

Cl C2

WORDSA: Bl I B2 Bl % B2 TOTAL

Cond! ti on (E) (BE) (OE) (OBE)

RELAXED 1 1. 63 0 0 1 1. 63 0 0 2
TENSE 11 18.03 11 19.29 10 16.39 11 19.64- 43
AFRAID 5 8.19 3 5.26 9 14.75 8 13.55 25
UNAFRAID 4 6.55 5 8.77 1 1. 63 2 3.38 12
COH'OSE 5 8.19 4 7.01 4 6.55 1 1.69 14
EXCITABl 3 4.91 3 5.26 6 9.83 8 13.55 20
ASSURED 3 4.91 2- 3.5 3 4.91 1 1.69 9
ANXIOUS 9 14.75 10 17.54 9 14.75 9 15.25 37
RATIONAL 8 13.11 6 10.52 4 6.55 4 6.77 22
EMOTIONA 2 3.27 4 7.01 6 9.83 7 11.86 19
CONTROll 10 16.39 9 15.78 1 1.63 4 6.77 24
UNCONTRlD 0 0 0 0 7 11.47 4 6.77 11

TOTALS 61 57 61 59 238

AxB ald AxC SUMMARYTABLES:

WORDS: A Bl B2 Bl B2
(No b ackgrrund) (B ackg round) (No rutcane) (Outcane)

RELAXED 2 0 1 1
TENSE 21 22 22 21
AFRAID 14 11 8 17
UNAfRAID 5 7 9 3
COt-POSE 9 5 9 5
EXCITABl 9 11 6 14
ASSURED 6 3 5 4
ANXIOUS 18 19 19 18
RATIONAL 12 10 14 8
EMOTIONA 8 11 6 13
CONTROll 11 13 19 5
UNCONTRlD 7 4 0 11

TOTALS: 122 116 118 120

CHI-SQUARE: Total = 111.311 degrees of freeclan = 47 See tables

A = 75.1092 degrees of freedan = 11 <.01
B = .151261 degrees d freeclan = 1 n.s.
C = .0168067 degrees cl freedan = 1 n. s,

AB= 3.57983 degrees of freeclan = 11 n. s.
AC = 30.3361 degrees d freeclan = 11 <.01
BC= .0168067 degrees of freeclan = 1 n. s.

ABC = 2.10085 deg rees of freedan = 11 n. s.
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QUESTION lOa: SOLDIER

Cl C2
WORDS A: Bl ~ B2 Bl ~ B2 ~ TOTAL

Condition (E) (BE) (OE) (OBE)
RELAXED 4 6.77 8 14.54 6 10.34 6 12.5 24
TENSE 6 10.16 3 5.45 3 5.17 3 6.25 15
AfRAID 3 5.08 4 7.27 3 5.17 1 2.08 11
UNAfRAID 7 11.86 6 10.9 8 13.79 6 12.5 27
COt-POSED 5 8.47 4 7.27 3 5.17 0 0 12
EXCITABLE 3 5.08 6 10.9 6 10.34 7 14.58 22
ASSURED 9 15.25 8 14.54 6 10.34 8 16.66 31
ANXIOUS 2 3.38 3 5.45 2 3.44 1 2.08 8
RAtIONAL 6 10.16 3 5.45 2 3.44 4 8.33 15
EMOTIONAL 3 5.08 4 7.27 7 12.06 3 6.25 17
CONTROLD 8 13.55 3 5.45 5 8.62 4 8.33 20
tJNCONTRLD 3 5.08 3 5.45 7 12.06 5 10.41 18
TOTALS 59 55 58 48 220

AxB and AxC SUMMARY TABLES:

WORDS A: Bl 52 Cl C2
(No background) (Backgrrund) (No rutcome) (Outcome)

RELAXED 10 14 12 12
TENSE 9 6 9 6
AfRAID 6 5 7 4
UNAfRAID 15 12 13 14
COMPOSED 8 4 9 3
EXCITABLE 9 13 9 13
ASSURED 15 16 17 14
ANXIOUS 4 4 5 3
RATIONAL 8 7 9 6
EMOTIONL 10 7 7 10
CONTROLD 13 7 11 9
UNCONTRLD 10 8 6 12
TOTALS: 117 103 114 106

CHI-SQUARE: Total = 48.8 degrees of freedom = 47 See tables
A = 27.7455 degrees of freedan = 11 <.01
B = .890909 degrees of freedan = 1 n.s.
C = .290909 degrees of freedom = 1 n.s.

AB = 5.54545 degrees of freedom = 11 n.s.
AC = 7.45455 deg rees of freed all = 11 n.s.
BC = .163636 degrees of freedom = 1 n.s.

ABC = 6.70911 degrees of freedom = 11 n.s,
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soldier to the situation (Chi-square = 27.7455, df 11, p<0.01). The words
frequently selected in all conditions were unafraid, assured, relaxed. The
infrequently selected words were anxious, afraid. There are no statistically
significant interactions between the conditions and the selection of words.
The kind and amomt of text given did not change the words chosen to describe
his reactions.

The frequency with which words were chosen by all subjects to describe
her more enduring personality characteristics (see Table 11:16) differs in a
statistically significant way (Chi-square = 50.39, df 11, p<0.01). She is most
frequently described as aloof, intolerant, self reliant. She is least
frequently described as sociable, tolerant and dependent. 'I11ereis a
significant interaction between the presence of Background text and the words
selected (Chi-square = 23.875, df 11, p<0.~5). Without the Background text the
words sensitive and friendly are selected with the highest frequency. with the
Background text tough-minded and hostile were most frequently selected.

The frequency with which individual words were selected to describe his
more stable personality characteristics is shown in Table 11:17. There is an
overall difference in the frequency with which words were selected by all
subjects (Chi-square =6~.2667, df 11, p<0.~1). He was most frequently
described as sociable, friendly and self-confident. He was least frequently
described as aloof, sensitive and hostile. 'I11ere is no significant
interaction between the texts given and the words selected. 'I11eaddition of
Outcome and/or Background text does not significantly change the words
selected to describe his personality.

'I11ereis some consistency with which subjects in all conditions select
words to describe both the reactions to the situation and the more enduring
personality characteristics of both the soldier and of Jenny. 'I11ese
descriptions are independent of Background and outcome information. There is
no significant change in the frequency distribution of the words selected to
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QUESTIONlOb: JENNY

Cl C2

WORDSA: Bl B2 Bl 'l) B2 % TOTAL

Cand! ti on (E) (BE) (OE) (OBE)

ALOOF 7 13.2 11 18.03 7 12.06 9 17.3 34
SOCIABLE 2 3.77 0 0 3 5.17 1 1.92 6
SELF-CON 4 7.54 5 8.19 5 8.62 4 7.69 18
INSE:CURE 6 11.32 6 9.83 6 10.34 5 9.61 23
TUF-MINO 1 1.88 6 9.83 3 5.17 4 7.69 14
SENSITIV 8 15.09 4 6.55 6 10.34 3 5.76 21
TOLERANT 5 9.43 0 0 3 5.17 1 1.92 9
INTOl 5 9.43 11 18.03 7 12.06 9 17.3 32
FRIENDLY 5 9.43 1 1.63 4 6.89 0 0 10
HOSTILE 3 5.66 8 13.11 4 6.89 8 15.38 23
SElF-REl 5 9.43 8 13.11 5 8.62 7 13.46 25
DEPENDEN 2 3. 77 1 1.63 5 8.62 1 1.92 9

TOTALS 53 61 58 52 224

AxB and AxC SUMMARYTABLES:

WORDSA: Bl B2 Cl C2
(No background) (Backgrrund) (No rutcane) (Outcane)

ALOOF 14 20 18 16
SOCIABLE 5 1 2 4
SELF-CON 9 9 9 9
INSECURE 12 11 12 11
TUF-MIND 4 10 7 7
SENSITIV 14 7 12 9
TOLERANT 8 1 5 4
INTOl 12 20 16 16
FRIENDLY 9 1 6 4
HOSTILE 7 16 11 12
SELF-REl 10 15 13 12
DEPENDEN 7 2 3 6

TOTALS: 111 113 114 110

CHI-SQUARE: Total = 79.4286 degrees of freedan = 47 See tables

A = 50.3929 degrees of freedan = 11 <.01
B = .0178571 degrees of freedom = 1 n, s.
C = .0714286 degrees of freedom = 1 n, s,

AB = 23.875 degrees of freedom = 11 <.05
AC = 1.75001 degrees of freedan = 11 n. s,
BC = .875 degrees of freedom = 1 n. s,

ABC = 2.44642 degrees of freedan = 11 n. s.
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QUESTION lOb: SOLDIER

Cl C2
WORDS A: 61 % 62 % 61 % 62 TOTAL

Condition (E) (BE) <OE) (OBE)
ALOOF 0 0 0 0 2 3.92 1 2.43 3
SOCIABLE 9 18.75 8 20 9 17.64 5 12.19 31
SELF-CN 8 16.66 5 12.5 7 13.72 5 12.19 25
NSECURE 3 6.25 4 10 1 1.96 3 7.31 11
TUF-MIND 3 6.25 2 5 6 11.76 5 12.19 16
SENSITIV 3 6.25 1 2.5 1 1.96 2 4.87 7
TOLERANT 7 14.58 4 10 3 5.88 1 2.43 15
INTOl 1 2.08 3 7.5 3 5.88 5 12.19 12
FRIENDLY 9 18.75 7 17.5 7 13.72 5 12.19 28
HOSTILE 0 0 0 0 4 7.84 1 2.43 5
SELF-REl 3 6.25 4 10 6 11.76 5 12.19 18
DEPENDEN 2 4.16 2 5 2 3.92 3 7.31 9
TOTALS 48 40 51 41 180

AxB and AxC SUMMARY TABLES:
WORDS A: Bl B2 Cl C2

(No backgrrund) (Backgra,md) (No rutcome) (Outcome)
ALOOf 2 1 0 3
SOCIABLE 18 13 17 14
SELF-ON 15 10 13 12
NSECURE 4 7 7 4
TUF-MIND 9 7 5 11
SENSITIV 4 3 4 3
TOLERANT 10 5 11 4
INTOl 4 8 4 8
FRIENDLY 16 12 16 12
HOSTILE 4 1 0 5
SELF-REl 9 9 7 11
DEPENDEN 4 5 4 5
TOTALS: 99 81 88 92

CHI-SQUARE: Total = 84 degrees of freedom = 47 See tables
A = 60.2667 degrees of freedom = 11 <.01
B = 1.8 degrees of freedom = 1 n.s.
C = .0888889 degrees of freedom = 1 n.s.

AB = 7.00002 degrees of freedom = 11 n.s.
AC = 12.4445 degrees of freedom = 11 n.s.
BC= .0222224 degrees of freedom = 1 n, s,

ABC = 2.37775 degrees of freedom = 11 n.s.
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describe the soldier (both his reaction to the situation and his more general
personality characteristics) when the additional text is given. Judgements of
his reactions and of his personality are relatively unaffected by Background
am OUtcome information. OVerall he is judged to be self confident, sociable
and friendly character who reacts to the situation in an assured unafraid and
relaxed manner.

Jenny is generally (and throughout the conditions) described as having a
tense and anxious reaction to the situation. This does not change. H:>wever
words which are selected to describe Jenny do change when there is additional
text. When there is no outcome information she is frequently described as
being controlled and rational. When outcome information is added she is most
frequently described as excitable,uncontrolled and afraid. Her more general
personality characteristics are described in all conditions as aloof,
intolerant and self reliant. These remain unchanged. Without Background
information she is described as being sensitive and friendly. When Background
information is given this is changed to tough-rninded and hostile.

'Ibe results indicate that the outcome information does not change the
assessment of basic characteristics of either character. However the
situational expression of Jenny's character is changed by the Background
information. Furthermore outcome information changes the description of her
reactions to the situation, but not the soldier's.

2!h Did the characters already know each other?
While some of the subjects in Condition E thought that the characters

might have kown each other, the addition of the Background or the OUtcame
information led to almost total agreement amongst subjects that they did not
know each other.
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Table 11:18

Frequency of responses to question 11.

Conditions.

Category. E BE OE OBE

Yes. 4 e e e
No. 8 12 11 12
Don't Know. e e 1 e
Total 12 12 12 12

---------------------------------
Rating Scales.

Q5. To what extent do ~ consider the following to be responsible for what

you have descr ibed as happening, and why?

There is no clear difference in the mean ratings of the responsibility of

what happened for him, for her or for the si tuation as a flD'lction of the four

conditions. However there is some indication that the presence of OUtcome

reduces the 'responsibility' of the situation. Furthermore it seens that the

addition of any information (outcome, Background or both) increases the level

of responsibility attributed to her and reduces that attributed to him.

His mean responsibility rating is higher than either hers or that

attributed to the situation. The situation is rated as being more responsible

for what happened than Jenny is.
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Table 11:19

Mean ratings of responses to 05.(4 = Complete Responsibility, 0= None.)

Comitions

E BE OE CBE

a) Jenny 1.4 1.75 1.8 1.8
b) the soldier 3.1 2.75 2.9 2.6
c) the situation 2.4 2.1 1.4 2.4

No background Background No outcome Outcome

a) Jenny

b) the soldier

c) the si tuation

1.6
3

1.9

1.78
2.7
2.25

1.6
2.93
2.25

1.8
2.75
1.9

---_._-- ._------------------------

Discussion.

This experiment investigated the effect of the outcome on the text by

comparing the effects of outcome and Background text upon responses given to a

set of questions. The questions asked the subjects to predict events and to

make hypotheses about the characters in the text. Open ended am restricted

choice questions and rating scales were used to elicit responses. 'Ibe

responses to the open ended questions were placed in categories on the basis

of a content analysis. The reliability of this analysis was tested by asking

ten independent judges to assign reponses to the chosen categories. The

results showed a high level of agreement among the judges and between the

judges and the author.

The outcome information mainly affected predictions concerned with the

key event (that is what happened after "he moved once more and sat beside

her") and the consequences of this for him and her. Changes were also made in
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the restricted choice question which described her reactions to the situation.

An examination of the predictions which are made when the OUtcomeis

added shows that some of these are structural and create a frame into which

subsequent information can be slotted (these are the predictions which look to

events beyond those in the movie theater). These will be discussed in greater

detail. Others are predictions which are based on additional information in

the OUtcome, such as those which suggest that when the soldier moves and sits

beside her she will act in an aggressive manner. These predictions appear to

be based upon inferences (made from information in the text) that she had

carried out the wounding for which she was arrested; that the events in the

text are those which lead up to the wounding incident and that the soldier is

"the man" who was wolD'lded.Other predictions rely on further chaining of the

inferences: that his behaviour prior to the move (sexually motivated or

threatening) is a cause of the incident and that her reaction (afraid and

excitable) is linked to his behaviour. This agrees with the proposal.e made by

Goetz (1979) that events in the text will be reinterpreted arrl gain a

different kind of importance when the outcome is knO\1lll'l.

Those responses which were affected by the addition of Background

material concerned the events which happened prior to her moving about the

cinema and certain of Jenny's more enduring personality characteristics.

'!bese are similar in type to those discussed above in relation to the ()Jtcome,

that is they were based on and could be linked by inference to information in

the Background text.

Other predictions which are made by subjects who have outcome information

are linked to the position of the OUtcomeepisode in the structure of the

story. '!be consequence (both for him and for her )of whatever happened after

"the soldier moved once more and sat beside her" is that things will happen to

him/her. These predictions differ from those which are made in the other two

Conditions in which the characters were in control arrl making things happen.
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Subjects in all conditions were looking for a consequencewhichwould end the

story. Thosewhohad no OUtcomeinformation were predicting consequences which

would end the story immediately after the events in the movie theater.

Subjects whowere given the OUtcomelooked towards a set of events beyondher

arrest. Thewoundingand the arrest are the consequences of the inferred

events which link the given Events to the OUtcomeand the subjects go on to

predict the consequences of the arrest and wounding. It would seem that the

cues given by Q4 and the outcome information indicate that the story has a

structure which goes beyond this incident and it is to this that the

predictions are aimed.

The experiment suppor'ts the idea that someinferences are madeonly after

the outcomehas been read. It does not support the implication that these are

the only inferences that are madeor that no ongoing inferences are made. Some

responses were unaffected by the differences in the Conc3itions. These tended

to be responses which were concerned with information relevant to the

situation prior to the events. For example, the reasons why they went to the

cinema alone, his level of self esteem, their level of responsibility for what

happened, his permanent personality characteristics and reactions to the

situation and someof her permanent characteristics and reactions to the

situation. These relied on stored world knowledgerather than infonnation

given explicitly in the text and these seem to have been madeon the basis of

infonnation in the events, althoUlh there is no clear link between the

information given and the predictions and hypotheses made.These links would

seem to be akin to what Reder (1979) described as 'elaborations'. In this

experiment these are not generally idiosyncratic, rather those predictions

that were madeshow there is a high degree of Similarity of content for all

subjects and that the elaborations are in someway situationally related.

These 'elaborations' are unlike 'scripts' (Schank 1975) (which allow the reader

to assLl1lethat certain events will occur) rather they allow the subjects to
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predict how characters will behave given a 'usual' situation.
Such predictions and hypotheses are remarkably similar in all conditions

although those characteristics which are directly contradicted by information
in the text do differ. The results suggest that inferences (other than those
which are made to link the events in the outcome to events which happened
earlier in time) are made in an ongoing fashion.The content analysis of the
predictions suggests that these ongoing inferences create a stereotype of the
characters as a framework for the comprehension of their behaviour in ongoing
events in the text and for the anticipation of what is to come. The characters
are modified with the input of additional information. One example of this can
be taken from results of the pilot experiment where it was shown that subjects
who had Background infonnation thought that what happened in the movie theater
was not a new experience for Jenny whereas those who had only Events
information had thought that it was. This is a clear exanple of the way in
which the Events relating to Jenny's behaviour are reinterpreted when subjects
are given more information about her character and are able to create a new
stereotype on the basis of this. This frame created from stored world
knowledge about characters in a situation can be directly compared to the fact
structure of Kintsch (1979). Unlike Kintsch's example which depended on very
specialised knowledge, this experimental data has shown that the stereotypes
can be created from a very general level of situational knowledge.

The experiment has shown that some forward looking inferences or
predictions can be made in response to each part of the text. The process is
not in any way confined only to the OUtcane. Goetz (1979) proposed that
inference making was constrained by the importance for the outcome of events
in the story. This would mean that inferences are made after the outcome has
been read.Goetz implied that neither ongoing inferences nor inferences which
did not relate to the outcome were made. Models of story grammars have been
criticised in earlier chapters of this thesis for the same reason, that is
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because they have implied that such processing would only take place when the
text had been read completely.

Those models and theories which rely on the story having been processed
in its entirety make the assumption that inferences can only be made on the
basis of what has occurred and that inference making is restricted to these
backward looking inferences. The current experiment has shown that inferences
are made which create a stable image of the characters and that these allow
the subject to predict and hypothesise about the characters future actions
(that is they are able to make forward looking inferences) on the basis of
this image. These inferences are then modified by the infonnation in the text.
Some inferences or predictions are the same whether the subjects were given
the Events,the Background or the outcome first. Others change according to
specific information which is given in the text and the inferences which are
based upon this.

The functional significance of the Flashback sequence was not
investigated directly in the experiment but specUlations about its function
can be made on the basis of the results obtained.It would seem that placing
the OUtcome at the beginning allows the reader to create a structure for the
incoming text and to make predictions or forward looking inferences about the
story from this. This allows a framework to be created from the outset and it
is used in two ways: to accept incomin;) information and to make predictions
which go beyond the time span of the scenario described in the text. It has
been demonstrated in both the pilot and the main experiment that given an
appropriate probe the predictions will go beyond the time span in both a
forward and backward direction. In addition to the predictions which are
related to the structure of the story, certain inferences are made about the
characters on the basis of the content of the outcome. This function is not
solely related to the Outcome but is srown also to be a function of Background
information.
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It is proposed that the structural predictions are functional at outset
because the reader becomes involved in making hypotheses about future events
and does not make predictions which quickly become irrelevant as the story
unfolds.When the outcome is placed at the end (in canonical order) the text
has to be reinterpreted to accomodate this information. By this time the
reader may well have made irrelevant or incorrect predictions. Placing the
outcome at the end would seem to be functional when the outcome really is the
end of the story and the information either confirms the predictions made by
the reader or it is so unexpected that it causes a reflection and
reinterpretation of the whole plot (as,for example, in detective stories). In
the intial stages of the story the strategy of placing the outcome of a set of
events at the outset allows the author some measure of control over the kinds
of predictions made so that those predictions which are useful and relevant
are made and the reader quickly becomes involved with the story.

It may be concluded from this experiment that the relationship between
the structure and the content of a story is rather more complex than was
suggested by Bower (1976) am Thorndyke (1977) and that the disruption of
canonical order is not always disfunctional. It has been proposed that a
restructuring of the time order can assist the reader by constraining the
formation of predictions.'1be use of this strategy would seem to be one way in
which the author has control over inference making. Those inferences which are
concerned with the content of a story (those which were described by Goetz
1979) are only one kind of prediction that is made.These,along with other
information in the text are based on inferences Which link the information in
a text in a backward direction when relevant new input makes this necessary.
predictions and hypotheses about the characters are made on the basis of
stored koowledge about situations and these mayor may not be radically
changed by the order in which the information is presented.Placing the outcome
at the beginning allows certain information which has been explicitly given to
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be used. This experiment has not clearly pointed out whether the 'image' which
has been created is sustained or altered by subsequent information.

It has indicated that the reader uses both the structure and the content
to make predictions about the plot and the characters. predictions about
characters are based on world knowledge about characters in a situation and
predictions about events are based upon stored knowledge about story
conventions and about actual temporal order of events.
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CHAPTER TWELVE

The effects of sequential order on

the processing of "Interesting" content.

Introduction

ExperimentsOneand two investigated the effect of prior knowledgeof

Outcomeon forward looking inferences. Fromthese results it was concluded

that there are effects due to the content of the outcomeand others

attributable to the structural infonnation that it conveys. The results have

also provided the basis for speculations about the possible effects of placing

the Outcomeat the beginning of a text, thus creating a "Flashback" sequence

in a text.

Tw:> related issues arise from the experiments. The first was raised in

the discussion of ExperimentOneand concerned the relative importance of

content and structure in the makingof inferences whena dramatic OUtcomeis

placed at the beginning of an canparatively undramatic text. The second issue

concerns the effects of the position of the OUtcomeon the processing of the

text. SpeCifically, is processing affected by whether the Outcomeis

presented after the Events (so that the text is presented in canonical order)

or at the outset (so that the text is presented in a flashback order)?

A theory which was presented by Schank (1978) gives a basis for the

examination of these issues. Heproposed that certain concepts were

intrinSically, absolutely interesting and that it was "Interestingness" which

controlled the processing of text. He argued that readers selectively

processed texts and madeinferences about these selected parts.The basis on

which itens in the text were selected was that of "Interestingness". This was

defined according to several criteria. The overriding criterion _..,; that of

absolute interestingness. 'Itlose concepts which are absolutely interesting are

DEATH,flM.(jERand "other absolute interests are: PatlER; SEX;MCNEY(in large
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quantities); DESTRUCTION; CHAOS; RQ't1AOCE;DISEASE and many other other
concepts and issues of this type" (Schank, 1978, pIS).

Schank proposed that whenever these absolutely interesting concepts are
present we use them to think about and to make inferences about the
consequences and causes of their occurrence. Although there are other criteria
for interestingness, the processing of absolutely interesting concepts
overrides the processing of all others. Some concepts are so intrinsically
interesting that readers always make inferences about them.

Schank's (1978) claim that "Interestingness II was the basis for selective
processing of text rests on his theory that a reader cannot process all the
input in the time which he/she takes to read it because the mmber of
inferences which it would be possible to make on the basis of the content plus
those inferences generated by the interactions between the inferences could
not be carried out in the time. A further reason is that the interactions
between the inferences involved in the process would lead to a combinatorial
explosion. Schank uses computer processes as an analogy for human processes.
'rtleresult of a combinatorial explosion for a computer would mean that it had
not the capacity or resources to process the inferences made when the
interacting procedures resulted in a geometric progression of increases in the
number of inferences. The results of this for a human can only be speculative
but it is supposed that the reader's processing mechanisms would be overloaded
with the inferences generated so that he/she would not be able to discr~inate
those inferences which were pertinent to the content nor would further
processing be possible. Perhaps the reader would never get beyond processing
the initial input. Schank proposed that this situation was avoided by the
reader selectively processing the text and that the basis on which he/she did
this was primarily the intrinsic interestingness of the concepts. Those
concepts which were interesting were processed and the inferences which were
necessary for this processing were made.
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In order to clarify whether a reader will choose to process texts on the
basis of "Interestingness" of the content and to investigate whether
"Interestingness" of content is the basis for the selection of concepts for
processing when texts which have the same content are given a different
structure the following series of investigations were devised. The
investigations will explore the interestingness of concepts in isolation, in
context and when they are a part of a narrative text which is presented in
flashback and canonical order.

EXPERIMENT THREE.

An experiment to investigate the concept of absolute interestingness.

Introduction.

'Itlefirst of the series of experiments explores the idea that some
concepts are absolutely interesting,by asking subjects to rate 16 sentences on
an interestingness scale. The sentences are made up of concepts which
according to Schank's criteria are either absolutely interesting or not
interesting. Average ratings for each sentence and mean ratings for
"Interesting " and "Not Interesting" sentences are to be calculated to
discover if there is any discrimination between them.

Method
Subjects.

There were 12 subjects (6 male ,six female). All students at the
University of Hull. None had taken part in Experiments 1 aoo 2.
Materials.

The following 16 sentences were each written on a separate file card:
according to the criterion of absolute interestingness defined by Schank
(1978) eight were "interesting" and eight were "not interesting".
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"Interesting":
1. Riot shields and water cannon were becoming commonplace.
2. Breaking the sound barrier was an achievement for science but not for
humanity.
3. The noise outside was deafening.
4. The windows rattled as the sound exploded above them.
5. With superhuman strength she tore the steel jaws apart.
6. She decided that she would never carry a gun again.
7. It was as she was walking through the trees that Joan saw the
vultures circling over the body.
8. It was as she was walking through the trees that Joan stumbled over the
body.

"Not Interesting"
9. She looked aromd to see if her friend was sitting at a nearby table
but she could not see her.
10. She tried to catch the waitresses eye but she was unsuccessful.
11. As she waited for the waitress to bring her the menu, Mary realised
that her watch must have stopped half an hour earlier.
12. As she waited for the waitress to bring her the menu, Mary realised
that the time she had allowed for eating her meal was getting shorter and
shorter.
13. The roses were absolutely magnificent.
14. The rain and cold were suddenly forgotten.
15. The sunshine was dazzling.
16. The bees hinmed as the sun shone on the garden.

Procedure.
A seven point scale was indicated by a series of seven marker cards

placed at equal intervals along an otherwise empty desk top. The card at the
extreme left was marked "interesting", the centre card was marked "neither
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interesting nor lIDinteresting" and the card at the extreme right was labelled
"uninteresting". These were in place before each subject came into the room.

Each subject carried out the task separately. '!he 16 cards on which the
sentences were typed were shuffled and given to the subject. Each subject was
asked to :-

"Rate each sentence separately in terms of how interesting you find it.
The more interesting you find it, the further to the left you must place
it; the less interesting you find it, the further to the right you must
place it. Do not rate the sentences against each other but consider each
one in terms of its own interestingness".
The instructions for placing the cards on the scale were repeated and/or

clarified if necessary. One subject asked for a clarification of
interestingness. He was told "interesting in the sense of you wanting to krow
more about it".

The subjects were then left alone to complete the task. When the task was
completed the given ratings for each sentence were recorded.

Results
There was a clear difference between the overall mean ratings of the

"Interesting" and "Not Interesting" sentences. Those \1tlichwere defined as
"Interesting" according to Schank's criteria are rated more interesting by the
subjects. Table 12:1, however, shows that "interestingness" is not a
dichotomous concept but that the sentences are rated on a continuum. Within
both the "Interesting" and "Not Interesting" groups of sentences there is a
difference between the mean ratings of sentences. This is the case even when
sentences with similar content are rated (for exanple, between 1 and 2, 3 and
4 and so on between pairs). The main variation is for the "Not Interesting"
sentences.
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Table 12:1.

Mean ratiBJs for sentences.

"Interesting" "Not Interesting"
Sentence Mean. Sentence Mean.

1. 5 9. 2.75
2. 4.84 IfJ. 1.75
3. 3.67 11. 2.75
4. 5. 12. 3.58
5. 5.75 13. 2.6
6. 5.33 14. 4.34
7. 5.83 15. 3.17
8. 5.66 16. 2.84

Mean 5.1313 Mean 2.98
,--------

Discussion
'Ibe results have sMw that some ideas are clearly rated as more

interesting than others when they are read in isolation. 'Ibe sentences which
were chosen to discr~inate between the interesting and less interesting ideas
were selected according to the criteria for absolutely interesting ideas laid
down by Schank (1978). It>wever, the "Not rnterestiBJ" sentences are 'Less
Interesting' rather than "Not Interesting". SChank did propose that in
absence of something absolutely interesting readers would make "Interesting"
whatever was available. He did however maintain that absolute
"Interestingness" was preferred and that it the basis on which readers
selectively processed text:

"\tnlenitems of competing interest are arollld,we would choose the roore
interesting to infer (i.e. think about)." (Schank, 1978, p28).

The question of whether those ideas which are rated as interesting are those
which are preferentially processed remains.Two main aspects of the question
are:

1. Does reading sentences in context change their level of
"interestingness"?
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2. Does "interestingness" form a basis for selective processing?

The two aspects require separate investigations.

EXPERIMENT FOUR.

Ratings of interestingness of sentences ~ subjects who

have previously read the sentences in context.

Introduction

This experiment aims to establish whether having read sentences in

context changes the rated levels of absolute interestingness found whenthe

sentences were read in isolation. Whatneeds to be established is whether

subjects whohave read the ideas in context would still rate the ideas as

Interesting in the samewayas those whohave only read the ideas in

isolation. This measurement is required as a base line for canparison with the

preferred processing task if a comparison is to be madebetween rated

interestingness and processing of ideas.

Method.

Subjects.

Thirty six subjects took part in the experiment. 'tWentyfour subjects (12

male and 12 fanale) all students at the University of Hull, had read the

sentences in context in two different conditions in a prior experiment (to be

described as Experiment Five) and in addition the ratings obtained from the 12

subjects in Experiment Three were used as a control.

Design.

The sentences were rated for interest by three groups each of 12 subjects

(six male, six female). GroupA had previously read the sentences in texts

whichwere presented in one order. GroupB had previously read the sentences

in texts presented in a different order (the reverse order of GroupA). Group

Cwere the control group.
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The reliabilty of the ratings between the groups was tested using
Speannan-Brown split-half reliabilities. Similarities between group ratings
were canpared using Speannan correlations.

Materials and Procedure.
These were the same as described in Experiment Three.

Results.
Table 12.2 shows the mean rated interestingness of the individual

sentences for Groups A, B and Control. On average all three groups rate the
"Interesting" sentences as more interesting than the "Not Interesting"
sentences. There are differences in the mean ratings of less interesting
sentences between the Control Group and the groups who have already read the
sentences in context. Subjects who have already read the sentences in context
rate the "Not Interesting " sentences more interesting than those who have
only read the sentences in isolation. However, reading in context does not
affect the "Interesting" sentences.

The consistency of sentence ratings was assessed by correlating the mean
ratings of half the subjects with those of the other half. The coefficients of
consistency were adjusted using the Speannan-Brown Prolilecy formula. All
groups smw a high level of consistency (see Table 12.3), indicating that
subjects are rating the interestingness of the sentences in very similar
ways.

Correlations between the mean ratings for the sixteen sentences in each
group were computed for all pairs of groups (see Table 12.4). All the
correlations are high indicating that the groups are rating the sentences in
the sane way. The snallest correlation is between Groups A aoo B and suggests
that the difference in the story order in some way affects the ratings. As

seen in Table 12.2, the ratings of the "Not Interesting" sentences smw the
greatest difference between these two groups.
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Table 12:2

Mean interestingness of sentences 1- 8 (Interesting)
9-16 (Not Interesting)

by Groups Control , A and B

Interesting 1 2 3 4 5 6 7 8 Mean

Control 5 4.84 3.67 5 5.75 5.3 5.83 5.66 5.13125(n = 12)

Gp A 5.16 4.416 4.083 5.5 4.5 5.333 5.5 6.42 5.113625(n = 12)

Gp B 4.91 5.91 3.75 4.91 5.25 5.33 5.33 5.58 5.12125(n = 12)

Not Interesting 9 10 11 12 13 14 15 16 Mean

Control 2.75 1. 75 2.75 3.58 2.66 4.34 3.17 2.84 2.98(n = 12)

Gp A .
(n = 12) 4.00 2.92 4.42 4.16 3.83 4.5 4.5 4.25 4.0725

Gp B
3.33 2.75 3.75 3.58 2.83 4.16 3.16 3.41 3.3715(n = 12)

Interestingness Scale 8 = high

1 = lov
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Table 12.3.

Consistency of sentence ratings for each group.

Groups split-half correlations. Spearman-Brown
prophecy

A r = 0.53
B r = 0.65
Control r = 0.88

0.81
0.79
0.93

Table 12.4.

Intergroup correlations of ratings of Interestingness.

Groups Correlation •
AlB

Control/A
ControllB

r = 13.79
r = 0.89
r = 13.93

,------------------,----
Discussion.

The results show that those sentences which are defined as absolutely
interesting have a sUnilar average rating of "Interestingness" whether the
sentences have been read in isolation or have previously been read in context.
The average ratings of those sentences which are "Not Interesting" differs
between the groups being higher for Groups A and B. Within group reliability
of ratings srows that subjects are rating the sentences in sUnilar ways. The
between group correlations show that between the groups, the mean
"Interestingness" ratings for each sentence are strongly related, although the
correlations between the Control Group and each of the groups who read the
sentences in context are much higher that the correlation between the latter
two groups.

Schank's proposal that certain ideas are "absolutely interesting" is
supported when subjects are asked to rate the interestingness of each
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sentence. However, the "Not Interesting" ideas acquire "Interestingness" as
a function of context. The experiment has not explored whether or not the
"Interestingness" of ideas is instrunental in the preferential processing of
ideas in context. Experiment Five will test this idea.

EXPERIMENT FIVE.
The effects of "Interestingness" ~ sentence choice in text.

Introduction.
Schank (1978) proposed that •Interesting "ideas were processed in

preference to "Not Interesting· ones. The two preceding experiments have shown
that although some ideas are clearly more interesting than others all
sentences are rated as having some level of "Interestingness". Experiment Four
established that subjects agreed closely about the "Interestingness· level of
sentences and that reading them in context raised the level of
"Interestingness" of those defined as being "Not Interesting". The data
collected in Experiment Four also provided an ·Interestingness· rating of
individual sentences by each subject. The experiment which follows uses these
individual ratings by comparing the rated level of interestingness of ideas
with the subject's choice of which he/she would like to read more about.

Choice behaviour will be exanined at the beginning of a text and at a
stage which is half way through so that the effects of context on choice can
be investigated. The effects of ·Flashback" will also be investigated by
presenting the same texts in canonical and reverse orders.

If the "Interestingness· of the content is the most important factor in
deciding what will chosen for further processing it is expected that readers
will always choose to read a text which follows what they have rated as being
the more interesting of a pair of sentences.

If plaCing the outcome at the beginning of the text leads to a difference
in the way in which text is processed, then it is expected that there will be
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differences in the selection of content when the text is presented in
flashback order. If it is not ~portant then there will be no difference in
selection whichever order the text is presented in.

Method

Subjects.
The 24 subjects used as Groups A and B in Experiment Four had previously

participated in this experiment.

Materials.
The texts (see below) and instructions were presented using a vector

Graphic System B Microcomputer. A key board and a Visual Display unit (VDU)
was available to the subjects. A pen and a pad of paper were provided for
subjects to write the answers to questions presented after each text.

Design.
Four texts (see Appendix 4) were designed with the same format:

a. A pair of sentences to choose between;
b. A single sentence;
c. A second pair of sentences to choose between;
d. A single sentence.
For each text, subjects had first to choose one of a pair of sentences.

Following the choice a single sentence was presented followed by a second pair
to choose from. After the second choice, a final sentence was presented. The
presentation was so designed that which ever choice was made the same
intervening sentence was displayed as the text which followed that choice.
Following each text a set of questions was presented which acted as a
diversion from the repetition of the selection task.

The sixteen sentences described in EXperiment Three were paired in
consecutive pairs (1 and 2, 3 and 4 etc.) according to the similarity of their
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content. Two pairs (that is four sentences) were Incorporated into each of the

four texts. One pair was placed at the beginning of the text (the outset) the

other pair halfway through (in context). The sentences were combined within

the texts in such a way that two of the texts contained the "Interesting"

(according to Schank's, 1978 criteria) sentences and two of the texts

contained the "Not Interesting" (or mundane) sentences. An additional variable

was that the texts were written in such a way that two of the texts (one

interesting, one mundane) had a time sequence and thus could be described as

having a narrative structure and the others were descriptive and had no time

structure. This produced a 2x2 design:

Time sequence

Interesting

Text 3

(sentences 9-12)
Text 4

(sentences 5-8)

No time sequence

Mundane

Text 2

(sentences 13-16)
Text 1

(sentences 1-4)

The four texts were presented to each subject. The order in which the

text was presented was reversed for half the subjects: Group A received them

in one order, Group B in the other. This allowed the same sentences to be

read both with and without context (at the beginning of the text and half way

throuqh) , This also allowed those texts (2 and 3 )which had a time sequence

to be read in canonical (Condition A) and flashback (Condition B) orders.

The order of presentation of the texts was varied between subjects to

control for practice effects according to a Latin Square design.

Procedure.

Subjects were tested singly. Each was randomly assigned to Condition A or

B and to one of the orders of text presentation within that condition. The

order and condition was keyed into the computer and the texts presented
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accordingly.

The subjects were seated at the computer and their familiarity with the

equipment discussed. Those whowere not familiar with microcomputers were

assured that the task only required the subject to press the A, B and RETURN

keys and to read the text on the screen. All subjects were told that the

task and the instructions would all be presented on the VDUbut that the

experimenter would remain in or near to the roan during the experiment. They

were then told that the experiment was not timed and that the task and the

written answers to the questions should be done at their own pace. Each was

given a pen and paper on which to answer the questions. 'Itle condition and

presentation order were keyed in and the intial instructions appeared on the

screen:

"Youwill be asked to read four short stories which will be displayed on

the screen.With each story you will be asked at the outset to choose

which version of the text (A or B) you prefer to read. Further along you

will be asked to make another choice. Youwill make each choice by

pressing the keys A or B on the keyboard. Whenyou have finished each

story you will be given a task based on the version that you have chosen

to read.

press RETURNfor further instructions."

At this point the experimenter checked that the subject was confident

about the use of the keyboard, the subject pressed the RETURNkey and further

instructions about answering the questions appeared:

"The task will be to write answers to the following:

1. Wri te the next sentence.

2.OUtline the way in which the story might continue.

3.Give a title to the text.

4.Summarise what you have read.

The answers are to be written in the booklet provided. Write any comments
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about the texts,the questions or your answers on the last page. 'Itle

instructions will be repeated at appropriate points in the task. Whenyou

are ready for the first story press RETURN to start."

'Itle texts were then presented in the preselected order and sequence. The

subject's choice of text was recorded by the computer. Betweeneach task the

subject answeredquestions relating to the text.

Whenall four texts were read and the questions answered, the subject was

asked to carry out the "Interestingness" rating experiment described in

Experiment4. The results were based on these ratings.

Data analysis.

The difference between interestingness ratings for each pair of sentences

(ExperimentFour ) given by each individual subject was comparedto his/her

choice between the sentences in that pair in the text. 'Itle balance of

"Interestingness" within each pair of sentences in isolation was scored first

of all. Eachmemberof the pair was assigned either the same level

of"Interestingness" or one of the pair was rated as more interesting than the

other. 'Itle subject's choices in the reading task were then exCltlinedto assess

the frequencies with which (a) the more interesting sentences were chosen (b)

the less interesting sentences were chosen. For those pairs rated of equal

interest the frequency with which each were chosen was detennined.

The scores were summarisedas: choices madewhensentences rated equally

interesting (=); choice of sentence rated as most interesting (+); choice of

sentence rated least interesting (-). TOtal numbers in each choice category

(=, +, and - scores) were calculated for each text and for each position in

the text. This was done for texts presented in both orders. Scores were also

calculated for the Order effect. That is the choice of sentences was

separately calculated for each text in each order. 'Ihis incltded choices made

both at the outset and in the context.
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The scoring for sentences 3 and 4 in Text 1 is given as an example:

Group A: Canonical (at OUtset).
Balance Choice

Sentence 3 Sentence 4.
3=4
3)4
3<4

2

5

2

1

o

2

Total category scores: 3=; 7+; 2-.

Group B: Flashback (in Contex t)•
Balance Choice

sentence 3 Sentence 4.

3=4 2 1

3)4 5 0
3(4 1 3

Total category scores: 3=; 8+; 1-.

Results.
The results (Table 12.5) show the relationship between rated

interestingness and choice of sentence ~en all scores are calculated. overall
(Table 12.5a) those sentences ~ich have been assigned the highest level of
interestingness are most often selected for further reading ( 80 for those
rated highest, 61 for those rated lowest). When the results are separated into
those choices which were made at the outset (12.5b) and those which were made
in context (12.5c) it is shown that there is a strong indication that rated
interestingness is related to sentence choice made at the outset:those
sentences which were rated as most interesting were chosen 42 times; those
rated least interesting 27. Whereas when the choice is made in context
interestingness has a much reduced effect (38 and 34).
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The results suggest that "Interestingness" makes an impact at the outset
of a text but that if the same sentences are encomtered in context the impact
of "Interestingness" is much reduced and some other factors affect the
selection of text for processing.

Table 12.5.

Balance of levels of rated interestingness and choice of sentences: Both
conditions; all four texts.

a) Both choices (n=192):
b) Choice at outset:
c)Choice in context:

Choice category

+ =
80 61 51
42 27 27
38 34 24

------------------------------_.----------------------
When the texts are presented so that the narrative text is in canonical

order (Group A :Table 12.6 ) there is an overall effect of rated
interestingness: that is, those sentences which are rated as most interesting
are selected most often (48 as opposed to 29). When the choice effects are
separated out there is a clear effect of "Interestingness· on the initial
choice (27 of the most interesting sentences are chosen as opposed to 9 of the
less interesting). R>wever when the choice is made in context the
interestingness does not relate to the choice (21 and 20).
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Table 12.6.
Rating of interestingness and choice of sentences in all four texts presented
in canonical order (Group A) •

Choice Category
+ =

a) Both choice positions (n=96): 48

b) Choice at outset: 27
c) Choice in context: 21

29

9

29

19
12
7.

The effects of rated interestingness on the choice of sentence wtlen the
texts are presented in reverse order (Group B) are shown in Table 12.7. It is
clear that "Interestingness· has no clear effect upon the overall choice of
sentences (39 high rating choices as opposed to 34 low rating ones). A similar
result is obtained when the scores are separated out into choice in first
posi tion (at outset) and choice in context. The choice in context (c) does
show that there are more choices of the more interesting sentences than the
less interesting ones, but this is not a clear difference (17:14).

Table 12.7.
Rating of interestingness and choice of sentence when all four texts are
presented in reverse order (Group B).

Choice Category
+ =

a) Both choice positions (n=96): 39 34 32
b) Choice at outset: 13 29 15
c) Choice in context: 17 14 17
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It might be expected that reverse order would only affect the choices in
the narrative text and not in the descriptive one as only the former has a
time sequence. For the narrative text, the reverse order presentation is
analgous to a flashback structure. Table 12.8 Shows the results for Group B
who had the texts in reverse order. For those without a time sequence the
rated interestingness is clearly related to choice, but when there is a time
sequence (or a narrative structure) and this is in flashback order the
effects of "Interestingness" are reversed (those rated roost interesting were
selected 9 times as opposed to those which were rated less interesting 2~
times) •

Table 12.8.

Rated interestingness and choice of sentences (with and wi thout a time
sequence) presented in flashback order (Condition B).

Choice category

+ ..
Texts 2 and 3 (Time Sequence):
Texts 1 and 4 (No Sequence):

9

21

~

14
19
13

'!be texts which had a time order (Texts 2 and 3) were compared lI1der ~
conditions (presented in canonical order (Group A) and presented in flashback
order (Group B). '!be results (see Table 12.9) show that the roost "Interesting"
sentences are selected when the text is presented in canonical order, but that
in flashback order they are clearly not the basis of selection. '!bese results
support those smwn in Table 12:8 and indicate that the processing of texts
presented in flashback order is infl uenced by factors other than
"Interestingness", whereas "Interestingness" is related to the the processing
of texts when they are presented in canonical order (the main effect of
"Interestil'¥Jness• being on choice made at the outset).
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Table 12.9

Rated interestingness and choice of sentences with a time sequence (Texts 2

and 3 ) in flashback and canonical order.

Choice Category

+ =
Condition A (canonical):

Condition B (flashback):

26
9

13

2'"
9

19

-----------,-----------------
Discussion.

Schank (1978) proposed that there were some concepts which were

intrinsically absolutely interesting, and that it was on the basis of this

absolute interestingness that readers selectively processed texts: the

selection of the interesting concepts constraining the number of inferences

which were made about the text. This series of experiments (Experiments 3, 4

and 5) have investigated the validity of the notion of absol.ute

interestingness and the selective use of "Interestingness" in the processing

of texts.

'Ibe initial experiment established that there were concepts which, when

presented in isolation, were rated as being very interesting and others as

less interesting. 'Ibose concepts which were rated as being IOOStinteresting

were those which had been selected on the basis of Schank's criteria and those

which were least interesting were those which had been incllXled as IOOre

prosaic and not confonning to the criteria of absolute interestingness. The

results showed, ho\te1eVer,that this interestingness was not an al1 or none

dichotomy, but that there were levels of interestingness and that both very

interesting and less interesting concepts were ranged along a continuum of

interestingness. Experiment Four soowed that sane "Not Interesting" ideas

became IOOreinteresting after they had been read in context.
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Experiment Five investigated the function of "Interestingness" in the
processing of text and it was found that although there were indications that
"Interestingness" was related to the initial processing of a piece of text,
the relationship became less clear when processing was carried out in the
presence of context or when there was a variation in the canonical order of a
narrative text.

The results obtained when the narrative text was presented in "flashback"
show that even at the beginning of a text there are factors other than
"Interestingness" which are affecting the choice of sentence. The balance
between choice categories is the same whether the sentences were presented at
the outset or in context (that is the less interesting sentences are chosen
more often than the more interesting ones). This effect does not ooeur when
the sentences are presented in canonical order. This result is both surprising
and counter-intuitive. It may be due to a transfer effect: that subjects in
the reverse order condition may be expecting a flashback sequence and
therefore the factors which influence choice in a flashback conditions are
operating.There is not enough data to examine this proposal in detail and
therefore it remains speculative.

Schank's theory of "Interestingness" assumes a process in which the
input of individual concepts from a text predominates. Such a process
disregards the imp>rtance of the order in which the text (or the individual
concepts) is presented and the role of the reader is reduced to that of a
supplier of a disconnected string of associations. The process itself is text
driven with the content stimulating associations in the reader's mind. In this
model the reader's world knowledge about what is possible or probable in a
situation is largely ignored. Such a theory is strangely at odds with script
theory which assumes a contribution on the part of the reader about what is
normal in a situation and a selective processing which places on a "weird
list" those events which do not belong to the norm.
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Theconcept of "Interestingness" would seem to have somereality, but that it

is absolute is questioned. There do appear to be levels of "Interestingness"

and some ideas are clearly of a higher level of "Interestingness" than

others. However,"Interestingness" would seem to be only one of the factors

important in the selective processing of text. Variations in the canonical

order of texts and the context in which the concepts are embeddedwouldseem

to be important factors in the process. Giving a flashback order to the text

wouldseem to be particularly influential in affecting the selection of

content for further processing.

This series of experiments have shownthat whenideas are presented out

of context ( as for exanple news headlines or book titles might be) some ideas

are more interesting than others and the more interesting tend to be those

that are sensational. However,as ExperimentFour has shown, placing ideas in

context changes their level of interestingness and whenthe structure of the

text is changed (as in ExperimentFive) the interestingness is modified in a

different way.

ExperimentSix will investigate further the role played by the content of

the text in comprehensionby looking at the reader's ratings of predictions

and investigating the relative contributions of the text and the reader's

world knowledgeto such ratings.
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CHAPTER THIRTEEN

The effect of text and reader related variables ~ predictions.

Introduction

Experiments One and Twodemonstrated that when, as a measure of

comprehension, readers are asked to complete a narrative text by making

predictions about the next event, they will contribute some stored knowledge

about what is likely to the infoDmation in the text.

The responses to open-ended questions about 'What happened next'

established a range of predictions. These predictions were made in response

to 'stories' which established three different situations: she was being

pursued by a soldier; an intolerant Jenny Fields was being pursued by a

soldier (in wartime when people were being tolerant of soldiers); the

intolerant Jenny Fields was consequently arrested for wounding a man after she

had been pursued by a soldier. In all these situations it was stated that she

was determ ined not to move again.

The content analysis method allowed these responses to be placed into

categories such as 'behaviour related to him', 'behaviour related to her' and

into sub-categories such as 'aggressive', 'casual', 'sexual' and 'normal

cinema' behaviour. This analysis allowed relatively unconstrained responses

to be compared in a quantitative way and established that, when readers are

given different amounts of information, different predictions are made. While

it was established that the predictions go beyond the information explicit in

the text, and that the type of predictions made vary as a function of the

amount of text presented, the relatively open-ended nature of the method made

it difficult to disentangle various possible reasons for those effects.
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The present experiment aims to separate out the relative contributions
made by (a) the reader's prior knowledge and (b) the information in the text
to predictions made about the next event. From the predictions elicited in the
earlier experiments a number of events will be selected. They will be chosen
from predictions made in response to all of the text conditions. Readers will
be asked to rate the likelihood of each event as the 'next event'. As the
predictions are concerned with the behaviour of the characters each possible
event will be presented with both the pursued and the pursuing character as
subject: (e.g. She slapped his face; He slapped her face). This will prov ide
two rating scales for each event.

A minimal text will be given to two groups of subjects (one of males, one
of females) to establish baseline ratings of likely and unlikely behaviour
when readers have a neutral description of two characters (one pursued by the
other) in a cinema setting. The characters will be described as A and B and
no reference will be made to their sexual identity or occupation. The ratings
will establish what behaviours are thought to be likely in this setting
and what each character is likely to do when the pursuer eventually sits next
to the pursued. Ratings which are both likely and non-idiosyncratic will
establish default values for the setting. In addition subjects will be asked
about the sexual identity of each of the characters.

Two other texts will each be given to different groups of male and female
subjects. Both these texts will contain additional background information
about the situation (a wartllne setting and a general public consideration for
people who have the same occupation as the pursuer) and about the pursued
person (intolerance of the opposite sex and parti,cularly those of the same
occupational group as the pursuer; determination not to move seats again).
The minimal text can be compared with the other (the Experimental) texts to
see which the predictions about behaviour remain the same and which have
changed as a result of the additional information. It is to be expected that
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the prediction lithe pursued moves seats" will be rated less likely in the
Experimental conditions because the text contains the explicit information
that he/she resolved not to move again as well as the additional information
about the determination and intolerance of the character. The combined effects
of the description of the background and the personality of the character (the
pursued person's determination and hisjher persistent intolerance in face of
general public consideration for people of the same occupation as the pursuer)
may also affect other ratings. If so, these predictiOns will also be rated in
a different way by both the Experimental Groups although it cannot be forecast
whether subjects will rate an independent minded pursued person as, for
example, more or less likely to call the manager or to sit still and ignore
the pursuer or to make a violent attack on hUn/her.

The two experimental texts will be made different by switching the sexual
identity of the characters. In one text Jenny Fields will be pursued by a
male soldier while in the other James Forest will be pursued by a fenale
nurse. Thus, although the two texts will be similar in having the same amount
of additional information, they will differ in the kind of information which
they contain. This will allow the effects of type and quantity of additional
information (confounded in the earlier experiments) to be assessed separately.

Ratings obtained in these conditions will be compared with each other.
This comparison will enable the effects of the sex and the role of the
character on predictions to be assessed. If there is no difference in the
ratiD:Js made by subjects in each condition, then it can be assumed that
readers have made predictions on the basis of their knowledge about the roles
of pursued and pursuer. If there are differences between the ratings then the
sex of the character as well has the role will have influenced these
predictions. It is expected that predictions about face slapping and chatting
up are those which will show the greatest differences if the ratings are based
on world knowledge about the stereotypes of sex related behaviour and that
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face slapping will be rated as more likely behaviour when the character is

female and that chatting up will be rated as more likely when the character is

male. If there is conflict between the behaviour expected from the role and

the sex of the character this should be shown in the interactions between the

ratings when the sex of the characters is reversed for the two Experimental

Conditions. Howclosely the sex of the characters relates to the roles of

pursued and pursuer will be assessed by asking subjects in the Baseline

condition (where the sex of the characters is not given) to rate the

likelihood of each of the characters being male or female.

Whenpredictions were made freely in Experiments One and Two, violent

events were not predicted by subjects whodid not have the outcome information

that "Jenny Fields was arrested in a movie theater for wounding a man". So it

is anticipated that this outcome will be unexpected and hence be given a low

likelihood rating. EXtra information about the outcome (that is, pursued stabs

pursuer with a scalpel) will be given in the Experimental Conditions after the

enriched texts have been read and the events rated. Having been given th's

extra information subjects will then be asked to rate the responsibility of

each character for this violent outcome. Their ratings on this seale will

measure the relative effects of the sex and role of the character when

subjects have to extend the framework of comprehension to encompass new and

unanticipated information.

Groups of male and female subjects will be used in each condition to

assess the effects of individual differences in perspective upon the ratings.

It seems reasonable to expect that subjects will identify more with characters

of their own sex because of their greater similarities in contributed 'world

view' and that this identification will be reflected in the rating seales. It

might be expected, for exanple, that male subjects will think it more likely

than female subjects that a womanwill slap a man's face whatever her role in

the event. There may also be a general identification by subjects with the
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character of their own sex which will lead to a difference between the ratings

of male and female subjects on all scales. This should be most apparent when

subjects in the Experimental Conditions read about the stabbing. It is

expected that they will attribute more responsibility for what happened to the

character of the opposite sex, regardless of whether he or she is the pursued

or the pursuer.

From the results of the experiment it will be possible to discover the

degree of agreement between people in a group; the extent to which predictions

are based on a commonbase of shared knowledge; the extent to which such

predictions are modified by additional information; and whether the

predictions are based on "objective" information in the text or "subjective"

prior assumptions (that is aspects of the reader's own sex role, individual

exper ience etc).
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Method.

Subjects.

48 subjects participated in the experiment: 24 were male, 24 female.

All were students at the University of Hull and were chosen at randomfrom

people whowere entering or leaving the University Library.

Materials.

a. Texts.

Three texts were prepared (see Figure 13:1), one for each of the

concHtions to be descr ibed, All were based upon the 'Garp' text used in

ExperimentsOneand Twobut each had been modified in the ways suggested in

the Introduction, so that:

Text 1 - (Baseline (Bas) condition) contained no indication of the characters'

sex, occupation or personality. Nor did it contain any details about

the background to the situation.

Text 2 - ('femal~pursued' condition (Jemy» named the pursued character as

Jenny Fields and described her as intolerant towards menand soldiers

at a time whenother people were being considerate towards soldiers.

The pursuer was described as a soldier and later as he, so that his

sex was unambiguous. There were also details of the wartime settiD3

and the cinema.

Text 3 - ('mal~pursued' (James) condition) used text which was identical to

Text 2 except that the pursued character was namedJames Forest and

he was intolerant of womenand nurses. Thepursuer was descr ibed as

a nurse and later as she.
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Fig.13:l. The texts

Text 1

In a cinema, person Ahas movedplaces several times.
Each time person B has moved closer. A is now sitting
against a wall and B has just movedinto the next seat.

Text 2

It was wartime and people were being considerate towards
soldiers but Jenny Fields was quite firm in her intolerance
of the behavior of men in general and soldiers in particular.
In the movie theater she had to move three times and each
time the soldier movedcloser to her until she was si tting
against the musty wall, her view of the newsreel almost
blocked by some silly colonnade, and she resolved she would
not get up and moveagain. The soldier movedonce more and
sat beside her.

Text 3

It was wartime and people were being considerate towards
nurses but James Forest was quite firm in his intolerance of
the behavior of womenin general and nurses in particular.
In the movie theater he had to movethree times and each time
the nurse movedcloser to him until he was si tting against
the musty wall, his view of the newsreel almost blocked by
somesilly colonnade, and he resolved he wouldnot get up and
moveagain. The nurse movedoncemore and sat beside him.
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b. Events to be rated ~ likely-unlikely.

Nine 'events' were chosen from the raw data from EXperiment Two. These

were chosen from the responses which had been given to the question:

'Describe in detail what you think happened after

liThe soldier moved once more and sat beside her" ",

The responses were selected so that there were some from each of the four

conditions. Each of the nine events was presented twice - i.e. with both the

plrsuer and the pursued as the subject of what happened. In the Baseline

condition event statements took the form of:

A called the Manager.

B called the Manager.

In the Experimental conditions 'he' and 'she' were used:

He called the Manager.

She called the Manager.

A complete list of the 18 events is presented as a part of Table 13:1.

c. ~ Rating scale.

Subjects were to be asked to rate the likelihood of each event. The

ratings were on an eleven-point scale.

o = there is no possibility of it happening

1 = there is hardly any chance of it happening

2 = it is extremely unlikely

3 = it is very unlikely

4 = it is unlikely

5 = it is equally likely/unlikely

6 = it is likely

7 = it is very likely

8 = it is extremely likely

9 = it is almost certain to happen

10 = it is absolutely certain to happen.
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Extra infoDmation.

After filling in the event rating scales:

L, Subjects in the Experimental conditions (Jenny/James) were given extra

information that either

(Jenny) Jenny Fields stabbed the soldier with a scalpel.
or

(James) James Forest stabbed the nurse with a scalpel

They were then asked to:

"Answer the following two questions using a rating of 0 to 10, where 0 =
not at all, 10 = Entirely:

Howresponsible was he for what happened?

Howresponsible was she for ~at happened? ) II

H, Subjects in the Baseline condition (whowere given no extra information)

were asked to rate the likelihood that

A was male

A was fenale

B was male

B was fanale.

Design.

S male and S female subjects were allocated at random to each of the

three COnditions: A pursued by B (Bas), Jenny pursued by soldier (Jenny) and

James pursued by nurse (James).

In all conditions subjects were asked to read the appropriate version of

the text and then to rate the likelihood of each of the 18 events occurring as

the 'next event', using the elev~point rating scale, described above.

The data collected in these conditions will be analysed in the following

ways:
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A. Ratings.

1. Meanratings for each group in each condition will be compared to examine

the level of agreement between the groups (using intergroup correlation~.

2. The data from the ratings in the Baseline condition will be used to

establish the general level of likelihood associated with each event.

3. The data from the ratings in each of the Experimental Groups will be

canpared with the Baseline ratings. As the ratings are not necessarily

independent (Le, she could call the Manager because he had chatted her

up, etc.) stepwise regression analyses will be used. The results will be

compared to see which changes are common(and can therefore be attributed

to the addition of background material) and which are specific to each of

the experimental conditions and therefore to the difference in the

material added (I,e, sex of character).

4. All ratings will be analysed for overall variance which can be attributed

to the sex of the subjects.

5. The data from the ratings in each of the EXperimental Groups will be

canpared to establish which of the events in the two condi tiona show

differences related to the sex of the characters (he/she) and the sex of

the subjects.

Be Extra Information

1. The additional ratings obtained from the Baseline group will be analysed

using analysis of varianoe. This will establish whether pursuer/pursued

roles are seen as being linked to sex and whether, in general, male and

female subjects perceive the sex role differently.
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2. The ratings of responsibility for the violent outcome given to the

Experimental Groups will be analysed for the relative variance

attributable to:

sex of subject (male/female)

sex of character

role of character

(male/fanale)

(pursuer/pursued)

and to detennine whether there are any interactions.

procedure.

The stimulus materials were prepared and divided so that half the papers

for each condition were labelled 'male' and half were labelled 'female'.

Students, aged between 18 and 25, who had just entered or were preparing

to leave the University Library, were approached and asked to complete the

questionnaire. Only three refused. Those who agreed were taken to tables

near the Issue Desk. Subjects were spaced out in both time and location to

prevent collaboration. Then they were given a pen or pencil, a copy of the

questionnaire and the following instruction:

'~lease read the text and written instructions very carefully before

you beJin. Fill in the questionnaire when you have read the text and the

instructions. Whenyou have done that please return the paper and pencil

to me."

The materials were prepared with the text, the instructions, the description

of the intervals on the rating scale and the list of potential next events on

one side of A4 paper. The additional material was presented on a second sheet

of A4paper. The two sheets were stapled together in such a way that the

second sheet could not be read without unfastening the staples.

Whenthis was done the subject was then asked:

"Wouldyou please unfasten the staples and then answer the remaining two

questions."
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Some subjects asked the purpose of the questionnaire and were told that
it was an investigation of differences in responses between male and female
subjects.
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Results
1. General Results.
The overall means for all three conditions when related to the 18 scales
(Table 13:1) show that it is likely (mean ratiD;1s> 6) that:

'the pursued person will ignore the pursuer' (Scale 3)
'the pursuer will chat up the pursued person' (Scale 10).
Neutral (between 4 and 6) ratings are given to the statements that the

pursued person will:
'move seats' (Scale 1),
'walk out of the cinema' (Scale 7),
'call the Manager' (Scale 13),
'sit still and watch the fi~' (Scale 15),
'slap the pursuer's face' (Scale 17),

It is rated as unlikely (mean ratings < 4) that the pursuer will:
'move seats' (Scale 2),
'ignore the pursued person' (Scale 4),
'walk out of the cinema' (Scale 8),
'sit still and watch the fi~' (Scale 16),

and very unlikely (mean ratings <2) that:
either character will shoot or stab the other (Scales 5,6,11,12),
the pursued persqn will 'chat up the pursuer' (Scale 9),
the pursuer will 'call the Manager' (Scale 14), or
'slap the face of the person being pursued' (Scale 18).
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Table l3:l
Mean ratings for male and female subjects under each condition for

each of the 18 scales.
Scales 1 2 3 4 5 6 7 8 9------------------------------------------------Baseline M 6.88 4.88 5.25 2.75 1.99 2.00 5.75 2.88 1.75

F 7.l3 3.75 7.00 5.00 1.l3 1.75 5.63 3.38 1.88
Both 7.91 4.32 6.13 3.88 1.97 1.88 5.69 3.13 1.82Jenny M 4.63 1.88 7.75 2.63 1.38 1.l3 5.09 2.25 1.90
F 4.63 3.38 6.75 2.75 0.38 0.88 4.50 1.88 0.63
Both 4.63 2.63 7.25 2.69 8.88 1.91 4.75 2.97 9.82

Janes M 4.38 4.75 4.75 4.75 0.75 1.00 5.l3 3.75 3.63
F 5.63 3.63 6.88 5.00 1.38 1.l3 6.38 3.25 2.50
Both 5.01 4.19 5.82 4.88 1.87 1.f17 5.76 3.59 3.rl7

OVerall Mean 5.55 3.71 6.40 3.81 1.gg 1.32 5.4g 2.9g 1.9g
----------------------------------------Scale 10 11 12 13 14 15 16 17 18--------------------------------------Baseline M 6.75 0.75 1.25 6.38 g.88 4.63 3.25 5.63 1.75

F 6.75 1.38 1.75 6.25 1.5g 5.5g 4.25 4.13 2.38
Both 6.75 1.97 1.50 6.32 1.19 5.f17 3.75 4.88 2.97

Jenny M 7.50 1.00 1.00 5.75 1.25 6.50 3.88 5.13 2.13
F 7.50 1.25 1.25 4.g0 0.88 5.25 3.38 5.88 1.00
Both 7.50 1.13 1.13 4.88 1.87 5.88 3.63 5.51 1.57

JCIlles M 6.63 1.00 1.50 3.63 2.38 5.gg 4.75 1.63 1.13
F 6.75 1.13 1.90 4.63 3.13 5.75 4.38 2.75 2.59
Both 6.69 1.07 1.25 4.13 2.76 5.38 4.57 2.19 1.82

OVerall Mean 6.98 1.09 1.29 5.ll 1.67 5.44 3.98 4.19 1.82-------------------------------
Scales 1-18:
1. The pursued person moves seats.
2. The pursuer moves seats.
3. The pursued person ignores the pursuer.
4. The pursuer ignores the pursued person.
5. The pursued person stabs the pursuer.
6. The pursuer stabs pursued.
7. The pursued person walks out of the cinema.
8. The pursuer walks out of the cinana.
9. The pursued person chats up the pursuer.

10. The pursuer chats up the pursued.
11. The pursued person shoots the pursuer.
12. The pursuer shoots the pursued.
13. The pursued person calls the Manager.
14. The pursuer calls the Manager.
15. The pursued person sits still and watches the film.
16. The pursuer sits still and watches the film.
17. The pursued person slaps the pursuer's face.18. The pursuer slaps the pursued person I s face.
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2. Differences between male and female subjects.

From Tables 13:1 it can be seen that there is very little difference in

ratings as a function of sex of subjects although some seales do sbow a

difference in means. For example:

In the Baseline condition, female subjects rate the pursuer more likely

to ignore the pursued person (Scale 4);

In the Jenny condition, the pursuer (the soldier) is rated more likely to

moveseats (Scale 2) by females than by males

and in the James condition, face slapping behaviour by both James and the

nurse (Scales 18 and 19) is rated more likely by females than males.

Table 13:2 shows very high correlations between the means for the male

and female groups in all three conditions (r • 9.92 for the Baseline, 9.95 for

Jenny and 0.89 for Jame~. point biserial correlations between sex of

subject and ratings were compiled for each of the 18 seales across all 3

conditions. These again showed no significant differences between the sexes on

any scale (N= 48, p>0.05 in all cases). This null result was further

supported by a discriminant function analysis of the male/female differences.

The seale which best discriminated between the two sex groups (Scale 4 •the

pursuer will ignore the pursued person') only accounted for 3%of the total

variance (F = 1.65, df 1:46, ns) , Because of the lack of differences on all

these scales no further analysis of the apparent sex differences was carried

out.

It can be concfuded that sex differences which readers bring to the text

do not have any consistent effect on their ratings of various events given the

textual context. This is a somewhat surprising finding, especially given the

apparent relevance of sex-role related behaviour in the texts themselves.

Given the lack of any sex differences between subjects, the following analyses

will concentrate on the differences between the three concUtiona treating the

subjects as three groups each of 16 subjects (that is, 8 males, 8 females).
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Table 13:2
Matrix of correlations between group means (n = 18 scales).

Baseline Jenny Janes
M F M F M F

Baseline M 1.00 0.92 0.84 0.89 0.69 0.79
F 1.00 0.90 0.89 0.79 0.92

Jenny M 1.00 9.95 9.66 0.86
F 1.90 9.70 0.82

Janes M 1.00 0.89
F 1.00

-----------------------------------

Table 13:3. Cmparison between pairs of conditions.
Columns 2-4 show point biserial correlations, t values and significance
levels for the differences between conditions for each scale. Columns 5-7
smw Beta Weights, F ratios and levels of significance for the stepwise
multiple regression analyses. (At the base of each set of columns 5-7, the
overall multiple correlation and its level of significance is given.)

Scale qhis t p Beta F
* (df =39) weight (df 1, 27)
------------- ------------

a. Baseline/J enn:t:.
1 9.54 2.42 p<9.05 0.49 14.21 p<9.991

10 9.28 1.99 ns 0.43 11.11 p<0.0l
9 9.49 1.62 ns 9.27 4.63 p<9.95

13 9.37 1.47 ns 9.27 3.74 p<9.9l
[R = 9.77
F • 9.97, df 4, 27, p<0.091]

b. Baseline/JCIIles.
17 9.55 2.44 p<9.95 9.37 9.32 p<9.9l
14 0.46 1.93 ns 9.49 13.45 p<9.91
6 0.28 1.09 ns 9.38 8.59 p<9.91
1 9.4 1.97 ns 9.25 4.11 p<9.l

13 9.51 2.24 p<9.9s enters at step 9
[ R • 9.89

F =12.26, df 4, 27, p<0.99l]
c. Jenny/Janes. (df 1, 25)9 0.69 3.62 p<9.91 9.31 4.914 p<0.1

17 0.63 3.05 p<9.91 9.63 12.265 p<9.9l2 0.29 1.11 ns 9.39 11.392 p<0.9l14 9.47 1.97 ns 9.29 5.595 p<0.958 0.39 1.58 ns 9.59 7.642 p<9.957 9.26 <1 ns 9.24 3.847 p<9.9l
R = 9.86

* See Table 13.1 F =11.35, df 6, 25, p<9.91]
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3. Baseline Conditions.
The baseline condition provides information on the subjects' expectations

when the text contains only an outline of the event sequence. The effects of
adding further information and switching the characters' sexual identities can
be assessed by seeing how these expectations are altered in such cond it ions,

In the Baseline Condition, subjects generally rate it as likely that:
the pursuer (character B) will

'chat up the pursued' (Scale 19);
and that the pursued (character A) will

'move seats' (Scale 1),
'ignore the pursuer' (Scale 3),
'call the Manager' (Scale 13).
They give Neutral ratings to the statements that:

the pursuer (character B) will
'move seats' (Scale 2),
'sit still and watch the film' (Scale 16);

and that the pursued (character A) will
'walk out of the cinema' (Scale 7),
'sit still and watch the film' (Scale 15),
'slap the pursuer's face' (Scale 17).

They rate it as unlikely that:
either character will shoot or stab the other (Scales 5, 6,11,12),

that the pursuer (character B) will:
'walk out of the cinema' (Scale 8),
'ignore the pursued person' (Scale 4) ,
'call the Manager' (Scale 14),
'slap the pursued person's face' (Scale 18);

and that the pursued person (character A) will:
'chat up the pursuer' (Scale 9) •
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4. Differences between the Conditions.

For each pair of conditions, two complementary analyses were carried out

(see Table 13.3). point biserial correlations between conditions and ratings

were computed for each of the 18 scales, and a discriminant stepwise multiple

regression analysis was carried out (with 'conditions' as the dependent

variable) to assess the overall difference between conditions. The latter

analysis was carried out in order to be able to take account of the

relationships between scales when it was considered how "different" the

behaviour of subjects was under two different conditions: examination of

biserial correlations could be misleading in cases where scales are highly

correlated with each other or when a scale accounts for a significant

proportion of the covariance between conditions and scales but not of the

variance between conditions and that seale alone.

4a. Baseline versus Jenny.

Scale 1 ('the pursued person moves seats') was rated significantly more

likely in the Baseline condi tion (rpbis • 9.54 t • 2.42, df 39, p<9.95). No

other single scale showed a significant difference (t<2.942 in all cases).

The regression analysis revealed that by itself Seale 1 accounted for

29.52%of the total variance (F = 12.56 df 1,39, p<9.9l). The group of scales

which best discriminated between the two conditions were 1, 19, 9 and 13 (see

Table 13: 3a) •

In the Jenny condition the pursued person (Jenny) is less likely than A

to:

'move seats' (Scale 1)

'chat up the pursuer' (Scale 9),

'call the Manager' (Scale 13);

the pursuer (the soldier) is more likely than B to 'chat up the pursued'

(Scale 19).
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Subjects in both conditions agree it is likely that:

'the pursued will ignore the pursuer' (Scale 3),

and rate all the other events as equally unlikely. The canparison of the two

conditions shows that there is a high level of agreement with the exception of

those scales which are listed. That Jenny is rated much less likely than A to

move seats is not a surprising result given that the information "she resolved

she would not get up and move again" was a part of the Jenny but not the

Baseline text. That she is less likely to chat up the soldier and to call the

manager is also likely to be a function of the additional information but this

is a more speculative conclusion. This is discussed further in section 4b.

4b. Baseline versus James.

Scale 13 (t 2.24, df 3", p<9.(5) 'the pursued person will call the

Manager' is rated significantly ~ likely in the Baseline Condition (A is

more likely to call the manager than James). Scale 17 (t 2.44, df 39, p<9.9S)

, the pursued person will slap the pursuer's face' is rated as significant

~ likely in the Baseline Condition (see Table l3:3b) (that is, B is more

likely to slap A's face than is James to slap the nurse's face). No other

single scale showed a significant difference (t<2.942 in all cases).

The regression analysis revealed that Scales 17, 14, 6 and 1 best

discriminated between the two conditions. The variance for Scale 13 was

accounted for by the other scales. In the James conditioo, the pursued person

(James) is less likely to move seats (Scale 1) and to slap the pursuer's face

(Scale 17). The pursuer (the nurse) is more likely to call the Manager (Scale

14) and ~ likely to stab the pursued person (James) (Scale 6).

In the canparison between the two conditions there is again a high level of

agreement between the two conditions. That James is less likely than A to move

seats can be accounted for by the additional given information. That James is

rated less likely to slap the nurse's face is likely to be due to differences
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in the assumed sex of character A and James. This will be discussed further in

Section 4c.

4c. Jenny versus James.

In the Jenny condition (when Jenny is pursued and the soldier is the

pursuer) it is rated significantly less likely, (t = 3.62, df 30, p<0.0l)

that 'Jenny will chat up the soldier' than 'James will chat up the nurse'

(Scale 9). 'Jenny will slap the soldier's face' is rated as significantly

more likely (t = 3.05, df 30, p<0.0l) than 'James will slap the nurse's face'

(Scale 17). (see Table 13:3c). No other single scales showed a significant

difference.

The regression analysis revealed that Scales 9, 17, 2, 14, 8 and 7 best

discriminated between the two conditions.

In comparing the nurse and soldier as pursuers, the nurse is more likely

to:

'move seats' (Scale 2),

'walk out of the cinema' (Scale 8),

'call the Manager' (Scale 14).

In canparing Jenny and James as the pursued, James is more likely to:

'chat up the pursuer' (the nurse) (Scale 9),

'walk out of the cinema' (Scale 7)

and Jenny is more likely to:

'slap the pursuer's (the soldier's) face' (Scale 17).

From these results it seems likely that slapping faces, moving seats and

calling the Manager are seen as 'female' acts and are not related to the l:ole

she is playirg, and that 'chatting up' may be a male acti vi ty whether he is

pursued or pursuing.

An analysis of variance was carried out on ratings for each pair of

events (for exanple, pursuer ignores pursued, pursued ignores pursuer and so

on) in the Jenny and James conditions. This was to determine whether ratirgs
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Table 13:4.

Results of Analyses of Variance between sex and role of characters
for pairs of scales showing significant effects

Scales 1 & 2:
Moves seats.

Means F ratios (df 1, 28)

Pursuer Pursued Mean Sex Role Interaction
Male
Female

2.63
4.19

Mean 3.41

scales 3 & 4:
Ignores.

5.01
4.63

3.82
4.41

4.82 * <1<1

4.82

Pursuer Pursued Mean
Male
Female

2.69
4.88

Mean 3.78
scales 7 & 8:
Walks out.

Sex Role Interaction
5.81

7.25
4.25

6.07
8.66 **(1 19.94 ***

6.53

Pursuer Pursued Mean
Male
Female 2.06

3.50

sex Role Interaction
5.75

4.75
3.91

4.13
4.68 * <150.50 ***

Mean 2.78-------------
5.25

scales 9 & 10:
Chats up.

Pursuer Pursued Mean Sex Role Interaction
Male
Female 7.50

6.69

----------------
263.734 *** 23.75 ***

Mean 7.09

*
**
***

= p<0.0s= p<0.01= p<0.0"1

--------------
3.06

0.81
5.28

3.75
5.04 *

1.94
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Table 13:4. (continued)
Results of Analyses of Variance between sex and role of characters

for pairs of scales showing significant effects

Means F ratios (df 1, 28)
seales 13 & 14:
calls manager.

Pursuer Pursued Mean Sex Role Interaction
Male
Female

1.96
2.75

4.16
4.88

2.61
3.82

<1 43.56 *** 9.61 **

----------,---Mean 1.91 4.59

scales 15 & 16:
Sits still.

Pursuer Pursued Mean sex Role Interaction
,----------------Male

Female
3.63

4.56
5.83

5.88
4.51

5.22
<1 19.82 ** 2.83 ns

Mean 4.99 5.63

Means F ratios (df 1, 28)
scales 17 & 18:
Slaps faoe.

Pursuer Pursued Mean Sex Role Interaction
------------,------Male

Fena1e 1.56
1.81

2.19
5.51

1.88
3.66

9.38 ** 35.19 ** 24.91 **

Mean 1.69 3.84

*
**
***

= P<9.95= P<9.9l
= p<9.99l
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of these events were attributable to the sex or the role of the character or
to some interaction between the two.

The results of these analyses (see Table 13:4) show that for each pair of
events analysed there was a main effect. There were differences between
pursued and pursuer for all events except for stabbing (Scales 5 and 6) and
shooting (Scales 11 and 12). The pursued is rated more likely to carry out
all the remaining actions except for "chatting up" (which is rated as more
likely to be done by the pursuer). There were some differences which could be
attributed to the sex of the character. Females are more likely to slap faces
whether they are pursuing or pursued (F = 9.378, df 1, 28, p<0.0l). Male
characters are more likely to chat up the opposite sex whether they are
pursuing or pursued (F = 5.036, df 1, 28, p<0.(5).

Other pairs of events showed significant interaction effects. The
pursued person is more likely to ignore the pursued but ignoring the other is
more likely in either role when the pursuer is female (F = 8.66, df 1, 28,
p<0.0l). The pursued person is more likely to call the Manager than the

pursuer but calling the Manager is more likely in either role when the

character is female (F = 9.617, df 1, 28, p<0.0l). The pursuer is more likely
to chat up the pursued person but the chatting up is more likely when the
pursuer is male (F = 23.25, df 1, 28, p<0.00l). A female is more likely to
slap a male person's face than vice versa but face slapping is more likely
when the female is being pursued (F = 24.013, df 1, 28, p<0.(01).

5.Summary of results of similarities and differences in ratings of scales
between the concii tiona.

The results of the ratings of the scales can be summarised in three
sections (see Table 13:5).
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Table 13:5. Smmary of Results.
a. No significant differences (t<2.~42 in all cases) for scales:

3 Pursued ignores pursuer
15 Pursued sits still and

watches film
5 Pursued stabs pursuer

11 Pursued shoots pursuer
12 Pursuer shoots pursued
16 Pursuer sits still and

watches film
18 Pursuer slaps pursued's

face
4 Pursuer ignores pursued

b. Difference between both Baseline/Jenny am Baseline/James
with no differences between Jenny/Janes.

Scale
A

Bas/Jenny
Differences

B
Bas/James

1 Pursued moves seats rpbis=-~.54 +
t =-2.42*

+ rpbis=-~.51
t =-2.24

13 Pursued calls Manager

C
Jenny/James

ci, Difference between either Baseline/Jenny or Baseline/James
with no differences between Jenny/James.

Scale
A

Bas/Jenny
Differences

B
Bas/James

C
Jenny/James

+
-----------------------------------
1~ Pursuer chats up pursued
6 Pursuer stabs pursued +

cd i , Difference between EXperimental Conditions (Jenny/James)
Differences

ABC
Scale Bas/Jenny Bas/James Jenny/James

---------
9 Pursued chats up pursuer

17 Pursued slaps pursuer's
face

14 Pursuer calls the Manager
2 Pursuer moves seats
8 Pursuer walks out of

cinana
7 Pursued walks out of

cinena

+

rpbis= ~.55
t = 2.44*

+

+ discrDninates between groups in Regression Analysis.
* significant at p<~.~5.

** significant at p<0.~1.

rpbis= ~.69
t = 3.62**

rpbis= ~.63
t = 3.~5**

+
+

+

+
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Sa) Those scales on which ratings do not differ significantly and which do
not discriminate between groups.

These ratings can be related to the roles of pursued and pursuer. These
are not changed when additional information about the sexual identity and the
personality of the character is added along with background information about
the situation. The likelihood of these events is linked strongly to the
scenario and they are not easily modifiable by adding new information.
It is likely (whether the pursued person is Jenny, James or A and whether the
pursuer is the soldier, the nurse or B) that:

'the pursued person will ignore the pursuer' (Scale 3).
Neutral ratings are given to the event that:

'the pursued person will sit still and watch the film'
and it is unlikely that:

(Scale 15),

'either character will shoot the other' (Scale 11, 12),
'the pursued will stab the pursuer' (Scale 5),
'the pursuer will sit still and watch the film' (Scale 16) or
'slap the pursued person's face' (Scale 18) or
'ignore the pursued person' (Scale 4).

Sb) Scales which differ significantly in the same way when additional
information is given regardless of the sexual identity allotted to the
characters, that is, those scales which discriminate between both Baseline
versus Jenny and Baseline versus James.

The differences in ratings on these scales can be attributed to the
additional information other than that of the sexual identity of the
character, that is, the information about the personality of the characters
and background information about the situation. Such scales can be assumed to
reflect events which have weak expectations associated with them, in the sense
that the baseline conditions reflect default values which are readily modified
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by added background information.
The event 'the pursued person will move seats' (Scale 1), is rated less

likely to happen ( see Table 13:4) in both tD:!Jenny and tbe James conditions
than in the Baseline condition. There is a significant difference between
Jenny/Bas and this is a discriminating variable between tre James/Bas
condition. It has been assumed that the information given in the text about
the pursued characte~s decision to not move again will have directly
contributed to this decrease in the likelihood of this happening (see Table
13:1) •

The event 'the pursued person calls the Manager' (Scale 13),
discriminates between tre Jenny and the Baseline conditions and is rated
significantly differently in the James versus Baseline conditions (see Table
13:3b). In both conditions it is less likely that either Jenny or James will
call the Manager than that A, in the Baseline condition, will call the
Manager.

Sc) (i). Scales on which there are differences in ratings between the

Baseline/Jenny conditions or the Baseline/James conditions (but not both) but
which do not discriminate between the Jenny/James conditions.

The differences in ratings on these scales can be attributed to a unique
combination of all the information in the text (that is, the particular sexual
identities of the particular characters in each of the experimental conditions
combined with the information about their personalities and the background to
the situation).

Baseline/Jenny:
Ratings on 'the pursuer chats up the pursued' (Scale 10) discriminate

between subjects in the Baseline and Jenny conditions (see Table l3:3b)
although the difference is not significant at p<0.05 when the scale is tested
in isolation. In the Jenny condition the soldier is more likely to chat up
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Jenny than B is to chat up A in the Baseline cond ition.

Baseline/James:
Ratings on 'the pursuer will stab the pursued' (Scale 6) discriminate

between the two groups of subjects although there is no significant difference
between the groups when this is considered as a single variable. B (the
pursuer) is more likely to stab A than the nurse is likely to stab James but
both are very unlikely indeed.

Sc)(ii) Those scales on which the ratings differ between the EXperimental
Groups (Jenny/James).

In the experimental conditions subjects were given the same amount of
additional information but the sexual identities of the characters were
switched. Differences between these two groups can be attributed to the
stereotype male/female sexual identities in relation to the roles of
pursued/pursuer, that is, they reflect events which have default values,
conditional upon the character's role as pursuer or pursued, which are
modified specifically by information about sexual identity.

Table l3:Sc shows those single scales on which ratings are significantly
different between groups (Scales 17 and 14) and those which additionally best
discriminate between the groups (Scales 2, 7 and 8).

In the Jenny condition, when Jenny is pursued and the soldier is the
pursuer, she is significantly more likely to slap the pursuer's face than
James when he is being pursued by the nurse.
In the James condition the nurse is significantly more likely to 'ignore the
pursued person' (Scale 4) and 'call the Manager' (Scale 14) than the soldier
in tb:!Jenny condition.

The discriminating scales show in addition that the pursuer in the James
condition (the nurse) is more likely to 'move seats' (Scale 2) and 'walk out
of the cinem~ (Scale 8) than the pursuer (the soldier) in the Jenny
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condition. Also the pursued person in the James condition (James) is more
likely to 'walk out of the cinema' (Scale 7) and 'chat up the pursuer' (Scale
9) than the pursued person in the Jemy condition (Jemy).

Switching the sexual identities of the pursued (Jenny/James) and the
pursuer (soldier/nurse) is related to changes in the ratings on certain scales
which predict what a character is likely/unlikely to do after the pursuer has
moved next to the pursued. The nurse is more likely than the soldier to move
seats, call the Manager, ignore the pursued and walk out of the cinema .The
pursued male (James) is more likely to chat up his female (nurse) pursuer than
is the pursued female (Jemy) to chat up her male (soldier) pursuer. James is
also more likely than Jenny to walk out of the cinema as a consequence of
being pursued.
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Table 13:6.

Assigned Sex of Character A by sex of subjects in Baseline
Condition.

Table of Means and Analysis of variance.

MEANS
TREA'lMENTS

Assigned Female Assigned Male MEAN
--------------------------------------
GROUPS
Male Subjects
Fenale Subjects

6.38
7.13

4.38
3.50

5.38
5.31--------------------------------------------MEAN 6.75 3.94 5.34

Subjects = 16 (8 per group)

ANALYSIS OF VARIAOCE: SU~Y TABLE

SOURCE S\E Sqs. d.f. Var iance F ratio
------------------------- -------------
BETWEEN Ss 21.7188 15 1.44792

Groups 0.311279 1 0.0311279 <1
(Male/Female Subjects)

Ss within groups 21.6877 14 1.54912
WITHIN Ss 165.5 16 10.3438

Treatments (Assigned Sex) 63.2816 1 63.2816 9.14 **Groups x Treatments 5.28113 1 5.28113 <1
Ss within Groups x Treatments 96.9373 14 6.92409
----------------------------------------
TOTAL 187.219 31
-------------------------------------

** p<0.01
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Table 13:7

Assigned Sex of Character B by sex of subjects in Baseline Condition.
Table of Means and Analysis of variance.

MEANS

TREATMENTS
Assigned Female Assigned Male MEAN---------------------------------------------GROUPS

Male Subjects
Fana1e Subjects

2.00
3.13

7.13
6.63

4.56
4.88

------------------------------------
MEAN 2.56 6.88 4.72
Subjects = 16 (8 per group)

ANALYSIS OF VARIANCE: SUMMARY TABLE

SOURCE SlI'I\ Sqs. d.f. Variance F ratio
------------------------ -- --------
BE'IWEEN Ss

Groups
(Male/Fanale Subjects)

Ss within Groups

15.9692
0.781799

15 1.06461
1 0.781799 <1

15.1874 14 1.08481
WITHIN Ss 188.5 16 11.7813

Treatments (Assigned Sex) 148.782
Groups x Treatments 5.28076
Ss within Groups x Treatments 34.4376

1 148.782
1 5.28076

14 2.45983
60.48 ***
2.15

---------------------------------------
TOTAL 204.469 31
-----------------------------------

*** p<0.001
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6. Assigned sex of characters in the Baseline Condition.

6a) Character A.
Ratings of subjects in the Baseline condition showed that it is highly

likely that A is female and unlikely that A is male (see Table 13:6). This
difference is highly significant (F = 9.1393, df 1, 14, p<0.0l). Both male
and female subjects rated the likelihood of the sex of the character in a
similar manner. There was no significant difference between the ratings of
male and female subjects and no interaction effects.

6b) Character B.
Ratings of subjects in the Baseline condition showed that it is highly

likely that B is male and very unlikely that B is female (see Table 13:7).
This difference is highly significant (F = 60.4846, df 1, 14, p<0.00l). Male
and female subjects rated the likeliness of the sex of the character in a
similar manner (see Table 13:7). There was no significant difference between
the ratings of male and female subjects and no interaction effects.
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Table 13:8.
Attribution of Responsibility by Experimental Groups

(Jemy) (James)
Table of Means and Analysis of variance

TABLE OF MEANS
Sex of subjects

Male FEmale MEAN
Conclition Treatment
---------------------------------------------
Jemy Pursuer 5.63 7.13 6.38

Pursued 3.1313 4.13 3.56
Mean Jemy 4.31 5.63 4.97
Janes Pursuer 5.513 7.75 6.63

Pursued 3.1313 2.13 2.56
Mean James 4.25 4.94 4.59
---------------------------------------

Mean Pursuer 5.56 7.44 6.59
Mean Pursued 3.1313 3.13 3.136

----------------------------------
OVerall Mean 4.28 5.28 4.78
Subjects = 32 (16 per cord it.ion, 8 male and 8 female).

ANALYSIS OF VARIANCE: SUMMARY TABLE
SOURCE Sum 9gs. d.f. Variance F ratio
-------------------------------------
BE'IWEEN Ss 398.937 31 12.8689

Factor C (Jenny,Janes Coms) 2.25924 1 2.251324 <1
Factor D (Male/Female Subs.) 15.9988 1 15.9988 1.18
C x D 1.56287 1 1.56287 <1
Ss within Groups 379.125 28 13.5492

WITHIN Ss 436 32 13.625
Treatments (Pursuer/pursued) 189.962 1 189.962 23.97 ***
C x Treatments 6.24951 1 6.24951 <1
D x Treatments 12.2518 1 12.2518 1.55
C x D x Treatments 7.56128 1 7.56128 <1
Ss within Groups x Treatments 229.875 28 7.88839
--------------------------------------
TOTAL 834.937 63-----------------------_ .._---------
*** p<f3.f3f31
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1. Rated responsibility of each character for what happened after reading
about the stabbing by the pursued.

The results (Table 13:8) show quite clearly that the pursuer is rated
highly responsible and the pursued is rated as having very little
responsibility for what happened. The difference between the two is highly
significant (F = 23.9611, df 1, 28, p<0.00l). The lack of any difference
between the ratings of male and female subjects, or between the conditions in
which characters were given male and female sexual identities, is interesting
and surprising. The main influence in deciding who is responsible are the
role factors (pursuer/pursued) and not the addi tional information about male
and female characters, nor the extra information about the stabbing or the sex
of the subject. In this respect the additional information in the text does
not over-ride the situational assumptions made at the outset.
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Discussion.
This experiment used a technique of asking readers to rate the likelihood

of alternative 'next events' in order to examine two main aspects of the

interaction between reader and text: one was the extent to which such ratings
were affected by the individual characteristics of the reader; the other was
how they were affected by the type and amount of information in the text.

It was assumed that male and female readers would bring different
viewpoints to the presented text and that these differences would in turn be
reflected in the ratings given to events (especially those which are sex-role
related) • However, it was found that the sex of the reader had no
differential effect on ratings on any of the scales (although there were some
trends as was shown in Table 13.1). In addition to the high correlations
between male and fenale subjects on most seales in all condi tiona, the

variance between subjects within each condition was quite small. This
suggests that, despite the differences in their individual 'world experience'
all subjects comprehended mmh the same story from the texts that they were
given. This implies that all the texts elicited predictions which could be
made from a common base of general, shared knowledge. Idiosyncratic,
individual interpretations of the events did not appear to affect the ratings
in any significant way.

The second aspect of the investigation (that is, the extent to which
ratings are affected by information in the text) showed some clear results
from which firm conclusions can be made.

The ratings in the Baseline Condition showed that readers develop clear
stereotypes of the characters being described even when they are labelled A
and B. Part of this stereotype is the sex assigned to the character by virtue
of his/her role in the situation. The pursuer is regarded as being male and

the pursued person as female. When a male is pursuing a female in a cinema
there are some things that he is regarded as being likely to do, some things
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that she is regarded as likely to do and other things that neither will do.
FOr example, she is likely to ignore him, and he is likely to chat her up;
she is unlikely to chat him up and he is unlikely to slap her face. There are
also well defined limits to the kinds of behaviour which are rated as
unlikely. For example, both characters are seen as equally unlikely to shoot
or stab the other.

It is clear from these ratings that when readers are given an outline of
a situation in a text they will bring to the text a body of general and common
knowledge which defines limits for the behaviour of characters in that
situation and also defines the sex of characters who will fill certain roles.
It is impossible, from these ratings in the Baseline Condition, to decide how
much of the attributed behaviour is a function of the attributed sex and how
much a function of the given role of the character. Neither is it clear how
far these stereotypes will be modified by additional information about the
background of the characters and the situation.

The question of the extent to which the stereotypes of the characters are
modified by additional information was resolved by examining those things that
changed in common in the ratings in both Experimental conditions when they
were compared with the ratings made in the Baseline Condition. rhese
canparisons show that additional information which delimits the behaviour of
the characters changes the ratings for the particular behaviour described.
For excmp1e, the additional text stated that the pursued person had made up
his/her mind not to move again. Subsequently the rating scales reflected this
information by rating it less likely that she/he would move seats.

It is still not possible to determine from these results the extent to which
the ratings were affected by this direct information and the extent to
which it was affected by other background information such as the stated fact
that the pursued person was intolerant of the opposite sex, particularly
intolerant of the occupational group to which the pursuer belonged and that
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this intolerance was contrary to public consideration for this particular

occupational group. It could well be that the information that she/he was

determined not to movemay have had less effect if given in isolation. Nor

can it clearly be related to explicit information in the text why the pursued

person became less likely to call the Manager. The important point oowever is

that the additional information modified the expectations of the characters'

behaviour regardless of the sex of the character. In other words, the

information was related to the role of the character and modified the

stereotype of the role.

The relative attributions of behaviour to the sex and the role of the

character were unconfounded by canparing the scores on the rating scales in

the two Experimental Conditions (where the background information was kept the

same but the sexual identities of the characters were switched). The analyses

showed clear differences between the roles of pursued and pursuer in the kind

of behaviour they would display and this was in accord with the stereotypes

elicited. The analyses of variance also showed that in ,relation to some

kinds of behaviour there was an effect which was related to the sex of the

character and some interactions between sex and roles of the characters. For

example, the pursued person is regarded as more likely to chat up the pursuer

than vice versa, and men are more likely to chat up womenthan womento chat

up men. While there is a difference in the likelihood of male and female

pursuers chatting up their pursued, a pursued male is regarded as far more

likely to chat up his female pursuer than is a pursued female to chat up her

male pursuer.

Face-slapping behaviour is rated in the sarne interactive manner. A

pursued womanis far more likely to slap a pursuing male's face than a pursued

man is to slap a pursuing woman's face. However, while pursuers are generally

unlikely to slap the faces of the pursued, a pursuiD] male is slightly more
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likely to do so than a pursuing female.

From these results it is clear that knowledge about the role of a

character influences rating behaviour but that this can be modified by

knowledge about behaviour related to stereotyped sexual identities. There is

a clear stereotype of likely male and female behaviour but its expression is

constrained by knowledge about the role each is enacting in the particular

situatioo.

one part of the stereotype created by the neutral baseline text was that

the pursuer was male and the pursued person female. In the Jenny text these

defaul t values were confirmed and there was very little change in the

characters created as a result of the stereotyped role knowledge being

modified by the background information. The one change which might be

attributed to the pursuer being a soldier rather than just male is that he

would be more likely to chat up Jenny. This effect may be due to the

additional information about both characters especially the additional

background information about the soldier given in the text. But as there is no

such effect when either the nurse or B are the pursuers the result must be

related to the' soldier' and not the 'pursuer' in this case.

Whenthe sex of the character is changed (from that expected of the role)

in the James condition it is easily seen how stereotyped knowledge about sex

related behaviour interacts with knowledge about role behaviour (these effects

were masked in the original Jenny text). For example,i t was more likely that

the pursuer would call the manager when the pursuer was a female nurse than

when the pursuer was stated to be male in the Jenny condition or assumed to be

male in the Baseline condition.

The predictive framework which the reader uses to comprehend a text would

seem to be one which largely consists of stored general 'world knowledge'.

This knowledge about behaviour in a setting and its relation to the sex and

role of the character is elicited by information about the setting and the
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roles described in the text. This gives a 'skeletal' framework within which
the specific anticipatory framework is created.

In this exper iment subjects rated predictions of a violent outcome
(shooting or stabbing) as being most unlikely. This result lends emphasis to
the conclusion to Experiments Three, Four and Five that the "Interestingness"
of individual concepts in the text is modified by other factors. In this
experiment (Experiment Six) the framework created by readers to anticipate
the incoming text is one such factor. Within the framework they have created,
the readers do not focus on the "absolutely interesting" event even when there
is opportunity to do so. When subjects were told that this unlikely event did
happen and that the pursued person stabbed the pursuer with a scalpel,
responsibility for this outcome was attributed to the role of pursuer
regardless of the sex of the person in that role or the sex of the subject. It
might have been expected that, in general, people who stab are more
responsible for what happens than those who are stabbed and that men are more
likely to stab than women. It might also be expected that subjects would
identify with characters of their own sex and hold the oppoite sex responsible
for what happened. However this particular resul t suggests that the roles
which have been created by the interaction between the characters and the
setting in the text cause the reader to reject as inappropriate these more
general stereotypes about male and female attackers and their victims however
intrinsically interesting these might be as isolated ideas and also.

Models such as those of Schank (1981) and Bransford and Johnson (1973)
support the idea of readers constructing a flexible and robust framework to
accomodate incaning infor:mation. The results of this experiment are most
simply interpreted in these terms. A framework is created even when there is
the most limited amount of infor:mation (as in the Baseline condition). Groups
who were given more explicit input from the text were able to utilise
more general stored knowledge about the situation described. When such a
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framework is created it is unique and related to the information given in a

specific text, so that what is described can be accommodatedand what is

possible can be anticipate1. The experiment has not considered row or even

whether this framework is stored in memory. It has been concerned with the

function of the framework in the canprehension of text. Frameworks may be

created and exist only for the function of com~ehension of a specific text.

Schank (1981) proposed that knowledge about roles and behaviour in situations

might be stored as general and specific knowledge and that 'scripts' would be

campile1 as required. Such a construction would have sufficient flexibility to

cope with both general and specialised information in the text. The resul ts of

this experlinent support this theory.

From the experimen~, it can be concluded that when a role is clearly

defined readers will draw upon their general stored "world know1e1ge"to

construct a framework which will make sense of the information in the text.

This supports the work of pi chert and Anderson (1973) who demonstrated that

the same ambiguous description can be selectively processed to provide a

specific setting for either the role of prospective burglar or a prospective

housebuyer, providing this role is clearly given.

Stored knowle1ge can be either general world knowledge (the common

cul tural knowledge referred to in the Introdu::tion to this thesis) or

idiosyncratic and related to individual experience (also described in the

Introduction). This experiment has shown the importance of general world

knowledge in the comprehension of narrative texts and concludes that to be

most beneficial in such com~ehension it must contain relevant information

about the constraints imposed by roles upon settings and by settings upon

roles and also the variety of behaviours likely in such role settings.
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CONCLUSIONS.

Comprehension: the interaction between text and reader.

Comprehension is a term which can be used very loosely. It can be applied

to the com~ehension of sensory or linguistic events in isolation or in

context. The linguistic context can be written or spoken. This thesis has

largely considered the question of linguistic com~ehension and the

experimental work has been confined to the processes involved in the

com~ehension of written, narrative text.

In the Introduction a tentative definition of comprehension of text was

attanpted. Further exploration of the definition revealed that it must involve

the interaction of the purpose and the knowledge of the reader with the

content of the text. Usually narrative texts are read for a very general

purpose (for example, entertainment). Other kinds of texts can be read with a

specific purpose in mind, the purpose differing between readings and between

readers. For example, scientists may read an experimental report to discover

the results of an experiment or they may read it to check on the apparatus

used, the design or the theoretical ideas it encompasses. with each purpose

one section of the text will be the most important and the other sections will

be read in relation to this. In such cases it is necessary for the text to be
well ordered and the content well presented in a clear and unambiguous manner

so that it can be read for each of these purposes. In a similar way other

informational texts (C<xnputermanuals, knitting patterns, gardening books

etc.) have the same requirements. With narrative texts, however, it is likely

that people bring general knowledge to bear upon the text rather than that

they extract particular types of information from the text.

Narrative texts are not reliant on a rigid structure. It is likely that

the adult reader will only read a narrative text (such as the "Garp" text used
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in Experiments One, Twoand Six) once and that the overt purpose will be for

enjoyment. Such a general purpose will involve the reader in following the

plot and the development of situations and characters and in bringing general

stereotypes to the text. In this case the text can be structured and ordered

in such a way that the reader can speculate about these developments and

become involved in what is happening.

Experiments One and Twodemonstrated that giving the outcome of a set of

events at the beginning of a text produced speculations that were different in

kind from those made by readers whowere not given this information. Giving

the OUtcomefirst allowed the reader to make tentative hypotheses about future

events which went beyond the current episode; it also allowed the reader to

link the Outcome and the Events together in an inferential chain. It is

suggested that a 'knowledge' framework for these inferences is created by the

information in the outcome (in a way similar to that described by Minsky, 1975

and Kintsch, 1979): the incoming information is slotted into the terminal

slots of a frame. Placing the outcome at the beginning gives the reader a

wider framework and a larger set of options within that framework. The reader

is able to speculate about what happens after the outcome event or about what

caused the event to happen. Thus the outcome given at the beginning has a

double range of focus. Readers do not only ask 'What will be the consequence?'

as they might when the text is given in canonical order; they also ask 'What

caused this to happen?'. Placing the Outcome at the beginning enables the

reader to create a framework in which many likely consequences and causes can

be anticipa ted.

Additional information which was given by subjects in Experiments one and

Two (describing the general personality characteristics of the soldier and

Jenny and their reasons for visiting the movie theater) suggest that the

reader supplies default values to the frame. This would support the Minsky

frame theory. In these experiments the values may have been supplied as a
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response to the questions posed and not as a part of the comprehension

process, so this is not conclusive evidence for the supply of default values

as a part of comprehension. HoweverExperiment Six showed that readers do

supply default values of sex of characters to the roles given in the text.

Whenthis was contradicted by the information in the text (in too James

Condition) it became clear that expectations of role behaviour had also in

part been based on the default value of sex of the character and that these

too were modified by the information in the text.

The responses which are given by subjects whowere not given an outcome

in Experiments One, Twoand Six suggest that they process the content in a

different way from those who are given the Outcome first. It would seem that

they create a frame from their stored knowledge about situations and about

characters in a situation in a scene by scene way ( as is described in the

Scenario model of Sanford and Garrod, 1981) but that the framework is confined

to the episode which is being described. In this situation readers do not

speculate beyond the outcome which will end the episode and the kind of

outcome which they predict to be canpatib1e with the situation. EXperiment Six

gave further support to this conclusion by showing that even when readers were

given the option of selecting such events as shooting and stabbing as a likely

outcome, they still choose from the same range of events as those

spontaneously predicted by subjects who were given no outcome information in

EXperiments One and Two.

It seems that the order of narrative text influences the way in which the

reader processes and therefore comprehends the text in a situation which is

largely unstructured by a specific purpose. This in turn allows some

observations to be made about the comprehension process. Readers have many

strategies which they can employ in the comprehension of written text. The

structure of narrative text and the informational content dictates which of

these strategies is employed. Whichever strategy is employed the reader will
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eventually construct an overall framework which encompasses his interpretation
of the content based on general and individual knowledge of the world.

The results of Experiments Five seem to indicate that there are ilnportant
differences in the processing of texts when they are presented in flashback
sequence rather than in canonical order. Experiments 1 and 2 suggested that
the flashback strategy allowed the reader to construct a framework from the
text structure and to build a picture of the situation and the characters
which differed from that constructed by subjects who did not have the
flashback structure. They did not, however, have the same amount of
information when it was presented in these two forms.

Experiment Five provided further evidence for the effect of story format,
showing that processing is affected by different orders of text presentation.
The results demonstrated that readers selected an 'Interesting' idea for
further reading when it was presented at the beginning of a text but that this
same text was not necessarily selected when it was presented in the body of
the text. These results are consistent with the idea that processing is
realated to the initial input rather than to the input of additional
'interesting' ideas and that the reader will search for information which fits
the predictive schema constructed by the structure and content of information
already presented. When an 'interesting idea' is processed at the beginning of
a text it may well have a marked effect as it will be influential in the

initial creation of an interpretative framework. However, when presented in
context an 'interesting idew will have a less noticeable effect unless it in
some way extends or modifies the predictive schema which has been constructed
by the reader.

Ideas or concepts may be interesting in isolation because they allow easy
access to a stored schema of world knowledge. In context these schemata
interact with the stroc:ture and order of the text and what is processed is an
interaction of the three factors and not solely a function of the intrinsic
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interestingness of the conceptual ideas.

The results of Experiment Six allow the framework to be described with

more precision. The results show that a unique framework is actively

constructed for the interpretation of a text. Each of the three texts had a

different framework. The experimental results have shown that the framework is

evoked by the text but that the predictions are based on inferred information

about default values given in the text. The frameworks which were created in

response to the texts encompassed both the readers' world knowledge about

behaviour related to both the sex and to the roles of characters in a

situation and the information given in the texts which modified that

knowledge. (Interestingly, the world knowledge is that shared by all readers

regardless of their sex and individual knowledge.)

The framework which is created is sufficiently flexible to accomodate

unanticipated information (for example, the stabbing of the pursuer by the

pursued). This information is incorporated into the framework that has alrecrly

been created (in the example given the information is related to the

pursuedVpursuer roles) and not in relation to isolated world knowledge about

victims and attackers in a stabbing incidents. This again supports the

proposal that a framework is created and modified as the text progresses and

contradicts the idea that a concluding piece of information is the key factor

in the interpretation of the text.

General and Educational IlIRlications

This research has shown that the frame work within which a text is

comprehended is evoked and guided by the information in the text but in the

main it is created from stored general world knowledge. In the experiments it

was shown that readers can and do use the framework to anticipate future
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events and to make predictions about what is likely to happen. However, it is

not claimed that this is the sole function of the framework. This predictive

function was accessed by the methodology used and the type of questions

asked. The first two experiments also investigated other functions of

the framework and it was shown that a general and commonworld knowledge is

used to supply such background details as the motives of the characters, their

contribution to what happened and their more stable personality

characteristics. It would seem from this that the framework has a more

general function: that of giving an overall coherence to the story and thus

providing a basis for overall inference making when it becomes necessary to

read ''Between the lines" to answer external or self imposed questions about

the situation.

The research and the conclusions drawn from it show that general world

knowledge plays an important part in the canprehension of text. In Chapter One

of this thesis, approaches to the teaching of comprehension and reading were

reviewed and attention was drawn to the similarities and differences between

two approaches: one that emphasised the extraction of meaning from text via a

multiplicity of decoding skills and the other which emphasised the focussing

of prior knowledge and experience to bring meaning to the text. One conclusion

about the two approaches was that in the teaching of reading they were

complementary rather than alternative approaches and that succesful teaching

of reading depended on new skills being taught in relation to existing

knowledge. This research has looked at the comprehension process in skilled

readers and has made the assumption that decoding skills and the ability to

"read the lines" have already been acquired. It has shown the imp:>rtance of world

knowledge in the canprehension of text once the reader can read the lines even

when the information they give is as fragmentary as that given in the Baseline

text.
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The current debate in education rests on a distinction between

comprehension and learning ; comprehension being defined in this instance

(Gardner,l982) as the general ability to reflect on the text being recd. This

approach defines reading as absorbing the information in the text by reading

"between the lines". The experimental work in this thesis has shown that

comprebens ion is an active constructive process involving reading the lines,

between the lines and going beyond the lines to incorporate the readers'

general world knowledge. The reader will learn and comprehend by creating a

framework which will be evoked and guided by the information in the text.

What it is he/she learns will depend upon the questions asked (set either by

his /her own purpose or imposed externally by a teacher) and the relevance of

the content of the text in supplying the answer. However, neither

comprehension nor learning will take place if the reader has no world

knowledge relevant to the text or the question. To ensure that the readers

learns a specific piece of information from a text then the teacher must

ensure that they have the necessary prior level of specific world knowledge

and that they are directed towards that information either by a specific

question or instruction or ideally by their own questions and purposes.

Methodology•

One of the points made in Chapter Nine (the summaryof the review of

models and theories about text processing) was that there are no immediately

obvious methods available for the exploration of the processes involved in

the canprehension of canplex text. The main methodological problem is that of

separating comprehension of text from recall. This is not a problem which can

be approached directly. TObe available for measurement a just-canpreheooed

text must be additionally processed so that it can be presented in a form

which can be measured (for exanple, recalled or accessed for answering

questions). This involves a recoding of what has been comprehended and this
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(as for example was demonstrated by Pichert and Anderson, 1977) is influenced

by the probe which is used to elicit the presentation. So 'natural'

canprehension can never be directly measured: the more direct the measurement

technique, the more 'unnatural' the task becomes. On the other hand, while

indirect measures (such as unanticipated recall) do not interfere with the

comprehension process itself they tend to provide data contaminated by the

effects of other processes.

The analysis of the predictions that readers make on the basis of what

they have comprehended provides an indirect measure of canprehension which is

relatively free from these contaminating effects. Such an analysis was used in

Experiments One and Twowhen the predictions were mainly elicited by the use

of open-ended questions. Open-ended questions allowed the subjects to freely

express their predictions about preceding and future events and their

hypotheses about the characters. The subsequent content analysis allowed

categories to be derived from the responses rather than the categories being

Imposed upon the readers. It is not claimed that this method will measure

everything that has been canprehended; only that it will allow readers to

express some of the content of what has been comprehended rather than what

might subsequently be recalled.

This method was used to explore the comprehension process rather than to

test theories about it. The analyses reported demonstrated that reliable

resul ts could be obtained. However, the aim was to develop a means of

exploring some of the procedures which might be utilised by readers and the

external validity of a method which analyses freely given responses cannot be

disputed. Further investigations are envisaged using this method on other

texts which are similar in construction but differ in content. These will

investigate the reliability of the method when applied more widely.

The methodology used in Experiments Three, Four, Five (choosing sentences

to read more about and rating them for 'Interestingness' ) am Six reflects
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the more traditional approach and indicates that specific questions might be

examined more rigorously once they have been identified by the more

explorative method. In particular EXperiment Six showed that results

comparable to those of Experiments One and Twocan be obtained when

alternatives are made explicit and that high levels of agreement between

subjects obtained. Experiments One and Twoprovide a methodology for obtaining

readers' predictions; EXperiment Six provides a methodology for experimentally

investigating the effect of text and reader related variables on such

predictions. The present work has been based on the premise that canprehension

is a purposeful activity. The development of techniques which enable us to

measure this activity (as expressed in the reader's ongoing predictions and

forward-looking inferences) is crucial to the development of adequate theories

of comprehension.
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You have just read part of the opening paragraph of a published book.
The text is as it appears in the book. It has not been specially written
for this investigation. If you have read the book before, or if you Rre aware
of the book from which this has been taken, please let me know before you
answer the questions.

Please answer the questions as spDntaneously as possible within the space6
given. You may write in note form if you wish •

._------ ---------_.

1. What is happening?

2. What might have pappened prior to the events described?

3. What might happen next1

!'

5-~- Two characters are introduced in this passage. Give three single words
to describe:

.-.

Him Her
1.

2.
3.
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6. viho do you think Hill be the centrsI charac t er j n the narrativ e wn ic h

follows the extract you have read?

7. Based on the ideas in the opening passage, what wider more ~encral
issues do you think the rest of the book might encompass',

8. The following adjectives could be used to de~cribe the characters in
the book. For each pair of adjectives, circle the one you think
best describes that character. If you think neither are relevant,
then circle NA.

a) Rate the following in terms of how you feel the characters reacted to
the situation described in the text.

HIM HhR----
Relaxed Tense NA Relaxed Tense NA
Afraid Unafraid NA Afraid Unafraid NA
Composed Excitable NA Composed Excitable NA
Assured Anxious NA Assured Anxious NA
Rational Emotional NA Rational Emotional l'iA
Controlled Uncontrolled NA Controlled Uncontrolled NA

b) Rate the following in terms of what you feel to be the character's more
general personality traits.

---t-----------------.------
HERHIM

Aloof Sociable NA Aloof Sociable NA
Self-confident Insecure NA Self-confident Insecure NA
Tough-minded Sensitive NA Tough-minded Sensitive NA
Tolerant Intolerant NA Tolerant Intolerant NA
Friendly Hostile NA Friendly Hostile NA
Self-reliant Dependent NA Self-reliant Dependent NA

9. Do you think that:
The movie theater was fairly crowded or empty?
The characters already knew each other?
What happened was a new experience for him?
vJhat happened was a new experience for her?

CHC~·JD.r:;D
YES
·YES
Yt,S

ELP'l'Y
NO
NO
NO

I
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10.
The extract from the book briefly outlines events which happened to two people.
}!hat addi tional information would you like about each of the characters in
order to gain a better understanding of the events1
Please rate each of the items below from 1 to 5 for each character. Use
1 if you think Ln f'o r r- a t i.o n about the item is very important, throuGh to 5 i f
you think it is totally unimportant. Indicate you decision by c i r-c Ld n.; the
appropriate number.

Hn']
I

I liliR..,_.____ --t------------ --- _._--------

Age: 1 2 3 4 5 I 1 2 3 4 5
Nature of Occupation: 1 2 3 4 5 1 2 3 4 5
Educational background: 1 2 3 4 5 1 2 3 4 5
_tife Style: 1 2 3 4 5 , 1 2 -z 4 5_.)

Disposition: 1 2 3 4 5 1 2 3 4 5
"'1I.ppearan-ce: --.,- 2 "3 -4 ---5 1 2 3 4 5

a) Height 1 2 3 4 5 1 2 3 4 5
b) Build 1 2 3 4 5 1 2 3 4 5
c) Features 1 2 3 4 5 1 2 3 4 5
d) Attractiveness 1 2 3 4 5 1 2 3 4 5

i e) Dress 1 2 3 4 5 1 2 3 4 5
pfEatus:

--- _-, .._._-_-,_ .. -----_.,._-.-

1 2 3 4 5 1 2 3 4 5
a) Marital 1 2 3 4 5 1 2 3 4 5
b) Social 1 2 7; 4 5 1 2 3 4 5./

c) Financial 1 2 3 4 5 1 ? 3 4 5
~ d) Occupational 1 2 3 4 5 1 2 3 4 5
P~ttiTudes : 1 2 3 4 5 1 2 3 4 5
I. a) to education 1 2 3 4 5 1 2 3 4 5
i 1 2 3 4 5 1 2 3 4 5~ b) to men

c) to women 1 2 3 4 5 1 2 -;; 4 5~
d) to family 1 2 7; 4 5 1 2 3 4 5./

e) to occupation 1 2 3 4 5 1 2 3 4 5
f) to own appearance 1 2 3 4 5 1 2 3 4 5
g) to social expectations

of him/herself 1 2 'l 4 5 1 2 3 4 5-'--- -.... , ..._.' .• _-_ ...... -_._. ..•----_ ..•_-- ..
lierreasons for going alone

to the movie theater: 1 2 3 4 5
liisreasons for going alone

to the movie theater: 1 2 3 4 5
._------ -----_ ..__ .__ ------_-_- -_------_._--

Please also rate the following items in terms of how important you think
the .f might be to a better understanding of the events which took pIace:

The time of day 1 2 3 4 5
l'hetime of year 1 2 3 4 5
'llhecountry 1 2 3 4 5
'llhetown 1 2 3 4 5
l'he type of neighbourhood 1 2 3 4 5
The kind of film programme 1 2 3 4 5
If there is any other important item of information not covered by the above
questions, please write it (or them) below:

~==========================================================
11. How interested are you in reading the rest of the book:

(Very interested) 1 2 3 4 5 (Not at all interested)
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Appendix 2

(Questions given to Subjects in Experiment 2)

INSTRUCTIONS

Please read the follaYing. It is an extract fran a published bode.

Whenyru have read the passage, please answer the questions on the
attached sheets. This is not a test of yrur memory, so feel free
to refer to the text while answering the questions. Some of the
questions are fairly open-ended, others more specific; do not worry
if yru have to give the same information twice. There are no right
or wrong answers, yru are being asked for yrur ideas and opinions.
Mike yrur answers as detailed as yru can within the space provided.
Please answer the questions as spontcYIerusly as possible.

Before answering the text-related questions, please supply the
following information:

Do Y QJ recognise this text? YES NO

What isyrur age? ..................
Are yru male or female? MALE FEMALE

Grrup (see letter on text)? A B C o
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1) She first moved to another seat before "the soldier moved closer to
her" • Why did she move?

2) Each time she moved "the soldier moved closer to her".
Whydid he?

3) Describe in detail what yru think happened after: "The soldier moved
once more and sat beside her".

4) What were the consequences cl yQJr answer to (3) for

a) the soldier;

b) her.
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5) To what extent do yru consider the follalYing to be responsible for what
yru have described as happening, and why? (Please cl rcle the appropriate
number. )

Level of responsibility

Canplete None

a) She
Why?

4 3 2 1 o

b) He

Why?
4 3 2 1 o

c) The situati on
Why?

4 3 2 I o

6) What do yru think were their reasons for go1ng to the movie theater alone?

a) His?

b) HEa's?

7) Do yru thirk she had an occupation? (If "yes', what might it be?)

8) Please give yrur ideas cbrut the follovong details of the characters.

HIM ~R

a) Age:
b) Marital Status:
c) S Elf-esteem (High, Average or Lov):
d) Attractiveness

(Very, Average. Not vexy):



Appendices
Appendix 2

Page 358

9) Please describe what their attitudes might be to the follQYing:

HIS HERS

a) The q>posi te sex:

b) Their CMnappearance:

10) The follCMing aijectives cmfd be used to describe the characters.
For each pair d adjectives, circle the one yOJ think best describes
that character. If yOJ think neither are relevant, then circle HA.

a) Rate the follCMing in terms fI hew yOJ feel the characters
reacted to the situation described in the text.

HIM HER

Relaxed Tense HA Relaxed Tense HA

Afraid Unafraid HA Afraid Unafraid HA

Canposed Excltci>le HA Canposed Excit a"le HA

ASSJred Anxious HA Assured Anxious HA

Rational Emotional HA Rational Emotional HA

Controlled Uncontrolled HA Cont roll ed Uncontrolled HA

b) Rate the f 011CMing in terms d what y OJ feel to be the character's
more general e!rsonalit~ traits.

HIM HER

Alod Soci ci>le HA Alod Soci ci>le HA

Self-confident Insecure HA Self-confident Insecure HA

Tough-minded Sensitive HA Tough-minded Sensitive HA

Toleratt Intolerant HA Tolerant Int ol.er ent HA

Friendly Hostile NA Friendly Hostile HA

Self-reliatt Dependent HA Sel f - reIl ant Dependent HA

11) Do y OJ think the characters a1 reaiy knew each other?

YES NO

12) Specify as precisely as possible when you think the event s in the movie
theater tod( pI ace and where the movie theater was.

Date: Location:
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Appendix .h

Experiment 2a to test the reliability of response categorisation.

Responses to 01 were assigned by the author to the 7 categories listed in

Chapter 11 and described in Appendix 3a. To assess the reliability of the

categories used a munber of judges were asked to categorise the responses on

the basis of these descriptions. The level of agreement was assessed by the

extent to which subjects placed responses in the same category as the author.

The data were analysed to discriminate 3 possfbre outcomes:

1. If the categorisation by the author was subjective and if independent

judges assigned the responses idiosyncratically, there would be a random

distribution of frequencies for each category.

2. If the independent judges agreed with each other but differed fran the

author in their interpretation of the categories this would result in an

uneven distribution of the frequencies (which would be high in some

categories but not those predicted by the author).

3. If the jooges agreed with each other and with the author, there would

be high frequencies of the responses in the categories predicted by the

author and low frequencies in all others.

The collected data were tested using an Assymetric Lambdatest of forecasting

efficiency that is howwell the author's categorisation predicts that used by

the judges.

Method
Judges.

TWelveOpen University Psychological Society memberswhowere present at

an Annual General Meetir~ (and who only met on such occasions) were asked to

independently categorise the responses. All were graduates or lI'ldergraduates

who had taken Psychology courses. All had knowledge of content analysis
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either as students or as a part of their working life experience.

Materials.

Each judge was given:

I.The written instructions:

"Your task is to allot each of the responses given to one and only one of

the seven categories explained below (see Appeooix 3a). To do this you

must read the instructions, the text and the complete set of categories

before you begin to write. Whenyou have read these then read each

response. Whenyou have decided into which category the response best fits

write the identifying letter of that category alongside the response in

the space provided. If you change an answer please delete your first

answer completely and write your new answer alongside.

'Ibis is a subjective task so do not compare your responses with those of

others until after you have posted your reply.

please read the text and the descriptions of all the categories before you

beg in to wri te, and refer back to them as you work thro~h the responses.

WHEN YOU HAVE FINISHED:Post the completed list to me in the S.A. E.

provided."

2. A copt of the text used by subjects in Condition CBE (i.e. the total text:

see Appendix 3b) •

3. A copt of Question 1 and the responses given to that question by subjects

in the main experiment (see Appeooix 3c).

4. A list and description of the categories used by the author (see Appendix

3a).

5. A SAEfor the return of the categorised responses.
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procedure.

Each jooge was asked to complete the task in his/her own horne, at

leisure, and to return the categorised responses when completed. Ten completed

response sheets were returned over a period of six weeks.

Method of Analysis and Results.

A 7 x 7 contingency table (Table A3d ) was produced. 'Ibe seven colunns

(A-G) represented the categories used by the judges; the seven rows represent

the categories predicted by the author. 'l11us those 90 responses which the

author predicted would fall into category A were exanined. The total number of

those responses which the judges assigned to category A were placed in Colunn

A, those assigned to category B were placed in Colunn B and so on. 'Ibe same

procedure was repeated for for rows B-G.
'I11econtingency table shows that the main diagonal of the table (cells

AA-GG)contains a high proportion of the results as would be expected if there

was a high level of agreement with the author and between the jLrlges

themselves. This was confirmed with an Assymetric Lambda test (Lambda = 0.807,

Chi-square = 1218.07, df =3, p< .0001). As Lambda is equivalent to the

measure called forecasting efficiency (Guilford and Fruchter, 1973, chapter

15) it may be transformed into a correlation coefficient: r= 0.98.

Discussion.

As is indicated by the contingency table (Table A3d ) supported by the

statistical test,the third outcome has occurred. The correlation co-efficient

(r ~.98) is extremely high and demonstrates that there is a close

relationship between the assignment of responses to categories by the author

and the jLrlges. 'I11is is sufficient to conclLrle that the method is reliable,

and that the categorisation is not idiosyncratic.
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Description of Categories

Categories

A Jenny's feelings and attitudes towards the soldier

This category includes all responses which describe any thoughts,
attitudes and feelings which Jenny or 'she' has about the soldier or him.

E.g. She felt that he was annoying her
She had an aversion towards him
Because she is angry with the soldier.

B Jenny's feelings and attitudes towards soldiers in general

This category includes all responses which describe any thoughts,
attitudes and feelings which Jenny or 'she' has about soldiers or
non-specifically "a soldier" (but not the soldier, or him, he).

E.g. She felt she couldn't sit next to a soldier
Because soldiers made her panic.

C Jenny's feelings and attitudes towards men

This category includes all responses which describe any thoughts,
attitudes and feelings which Jenny or 'she' has about men or a man (but
not soldiers, the or a soldier or him, he).

E.g. Because she hated all men
She became aware that she was sitting next to a man.

D Actions by Jenny in relation to the soldier

This category includes all responses which attribute any action which
Jenny or 'she' takes to the soldier or 'he'/'him'.

E.g. So that he would notice her
To catch the soldier's eye
To avoid him.

E Actions by the soldier

This category includes all responses which attribute Jenny's mO\e to an
action by the soldier or 'he'.

E.g. Because he sat next to her
Because the soldier had "chatted her up" on a

previous occasion.

(continued)
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Appendix 3a

Categories (continued)

F Cinema Reasons

This category includes all responses given in which Jenny or
'she' acts as a cinema-goer (L;e , not in relation to anyone else) and
acts in a way a cinema-goer cwld be expected to act.

E.g. Her seat was uncomfortable
She couldn't see the screen

G Others

This category includes any responseswhich do not belong to any
other category mentioned. Please use it for this purpOSeOf\.lj.
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Appendix 3b

THE TEXT

Jenny fields was arrested in Boston in 1942 for wwnding a man in
a movie theater. It was shortly after the J~anese had bombed
Pearl Harbwr and people were being tolerant of soldiers because
suddenly everyone was a soldier, but Jenny fields was quite firm
in her intolerance of the behaviwr of men in general and soldiers
in particular. In the movie theater she had to move three times,
but each time the soldier moved closer to her until she was
sitting against the musty wall, her view of the newsreel almost
blocked by some silly colonnade and she resolved she wwld not
get up and move again. The soldier moved once more and sat beside
her.
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The Responses

Q. 1 Why did she move the first time?
Category

1. To get away from the soldier.
2. She didn't want to sit next to him.
3. To get a better view of the movie.
4. To avoid the soldier.
5. To see the newsreel - her view was blocked.
6. She felt the soldier was trying to contact her.
7. To show the soldier she wasn't interested in him.
8. So that the soldier could move next to her.
9. She felt the soldier was bothering her.

10. She thought the soldier was "after her"!
11. She was afraid of being caught.
12. It irritated her having to sit next to a man.
13. She was intolerant of men.
14. She didn't like men.
15. Because the soldier had moved nearer to her.
16. She thought that the soldier would behave in an intolerable way.
17. She was intolerant of soldiers.
18. She felt uncomfortable sitting next to a man.
19. Invasion of personal space.
20. She felt that if she didn't move he would approach her.
21. To enable another couple to sit together.
22. Because he did behave intolerably.
23. She disliked the soldier.
24. To enable a group of people to sit together.
25. Perhaps he followed her into the cinema.
26. Perhaps she is afraid of him.
2 7. Because he was following her.
28. His presence disturbed her.
29. To increase her distance from the soldier.
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Appendix 3d

Table A3d

Table of responses assigned to each categoI)':
n = 290 (29 responses x 10 subjects)

Categories used by
subjects A B C 0 E f G

(Dep, varia,le)

Categories predicted A 74 5 4 2 3 0 2 90
by Author B 0 10 0 0 0 0 0 10
(Independent
variable) C 0 0 40 0 0 0 0 40

0 6 0 0 42 1 0 1 50

E 3 0 2 1 32 0 2 40

f 0 0 0 0 0 35 5 40

G 0 0 3 0 0 0 17 20

83 15 49 45 36 35 27 290
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Appendix 4: Texts used in Experiment 5

Text 1 Order A

A: The bees hURIIledas the sun 5hme on the garden.

B: The sunshine was dazzling.

Was there ever such a summer? Old pecol e t aked ct>rut the kinds
of s..unmers there were in the d et( s when they were y rung and all
the world was golden.

A: The rain and cold weather were suddenly forgotten.

B: The roses were ct>solutely magnificent.

People gathered m the grass, CI'Idfran a distance lodced like
a collection of flover petals. It was good to be alive.

Text 1 Order B

A: The rain and cold weather were suddenly forgotten.

B: The roses were cOsolutely magnificent.

People gathered m the grass, and fran a distance lodced like
a collection of flover petals. It was good to be alive.

A: The bees hunmed as the sun shme m the garden.

B: The sunshine was dazzling.

Was there ever such a sulllller? Old pecal e talked mrut the kinds
of sunmers there were in the d",s when they were yrung and all
the world was golden.
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Text 2 Order A

A: As she waited for the waitress to bring her the menu, Mary
reali sed that the time she had all <Medf or eating her meal
was getting shorter and shorter.

B: As she waited for the waitress to bring her the menu, Mary
realised that her watch must have stopped half an hrur earlier.

She decided that when the meal did cane she wruld not have enrugh
time to eat it and get to her ~pointment on time.

A: She tried to catch the waitress's eye but was unsuccessful.

B: She locked arrund to see if her friend was sitting at a nearby
tcble but she cruld not see her.

So she stoat up, picked up her handbag and walked fran the
re st an ant •

Text 2 Order B

A: She tried to catch the waitress's eye but was unsuccessful.

B: She locked arwnd to see if her friend was sitting at a nearby
tcble but she cruld not see her.

So she stoat up, picked up her handbag and walked fran the
re st anant •

A: As she waited for the waitress to bring her the menu, Mary
realised that the time she had all<Med for eating her meal
was getting shorter and shorter.

B: As she waited for the waitress to bring her the menu, Mary
realised that her watch must have stopped half an hrur earlier.

She decided that when the meal did cane she wruld not have enrugh
time to eat it and get to her appointment on time.
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Text 3 Order A

A: It was as she was walking thrwgh the trees that Joan stumbled
over the body.

B: It was as she was walking thrwgh the trees that Joan SaN the
vultures circling over the body.

It lay flat, its eyes staring up at the sky.

A: She decided that she wwld never carry a gun again.

B: With superhuman strength she tore the steel jaws apart.

Looking upon the dead animal arwsed feelings within her that were
a mixture of guilt and dread.

Text 3 Order B

A: She decided that she wwld never carry a gun again.

B: With superhuman strength she tore the steel jaNS apart.

Looking upon the dead animal arwsed feelings within her that were
a mixture of guilt and dread.

A: It was as she was walking through the trees that Joan stumbled
over the body.

B: It was as she was walking thrwgh the trees that Joan Say the
vultures circling over the body.

It lay flat, its eyes staring up at the sky.
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Text 4 Order A

A: The winda.vs rattled as the sound exploded above them.

B: The noise rutside was deafening.

Were these demonstrations absolutely necessary? The residents
on the estate remembered the time, only a few years ago, when
this was a calm and peaceful area.

A: Breacing the sound barrier was an achievement f or science but
not for humanity.

B: Riot shields and water cannons were becaning cannonplace.

The people began to get together and discuss what might be
done abrut the prd>lem. One answer was to move fran the area.

Text 4 Order B

A: Breacing the sound barrier was an achievement for science but
not f or humanity.

B: Riot shields and water cannons were becaning canmonplace.

The people begal to get together and discuss what might be
done abrut the prd>lem. One answer was to move fran the area.

A: The windCJWsrattled as the srund exploded aboye them.

B: The noise rutside was deafening.

Were these demonstrations absolutely necessary? The residents
on the estate remembered the time, only a few years ago, when
this was a calm and peaceful area.


