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ABSTRACT

The precise control of a robot manipulator travelling at high speed
constitutes a major research challenge. This is due to the nonlinear nature of
the dynamics of the arm which make many traditional, linear control
methodologies inappropriate. An alternative approach is to adopt controllers
which are themselves nonlinear. Variable structure control systems provide the
possibility of imposing dynamic characteristics upon a poorly modelled and time
varying system by means of a discontinuous control signal. The basic algorithm
overcomes some nonlinear effects but is sensitive to Coulomb friction and
actuator saturation. By augmenting this controller with compensation terms,
these effects may largely be eliminated.

In order to investigate these ideas, a number of variable structure control
systems were applied to a low cost industrial robot having a highly nonlinear
and flexible drive system. By a combination of hardware enhancements and
control system developments, an improvement in speed by a factor of
approximately three was achieved while the trajectory tracking accuracy was
improved by a factor of ten, compared with the manufacturer's control system.

In order to achieve these improvements, it was necessary to develop a
dynamic model of the arm including the effects of drive system flexibility and
nonlinearities. The development of this model is reported in this thesis, as is
work carried out on a comparison of numerical algorithms for the solution of
differential equations with discontinuous right hand sides, required in the

computer aided design of variable structure control systems.
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Summary of Thesis Submitted for PhD. Degree
by
James Michael Gilbert
on

Nonlinear Control of an Industrial Robot

This Thesis considers the development and implementation of Variable
Structure Control systems for the control of an industrial robot manipulator.
The robot considered is of a low cost construction and, as a result, has many
undesirable characteristics not found in more expensive systems. In particular,
the joint drive system has a significant degree of flexibility and highly nonlinear
frictional behaviour. These effects make traditional, linear control systems less
effective than would be hoped.

By a combination of minor hardware enhancements and the development
of new variable structure control algorithms, taking account the drive system
characteristics, an improvement in speed by a factor of three and an increase
in trajectory tracking accuracy by a factor of ten, compared with the
manufacturer's controller, have been achieved. The control system was
developed, based on a nonlinear dynamic model of the RTX, the derivation of
which is described here. Also considered is a comparison of various numerical
algorithms for the solution of differential equations with discontinuous right hand

sides, used in the computer aided design of variable structure control systems.
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Introduction

Increasing use of robots in a wide variety of industrial and domestic
environments depends on the solution of a number of probiems which have, to
date, limited their application to a relatively small number of well structured
and highly repetitive tasks. One of these problems is that of obtaining high
speed, precise movement under a variety of loads and external influences,
without the use of high cost mechanical and actuation systems. Accordingly, this
thesis considers the implementation of new control techniques on a low cost
industrial robot with the aim of obtaining this type of performance.

The majority of manipulators have dynamic behaviour which results in
performance under well established control schemes which is far from ideal.
This is particularly true in the case of low cost systems, in which the
mechanical configuration cannot be arranged so as to simplify the control
problems. There is, therefore, a need for new control algorithms which wm
overcome the problems inherent in these low cost systems.

As an introduction, this chapter will begin by considering the problems
found in the majority of robot manipulators, and those particularly prevalent in
low cost systems. Some of the techniques investigated with the aim of
overcoming robot control problems will be considered as will there suitability in
low cost manipulators.

The particular system considered here is an RTX robot, supplied by UMI.
The characteristics of this manipulator will be briefly studied, as they provide
the motivation for the work reported here. The scope of this work will then be

described, followed by an outline of the contents of subsequent chapters.



The majority of multiple degree of freedom mechanisms have dynamics
which are to some extent coupled. In the case of manipulation systems, there
are few exceptions to this - only cartesian systems can be considered as having
fully decoupled dynamics in the presence of varying loads. Although these
robots are useful in some situations, there are many cases in which, serial
topology arms having at least some revolute joints provide a better solution in
terms of working volume and flexibility to overall size and weight ratios.

These arms, which may be viewed as being at least partially
anthropomorphic in nature, have dynamics which are generally highly coupled in
a nonlinear manner. It is this undesirable form of behaviour which presents one
of the major problems to the control engineer working in this field. A further
problem is that the dynamics depend on the mass and form of the load being
carried. Although the effect of load may be precalculated in some highly
structured environments, or may be determined from the changing performance
of the manipulator or from force/torque measurements, these techniques are
often costly to implement, and require a good model of the robot dynamics, a
model which is often difficult to obtain. In general then, it is desirable that the
robot performance should be independant of the load, without regress to load
forcasting or direct measurement techniques. This presents a further problem to
the control system designer.

These problems are common to many manipulator systems and, although a
further problem is also common to most systems, it is particularly severe in the
case of low cost systems. This is the problem of nonideal actuator and
transmission system behaviour. In high cost mechanisms, the actuators are often
considered as being mainly linear with only saturation effects occuring, while
the transmission system is considered as being totally rigid. These assumptions
are to some extent valid in the case of high cost, high performance robots, but

becomes invalid when low cost systems are considered. In such mechanisms, the

-2 -



actuator and drive system friction is typically nonlinear and accounts for a large
proportion of the force/torque generated. Similarly, in the interest of cost
savings, transmission systems are often adopted which introduce a significant
amount of flexibility. Although these problems are beginning to receive some
attention, their full significance to the control engineer has not previously been
addressed.

These then are the characteristics of robot systems which make manipulator
control a challenge. As the meed for fast and precise control of manipulators
has increased, so has the need to specifically address these problems. This has
led to a large amount of work in this area and we will now briefly review the
approaches which have been considered. This, of necessity will be only a very
broad summary, but should be sufficient to indicate the areas in which
successful solutions have been found and those which require further
consideration.

It is not suprising that in early electrically driven manipulator systems, the
controllers implemented were taken directly from those applied to
servomechanisms, namely PID and relay controllers. Of these, decentralised PID
control has remained as the mainstay of robot control and is still used in the
vast majority of commercially available systems. For manipulators with relatively
linear actuator dynamics which are required to move only at low speeds, PID
control provides a solution which is inexpensive to implement and is fairly
robust to load changes and external disturbances. Although the technique does
not give particularly high speed operation, it is reliable in most situations - an
important consideration in industial applications.

If low speed operation is considered, then the most significant effect of
changes in manipulator position, are the resulting variations in effective inertia.
A natural way of tackling this problem is to adopt gain scheduled controllers,
30 as to alter the parameters of a series of linear control systems to suit the
prevailing irertia conditions in discrete regions of joint space. A control system

of this type is described by Ali [Ali,82] and, although it may be effective for
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low speed motions, it does not tackle the problems of coriolis and centripetal
forces between joints which become significant at higher speeds.

In addition to changes in inertia, there are a number of other effects
which occur in a single link of a manipulator which have a bearing on the
controller performance. Many of these problems are considered by Paul
(Paul,81] who suggests a series of compensation schemes in which the effect of
gravity loading is calculated and removed while feedforward elements are used
to eliminate velocity and acceleration errors. This control procedure assumes
linear actuators and does not overcome all the problems associated with joint
interaction forces.

A number of schemes have been developed in which the inverse of the
manipulator dynamics, assuming linear actuators, is introduced in the forward
path of the controller so as to form a linear decoupled system, when combined
with the manipulator dynamics, around which standard linear controllers may be
used (see [Sahba,B84] and [Fournier,84) for example). Clearly, in order to be
effective the model of the robot dynamics inverted and used in the forward
path must be accurate if this technique is to be fully effective and it is difficult
to ensure this in the presence of load variations and external disturbances. The
simplest form of this algorithm assumes that the actuators are linear, with
unlimited force/torque, a situation which is clearly unrealistic, and although a
number of developments have been made to overcome this deficiency, the
resulting system has a speed of response which is significantly sub-optimal.
Also, owing to the neglect of Coulomb friction in the controller design, the
resulting movement may have significant errors from the planned trajectory.

Since it has been found difficult to develop controllers which compensate
for all the dynamics of a robot, it would seem appropriate to consider a type
of control which imposes a specified dynamic behaviour on the system,
independant of limited variations in the plant itself. This is the aim of variable
structure controllers, in which the state trajectory is maintained on a

pre—defined switching surface by means of discontinuous state feedback. While
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this is maintained, the dynamics of the system are governed by those of the
switching surface, independant of plant parameter changes and disturbances.
This type of control system has been considered widely, both alone and in
combination with other algorithms, as a way of overcoming the problems caused
by interaction dynamics in manipulators [Young,78], [Morgan,85] [Chen,87].
This has proved successful in simulation experiments and when applied to
robots with approximately linear actuators [Hirio,84]. To date, little
consideration has been given to the behaviour of variable structure controllers
when applied to systems with nonlinear actuators, particularly those with
Coulomb friction. This has meant that for low cost applications, few results
using VSC techniques are available.

The fact that variable structure controllers can result in behaviour which is
insensitive to the effects of certain forms of nonlinearity has led to the belief
that, with certain developments, the approach may be suitable in the situation
of low cost electro-mechanical systems. This then is the motivation for the
work reported here, in which variable structure control techniques have been
developed and applied to systems which have not performed well when used
with better established control methods; namely low cost robot manipulators

with significant drive system nonlinearities.

The RTX is a low cost, six degree of freedom robot, with D.C. motors
providing the power and timing belts used extensively in the transmission
system. As supplied, control of the joints is performed wusing two
micro-controllers, deriving position information from low resolution incremental
optical encoders and powering the motors via pulse width modulation, wvoltage
mode drives. The controller implemented on the micro—controliers uses a simple
PID algorithm for each joint.

Owing to the low cost nature of this mechanism, the actuator and
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transmission systems have characteristics which are far from ideal, in particular,
the friction in the motors and transmissions is highly nonlinear and accounts for
a significant proportion of the torque generated. As a result, the PID control
algorithm must be significantly sub—optimal in performance and was found to be
inadequent for many of the tasks required of the robot, in particular for high
speed point-to-point movement and trajectory following at all speeds. This
inadequacy was found to be particularly severe in tasks involving movement in
a horizontal plane wusing the shoulder, elbow and wrist yaw joints; a type of
movement which is frequently required.

The shoulder and elbow joints of the RTX are the ones which suffer the
greatest effect from interaction dynamics, while also having the nonlinear
actuator behaviour found in other joints, and so it was decided to investigate
the use of new control techniques on the these joints, and the yaw axis, as
they provide the greatest challenge and, if succesful, would find an immediate
application in which they could be thoroughly tested.

Although the motor drive system and encoder output signals could be
obtained by making minor modifications to the existing hardware of the RTX,
it was feit that a significant improvement in speed could be obtained by
replacing the existing motor drives by linear current drives. Improved controller
performance required a higher resolution of position sensing, once again using
optical encoders but of a higher resolution than those employed by the
manufacturer.

In order to develop nmew control algorithms it was necessary to have an
understanding of the dynamic behaviour of the manipulator and so a large
amount of time was spent in developing and testing such a model. The
resulting model was found to be of a high order, with many nonlinear
elements, and in order to perform simulations in a reasonable time, it was
found to be necessary to make alterations to the computer aided control system
design suite used. These modifications involved alteration of the system model

structure to allow simulation of the interaction dynamics and the implementation
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and comparison of a mnumber of numerical algorithms for the solution of
nonlinear ordinary differential equations.

The two main areas of scope of this thesis are the development of the
dynamic model of the three joints of the RTX considered here and the
application of wvariable strucure controllers to these joints. Details of the
associated work carried out to support this work will only be described in as

far as it aids understanding of these areas.

L3 Outline of Subsequent Chapiers

The remaining chapters of this thesis are divided up as follows:

Chapter two considers the development of the theory of wariable structure
control systems, from their earliest conception to the present state of the
theory. The emphasis throughout is on the implementation aspects of these
theories, in particular to systems with significant nonlinearities. A large part of
this chapter considers the effects of the forms of nonlinear behaviour found in
low cost manipulators on the performance of existing VSC algorithms and goes
on to develop new algorithms which overcome these problems.

Major changes to the actuation and sensor systems used on the RTX have
been implemented, and these are described in chapter three. This covers the
change from low to high resolution optical encoders and the associated counting
circuits for position and welocity sensing; the design of linear current mode
motor drives and the computer interfaces required to allow their use with both
a DEC uPDP and an IBM compatible personal computer used for control
algorithm implementation and testing.

The development of the dynamic model of the RTX is expounded in
chapter four. This is divided into the background theory of the model and the
experimental derivation of model parameters. The majority of this chapter is
concerned with modelling of the actuation and transmission system dynamics,

since these have a great influence on the controller performance and have not
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been considered elsewhere. The interaction dynamics have been widely studied
and so the theory will only be briefly reviewed while the derivation of
interaction model parameters will receive more attention since the techniques
uwed are not well established. The major non-ideal effects found in the
actuation and transmission system are nonlinear friction in the motors and joints
and flexibility in the timing belt drive system. Both these aspects receive
detailed attention in this chapter.

Chapter five considers the developments made to a computer aided control
system design suite. A number of minor improvements are considered followed
by details of the change in model structure to allow the interaction dynamics to
be studied. This chapter also describes the work carried out on the
implementation and testing of a number of solution algorithms for ordinary
differential equations. These are compared with an algorithm designed
specifically for the generation of phase portraits which had not previously been
fully tested.

The implementation of a large number of variable structure control
algorithms is considered in chapter six. The performance of these controllers is
compared with a PID algorithm implemented using the same hardware, and in
some cases with simulations of the performance using the model described in
chapter four. A study of the suitability of different algorithms for this
application concludes this chapter.

Chapter seven provides an evaluation of the project, in terms of the
developments to the computer aided control system design suite, the
modifications to the RTX hardware, the development of the dynamic model and
controller design and implementation. The final chapter, chapter eight draws

conclusions from the work described.



The Theory of Varlable Structure Control Systems

Variable Structure Control (VSC) systems provide a technique which may
be applied to linear and nonlinear, time invariant and time varying plants for
which a limited knowledge of the dynamics is awvailable and provides
performance which is often faster and more robust to parameter variations and
disturbances than other, better established control schemes. This improvement in
performance is particularly apparent in systems which employ a sliding mode, in
which a particular form of dynamic behaviour is imposed on the plant; it will
be this type of control which will mainly interest us here.

This chapter will be concerned with the development of the theory of
VSC, beginning with the most simple type designed for low order, well
modelled systems and progressing to those suitable for more complex, nonlinear
systems with poorly modelled, high order dynamics. At all stages the emphasis
will be on the suitability of the particular form of controller for application in
the field of robotics, although examples from other relavent fields will also be
considered. Following the development of the basic theory of VSC systems, a
description of the types of controllers implemented on robots will be given,

detailing the benefits and failings of each.

1 In ion h f Variabl ur ntrol Systems

In this section we shall consider the general theory upon which variable
structure control systems are based. We will begin with a brief history of the
carly dewvelopment of the principles used in controller design. This will be
followed by a discussion of the present state of the theory, beginning with the

application of VSC techniques to well modelled linear systems and continuing to
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consider the effect of unmodelled dynamics on controller performance. Having
identified the problems that these plant characteristics introduce we will consider
a number of approaches available to eliminate their effects, while maintaining
some of the benefits of VSC systems. The effects of certain types of nonlinear
behaviour, particularly common in electro-mechanical systems, will be considered

along with various techniques which may be employed to alleviate these effects.

nt of Vari I ntrol Theo

The earliest research work on the theory of variable structure control
systems was carried out almost exclusively in the USSR in the early 1960s. Of
the early researchers in this field Emel'yanov, Itkis, Barbashin and Utkin and
their co-workers were the most promiment. This research was aimed mainly at
the development of the mathematical background to VSC systems rather than at
their practical implementation. Their efforts resulted in a well developed theory
suitable for the design of controllers for high order, time varying systems with
some forms of nonlinear behaviour. Certain forms of nonlinearity were not
considered, nor were the implementation problems involved with this type of
controller. Summaries of the results obtained in this work are given by Itkis
[Itkis,76] and Utkin [Utkin,77].

It was not until about 1975 that this work came to the attention of
workers in the West. From this date, a large amount of work was carried out,
in both East and West, on the application of these theories to the design of
controllers in a wide variety of situations. One of the first applications to be
considered was that of induction motor control in equipment ranging from CNC
machinery to electric vehicles. A summary of these and many other applications
are given in [Utkin,83]. More recently, many research workers in Japan have
begun looking at the use of VSCs, generally for induction motor control. The
prominent figures in this areca are Hashimoto et al [Hashimoto,87,88), Dote et

al [Dote,87) and Lin [Lin,88].
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2.1.2 Fundamenial Principles of Variable Structure Control Systems

Variable structure control systems may be divided into sliding and
non-sliding types, of which the former will be of the greater interest to us
since they possess many desirable properties. We will, in the following sections,
consider the difference between these types of control and then go on to
describe the situations in which sliding behaviour occurs. Sliding and reaching

conditions which are general to all continuous VSC systems will be established.

idi iding Varigbl ur tems

A wvariable structure control system may be classed as any design in which
the structure of the controller changes during the transient process. There are
many established control schemes which may be considered to operate in this
way; for instance a PID control may only use integral action when the error
becomes sufficiently small. There is a further destinction which may be made
between non-sliding and sliding controllers. In the former case there are only a
small number of changes in structure in each transient (one in the case of the
PID control described above) while in the case of a sliding variable structure
controller there are a large number (approaching infinity in the ideal case) of
rapid changes. In the former the overall behaviour of the system is
compounded from large segments of the individual structures while in the latter
the behaviour is defined by the way in which the switching between structures
occurs with, in the ideal case, no influence from the individual structures.

As an example of a non-sliding variable structure control consider the
system defined by figure 2.1. There are two possible system structures,
dependant on the position of the switch. Time responses for the two systems
are shown in figure 2.2. In the first case (i) a fast transient occurs but the
response is undamped and continuous oscillation occurs. In the second case (ii)

there is no overshoot but the transient is far slower. By starting a movement
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under regime (i), a fast transient is obtained and then, by switching to regime

(ii) as the desired point is approached, the system becomes highly damped and

and no overshoot occurs, as shown in figure 2.3. The improvement in the

transient behaviour of this system is subject to parameter variations and external

disturbances.

Figure 2.1 Double integrator plant with zero and non-zero damping
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Figure 2.2 Effect of switching velocity feedback in double integrator plant
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Figure 2.3 Trajectory of system with switched velocity feedback
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As an example of a simple sliding mode VSC consider the same plant but
with either positive or negative feedback, as shown in figure 2.4. Once again,
two types of behaviour are possible as shown in figure 2.5. Neither of these
structures gives desirable characteristics, in the first case continuous oscillation

occurs and in the latter unstable motion tending to $w.

Figure 2.4 Double integrator plant with switched sign feedback
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Figure 2.5 Phase trajectory of double integrator plant with positive and negative
feedback

(i) Negative feedback (ii) Positive feedback

If we define a line through the origin of the phase plane between the
x, = 0 axis and the asymptote of the type (ii) system and switch between the
two control regimes as the trajectory crosses this line then on each side of the
line the state velocity vector will point towards the line. Switching between the
two structures will occur at an infinite speed and the trajectory will travel
along the line itself (or within an infinitesimally small region around it),

proceeding towards the origin, as shown in figure 2.6.

Figure 2.6 Trajectory of double integrator plant under VSC
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It is this high speed switching of the structures which causes the trajectory
to ‘slide’ along the line, leading to the title of this type of behaviour. Once
the sliding mode is established we wish to know how the trajectory will behave.
This is most conveniently achieved by use of the idea of equivalent control,
introduced by Fillipov [Itkis,76]. Consider the situation illustrated in figure 2.7
in which the switching line is shown, along with the phase velocity vectors, f*
and f~ on either side, passing through the point O. Joining the ends of these
two vectors by the line AB then joining O to this line by the vector fO,
tangent to the switching line at point O, gives the state welocity vector of the

system in the sliding mode. This can be described by:

0= uf + (1I-pf*

where 0 € 4 € 1. g may be considered as the proportion of time for which
each structure of control is required in order to keep the trajectory on the
switching line. There is an equivalent control u®, which satisfies u~ € u® < u*
or u~ > u® > u*, which produces the same effect as switching between u~ and
u* in the ratio p:(1-p). This equivalent control, although it would control the
nominal system in the same manner as the VSC does not provide the
disturbance rejection properties of the VSC and is only used in describing the

ideal system behaviour.

Figure 2.7 Definition of equivalent control
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It is clear that, in order for sliding behaviour to occur, the state velocity
vector on either side of a switching surface must be directed towards that
surface. If we define the switching surface to be s = 0, where s is a function
of the state variables, then it will be seen that this condition may be written
as ss < 0. In this form the condition guarantees at least asymptotic hitting
while a stronger condition, ss < -7 where 7 is an arbitrarily small positive
constant, assures hitting in finite time.

Since s is a function of the states, it's derivative may be found and
putting this into the sliding condition will lead to inequalities involving the
controller parameters from which suitable values may be found. As an example

of the procedure involved, consider the example given in section 2.1.2.1 where:

(2.1)

If we define a switching function to be

s = cx, + x, 2.2)
and define the control as:
- -ax, if sx, >0
" { ax if sx, <0 (2.3

1

then

s = ci‘ + "‘2 = cx, - abx,sgn(sx,) (2.4)

This condition covers the whole of the phase plane and it is clear from

figure 2.6 that in some regions it is not possible to drive the trajectory towards
- 17 -



the switching line, for instance when approaching the x, = O axis under
positive feedback, and s0 we are only concerned at this stage that, once the
trajectory has reached the switching line it should remain on it. Now on the
switching line s = 0 = c¢x, + x, and substituting this into equation 2.4 we

obtain:

$ = ( —c2 - ab sgn(sx,) )x,

There are four situations which must be considered, depending on the

signs of s and x,. These are as follows:

Ifs >0
x, >0 s = (-2 - ab)ix,| (i)
x, <0 3= (c2~ab)ix,! (ii)
Ifs <0
x, >0 §=(=<?+ab)ix,| (iii)
x, <0 s=(c?+ab)ix,| (iv)

If the inequality, ss < O is to be fullfilled these simplify to two conditions,

the first given by situations (i) and (iv) and the latter by (ii) and (iii).

ab » -2
and

ab > ¢?

The former condition is less restrictive than the latter and so may be
ignored. Using the latter conditions the selection of control parameters, ¢ and b
may be made. Using the same procedures sliding conditions may be established
for more general, higher order, MIMO and nonlinear plant controllers, as

illustrated by Utkin [Utkin,77] and Itkis [Itkis,76].
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Having shown that, once established, a sliding regime may be maintained,
given suitable control parameters, we must show that a switching surface will be
reached from any initial point in the phase plane. Itkis [Itkis,76] shows that the
representative point (RP) will reach the switching line provided the system with
negative feedback is not aperiodically unstable, i.e. the charactéristic equation
has no non-negative real roots. This condition is not generally difficult to

satisfy for practical systems, given a choice of control parameters.

2.1.3 Properties of Systems with Sliding Modes

Having shown how a sliding mode may be generated and maintained, it
remains to show the the type of behaviour that such a regime may introduce.
Accordingly, we will discuss the dynamics of a system in a sliding mode and

the effect on these dynamics of parameter variations and disturbances.

2.1.3.1 Dynamics of the Sliding Mode

We will begin by considering the simple second order system given by
equation 2.1, with the straight switching line defined in equation 2.2. We have
shown that subject to appropriate choice of control parameters, the trajectory
will remain on the switching line once it is reached and so will follow the

equation s = 0, i.e.

From equation 2.1, we also know that x, = x, and so:
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This is the differential equation of a linear first order system having the

solution:

x,(t) = x,(t,) e7c(t=t,) (2.5)

where t, is the time at which the sliding regime begins and x,(t) is the value
of x, at that time.

We have obtained a stable, first order, linear response from two systems
which were unstable or marginally stable. The time constant of this motion is
selected by the designer in the choice of controller parameter c. It will be seen
that the controlled system order is one lower than that of the plant itself; this
order reduction is also a feature of variable strucure systems of higher order
and is one of the major benefits of VSC techniques.

When considering the design of a VSC system it is often required that the
maximum speed of response be obtained for a given movement. From equation
2.5 it is seen that the time constant of motion once in the sliding regime is
equal to 1/c and so a large value of c results in a fast response. The desire to
increase ¢ does however conflict with the sliding condition which requires that
¢ < (ab)}. This conflict may be resolved by increasing the gain, b, up to the
point where a sufficiently high value of ¢, and hence speed of response, is
obtained. Unfortunately, this is often not possible in practice, for reasons which

will be explained in sections 2.1.4 and 2.1.6.1.

2.1.3.2 Robustness of Sliding Mode Behaviour

It will be noted that none of the plant and only one of the control
system parameters are present in equation 2.5 and so it is clear that we have
imposed the behaviour we required upon the system by our choice of c. The
system will remain insensitive to parameter variations, plant nonlinearities and

external disturbances as long as the sliding mode is maintained. Itkis [Itkis,76]

- 20 ~



shows that for general, higher order systems with bounded time varying
parameters and bounded external disturbances VSCs may be designed which give
responses which are invariant to these influences.

The trajectory of a variable structure control system is made up of two
component parts, the initial reaching phase in which the control signal is
continuous or has a finite number of discontinuities and the behaviour is
controlled by the dynamics of the subsystem which is operative. In this regime
the behaviour is subject to parameter variations and disturbances in the same
way as a normal system with the particular control system would be. It is not
until the trajectory reaches the switching surface and enters a sliding mode that
the behaviour is defined by the switching surface dynamics and becomes
insensitive to these disturbances and parameter changes. Once in the sliding
mode the input to the system becomes discontinuous and, in the ideal case
switches at infinite frequency between two continuous levels.

Clearly the behaviour of the system once in the sliding mode is preferable
to that in the reaching phase and this has led to the desire to make the
reaching phase as short as possible, with the majority of the transient being in
a sliding mode. This has led some researchers to suggest the use of a straight
switching line which passes close to the trajectory starting points (the zero
velocity axis in a typical second order position control system). This has the
effect of greatly increasing the sliding mode time constant and hence slows the
entire transient. Tenreiro-Machado [Tenreiro-Machado,88] suggests the use of a
curved switching surface which passes through any initial point in the state
space and gives a second order overdamped response leading to the origin. In
this case the control signal is not discontinuous across the switching line and so
robustness to parameter changes is not maintained. A preferable switching line
definition adopted by Hashimoto [Hashimoto,87] divides the trajectory into four
segments, as illustrated in figure 2.8. These segments are an initial parabolic
acceleration; a constant velocity; a parabolic deceleration and a final exponential

deceleration.
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The switching
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function is defined by:
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where o, B and V are the predetermined deceleration, acceleration and velocity

while ¢ is the time constant of the exponential deceleration.

Figure 2.8 Switching curve used to avoid reaching phase
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This type of switching function does provide a complete trajectory which is

insensitive to parameter variations and disturbances. In order to assure sliding

behaviour on all parts of the curve in the presence of these effect however,

the curves must be sub time optimal,

dependant on the extent of the disturbing influences.

the degree of sub optimality being

This technique provides a means of obtaining invariance, but only at the
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cost of a slower response. It must therefore be decided which is more
important and the switching function chosen accordingly.

The example system given by equation 2.1 is not representative of
practical systems upon which we wish to use VSC techniques. Practical systems
are not of this simple form and the differences between the true system
dynamics and the model used to represent them have a major influence on the
VSC performance.

It has been shown that for an ideal variable structure system in which all
the dynamics are represented, the RP will remain in an infinitesimal region
around the switching line once sliding has begun. In practical systems however
this is not the case and unmodelled dynamics and time delays in the control
loop result in what is called chattering behaviour. This takes the form of small
ripples on either side of the switching line, as illustrated in figure 2.9 which
shows the behaviour of a system with a pure time delay in the control loop
which might typically be due to computation of the control signal required.
This is the simplest form of non-ideal behaviour to analyse but is also one of

the most difficult to overcome.

Figure 2.9 Chattering behaviour in variable structure control systems




The precise form of the chatter is dependant on the nature of the
unmodelled dynamics and the time delays present. Chatter is undesirable
because it involves a large amount of control activity and may excite
unmodelled dynamics. In addition, in mechanical systems, this high frequency
oscillation may cause excessive gear wear and fatigue.

Chattering behaviour must be taken into account when selecting a suitable
switching line. The deviation from the switching surface must be sufficiently
small to prevent the RP leaving the region in which the the sliding condition is
satisfied. If this is not the case the trajectory may leave the switching line for
an extended period and the advantages of sliding motion will be lost, as shown

in figure 2.10.

Figure 2.10 Loss of sliding due to chatter
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When designing a VSC, it is important to have at least an approximate
value for the chatter amplitude. This may be found from the dynamics of the
parts of the plant not used directly in the selection of control parameters if
these are known, using either simulation techniques or, very approximately,

from the state welocity vector and the estimated time constant of these
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dynamics. The figures derived should not be relied upon unless the dynamic
model is highly accurate since unmodelled dynamics may have a significant
effect. It is advisable, in general to perform some experimentation to determine
the extent of the chatter. It should be noted that, in general, an increase in
controller gain leads to an increase in chatter amplitude, and so it is often
advisable to reduce the gain as far as possible, while maintaining sliding
behaviour.

Although chatter is unaviodable when the VSC system described by
equation 2.3 is applied to a practical system, there are a number of
modifications to the basic formulation which allow this behaviour to be

completely eliminated. These techniques are the subject of the following section.

2.1.5 Chatter Reduction Techniques

The cause of chatter in wvariable structure systems is the discontinuous
switching of the control signal across some switching surface, causing rapid
changes between two continuous controls. The amplitude of the chatter may be
reduced by ecither decreasing the height of this discontinuity or by smoothing
the switching to0 make the control continuous. These two approaches are

considered in the following sections.

In the simple formulation of a VSC as given by equation 2.2 the whole of
the control signal is switched between two levels so that a large discontinuity in
the control signal occurs when the switching line is crossed. It is possible to
reduce the height of this discontinuity by the use of a control signal constructed
of two parts, one continuous and the other discontinuous. In this way a
continuous signal is used to control part of the dynamics while the

discontinuous part controls the remainder. Typically this would involve a
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continuous control function % control the most significant elements of the
dynamics, with the effects of the remaining dynamics and external disturbances
eliminated using a discontinuous control. The choice of which part of the
dynamics to tackle with which part of the control signal is at the discretion of
the engineer, subject to the constraints of performance criteria, implementation
costs and the significance of parameter variations and disturbances. Often, the
least expensive solution is %o use a large switched component, since little
information is required about the dynamics and the amount of computation
required is small. This does however lead to a large amount of chatter and if
this cannot be accepted, a controller which compensates for the dynamics more

accurately must be implemented.

Rather than attempt t0 reduce the amplitude of the discontinuity in a
VSC, it is possible to introduce a region around the switching line in which a
continuous transition between the two states occurs. There are a number of
ways in which both the switching region and the smoothing may be defined.
An early exposition of this type of control was provided by Slotine [Slotine,83],
who proposed using a boundary layer around the switching line of the form
shown in figure 2.11 with a control signal consisting of switched state and error
feedback and a relay function when outside the band. When within the
switching band the control signal is found from a linear interpolation between
the two values on either side of the boundary layer, as shown in figure 2.12,

In this way, the discontinuity in the control is removed. The behaviour of
the system under this type of control is no longer true sliding since the
trajectory is not restricted to the switching line itself but may move around
within the band. The deviation of the RP from the switching line is dependant
on the boundary layer width, the wider the region the greater the deviation

that will occur, while a layer which i too narrow will cause chattering
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behaviour to be reintroduced in the presence of unmodelled dynamics. As

shown in section 2.1.5.3, a trade off is obtained between the frequency range

of unmodeled dynamics and tracking accuracy. Similarly, the desire for

improved tracking accuracy leads to greater control activity, resulting in

chattering behaviour if very high accuracy is sought.

Figure 2.11 Boundary layer around the switching line
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Figure 2.12 Sample interpolation used to smooth control within the boundary
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There are a number of variations on this idea such as using sliding

sectors, as proposed by Zinober [Zinober,88] and Yeung [Yeung,88], where the
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phase plane is divided up as shown

in figure 2.13, with switched

activity outside the sectors and a smoothed signal within.

Figure 2.13 Phase plane with sliding sectors
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Yeung suggests an interpolation of the form introduced by Slotine and

described above, while Zinober uses a control signal found from:

- -k s
Isl + &

Where k and & are positive constants. This smoothing function takes the

form shown in figure 2.14

Figure 2.14 Smoothing function used by Zinober
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It should be noted that as the trajectory approaches the origin in this
form of control the sliding sector becomes vanishingly small, returning us to the
situation of discontinuous control. In order to rectify this problem a
combination of sectors and bands may be adopted in the form shown in figure
2.15

Figure 2.15 Combined sliding sectors and bands

m

There are similarities between this smoothed VSC and traditional PD
control, if certain control system structures are selected. Consider for example
the situation where a straight switching line is used, defined by s = ¢x, + x,,
and the control input is defined as k sgn(sx,) outside the boundary layer with
a linear interpolation inside. Within the boundary layer the control signal is

thus proportional to s and may be written:

u = ks = -k(cx, + x,) = —kex, - kx,

This is the same equation as used in a PD control with a proportional
constant of kc and a derivative constant of k. Clearly this is a small subset of
the wvariable structure controliers with smoothing functions which may be
investigated and can be improved upon in many respects, but it is conceptually

simple and so is often considered.
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Compensation and smoothing techniques are not mutually exclusive and
indeed are most effective when combined, with compensation techniques used to
minimise the discontinuous component and smoothing applied to the remaining

switched control. A coatrol structure of this form will be considered in some

detail since it involves both forms of chatter reduction technique.

The algorithm suggested by Slotine [Slotine,83] combines the advantages of
compensation and smoothing chatter elimination techniques in a way which
allows a trade—off between mode! accuracy and tracking error to be established.
The controller will be described for a nonlinear plant with fixed input gain,
although the case of time wvarying gain involves only a simple extension of the

theory. The plant is described by the equation:

x(®) = £(X,1) + w + d(1)

where X = [x,x..... x(“")]T is the state wector, u the control input, f(X,t)
gives the nonlinear dynamics while d(t) represents external disturbances. f(X,t) is
modelled by f(X,t) for which the following precision condition is imposed:

| X)) - FOXLt) 1 < ARX,Y)

1 d(t) 1 < D(t)

If we wish the state to track a specified state, X4 = [xg.xg....x4(""')T,

then we may define a tracking error vector, X where

X :X-Xg=[g2..xo0-)T
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We must also insist, for the moment, that

We may define a time varying switching surface, S(t) : s(X,t) = 0, where

s(x,0) = | %? A 0

We then need to choose a control, u which satisfies the sliding condition <.
This control must be discontinuous if precise tracking is to be obtained in the
presence of disturbances, although a continuous part can also be used. The

control structure suggested is of the form:

ue-- F(Xt) - ni'["“] \P2(MP) _ y(x,t)sgn(s) (2.6)
p=1- P

where
(2) - =
o a! (B-a)!
is the number of combinations of B objects taken a at a time. In order to

satisfy the sliding condition, the discontinuous part of equation 2.6 must be

greater than the total effect of modelling errors and disturbances, i.e.
k(X,t) > F(X,t) + D(x,t) + v(t) +

where
F(X,t) > 1 Af(X,t)

and

v(t) > 1xg(®)

This type of control may be considered as being composed of a continuous
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part which compensates for the dynamics as far as the modelling precision will
allow, with the remaining dynamics controlled using the discontinuous part,
k(X,1).

This controller assures perfect tracking by means of discontinuous control
activity. This however leads to chattering in the presence of unmodelled
dynamics and so a modification to the algorithm is introduced which removes
this behaviour while maintaining tracking to within a prescribed limit. The
removal of chatter is achieved by the introduction of a linear smoothing
function within a boundary layer around the switching line, as described in

section 2.1.5.2. The control signal then becomes:

om - H00 S ] P - ko sm [ e ]

where the sat() function is defined as:

q if 1q1 <1

sat(q) = sgn(q) if 1q1 > 1

Outside the boundary layer the control is the same as equation 2.6 and so
the boundary layer is attractive and the trajectory will enter the boundary
region. In order to assess behaviour within the band, we must find a

relationship for the derivative of s. We note that

s = x(M. xén)+ ns:‘ [n"] APy (n-P)
p=1- P

Within the band the result of the sat function is equal to it's argument and so,

by substituting x(P) into the equation for §, we may write

8= - kOGO [ gmerr |+ ARG + d(r) - xg(™ ()

If we assume that tracking to within a small error, ¢ has been achieved
(i.e. the RP is within the boundary layer) and that Af(X,t) and k(X,t) are
continuous then we may rewrite this equation as:
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b= - k0t | g |+ arg ) + den) - xg ™ () + 00

It will be seen that s is the output of a stable first order filter, with
dynamics dependant on the desired state and possibly explicitly on time; and
input made up of the modelling errors, disturbances and nth order derivative of
the desired trajectory. These ‘perturbations' are all bounded and so k(X4,t) may
be upper bounded by kp,x. We may then think of kpay/A" 'e as the
effective 'break frequency' of this filter, while )\ is the break frequency of the
overall controlied system (the switching line gradient in the second order case).
Both ) and kp,,/AB"'¢ must be significantly below the frequency of
unmodelled dynamics and the controller sampling frequency, which in turn limits
the best attainable tracking accuracy. If we demand that the dynamics of s are

faster than the switching surface dynamics, i.e.

S <

we find that the best possible guaranteed tracking accuracy is:

€ = kmay/A"

Following this design procedure gives a control system which produces the
minimum tracking error, given a certain model precision. This involves
compensating for all the known dynamics while controlling the variable and
unknown dynamics with a smoothed discontinuous part. This requirement that
all known dynamics be compensated for may result in a computationally
expensive control algorithm, leading to the need for high cost equipment or low
sampling rates, which in turn leads to poorer tracking. It may therefore be
more effective to only compensate for those dynamics which are most
significant and may most easily be treated. This can lead to a more efficient
algorithm with the associated high sampling rate and improved tracking
performance. An example of this situation is provided by the robot control
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problem in which there are a number of sources of undesirable dynamics. The
dynamics of the actuation system generally involve functions of a small number
of wvariables and 30 may relatively easily be compensated for while the
interaction dynamics are of a form, such that compensation requires a large
amount of calculation. Depending on the manipulator considered the relative
significance of these two forms may vary widely. Although it has generally been
assumed that the interaction dynamics must be compensated for, it is often
more efficient to only compensate for actuation system dynamics while treating

interaction dynamics as disturbances.

Variabl ntrol of Nonlinear

The procedures for the design of VSC systems described above were
developed with linear and smooth nonlinear systems in mind and although the
robustness characteristics achieved make them insensitive to certain other forms
of nonlinearity, there are other types which if not taken into account can result
in severe degredation of performance. Two forms of nonlinearity found in robot
actuation systems, which have an undesirable effect will be discussed in the
following sections along with methodologies which may be adopted to overcome

these problems.

1 Eff f In turation on Variabl tur ntrol tems

No practical system is capable of producing infinite control activity and if
this fact is not taken into account in the design of the VSC it may be found
that the sliding condition is not satisfied at all points on the switching line. If
a linear system of the form described by equation 2.1 with the controller
defined by equation 2.2 is considered then it appears from the sliding condition
that any value of c, the switching line gradient, may be selected provided a

sufficiently high gain is adopted, allowing any speed of response to be obtained.
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However, if we introduce a saturation element in the control path, as shown in
figure 2.16, we find that as we increase the gain, the control system

approached a relay system of the form shown in figure 2.17.

Figure 2.16 Double integrator plant with control saturation

Figure 2.17 Equivalent relay control system for high gain
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It is clear from a consideration of time optimal control [Ryan,81] that
there is a boundary to the region in which sliding can occur, defined by the

sliding boundary locus shown in figure 2.18 [Zinober,75).
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Figure 2.18 Sliding boundary locus for relay system
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For a VSC system with input saturation it is impossible to obtain sliding
behaviour outside the region of sliding for the equivalent relay system. If a
controller is designed without consideration of this limiting effect, a switching
surface may be selected which passes outside the sliding region, leading to
non-sliding behaviour and possible overshoot.

An example of this situation is given by Taylor [Taylor,86] for a double
integrator plant with input saturation. A design procedure for the selection of
piecewise linear switching curves which overcome this problem while giving near
time optimal response for systems of this type with a fixed gain is also given.
This algorithm was implemented for second order nonlinear systems by Jobling
[Jobling,84] as part of the computer aided design suite described in chapter 5.
Unfortunately this procedure cannot easily be extended to higher order systems
owing to the difficulty in defining the effect of changing the switching function
characteristics on the speed of response.

The switching line in a VSC cannot be such as would give a faster
approach to the final position than that obtained by applying the maximum
actuation signal to the plant, as in a time optimal control system, and it is this

that limits the system performance. Conversely, the fastest response is obtained
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from a VSC when the switching line is closest to the optimal control switching
function, while still satisfying the sliding condition. This leads to the use of
increased gains which, in the limit, become relay functions. An additional effect
of this increase in gain is that the amplitude of the chattering behaviour
increases. Not only is this undesirable because of the possibility of exciting
unmodelled dynamics and causing increased wear, but also because the chatter
may cause the RP to leave the sliding region as shown in section 2.1.4. Thus
if the chatter can be reduced a switching function closer to the optimal may be
selected. Since a large gain must be maintained to allow sliding close to the
time optimal switching function but we wish to remove chatter as far as
possible it is appropriate to employ the chatter reduction methods described in
section 2.1.5. In this way the advantages of high gain and fast response are
obtained without the possibility of the sliding mode breaking down due to
chatter.

In the majority of practical systems there is some variation of parameters
with time and due to external influences and as a result the time optimal
switching line is also variable. If a VSC is designed to be near time optimal
then the switching line must either be inside the region in which sliding occurs
for the worst case plant parameter values, or the line itself must vary with the
plant parameters to maintain a feasible sliding system. This has led to interest
in the use of adaptive techniques to alter the switching line equation and other
control parameters.

Parvinmehr [Parvinmehr,89] presents a method based on discrete time
parameter estimation techniques to determine near optimal control parameters
while Zinober [Zinober,80] adopts a scheme of increasing the switching line
gradient until the sliding condition is just violated from which point the line is
held constant. The latter technique may work in a limited number of cases but
is not generally effective since, once sliding is lost, it will not recommence
without a change in plant parameters or controller gain. A minor refinement of

the algorithm would however make it widely applicable. Any control scheme
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which attempts to obtain the time optimal response for a system will always be
sensitive to parameter changes and disturbances which may take the RP outside
of the sliding region. It is therefore necessary in practical systems, where these
problems occur, to aim at a slightly sub—time-optimal response, the degree of
sub-optimality dependant on the significance of parameter changes and

disturbances.

Eff f lom iction i r ntrol m

The majority of rotational and translational mechanical systems exhibit
frictional behaviour which cannot be characterised as purley viscous. Although
the true friction may be of a highly complex form, a coulombic element may
generally be identified. This form of friction presents particular difficulties to
the control engineer, owing to it's discontinuous nature. VSC systems are no
exception to this rule, although some improvements may be made over other
forms of control. We will begin by considering the case of a simple VSC for a

double integrator plant with coulomb friction, as shown in figure 2.19.

Figure 2.19 Double integrator plant with Coulomb friction and VSC
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During the initial stages the phase plane trajectory for this system s

similar to that for a system without friction, with the RP reaching the switching

line and sliding behaviour commencing at point A of figure 2.20. As the

trajectory approaches the origin the control input decreases with the error and

a point is reached (B) at which this

friction and the trajectory leaves the switching line and moves to the x,

signal becomes less than the Coulomb

0

axis a distance from the origin (point C), where it remains until a change in

demand position or a disturbance occurs.

Figure 2.20 Effect of Coulomb friction on VSC response
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(ii) Non-zero Coulomb friction

state error may easily be calculated and

where a is the level of Coulomb friction and k the controller gain. Clearly the

steady state error may be reduced by increasing the gain, k but this has the

effect of increasing the chatter. It is possible to improve the situation to some

extent by including a friction compensation term in the control system, as

illustrated in figure 2.21.
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Figure 2.21 Variable structure controller with friction compensation
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The friction is estimated as &(x,) which may include compensation for
other effects, in addition to Coulomb friction. The maximum steady state error

then becomes

IXymax(t+)1 = 1a(0) - &(0)1

The estimate of Coulomb friction must be a little conservative, being
below the minimum expected value. The situation where the estimate is above
the true value must be avoided, since this leads to what is effectively positive
feedback, with a relay function in the feedback loop. Such a condition will lead
to limit cycling about the origin, a highly undesirable situation. If on the other
hand the estimate is below the actual value then a steady state error may
occur but this is a preferable eventuality. Schemes have been proposed to
determine the friction in an adaptive manner and this could prove an effective
solution. Friction compensation algorithms has been suggested by Canudas
[Canudas,86] and Kubo [Kubo,86] for DC motor and Robot control problems

respectively.



An alternative technique which may be employed to overcome the effects
of Coulomb friction is to use integral action in addition to the simple VS
controller. A modification to Slotine's algorithm (see section 2.1.5.3) has been
suggested by Carigan [Carigan,88] in which the switching line equation for a

second order system is replaced by:
S = X 4+ Ax + 22 fx dt

It is assumed in developing this controller that a tracking problem is being
considered, so that the initial value of x is zero (or very nearly zero). This
will prevent the integral action becoming excessively large during the reaching
phase, a problem which might well occur if a large initial error were present.

A more suitable control when considering position control systems, also
based on Slotine's algorithm, introduces integral action only when the RP is
within the boundary layer around the switching line, which is defined as s =
cx, + x,. The control signal for the example given in section 2.1.5.3 then

becomes:

u = -F(X,t) -ni'[";‘] WP ex,osat| o ] - ki(X,t)T s dt

1
p= to

where t, is the time the trajectory enters the boundary layer.
Following the procedure outlined in section 2.1.5.3 we may obtain the

following expression for the dynamics of s within the boundary region.

§ = - K(X4,t) [ e ] - Kj(Xg,t) l:s dt
[o}

+ (AF(Xq,t) + d(t) - xg(M(t) + 0(e))
or

p [ Af(p) + d(p) - x4{M(p) + 0(e)]
P’ + p (k(p)/OA76)) + ki(p)
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where p is the Laplace operator.

This is the equation of a linear second order filter with a zero at p=0
and an input made up of the modeling errors and disturbances. By suitable
choice of k(X4,t) and kj(X4,t) the dynamics of this filter may be made stable
and, owing to the zero, any steady state disturbance or modeling inaccuracy
will be rejected. Coulomb friction may be considered as a disturbance of this
form and so this controller removes it's detrimental effect from the controlled
system.

This is an idealised situation in which the finite sampling rate and the
discontinuous nature of the Coulomb friction are not considered and, although
the use of integral action may reduce the steady state error, it may also have
a destabilising effect, leading to limit cycling around the origin. This problem
can be reduced by the use of a dither signal added to the control which
effectively smoothes the discontinuity caused by Coulomb friction. This dither
must be of such a frequency and amplitude so as to just overcome the
Coulomb and static friction without introducing significant movement, typically
of approximately the same amplitude as the Coulomb friction with a frequency
a little above the cut-off frequency of the plant.

As explained at the end of section 2.1.5.2 the use of a smoothing function
in a variable structure system with a boundary layer may result in a system
which is equivalent to a simple PD controller. In a similar manner if it is
assumed that the compensation term in Slotine's algorithm with added integral
action is set to zero and a straight switching line is used then it is easily seen
that, if constant parameters are assumed, the control equation becomes:

dx

u = ks + kj JSsdt = kex, + k -a-t—"-& kjc Sfx,dt + k; I

dx

1
It dt

This may be compared with a PID control system, in which the actuation
would be defined according to:

dx,
P dt
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There are many similaritiess between these two algorithms but the
differences have a significant bearing on the system performance. In the PID
algorithm the integral action is initiated at the begining of a transient, or when
a certain error is attained, and will not decrease again until x, changes sign,
i.e. an overshoot has occured. In the case of the VSC, since the sign of s may
change, the integral of s may both increase and decrease. The behaviour of the
integral component of PID and VS controllers in different regions of the phase
plane are shown in figure 2.22 for a second order system. In the case of the
VSC an overshoot need not occur before the overall integral action decreases.
This is particularly important when nonlinear effects like Coulomb friction are
present in a system and some integral action is required to remove steady state

€rrors.

Figure 2.22 Region of integral action in VSC and PID control systems
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It has been shown that variable structure control techniques provide a
useful tool in the development of control systems for a wide variety of
situations, particularly when a sliding mode is generated. In it's most simple
form a VSC system with sliding mode provides the control engineer with the

possibility of imposing a desired form of dynamic behaviour on a wide variety
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of systems which need not be accurately modelled. This dynamic performance is
maintained in the presence varying parameters, nonlinear plant behaviour and
external disturbances.

The most simple form of VSC involves a discontinuous change in control
input which leads to chatter in practical systems which possess unmodelied
dynamics and with controllers having finite time delays. This behaviour is
undesirable as it leads to excessive control activity which can excite unmodelled
dynamics and may lead to wear and fatigue in mechanical systems. For these
reasons it is often required that chatter be removed or reduced in amplitude.
This can be achived by the use of compensation to reduce the height of the
discontinuity or by smoothing to make the change continuous.

There are certain forms of nonlinear behaviour which do affect the
performance of a VSC system and these must be taken into account in the
controller design. Control signal saturation can cause a VSC system designed
without consideration of this effect to leave the sliding mode, leading to loss of
invariance to parameter variations and disturbances and giving undesireable
behaviour such as overshoot. This problem may be largely overcome, without a
major degredation of performance by the use of curved or piecewise linear
switching functions which results in a response close to the time—optimal
behaviour of the plant.

Coulomb friction in mechanical plant under the control of VSC systems
can lead to a steady state position error. This may be overcome by the use of
friction compensation and integral action. Using these control techniques it is
possible to develop VSC systems which give good performance in many practical
situations. In the following section the use of these controllers in the field of

robotics will be considered.
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Having developed the theory of variable structure control systems, we will
now consider the application of these techniques to the challenging problem of
robot control. This involves both position and tracking control of a system with
highly nonlinear coupled dynamics with unknown and time varying parameters,
in the presence of external disturbances.

The dynamics behaviour of robots in general, and the RTX in particular,
is considered in detail in chapter 4 in which it it shown that there are two
sources of nonlinear behaviour in a typical manipulator. These may be classed
as those arising from interaction between the links of the mechanism and those
found in the joint actuation systems. The relative significance of these two
forms of nonlinearity have a bearing on the most appropriate control startegy.
The interaction dynamics are of a complex form, depending on a large number
of joint positions and velocities. These dynamics are also dependant on the load
carried at the end effector, a variable which may or may not be awailable for
inclusion in the control design. Actuation nonlinearities are, w0 a first
approximation, functions of a single joint welocity and occasionally position; they
are also approximately independant of load but are subject to variations in time
due to wear and changing lubricant levels.

It is this nonlinear behaviour which gives rise to the difficulty in
controlling robots to a high level of precision while attaining high speed
operation. The use of variable structure control to overcome these problems has
been considered for some time and a large amount of research work has been
carried out in this field. The majority of this work has considered oaly the
interaction dynamics of the robot with the actuation nonlinearities neglected
altogether or represented as being of a very simple form. This is valid for
certain types of robot where the interaction dynamics dominate but this is not
always the case and so a major part of this work is involved in the application

of VSC techniques to a system having significant actuation system nonlinearities.
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The remainder of this section will consider the background to the use of VSCs

in robot control problems.

One of the ecarliest applications of VSC theory to robot control was
introduced by Young [Young,78] who used the control law u = osgn(x,s) with
a straight switching line defined by s = cx, + x,. This was applied to a hybrid
simulation of the dynamics of a two link planar manipulator, including the
effects of inertia variation and coupling but neglecting centrifugal and coriolis
forces and assuming a perfect actuation system. The results showed that the
technique was applicable to this type of system and produced invariant dynamic
behaviour in the presence of certain forms of nonlinearity and disturbances. It
also showed the presence of chatter on the switching line due to the sampled
nature of the control law implementation.

Slotine [Slotine,83] proposed the addition of a smoothing function in the
VSC law to remove chatter and described the design of a controller for robot
applications, although once again it was assumed that linear actuators with
unlimited torque were available. This was developed [Slotine,84] to include a
compensation term for general nonlinear systems rather than robot control
specifically.

Up to this time little work had been carried out on the practical
application of VSC techniques to real systems and so the problems of non-ideal
actuator behaviour was not seriously addressed. Hirio [Hirio,84] introduces a
VSC with wvelocity feedforward applied to a real robot in order to obtain
accurate tracking of the computed trajectory. The use of a tracking controller
eliminates the problems introduced by the reaching phase present in a position
control. Chatter is removed by the use of high switching speeds and an
adaptively altered gain in the region of the switching surface. The practical
results presented are for a low speed movement but do indicate a significant
improvement in performance, compared to that of a PID controller.

Morgan [Morgan,85] suggests the use of a disturbance measurement

technique to compensate for external disturbances combined with a VSC to
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control any effects not removed by the compensator. The VSC is necessary
since the disturbance rejection is based on a greatly simplified version of the
inverted manipulator dynamics and is thus subject to errors at certain joint
angles and when changing load.

Staszulonek presented work on the implementation of a VSC on a single
joint of a robot and compared the performance obtained with that of a PID
controller [Staszulonek,86]. It is not clear if the results presented are those for
the real system or a simulation but they do not show any effect from actuator
nonlinearities, possibly due to the use of low friction bearings in the drive
system. The problems of saturation in drive systems was considered for VSC
systems, not specifically for robots, by Taylor [Taylor,86].

As an alternative to the interaction compensation technique used within the
VSC controller proposed by Slotine and described in section 2.1.5.3, Chen
[Chen,87] suggests the use of a decoupling control in a slow outer loop with a
fast inner VSC used to assure that the trajectory follows that demanded by the
outer loop. In this way the effects of modelling inaccuracy and disturbances on
the decoupling control are removed by the VSC. In addition, the calculation of
the decoupling control takes account of the limited torque available from the
actuators and will not attempt to make a movement which would require excess
power. The computation involved in this algorithm is extensive and so it has
not been implemented. In simulation studies, the algorithm seems effective
although a large amount of chatter is generated. In addition, no account was
taken of Coulomb friction leading to possible steady state errors in a practical
implementation.

Recently a number of minor maodifications to the compensation and
smoothing algorithm have been proposed for VS controller by Yeung
[Yeung,88], Tenreiro-Machado [Tenreiro-Machado,88] and Pandian [Pandian,88]
although few have been tested in practical implementation, generally owing to
the computational expense of calculating compensation terms. The practical

results which have been presented have all been for systems with relatively low
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levels of Coulomb friction and although this may be justified in some cases by
the design of robots with low friction drives it is not always the case.
Particularly in low cost robots, a significant proportion of the motor torque is
absorbed by friction in the joints and so this effect cannot be neglected. Work
on the effect of Coulomb friction in systems under VS control systems has been
presented by Taylor [Taylor,88], in which a development of Slotine's algorithm,
using integral action and friction compensation was used.

It has been shown in this chapter how wvariable structure control systems
may be developed for the control of robot manipulators with both nonlinear
interaction dynamics and actuation system nonlinearities. The controllers
described should provide fast response and accurate tracking in the presence of
parameter variations and external disturbances. In additions some of the

algorithms are computationally simple and may easily be implemented.

ion ntrol Param in

It is clear from the preceding sections that the design of a suitable VS
contro! system involves the choice of a large number of parameters and so this
section gives some details of the design procedure which may be adopted.

The first design consideration in the type of dynamic behaviour which it is
hoped to impose upon the system. This will depend on the particular
application and effectively defines the type of switching function adopted. In the
case of a robot for instance, if the maximum point to point speed is required
then a curved switching function close to the sliding boundary locus may be
adopted. If however the maximum invariance to load changes is sought then a
multi-section switching function of the type described in section 2.1.3.2 may be
prefered at the cost of a loss of speed.

Once a suitable switching function has been selected, the controller gains
required to ensure sliding must be found. These may be determined by

following a similar procedure to that given in section 2.1.2.2. It may be found
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at this point that no gains can be obtained which will guarantee sliding and so
it may be necessary to alter the switching function definition.

Having reached this point it is probably wise to simulate the performance
of the proposed system in order to determine the degree of chatter which
occurs, with appropriate enhancements added to the controller to bring this to

an acceptable level.
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CHAPTER 3

Hardware Enhancements to the RTX Robot

In this chapter the robot used to test the implementation of control
algorithms will be described, as will be the modifications made to the robot to
improve measurement and actuation, required for both dynamic modelling and
control. The manipulator used in this work is an RTX robot, manufactured by
UMI. It is a six degree of freedom device of a SCARA configuration with ali
joints driven by DC permanent magnet motors. The motors are driven using a
voltage mode, pulse width modulation scheme and, after gearing, transmit power
to the links via toothed belts. Position information is derived from incremental
optical encoders mounted on the motors, pulses from which are fed to a
microprocessor, on which control algorithms are implemented. Further details of
the original robot hardware are given in section 3.1.

Control and modelling algorithms were developed using a DEC uPDP
computer and an IBM compatible personal computer. Position and velocity
measurement circuits and the motor drive system were designed for use with
either of these computers and the interfaces required are described in section
3.2

It was decided that the existing motor drive circuits did not allow the
motors to perform as well as possible and so a current mode, linear drive
circuit was developed. This increased the maximum velocity of the motors by a
factor of approximately two, without increasing the motor power dissipation at
low speed. The design procedure employed in the development of this circuit is
described in section 3.3. To allow accurate modelling and control of the robot
a more accurate position feedback circuit was required. This took the form of
high resolution incremental optical encoders which were connected to position

and velocity measuring systems as described in section 3.4.
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isting R hardwar:

The RTX robot is a six degree of freedom manipulator with a Selective
Compliance Assembly Robot Arm (SCARA) configuration, of the type first
developed by Makino [Makino,80]. The first three links of such a manipulator

are shown in figure 3.1.

Figure 3.1 The RTX robot r————'r‘j
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As the name implies, it is intended that the manipulator should have
different compliance in different directions, hence a typical arm has low

compliance in a vertical direction and relatively high compliance to horizontal
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movements. This selective compliance is useful in assembly tasks, for instance
when a peg must be inserted into a hole and other generically similar
problems. In these circumstances a large downwards force is required while the
‘peg' must be allowed some lateral movement to, in effect, find it's own way
into the hole. Although selective compliance was the original reason for
developing the SCARA configuration it is also found that the kinematics and
dynamics of the links are simpler than some other link arrangements having a
similar number of degrees of freedom.

The arrangement of the links in the RTX, along with the movement limits
on the axes, is shown in figure 3.2. The robot has a wvertical aluminium
column, defined as being the Z axis, on which is mounted a sliding carriage
supporting the rest of the arm. This carriage is driven by a motor mounted at
base of the column, via a gearbox and toothed belt, and has a maximum

displacement of 948mm.

Figure 3.2 Joint movement limits
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The carriage contains the shoulder motor, gearing and toothed belts to
drive the upper link of the arm. The elbow motor is housed in the upper arm
moulding and is connected to the elbow joints via a gearbox and toothed belts.

The upper and lower arm links are polyurethane mouldings with steel mounting
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plates for motors etc. and are both the same length, being either 253.5mm or
254mm depending on the production batch. The gearing of the elbow is
arranged to have half the reduction ratio used on the shoulder joint. As a
result of this, if the elbow and shoulder motors are run at the same speed the
end point of the lower arm moves along a radial line from the shoulder axis.
The drive to the yaw joint passes from a motor mounted in the upper
arm, through the elbow joint by means of a toothed belt and pulley
mechanism. This is geared so as to maintain the same angle between.the yaw
joint and a radial line from the shoulder axis, when the yaw motor is
stationary, independant of the elbow joint position. The yaw axis connects to a
wrist mechanism containing two motors, the outputs of which are combined,
with bevel gears, to give roll and pitch movements to the final link, on which
is mounted a simple gripper mechanism, also driven by a geared motor. The
distance from the yaw axis to the tip of the gripper, when horizontal, is
192mm, giving a maximum reach of 700mm from the shoulder axis. The

complete arrangement of drive belts is shown in figure 3.3.

Figure 3.3 Timing belt transmission system
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All the motors except that on the Z axis are of the same type, being DC

permanent magnet brushed types with integral gearboxes. The reduction ratio in
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this gearbox is 20.23:1 while subsequent gearing is used to provide the torques
and speeds appropriate to the particular joints. The Z motor is larger than the
others, having to support the weight of the rest of the arm, and has an
integral gearbox with a reduction ratio of 25:1.

The joint motors are all fitted with low resolution optical encoder discs,
having twelve slots per revolution for the Z motor and six slots for all others.
The position is sensed using two slotted opto-interrupt switches fixed to the

motor body, as shown in figure 3.4.

Figure 3.4 Low resolution motor-mounted encoder

The RTX is controlled using a circuit board containing two 8031 single
chip microprocessors. These processors provide most of the required functions,
including counting encoder pulses; calculation of motor demands using a simple
PID algorithm and generation of pulse width modulation signals used to drive
the motors. The processors are also connected, via a serial link to a control
computer, generally a PC, which is used to generate joint positions and handle
any information returned from the robot processors. The pulse width modulation
signals generated by the processors are amplified to 24v and the maximum
current increased to 3A using an 1298 in the case of the Z motor and 750mA
using an L293E for the other motors. These driver chips contain two sets of

push—pull transistors in a bridge arrangement to give bi—directional movement.
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They also provide current limiting at a level set using external resistors. Thus
the mean voltage applied to the motor is set by the processor, independant of

the current drawn, provided the current remains below the preset limit.

3.2 Computer Interfaces

The dynamic modelling and control of the robot may most efficiently be
done using a computer to apply signals and monitor the response in the case
of modelling while the reverse is required when controlling the manipulator.
Two of the available types of computer were considered appropriate for this
task. The first, a DEC puPDP running the RT-11 operating system, is
sufficiently fast to allow fairly complex algorithms to be run, while performing
a large amount of monitoring and data storage. This computer is suitable for
algorithm development but it is too expensive to be used on a number of
robots and so a less expensive alternative was sought. The robot manufacturer’s
control system interfaces to a PC and so it was decided that it would be
appropriate to use this for the new control algorithms developed. Although not
as fast as the uPDP it could be made to perform quickly enough and provided
a solution at a significantly lower price.

In the algorithm development stage, analogue inputs and outputs were
required for velocity measurement and motor demand output, in addition to
digital input and output for position sensing. Once an appropriate algorithm was
devised it was possible to implement it on the PC without analogue input
functions, allowing a significant cost saving. The interface circuits used are

described in sections 3.2.1 and 3.2.2 for the uPDP and PC respectively.

3.2.1 uPDP Interface Circuits

A wide range of interface circuits are available for the PDP range of

computers, although they tend to be expensive [Digital,83}. The interface used
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for digital VO, known as the DRVI1 gives 16 diode clamped data input lines
and 16 latched output lines, all TTL compatible. When using the RT-11
operating system, read and write operations using this interface are
stnnightforward, with a data transfer rate of 40K words per second achievable.

Analogue output is performed using an AAVI1-C digital to analogue
converter. This provides four channels, each with a resolution of 12 bits, giving
an output voltage range selectable between 210V in bipolar mode and 0 to
+10V in unipolar mode. Each converter is located at a separate address
allowing simple data write operations using either binary for unipolar output or
offset binary for bipolar mode.

The analogue input interface selected was an ADVI1-C circuit. This gives
16 single ended channels with a resolution of 12 bits and an input range of
£10V. Software selectable gains of 1,2,4 or 8 are also provided at the input,
allowing a wide range of input voltages. The input channels are fed to an
analogue multiplexer, the selected channel then being fed to a sample and hold
circuit via the switchable gain network. The output of the sample and hold
provides the input to the 12 bit A/D converter with the conversion started from
a program command, an external event or a realtime clock input. The end of
conversion may be used as an interrupt or may be polled, as appropriate. The
conversion time of 2545 allows a system throughput of 25K samples per
second.

Using these interfaces all the analogue and digital /O functions required
may be achieved using simple program commands with a very small amount of

processor time overhead.

The PC was used in two applications, firstly in the conversion and testing
of algorithms developed on the wPDP and secondly in the implementation of

algorithms for use on a number of robots. The requirements for these
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applications were somewhat different and so two types of interface were wsed.
The first, for conversion and testing work required analogue and digital input
and output while the later required only digital VO and analogue output. By
using a purely digital VO board, with an external digital to analogue comverter,
in the later instance a significant cost saving was made over the more flexible
interface board, an important consideration as this system was to be duplicated
many times,

The first interface board, a PC-30A, supplied by Amplicon, provides 24
programmable digital /O lines, a 16 channel, 12 bit A/D converter, two 12 bit
and two 8 bit D/A converters and three programmable timers. These interfaces
may be configured to be compatible with the circuits developed for use with
the uwPDP and give similar performance, although programming is a little more
complex.

The measurement and actuation circuits used for the final implementation
of the controller interfaced to a PC-14A board, once again supplied by
Amplicon but at about a fifth of the cost. This board provides 48
programmable digital 'O lines, in two groups of 24, and three programmable
timers. In practice it was decided that only 24 of the 48 VO lines would be
used for robot control with the remainder available for sensor and control data
for other equipment. This also had the advantage of saving a significant cost in
cable for connecting the robot and the computer. Both the PC-30A and the
PC-14A have selectable base addresses so that the locations of other
components may be avoided. The timers on both interfaces may be driven from
either an external signal or the system clock and can be used to interrupt the
processor, allowing accurate setting of the controller sample rate.

The motor demand signal is obtained from an analogue woltage and s0 a
digital to analogue converter must be connected to the PC-14A interface for
this purpose. The circuit devised is based around the AD7528 dual 8 bit
converter. It was verified experimentally that the reduction of demand resolution

from 12 to 8 bits did not adversely affect the control performance. This was as
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expected, given that control system performance is not generally very sensitive
to drive system gain. The choice of this device, in particular the meed for only

an 8 bit digital output, allowed the use of few external components as seen in
the simple circuit shown in figure 3.5. This circuit provides two channels, being
duplicated for applications requiring more outputs, as seen in section 3.3 where

the D/A converter and motor drive circuits are combined.

Figure 3.5 Dual channel D/A converter for demand output
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Initially, control of only the shoulder, elbow and yaw joints of the RTX
was considered and so the drive system described here was developed for this
motor, although it has since been found that only minor alterations are required
to make it suitable for the Z-motor.

The choice of motor drive system is very important, if optimal
performance is to be obtained from a manipulator system. When DC permanent
magnet motors are used the choice of drive circuit affects both the maximum
torque and speed of the motor, as well as the motor time constant and power
dissipation. The available methods may broadly be divided into linear or pulsed

mode, refering to whether the power is applied continuously at the required
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level or in pulses which give an average of the correct value. The second
major division is between voltage and current mode, depending on which
variable is set by the input signal. Each of these divisions has certain
advantages and these are discussed in the following section. Once the drive
method has been chosen, various parameters must be selected and the design

procedure used to find these is described in section 3.2.2.

3.1 Jection of Drive Method

In this section the relative merits of voltage and current mode drives will
be considered, followed by a discussion of linear and pulsed drives and finally
the drive method selected will be described. Before begining however, the
properties of the DC motor which are pertinent in this context are discussed.

It is shown in section 4.1.1 that the electrical components of a DC
permanent magnet motor may be modelled as shown in figure 3.6, where R
and L are the winding resistance and inductance respectively; wp is the motor
velocity and k. is the back e.m.f. constant while V,, and I, are the motor

voltage and current respectively.

Figure 3.6 Equivalent circuit of a DC permanent magnet motor
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The torque produced by the motor is kpl, and we may write the motor

current in terms of the Laplace operator, s as:

]m(s) - V, (': -+ (s)

A wvoltage drive system is relatively simple to design requiring that, for
demand woltage, V;, the motor voltage should be Vp, = k,V;, where ky is
the woltage gain of the drive amplifier. For such a system, when the motor is
stationary the current will rise exponentially, with a time constant of L/R,
towards a maximum value of k,Viy/R. Thus in order to limit the maximum
current t0 lp,ay, and hence limit the power dissipation in the motor the motor
voltage must be limited to a value of Vpay = ImaxR.

Once the motor begins to move, a back e.m.f. is generated which opposes
the drive voltage. Thus, for a steady welocity of wy the current will reach a
value of L, = (V, = kewnyVR. As the velocity increases the current and hence
the torque are reduced until a point is reached where the torque becomes equal
to zero, if friction is neglected, and hence no further increase in speed is
possible. This limit occurs at a velocity given by wpax = Vpayxke. If friction
is included, a similar limit is reached but at a lower velocity. Thus, for a
voltage drive, a high low-speed torque is obtained but the attainable wvelocity is
limited.

When a current drive system is used, it is the motor current rather than
voltage which is controlled. Thus for input voltage V;, the motor current is
given by Iy = k;Vj,, where k; is the current gain. Taking the condition when
the motor is stationary the drive amplifier will attempt to force a current of
Vink; through the motor immediately. Due to the winding inductance however,
this would require an infinite motor voltage. If the drive amplifier has a supply
voltage of Vg then, neglecting the small voltage drop in the output stage, the
motor woitage will equal Vg, and the current will increase exponentially
according to I, = V¢/R(l —e‘(R/L)t) until the current approaches that required,

from which point the motor voltage reduces to Vi, = V; kR. It will be seen
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that this does not impose any limit on the maximum drive voltage as was the
case when using a voltage drive. It should also be noted that the initial rate of
increase in current and hence torque is higher for the current drive than for
the voltage drive by a factor of V¢/V; k..

As the motor velocity increases the drive voltage will also increase to
maintain a current of k;Vj, according to Vg = kewm + kjViyR until the
required voltage reaches the supply voltage. The same problem then occurs as
is found in the voltage drive, with the maximum motor velocity being given by
Wmax = Vg¢/ke. In this case however, because the supply voltage is not limited
by the low speed power dissipation, this limit may be at a significantly higher
level. In fact the supply may theoretically be set at as high a level as desired,
without damaging the motor at low speed and allowing any maximum velocity
required. There are two main limiting factors on the supply voltage that may
be used for the current drive amplifier. Firstly, the power dissipation in the
drive is given by (Vg—Vp)l. with the worst case which occurs for any length
of time being Vgl.., As the supply voltage is increased, the maximum
amplifier power dissipation also increases, requiring higher power and more
expensive driving circuits. The second limit on the supply voltage is caused by
the fact that the motor commutator becomes more prone to arcing as the drive
voltage increases. This reduces the life of the motor and generates
electro-magnetic interference. There is also a limit on the speed at which
motor bearings may be operated and so any improvements in speed obtained by
changing the drive system must be limited.

The second major consideration in the design of a motor drive system is
the choice of either linear or pulsed mode drive. In a linear drive, the output
voltage or current is proportional to the input demand and remains
approximately constant while the input remains fixed. Thus the output is given

by:
Im = kVin or Vm = kyWVin
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for current and voltage drives respectively, where k; and k, are the

corresponding current and voltage gains.

There are many forms of pulsed mode drive, although the most common
form uses pulse width modulation. In this form the drive signal is switched at a
fixed frequency, between two levels in such a way that the mean value is
proportional to the input demand. In a typical motor drive the output is
switched between zero and full power, the duration of the high pulse being
proportional to the input demand. Since the drive signal is either fully on or
fully off the power dissipation in the drive is minimised. The design of a
pulsed mode voltage drive is a straightforward requiring simple timing circuits
and power switching devices. Pulsed current drives are rather more difficult to
design since measurement of the mean motor current involves some form of
filtering which in turn causes stability problems in the current feedback
mechanism. Owing to the high speed switching used in pulsed drives they tend
to be electrically and accoustically noisy, a problem which is not found with
linear drives.

The advantages and disadvantages of the various drive methods described
in the preceding paragraphs are summarised in table 3.1.

Having considered the relative merits of the various techniques, in general
terms, it remains to describe the particular method chosen, with regard to the
particular requirements in this situation. The motors used in the axes of the
RTX robot considered here are fairly low power, being rated at 18 watts, with
a maximum current of 750mA. Idealy we would like a high maximum speed
and a constant, high maximum torque over the speed range.

With these factors in mind, the drive selected was a linear current mode
system. The choice of a current drive fulfills the reqiurements for high speed
and torque and, since the motor power level is relatively low, the power
dissipation in the drive is not important. Apart from the difficulty of design, a
high performance pulsed mode current drive was rejected because of the high

level of electrical noise generated which, owing to the close proximity of the
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motor and the position sensors, would cawse interference on the position
measurement system. This type of drive would not give any significant

performance advantages over that selected.

Table 3.1 Comparison of motor drive methods

Me thod Advantages Disadvantages
Linear, | High torque at all High power dissipation at
current speeds low speed

mode High maximum speed Fairly difficult design
Linear, | High low-speed torque Low maximum speed
voltage

mode Fairly simple design

Moderate power
dissipation
Pulsed, | High torque at all Difficult design
current speeds

mode Noisy

Moderate maximum speed

Low power dissipation
Pulsed, High low-speed torque Low maximum speed
voltage

mode Low power dissipation Noisy

Simple design
i f Linear Current Dri

Having decided that a linear, current mode drive is appropriate in this
sitation the task of designing such a system must be undertaken. The ideal
current drive system may be viewed as a control system which forces the
desired current through the motor, with a rapid response to changes in demand
and independant of disturbing factors, such as the back e.m.f. caused by motor
movement. A number of control systems were investigated based on the
dynamic model of the motor using root locus and time response information
generated with the Hull CACSD suite described in chapter 5. The controllers

giving the best performance in simulation were complex and when implemented
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in bardware it was found that the behaviour did not agree with that predicted,
due to unmodeled amplifier and motor dynamics. In general, these controllers
became unstable, giving high frequency oscillation. By a combination of
simulation and experimental work, it was found that a simple proportional
controller could be made to perform well. The analysis of the system selected
will now be given.

A block diagram of the major components of the system is shown in
figure 3.7.

Figure 3.7 Schematic diagram of current drive system

=
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The motor current is measured using a simple resistor and the difference
between this value and the demand signal is amplified in the two gain stages
and fed back to the motor. The requirements for the power amplifier were for
a maximum supply voltage of at least 35V and a power dissipation greater then
20 watts. Although such a circuit would not be difficult to design it was more
economic to use a commercially available circuit. The unit selected was
designed as an audio amplifier but if the decoupling capacitors are removed, a
very cost effective DC power amplifier is obtained. The circuit is of a simple
design, using two power MOSFETs in a push-pull formation as the power
devices, allowing a maximum power dissipation of 7SW. The amplifier may be

used with a supply voltage of up to SOv and provides a voltage gain of 33 wp
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to a frequency of about 40kHz. Full details of the circuit are given in appendix
1. A supply woltage of 240V was selected, allowing a high maximum wvelocity
without excessive power dissipation in the drive circuit.

The motor current may be written as:

I - -k (8)
m s L+ Ry +Rg
or
(Vg - (s))
In = e sr:e +k?2m
where

1 L
kme-———km+ns and rme--———km+Rs

where Ry is the current sensing resistance. The motor voltage, Vp, is:
Vm = ka (Vin = Rg Iy)

where k, is the combined gain of the controller and the power amplifier, k; =

kckp. The motor current, in terms of the demand voltage, is given by:

Vip k

- _ KoKpe Wn(s)
Im STme + 1 +AEI:EmeRs STme + i + KgkpeRg (3.1)

We may rewrite the first term of this equation as:

Vin kg
s rd+
where the steady state gain, ky is:

kg
Rpn + Rg + KgRg

kq -
while the time constant is:

L
4" Ry + Ry + K Rg
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Considering kg, we see that, as the gain, k, is increased, the steady state
current approaches Vi,/R;. This is the type of behaviour required and, by
suitable choice of Ry and scaling of Vj, the required current range may be
obtained. In a similar manner, if we wish t0 reduce the time constant, ry we
may increase the gain k.

Turning our attention to the second term in equation 3.1 we see that this
is effectively a disturbance to the required behaviour caused by the back e.m.f.
genenated in the motor. This reduces the current in the motor by an amount
proportional to the motor speed. It will be seen that the effect of this woltage
may be reduced by increasing the gain k.

It should be noted that although the above benefits may be obtained by
increasing the value of the current sensing resistor, R this also increases the
power dissipation in this resistor and so any such increases should be limited, it
being preferable to increase the gain, ky.

It has been assumed so far that the dynamics of the motor windings are
the only factor affecting performance but this is not in reality the case. In
order to prevent high frequency instability excited by noise generated in the
motor commutator, it was found experimentally that a pole must be introduced
in the power amplifier response at a frequency of about 2kHz. This is achieved
by adding a capacitor in parallel with a feedback resistor, within the power
amplifier circuit, as detailed in appendix 1. With this addition the transfer

function of the power amplifier is changed from the simple gain, k, to:

k
sTg + 1
where the amplifier time constant, 7, = 80uS. Neglecting the effect of the
motor back e.m.f. we find that the open loop transfer function of the drive

and motor is:

In(s) k
C(s) = Vin(s) - (s7q + I)(stpe + 1)
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From the motor manufacturer's data [Buhler]), the constants in the above
equations are found t0 be rpy, = 0.415mS and k. = 0.046A/V. A number of
experiments were carried out on several motors and it was found that more
accurate values would be 7, = 0.57mS t 0.07mS and kp,, = 0.044A/V 12
0.003A/V and it was these figures which were used in the computer aided
control system design.

When the control loop is closed around this system, the response is typical
of a second order system with output feedback, the damping being dependant
on the loop gain. The choice of controller gain, k¢, is a compromise between
increasing the amout of overshoot to a step change in demand and making the
motor current more dependant on the motor speed. The value of gain, selected
through simulation and experimental studies, was relatively high at 30V/V. This
gives a second order response with angular frequency of w, = 31.2krads/s and
damping factor ¢ = 0.23. This degree of damping gives a theoretical peak
current overshoot of 47.6% for a step input, compared with a measured value
of 50% 5%, while the measured angular frequency was 31.4 22 krads/s. This
amount of overshoot is greater than would be hoped for but may only be
reduced by decreasing the gain, causing the controller to become more sensitive
to the back e.m.f generated in the motor. With this gain the motor current
drops by approximately 40mA at the maximum motor speed before the supply
voltage of the power amplifier is reached, independant of the demand curreat.

Using this controller the current settles to within 5% of the final value,
for a step input, within 0.45mS. This is much shorter than the mechanical time
constant of the motor and the typical sampling interval used in a position
control algorithm. It was therefore decided that the demand signal going to the
current drive could be filtered using a single pole, with a time constant of
1mS. This has the effect of removing all overshoot from the current response
to a step input and increasing the rise time of the current to 1.75mS, without
affecting the sensitivity to motor speed. The circuit of the complete current

drive circuit is shown in figure 3.8 while the block diagram representation of
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the system dynamics is given in figure 3.9.

Figure 3.8 Circuit of current drive system with input filter
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Figure 3.9 Equivalent block diagram
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The drive system may be connected to the motor by either external wiring
or via the existing wiring from the manufacturer's control board. In order that
the original control should still be available it was required that the desired
motor drive signal be selectable. This was achieved by means of either a two
pole changeover switch, operated by the user, or a two pole changeover relay,

controlled from software.
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The circuit described above may be interfaced to the NPDP via the
AAV-11C D/A converter, or with the PC using the PC-30A interface.
However, when the PC is used with the PC-14A I/O circuit an external D/A
converter must be used, as described in section 3.2.2. The circuit developed for
this purpose is shown in figure 3.10. This is based around the AD7528 dual 8
bit D/A with appropriate chip select logic that allows the use of two chips on
a common 8 bit bus. The circuit also shows the arrangement of relays used to
select between the manufacturer's control circuits and those newly developed.
These relays are also used in the emergency stop circuit which operates from
the original emergency stop switch. When this switch is opened, the motors are
connected to the manufacturer's control circuit and the appropriate signal
applied to the manufacturer's emergency stop logic. The circuit of figure 3.10
may be connected to ports A and B of the PC-14A interface. Port B gives the
output demand data, while port A provides control functions. The individual

bits of these ports are defined as in table 3.2.

Table 3.2 Bit definitions for motor demand output

Port Bit Number Function
A 0 -1 Channel Select
2 Not Used
3 Position / Demand Select
High for posn. 1/0, Low for demand o/p
4,5 Not Used
6 WRITE Low to write demand data
7 Not Used
B 0 -7 Demand data output
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When developing controllers, it was found o be advantageous to add a
dither signal to the motor drive current when moving the arm at low speeds.
This signal overcomes the static friction and allows smoother movement at low
speed than would otherwise be possible. To allow the addition of a dither
signal, the circuit based around IC7 and IC8 was developed. IC7 is configured
as an astable multivibrator which would normally be used to generate a square
wave. By taking the wvoltage across the capacitor rather than the op—amp
output, an exponentially rising and falling voltage is obtained. By selecting the
positive feedback resistances, R35 and R36 to give a low threshold woltage, a
good approximation to a triangle wave is generated using a small number of
components. The amplitude of the dither signal is controlled from the fourth
D/A converter, which was not required for motor control. The output voltage
of this D/A provides one input of an analogue multiplier, with the other input
driven from the triangle wave generated from IC7. The output of the multiplier
is buffered using ICSC then added to the control signals fed to the three motor
drives. In this way the dither amplitude fed to the axes is controlied from
software while the frequency is controlled wusing VR9. It was found
experimentally that the smoothest joint movements were obtained using a dither
frequency of approximately 70Hz and an amplitude of 200mA, corresponding to
the typical friction level found, as detailed in chapter 4.

The drive circuits described in this section allow an increase in the
maximum motor velocity, compared to the manufacturers control, by a factor of
approximately two, without increasing the power dissipation in the motor. In
addition the torque generated is smoother and more controllable, without the

large amount of electrical noise produced by the manufacturer's drive system.

4 ition gnd Velocity Measuremen

The motors of the RTX robot are fitted with low resolution incremental

optical encoders, having six slots per revolution, sensed with slotted
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opto-interrupt switches with integral amplifier and Schmitt trigger circuits. These
give two quadrature square wave from which the relative position may be
derived. By counting two edges of one of these signals, the internal controller
gives a typical range of 4000 counts over the full range of joint movement.
The initial position of the robot is found by driving each link into a predefined
end stop.

This arrangement allows the motor position to be found with an accuracy
of plus or minus half a slot, corresponding to an end point position error of
up to 0.5mm. This is of a similar order to the errors in position resulting
from mechanical imprecision caused by drive belt flexibiltiy and backlash. For
the eventual controller significantly higher resolution motor position measurement
would not give a corresponding improvement in end effector accuracy due to
these mechanical limitations. For modelling purposes however a more accurate
measurement of motor position was required. This was achieved through the use
of high resolution incremental optical encoders as detailed later in this section.

The only way to significantly improve the end point accuracy without
making major changes to the mechanical system would be to mount high
resolution position sensors on the joints themselves. The cost of fitting such
sensors to all robots would be prohibitative and was considered unnecessary
since for many of the operations required a high precision was not required.
High resolution incremental optical encoders were however fitted to the shoulder
and elbow joints of one robot used for modelling and control algorithm
development. Encoders with 10800 and 3600 lines per revolution were used,
giving a resolution of 0.0083° and 0.025° for the shoulder and elbow joints
respectively. These values are approximately four times the corresponding
resolutions obtained using the original, motor-mounted encoders.

For a high performance controller to operate satisfactorily it is essential
that an accurate velocity measurement be obtainable. With the original motor
drive circuits the maximum motor speed results in an encoder output frequency

of approximately 1200 counts/s. Thus, for a controller sampling at 60Hz a
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resolution of only 5% of full scale is obtained. As the required speed is
reduced below about 20% of the maximum, accurate control becomes virtually
impossible. Thus it was decided that a more accurate velocity measurement was
essential.

This measurement may most easily be obtained wusing either a high
resolution encoder or tachogenerator mounted on the motor. If an optical
encoder is used then the motor speed may be obtained using a frequency to
voltage converter driving the input of an analogue to digital converter,
connected to the control computer. Alternatively, by tracking the motor position
using a suitable counter circuit, the velocity may be obtained by taking the
change in position over a known time interval. When a tachogenerator is used
it is a simple matter of connecting the output voltage to an analogue to digital
converter.

It was found that a tachogenerator would be more expensive than an
optical encoder and would add significantly to the motor inertia. It was
therefore decided that an optical encoder should be used, particularly as this
also gave the possibility of accurate position measurement mentioned above.
There are many types of optical encoders available from a number of sources.
The particular requirements in this application were that the encoder should not
add significantly to the friction or inertia of the motor, but would give a
resolution of at least SO lines per revolution. It was also hoped that the
encoder should have reasonably low cost, since many would be required. The
most appropriate unit found was supplied by Hewlett Packard and consists of a
metal disc, with 500 lines per revolution, and a separate sensor unit with
integral signal processing, giving two quadrature, TTL level outputs. This
device, which is described in detail in appendix 2, was found to be easy to use
both in terms of mechanical alignment and electronic processing.

In order that the manufacturer’s control system should still be available,
when required, it was decided that the original encoders should be maintained.

This was achieved by mounting the high resolution encoders on the rotor shaft
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with the original encoder fitted to an extension to the shaft, as shown in figure
3.11. In this way the effect of any eccentricity in the shaft would not be
accentuated at the high resolution encoder by the use of a long extension to
the shaft. The encoder sensors were mounted on a printed circuit board fixed
to the motor body using the collar supplied by the manufacturers, in a similar

manner to the original mounting.

Figure 3.11 High and low resolution encoder mounting
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The signals derived from the encoders were fed back from the arm via
external wiring in the earlier implementation, although in the final version a
number of spare wires, fitted by the manufacturer along with the control and
sensor wiring, were employed, giving a tidy solution without the possiblity of
tangling wires and avoiding major mechanical disassembly. It was found that the
optical encoder sensors could not be used with cable over about 1m long and
so TTL buffers were connected close to the sensors to provide sufficient current
to drive the longer cable required to reach the counter circuit.

Having derived the encoder signals it remains to obtain the position and
velocity values. Firstly, the position monitoring system will be discussed,
followed by the velocity measurement techniques. In the position measurement

scheme some form of counter circuit is required which keeps track of the
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number of encoder pulses recieved, counting up or down according to the
relative phase of the two signals. It is a relatively simple matter to design such
a system using one of the common logic families, as detailed in the hardware
control system description given in section 6.1.2.

A more appropriate solution, in terms of simplicity of design and
reliability, was to use a number of SN74LS2000 direction discriminator chips,
described in appendix 3. This device provides most of the functions required in
a position tracking system and is easily interfaced to a bus structure, allowing
simple expansion. In order to operate, the IC requires a 5 volt supply, the two
encoder pulse trains and a clock, which must be at least 4 times the encoder
pulse frequency. The internal 16 bit counter, which may be expanded using
extra chips, is connected to a single 8 bit bi-directional bus, the upper or
lower byte selected with the appropriate logic signal. The counter is clocked on
a single, double or quadruple counting scheme, allowing a resolution of one
quarter of the encoder line spacing. Using 500 line per revolution encoders in
single count mode gives a typical range of 200 000 counts for the full joint
movement. This is greater than can be contained in a single sixteen bit counter
and so two devices must be cascaded for each channel. This also allows the
quadruple counting scheme to be used, giving a typical resolution of 1:800 000
of the full movement.

This device was employed in two types of circuit, the first, built in a card
system, was initially designed to interface to a DEC uPDP although, by the use
of an little extra circuitry an IBM compatible PC could also be used. The
second circuit was designed to interface to the IBM PC and, when combined
with a motor drive circuit board described in section 3.3.2, provided all the
interfacing circuitry required for the controller. Both of the circuits allow the
position of up to four encoders to be monitored, each with a 32 bit counter.
The input and output data for each of the channels are connected to common

8-bit buses, with the channel and byte selected using a set of control bits.

_‘75-



3.4.1 Position/Velocity measurement circuit 1

The input, output and control functions in this circuit are handled through
two, sixteen-bit input and output buses with the functions defined as in table
3.2. The output port is divided into two halves, the lower eight bits providing

counter data when the position is initialised while the upper eight bits provide

channel select and control functions.

The input port is similarly split into two with the lower eight bits used for
reading the position data. Bits eight to eleven give the direction of rotation of
the encoder. These four bits are combined with the output from a frequency to
voltage converter, read via an A/D converter, which gives a measure of the

motor speed. This allows the motor velocities to be found, as described below.

Table 3.2 Definition of input/output bits for position/velocity circuit 1

Bit Number Input Port Function
0 -7 Position data input
8 - 11 Direction of rotation of encoders 0 - 3
12 - 15 Not used
Bit Number Output Port Definition
0 -7 Counter initialisation data output
8 - 10 Encoder counter select
11 Enable
12 Byte select High for least significant
byte, low for most significant byte.
13 READ. When low data from counter presented
on data bus.
14 WRITE. When low data from data bus loaded
into counter.
15 Not used
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The circuit diagram of the first position and wvelocity measurement system
constructed is shown in figure 3.12. The circuit is split up onto six boards,
connected via a common backplane, and consists of four encoder counter
boards, one for each channel, a channel select and control board and a
velocity measurement board which is also used to buffer the encoder and data
bus signals. The circuit is of a straightforward design for the most part
although some comment on the velocity measurement system is required.

The absolute value of wvelocity is obtained using an LM2917 tachometer
chip. This is effectively a frequency to voltage converter, with certain features
which make it particularly suitable for this application. The component values
were selected to give linear operation over the full range of motor speeds. The
input count is taken from the exclusive OR of the two encoder phases,
effectively doubling the frequency of a single signal. This then passes through a
level shifter at the input which keeps the mean input level at zero wolts, the
threshold level of the clock input. The timing components connected to pins 2
and 3 of the IC are selected as a compromise between the speed of response
to a change in motor speed and the level of ripple at low speeds. The value
of C, also affects the speed range over which the circuit operates. With the
component values selected, the output wvoltage is given by V, = 70uV/Counvs,
up to a speed of approximately 87k lines/s, giving a woltage of 6V. From a
speed of Skcounts/s up to the maximum speed, the output woltage increases
linearly with speed to within 2.5%. When a step change in motor speed was
simulated, using a woltage controlled oscillator with a step change in coatrol
voltage, it was found that the output responded with a time constant of 0.8mS,
significantly shorter than the mechanical time constant of the motor. The
output of the IC, at pins 4 and 7 has a 40mV pk-pk ripple superimposed on
it at all motor speeds attainable, limiting the dynamic range to 1:300. A high
order low pass filter was added at the output, with the intention of removing
this ripple. It was found that although the ripple was reduced, the noise

generated by this circuit was approximately 100mV and so it was removed.
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Figure 3.12 Position/velocity circuit 1

30 -ener-0

C
ile ‘ 'y 2
cung-2
g £
I s74
o
¢
—alyg €
<TCIN)-RIRL $74
IR vcCofl
<IrIry-Rifd e p o2
<IraryPaes o cun g
—sis €
74
VCC Off
e ot
cun 3
_slg ¢ e
RLIS 220
l‘
{d
—
ov 2 L
—cii1e ,
B l s 2 =
203 avy
& J ——
M
nd 184 ive £ 1 LA
3 vy DS LR TECIR IR TIPPIPEPIPEEPON
5 p L i1 Z
Yl ]
4 ov H
12v ‘:E!!tﬁ E =
T 5 4
mg——____'—__t. v B
< Y2 1 H
3 .
ve
) B ¢1 v pig
28 vé "4
€20 Y7
Lo-n2
26
[
£} 4 434 20e 2ve
- 1) 4 243 vy 2200nF
¥ {202 272 o
: LY 2v1 it
. [nd 1v8
i i
}2 14 avi . e ANANA el
RLIS 214 i F LY
_LDOL_A_{>_;L cK
TaLS 10
< vy 18]
< 1v2 102
4,. 13 143
S4 1ve  as
< 2avy aa)
23 e 2 4
< &L avy 283
< ave 208
16
K p
LIS tZL
o

_78-

asev



Figure 3.12 Position/velocity circuit 1 (Cont.)
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Having obtained a measure of the absolute speed of the motor it remains
to find the direction of rotation. This is most easily achieved using a D type
flip-flop with the data driven from one encoder channel and the clock from
the other. Once the speed and direction signals are obtained they are read into
the control computer using an analogue to digital converter and bits 8 to 11 of
the input port, as detailed above. The velocity measurement obtained using this
circuit is of a similar accuracy to that obtainable using a tachogenerator at

significantly lower cost and without greatly increasing the motor inertia.

4 ition/Veloci m

The design of the second position measurement system, intended for
connection to a PC via a PC-14A interface, is similar to that previously
described, with the differences being due to the limited 'O capabilities of the
interface chosen. Since analogue input circuitry was not available using this
interface, an alternative velocity measurement system was required. The method
selected used one of the counters on the PC-14A interface, driven from the
system clock, to interrupt the processor at a fixed time interval, equal to the
controller sample interval, with the welocity found from the difference in
position at succesive interrupts.

The circuit, which is shown in figure 3.13 was constructed on a single
printed circuit board, designed to fit inside the case of the RTX, parallel to
the manufacturers control board and the motor drive board described in section
3.4. Since the same 24 1/O lines must be used both for position measurement
and motor demand output, the port bit definitions are rather more complex
than on the pPDP interface, with all the bits being used. The three ports of
the PC-14A are selected so that ports A and B are outputs, with A providing
control functions and B giving output data, while port C is defined as input,

for reading position data. The individual bits are used as defined in table 3.3.
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Table 3.3 Definition of VO bits for Personal Computer interface

Port Bit Number Funct fon
A 0 -2 Channel Select
3 Position / Demand Select
High for posn. 1/0, Low for demand o/p
4 Byte Select High for least significant
byte, Low for most significant byte
5 READ When low, read position data
6 WRITE When low, write position data
7 Controller Select Low for UMI control

High for external control

B 0-7 Counter init. data / Demand output

C 0 -7 Position data input

It will be noted that all eight bits of port A are used to provide essential
functions. This did not leave any free to provide the reset pulse to the counter
circuits. This function was previously achieved manually by means of an easily
accessible switch but this would not be satisfactory in the final implementation
and so some other method was required. It would be possible to use one bit of
the second set of ports but this was felt to be wasteful as it would require a
significant increase in the wiring between the PC and robot. The method
selected used one of the spare timer outputs on the PC-14A interface. These
outputs were connected to the robot via the ribbon cable already in use for
position and demand signal data and, with suitable software could be made to
provide a single reset pulse, as required.

The modifications made to the hardware of the RTX robot described in
this chapter allow data collection for accurate dynamic modelling of the arm
and the design and evaluation of control algorithms. The motor drive system

itself allows a twofold improvement in maximum motor speed while the position
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and velocity measurement schemes give a significant improvement in accuracy
over the existing hardware. With these modifications, it is believed that the
performance has been improved as far as is possible without major alteration to

the mechanical construction of the manipulator.
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CHAPTER 4

RTX Robot Arm Dynamics

When designing controllers for any dynamical system it is vital to have
some knowledge of the system dynamics. In addition, a greater understanding of
the dynamics allows a controller to be designed which better fulfills a specified
criterion, whether that criterion involves dynamic performance, implementation
or running cost or any combination of these. This increase in understanding
requires the expenditure of time and often money and, in practical situations, a
point is reached at which the improvement in understanding of the system
dynamics is not worthwhile in terms of the improvement in system behaviour
when a control system based on the model is implemented.

The dynamic behaviour of a robot arm is generally complex, involving
many types of nonlinearity which make both dynamic modeling and control a
challenging subject for research. The nonlinearities found in a typical robot arm
may be divided into two catagories; those found in the actuation and drive
mechanisms and those arising from variations in the link positions and
velocities. The relative significance of these two catagories affects, to a large
extent, the most appropriate control stategy for a particular robot.

In order to develop control systems for the RTX robot a dynamic model
was derived which includes the effects of both types of nonlinearity. As
explained in chapter 3, the control of three of the joints of the RTX is
considered in this work and so a dynamic model is derived only for these
joints, although the same procedures would be followed if other axes were
considered. It should be noted that the interaction nonlinearities found in the
joints considered are far more significant than those found in other joints.

The development of the dynamic model may be split into three sections;

the first part will consider the dynamics of the joint motors and current drive
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circuits which are common to all the axes considered. Following this, the elastic
behaviour of the timing belt drive mechanisms will be dealt with. The effects
of interactions between joints and of variations in load will then be investigated
and all aspects combined to give a model of the complete system.

The control system implemented by the manufacturers of the RTX is based
on a linear model of the arm, taking the worst case inertia parameters into
consideration. Since this controller was developed, a model of the interaction
dynamics has been obtained by the manufacturers but the elastic and nonlinear
behaviour of the actuation system has not previously been investigated. In
accordance with this, the majority of the work described here concerns the
actuation and drive system characteristics.

The theoretical background to the model will be given first, followed by

details of the experimental procedures used to determine model parameters.

retical is for mic Modeling of RTX

The dynamic modeling of any practical dynamic system involves some
degree of compromise between the accuracy of the model and the amount of
work involved in determining it. In a real system there is virtually no limit to
the complexity of a fully realistic representation and it is up to the engineer to
decide when a model is sufficiently accurate for a particular application. The
model derived in this chapter is more detailed than would normally be used in
the design of a robot control system, mainly in the description of the nonlinear
and elastic behaviour of the drive system. This complexity is required because
the nonlinearities in the drive system are far more significant in the RTX than
in the majority of other robots. In this section the theoretical background will

be given for those aspects of behaviour embodied in the dynamic model.



4.1.1 mi¢c_Model of D.C. Motor an urrent Dri

The dynamics of the joint actuation system are composed of three
subsystems which may initially be treated separately. The motor itself can be
considered in terms of the electrical and mechanical subsystems while the
current drive circuit may be developed once the dynamics of the motor are
understood. The design of this circuit is largely dealt with in section 3.3,
although the behaviour of the complete actuation system is considered here.

The motors used to drive the axes considered are all of the same model,
being a direct current, permanent magnet, brushed type. The electrical
components of this type of motor may be represented as in figure 4.1 where
Vi and I, represent the motor voltage and current respecively; Ry, and L the
rotor winding resistance and inductance and Vi the back e.m.f. generated in
the windings, equal to the motor angular velocity, wp, multiplied by the

constant, ke.

Figure 4.1 Equivalent circuit of a DC permanent magnet motor
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N
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The relationship between motor voltage and current is given by:

Vi(s) - Kown(s)
]m(s)-_msL+lg2mm

The torque generated by the motor is proportional to the winding current
and depends on the relative position of the windings and the poles of the
permanent magnet. This relationship is complex and involves many parameters
which cannot easily be measured experimentally. A good approximation to the
overall behaviour of the motor in the normal operating range is obtained if it
is assumed that the generated torque is proportional to the motor current while
the torque acting on the load is equal to this, less the frictional torque. The

acceleration of the motor is thus given by:

kpln(s) - Te(s) - T,(s)
Im

Op(s)s? =

where 0, is the motor anglular position; kp, the motor torque constant; Tgs)
the friction of the motor and gearbox, which is a function of the motor
velocity; Ty(s) is the output torque transmitted to the load and J,, is the
inertia of the motor and gearbox.

When investigating the dynamics of the motor we may consider both the
motor and any conponents attached directly to it as a single unit by lumping
the inertial and frictional elements of each part. In this way the effective
inertia, J,,, may be considered as the rotor inertia plus the inertia of the
gearbox elements multiplied by the square of the appropriate gear ratios.
Similarly the effective friction, T¢(s), is the sum of motor and gearbox friction
with corresponding gear ratio multipliers.

From this model it is possible to design a suitable current drive system, as
described in section 3.2.2. Combining the dynamic equations of the drive system

with those of the motor results in the following equation:
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ki kg kpy ko Vip(s)
6 2 o i_~a “m “me ‘in
m(s)s Jol (57 * 1)(STpe + 1) + Kokpe 1 (s77 + 1)

_ k (sra + 1) wm(s) R Te(s) + To(s)
Il Zs'r‘l + D(stpe + 1) + Kpkpe ) J

m

k; - Input filter gain
kqm — Motor torque constant
k, - Current drive gain

kme — Motor electrical gain

ke - Motor back e.m.f. constant
74 = Drive amplifier time constant
7; = Input filter time constant

Tme — Motor electrical time constant
T¢ - Motor friction
Tg = Output torque to load

Jm — Motor Inertia

This is the small signal model of the motor and drive system. In addition
to the nonlinear friction, there are two other nonlinearities which must be
included if the dynamic model is to give an accurate representation of the
system behaviour. The first is a saturation element at the input to the current
drive circuit which limits the input to 210V and hence limits the motor current
to :500mA. The second source of nonlinear behaviour is the limited supply
voltage used for the current drive. This was set to 240V which, when the
voltage drop in the drive amplifier is accounted for, limits the motor voltage to
t37V. The model including these nonlinearities is represented in block diagram

form in figure 4.2
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Figure 4.2 Nonlinear dynamic model of a motor and current drive
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4.1.2 Frictional Behaviour of Joint Drives

The frictional torque present in the motor and gearbox is a function of
the motor velocity. It is often assumed that the friction in a servo system may
be represented purely as viscous friction or in some cases a combination of
viscous and Coulombic effects. Although such a representation may be
sufficiently accurate when friction contributes only a small amount to the overall
behaviour; when it is a major factor, a more realistic representation is
required. The form of the friction is highly complex with many different
processes operating in the motor and in each stage of the gearbox. A further
source of friction is the contact between the graphite brushes and the rotating
commutator. The study of friction is a large field of continuing research of
which only a few salient results will be considered here.

The motor considered here uses journal bearings throughout, with the
motor and high speed gears mounted on steel shafts running in bronze bushes
while the low speed gears use steel shafts and bushes. The gearbox uses spur
gears made of either steel or paxolin, the latter used in the high speed, low
torque section. The bearings and gears are lubricated using a viscous grease.

As shown in section 4.1.3, the majority of the flexibility in the
transmission to the joints is due to the timing belt in the second stage, closest
to the joint, and so the first stages of the belt drive may be considered as
part of the motor — gearbox combination. The pulley used between the two
stages is, once again, mounted on a journal bearing with the plastic pulley
rotating on a steel shaft. In each of the journal bearings and at the interface
between gears there are several types of behaviour which may occur, dependant

on the speed of motion and the transmitted torque.



41,21 Low Speed Friction

When parts of lubricated journal bearings move at low speeds the lubricant
film between the parts is broken down and the two surfaces come into contact.
The frictional behaviour at. low speeds is therefore similar to that for
unlubricated contacts. Here we are only interested in the behaviour of
metal-metal contacts while contact between non meatals, and elastomers in
particular, depend on significantly different processes.

The first explanation for observed frictional behaviour between metals at
low speeds was proposed by Amontons and de la Hire in 1699 [Dawson,79].
They believed that the surface asperities of the two parts meshed with one
another so that relative motion was only possible if the asperities of the upper
surface were lifted above those of the lower. This accounts for the static
friction found in practice but not the energy dissipated in sliding.

There have been many other explanations proposed since this date but that
proposed by Bowden in 1950 [Bowden,50] is now generally accepted. The
mechanism of friction proposed involves welding, shearing and ploughing
behaviour. The rough surface of one part comes into contact with that of the
other part at a series of points and at each contact, a weld is formed due to
the normal force acting on the parts. When a tangential force is applied the
material around these welds must be sheared if motion is to occur.

There may in addition be some plastic flow in the region of contact.
Plastic flow in the materials has two effects, both of which increase the friction
between the parts; firstly the contact area between the parts increases as a
tangential load is applied and secondly work hardening occurs in the region of
the junction, making shearing more difficult. The behaviour when plastic flow
occurs is similar, on a macroscopic level, to that found with shearing
[Moore,75] and so need not be considered separately.

The second component of friction at low speeds is due to ploughing. In

this process the asperities of the harder material form grooves in the bulk of
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the softer material, with the softer material displaced to the sides of the
groove. The difference in hardness may be due to the material used or possibly
to work hardening of the asperities following plastic flow. It seems likely that
this term will be of less significance than the shearing term in materials of
similar hardness [Bowden,50).

There have been many attempts to characterise the dependance of friction
on speed, mostly derived empirically, but that which most adequately describes
the behaviour found is of the form:

p = (a + bV)exp(=V) + d

where u is the coefficient of friction, equal to the ratio of frictional to normal
force; V is the sliding velocity and a,b,c and d are constant for given materials
and load conditions [Moore,75]. This indicates that at low speeds u increases
with increased speed but drops again as higher speeds are reached. It is also
found that the value of p decreases for an increase in load, at a given sliding
speed. It is unlikely, at the speeds considered in this instance, that a significant
reduction in u would occur before the effects of lubrication became dominant.
The behaviour of bearings at these higher speeds will be considered in the next

section.

4.1.2.2 High Friction

In the previous section it was assumed that the speeds of relative motion
were sufficiently low that a lubrication film could not be established and so the
frictional behaviour was governed by metal-metal contacts. As the speed of
motion is increased however, lubricant is forced into the channel between the
moving parts and forms a film which prevents contact between the moving
parts. This type of behaviour is known as hydrodynamic lubrication and friction

in this regime is controlled by the viscocity of the lubricant and so an increase
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in speed results in an approximately proportional increase in friction. This
assumes that a constant and uniform lubricant film is produced with no contact
between the moving parts. This is not in reality the case and there is a range
of speeds at which a combination of solid and hydrodynamic friction occurs. In
this case the surfaces are, for the most part, separated but some contact
between surface asperities still occurs. This type of behaviour, known as mixed
or boundary lubrication, is highly complex, depending on the adsorbtion and
physico—chemical interactions which determine the exact nature of the solid
contact. It is in this mode of contact that the lubricity or ‘oiliness' of the
lubricant becomes significant. The behaviour under conditions of mixed
lubrication can be seen as a combination of the properties of solid and
hydrodynamic friction so that the overall friction for a wide range of speeds

takes the form shown in figure 4.3 [Moore,75].

Figure 4.3 Variation of the coefficient of friction with sliding speed for fixed

normal force
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As the loading on the bearing increases the velocity at which fully
hydrodynamic lubrication begins increases, due to the increased load on the
lubricant film which tends to force lubricant out of the loaded region.

At low speeds a negative coefficient of friction is seen and it is this which
causes stick-slip phenomena to occur. As an example of this behaviour, if a
block is in contact with a moving base and is under the restraining influence of
a spring, as shown in figure 4.4, then, if the spring is initially relaxed, the
static friction will cause the block and base to move at the same velocity. This
will extend the spring, causing a force on the block in the opposite direction
to the movement. A point is eventually reached at which this force exceeds the
static friction and the block begins to move relative to the base. As soon as
this movement begins, the friction drops and the speed of relative motion
increases. Movement continues until the force exerted by the spring becomes
less than the frictional force and the block comes to rest, relative to the base.
This cycle of sticking and slipping is then repeated. The position of the block
is as shown in figure 4.5 as is the coefficient of friction between the members

[Bowden,S0].

Figure 4.4 Spring — mass system in which stick — slip may occur
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Figure 4.5 Position and coefficient of friction under stick-slip conditions
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A similar type of behaviour often occurs in servo systems having this type
of frictional behaviour when proportional control is used to force the position
to track a varying demand. As the position error increases the actuation signal
also increases up to the point at which slipping occurs. The position then
moves past the point required and stops. The same process then begins again,
giving a repeated stick — slip characteristic. If proportional - integral control is
used on a system of this type, instability may occur in the form of limit
cycling of the position around the desired value.

Although the frictional behaviour of any particular stage of the drive
system may be estimated to within an order of magnitude from the abowve
considerations, the combined effect of all sources of friction cannot easily be
found and is indeed liable to change due to wear and other external influences.
It is thus necessary to measure the friction in each joint experimentally while

being guided in these experiments by the general trend of behaviour expected.



4.1 lasti haviour of Joint Drive Mechanism

Timing belts provide a low cost and simple means of transmitting power
from the motors to the joints of the robot. They do however introduce a
significant degree of flexibility between motor and joint. This elasticity has a
major effect on the dynamics of the arm and, since the arm position is
measured at the motor, it means that the sensed position is not always correct,

leading to significant end point inaccuracy.

Figure 4.6 Timing belt transmission used in the RTX
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The arrangement of motors and belts used in the RTX is shown in figure

4.6 from which it may be seen that the power for the three joints considered
here passes through two belts each. The belts used in the first stage transmit
low torques at high speeds and are constructed of polyurethane with steel
tensioning members while those in the second stage convey higher torques at
lower speeds and use rubber with nylon fabric reinforcement. The effect of
applying an external stress to the two types of belt is significantly different. In
the steel reinforced belt the strain follows an essentially Hookeian relationship,
the strain being proportional to the applied stress. In the case of the fabric

reinforced belt the behaviour is far more complex, depending on the strain rate
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and the previous stresses applied.

The analytical model of a fabric reinforced rubber belt depends on the
properties of both the rubber matrix and the reinforcing fibres. A useful model,
although it involves many simplifications, can be represented as the spring -

dashpot system shown in figure 4.7. [Hayden,65])

Figure 4.7 Viscoelastic model of a polymeric material
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When a fixed load, F is applied to the material the strain response is of

the form given in figure 4.8 [Van Vlack,75].

Figure 4.8 Viscoelastic displacement of a polymeric material
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It can be seen that the total extension 4 at a given time t is:

YEY Yt Y,

=F/G, + (FIG, X1 - exp( 4G,/n, ) ) + tF/q,

where G; is the shear modulus and n; the viscosity of element i.

It may be noted that while the elastic and anelastic deformation, v, and
93+ are recoverable, the viscous component, y, is not. If a sufficiently large
load were applied to a belt such that viscous behaviour occured then permanent
deformantion would take place. In practice therefore the applied load must
remain below this threshold.

If we look at the situation when a belt of this type is extended by an
amount y(s) and we seek the restoring force generated in the belt, it can be

seen from above that, neglecting the viscous component, the restoring force is

given by:

- (st + 1) y(s)
F(s) kg,(stp + 1) + kg,

where kg is Young's modulus for element i and 7y is the time constant of
anelestic displacement, given by 7,/G,.

If we consider the simplified situation, in which two belts which obey
Hooke's law are fitted to a series of pulleys as shown in figure 4.9, we require
the relationship between the torque at the output stage and the rotation of the

final pulley, when the first pulley is fixed; i.e. how ¢, depends on T,.



Figure 4.9 Schematic diagram of belt transmission system

It is a simple matter to show that in the static case the angular deflection

is given by:

where K, and K, are the spring constants of the first and second belts, equal
to 1/(kg, + kg,) in each case. The behaviour is the same as that for a single
belt system but with the spring constant modified to take account of both
elements. It should be noted that in the joints of the RTX considered here,
the ratio r /r, is typically 0.2 and so the effect of elasticity in the first belt is
significantly less than that of the second belt, providing the spring constants are
of a similar order.

The viscoelastic behaviour of the individual belts may be combined in a
similar manner and when the model of the motor and current drive system is
included, we obtain the biock diagram representation of a single joint of the

robot shown in figure 4.10.
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Figure 4.10 Single link dynamic model of the RTX
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4.1.4 Joint Interaction Model of the RTX

In the previous section it was assumed that the imertia of a link of the
robot was constant and that no external forces were applied to the joint. This
is not the case for the RTX or indeed for most other robots. In reality the
effective inertia of a particular link depends on the positions of the subsequent
links in the kinematic chain and on the load being held by the end effector.
External forces are exerted on a link by the motion of other links in the chain
due to centripetal and coriolis effects and to torque coupling. In addition many
robots suffer from the effects of gravity loading. Interaction forces may be
minimised by choice of suitable kinematic configurations. This often makes the
robot less efficient in other respects, typically reducing it's working volume for
a given weight of arm. Such designs are also not robust to variations in load.
In the case of the RTX, little attempt has been made to reduce these
interaction effects and so it is important that they be modeled. The
manufacturers of the RTX have derived the form of the interaction
ponlinearities but the individua! parameters have not previously been found
fumi).

The dynamics of a kinematic chain may be derived in many ways; the
simplest method however uses Lagrange's equation. It is found [Paul,81] that
the link dynamic equations for an n degree of freedom manipulator take the

form:

J(6) 6 = C(6,8) + G(&) + T (4.1)

where ¢ is an n vector of joint angles/displacements and J(6) is an n x n
inertia coupling matrix. The three terms on the right hand side are n vectors
of which C(6,0) represents the effects of centripetal and coriolis forces/torques;
G(0) gravity loading and T the input forces/torques.

This equation represents the full nonlinear interaction dynamics for a
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general n joint system. In a practical robot there are many terms in equation
4.1 which are zero or very small because significant interactions do mot occur
between all axes. In the case of the RTX the Z axis has no effect on the
remaining axes and is only affected itself by the gravity loading term. The Roll
and Pitch axes have very little effect on the remaining joints due to the low
radius of gyration of the parts they move. Similarly the wrist unit is
approximately balanced about the Yaw axis and since the distance from this
axis to the end effector is small there are relatively small interaction effects
with other joints. This assumption becomes invalid if a heavy load is carried at
a large distance from the end effector. This situation does not generally occur
however, due to the limited load carrying ability of the RTX.

It will therefore be assumed that the interaction dynamics with overriding
significance are those between the shoulder and elbow joints. Since these joints
operate in a horizontal plane there is no gravity loading effect and so G(9) is
zero. This simplified mechanism is shown in figure 4.11 where 1, and 1, are
the link lengths and m, and m, the equivalent lumped masses of the links and

wrist and end effector units.

Figure 4.11 Representation of the shoulder and elbow links on the RTX
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- 103 -



Applying Lagrange's equation, it is straight forward to derive the equation
of motion for this system and it is shown in appendix 4 that the equation may

be written:

12(m,+m,)+m,1242m 1,1 cos(8,) m,12+m,1, 1 ,cos(6,) 0,
m,13+m,1,1,cos(6,) m,l

2

2
m,1,1,0,(20,46,)sin(8,) T,

- +
T2

- m,1,1,62sin(0,)

It should be noted that the input torques to the joints, T, and T,, are
the torques at the end of the belt drive mechanism and not those generated by
the motors.

By inverting the inertia coupling matrix we can obtain the joint

accelerations:

8 =J0,0)-V ceo,0) + 30,0011

where:
g m,12 -m,12-m,1,1,cos(6,)
J- -
-m,1 Z-m,1,1,co0s(0,), (m,+m,)1%+m,1 2+2m,1,1,cos(6,)
where:
1

0=

(l,lz)zmz(ml+mzsin2(02)}

It is clear from the preceding sections that the dynamic model of a
practical robot manipulator is highly complex, involving many nonlinear effects.
Although some of the parameters of the arm may be found either from

manufacturers data or simple measurements there remain a large number that
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cannot be treated in this way. It is therefore necessary to perform a number of
experiments if an accurate model is to be obtained. All the experimental work
involved in deriving a dynamic model of the RTX is described in the following

section.

4.2 Experimental Dynamic Modelling of the RTX

It has been shown that the dynamics of a typical robot are highly complex
and nonlinear in nature. ldentification of dynamical systems is a widely
researched field and there are many approaches available, see [Doebelin,80] and
[Eykhoff,74] for example. These may essentially be divided into three
catagories; analytical, statistical and ad hoc methods. The first of these
techniques considers each individual component and mathematically describes its
relationship to the others. It is dependant on a good understanding of the
relationship between elements and knowledge of the parameters of each
element. By making assumptions based on experience, it is often possible to
obtain a reasonable system model, although this should be compared with
experimental data if possible. Analytical methods can incorporate nonlinear
system behaviour in the model provided it is of a known form. The
construction of analytical models is generally time consuming and depends for
it's success on a good understanding of all the significant processes; such an
understanding is sometimes not possible.

By comparison with analytical methods, statistical identification methods
demand far less a priori knowledge of the system under test, often requiring
only an estimate of the system order. They typically depend on sequences of
input—output data to construct the best estimate of the true system. Although
statistical methods were first applied to linear systems there are algorithms
which can identify a limited range of nonlinear systems [Billings,87 and
Chen,88]. Algorithms for the identification of nonlinear systems present a

compromise between the amount of a priori knowledge available about the
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system and the computation involved in determining system structure and
parameters. In other words, if little is known about the system, particularly the
position and form of the nonlinearities, then a very large amount of
computation is required while if the system is largely understood then relatively
little computation is involved. The results obtained using statistical algorithms do
not generally provide much insight into the internal behaviour of the system.

Ad hoc methods use a combination of analytical and experimentally derived
results for a number of subsystems within the plant to construct a suitable
model. In this way, those parts which are well understood are treated
analytically while experimental procedures are used to gain insight into the parts
which are not. The procedure depends on an understanding of the way in
which the subsystems interact without necessarily a full knowledge of the
workings of each of the subsystems. Those subsystems which are not understood
are investigated using suitable sets of input-output data, possibly using statistical
methods, until a model with the required accuracy is obtained. In this way a
model of the complete system may be built up. It is worthwhile checking that
the behaviour of a series of subsystems performs as expected to allow changes
to be made before the full model is developed. This may be an iterative
process of constructing a subsystem model, simulating the model behaviour and
comparing the results with experimental data and modifying the model
appropriately. Clearly there are practical systems for which a division of this
kind is not possible but where it is, ad hoc techniques often prove to be the
most effective.

In the case of the RTX a good understanding of the behaviour of the
major components is possible since the overall system may be broken down into
a number of relatively simple subsystems, as shown in the previous sections.
The type of dynamics expected in these subsystems is known although the
parameters may not be. It was therefore proposed that the parameters of the
dynamics of each subsystem be found by whatever method was considered most

appropriate, with the resulting models compared with experimental results using
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simulation techniques. Once a sufficiently accurate model had been derived for
a set of subsystems, the overall behaviour of that set was compared with
experimental results. The subsystems described in section 4.1 will now be
considered in turn although these are themselves subdivided in some cases. In

this way a complete dynamic model of the RTX may be constructed.

4.2.1 Experimental Dynamic Modeling of Motor and Current Drive

Consideration of the dynamics of a single joint actuation system will be
split into two parts, the first concerning the parameters of the motor itself

while the second involves the frictional behaviour of the motor and drive system.

4.2.1.1 Experimental measurement of motor parameters

It was shown in section 4.1.1 that the dynamics of the RTX motors, when
used with the current drive circuit derived in section 3.3, may be described by
a third order equation with the three time constants and three gains, defined
by the parameters of the input filter, drive amplifier and motor windings. Each
of these constants may be measured directly by applying pulses of known
amplitude to the input of the subsystem and recording the output. In the case
of the motor winding parameters a relatively low amplitude signal must be used
to avoid loading of the of the signal generator. In using a low signal level, it
is assumed that this subsystem is linear. This is justified however by results
described later using the current drive circuit to provide large amplitude signals.

The remaining unknown parameters in the motor—drive model are the
rotor inertia, the motor torque and back e.m.f. constants and the frictional
torque. The measurement of the frictional behaviour will be considered in
section 4.2.2 but the measurement of rotor inertia and torque constant will now

be described.

There are many techniques available for calculating and measuring the
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inertia and torque constant. The method used here was selected because it
allows both values to be calculated from a single set of measurements. The
technique consists of applying a known, constant current to the motor windings
and measuring the resultant acceleration with a series of loads having known
inertias attached to the rotor. The measurements were made when the current
was first applied since in this region the current and acceleration remain
approximately constant. By plotting the inverse of acceleration against the added
inertia it is possible to determine the torque constant from the gradient of the
line and by extrapolating back to the inverse acceleration axis, the rotor inertia
is found as shown in figure 4.12. During the acceleration, the velocity
dependant friction would change. However, by performing these tests with the
motor detached from the rest of the arm, the friction was minimised and, as
may be seen from figure 4.14, it does not vary by a great deal. By performing
tests at a number of current levels, the remaining friction torque may be

eliminated from the calculations.

Figure 4.12 Calculation of torque constant and rotor inertia

a3 -
J={leLeranion

;_____v_.__J o
Motor Adgec
inertia Netig
The calculation of acceleration from the position measurement using the

repeated backward difference method is subject to a significant amount of noise
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due to quantization of the position measurement, typically 15% peak—to-peak at
the maximum acceleration using a sampling rate of S00Hz. To reduce this
noise, a first order recursive digital filter was used to smooth the acceleration
estimate obtained, without having a significant effect on the relatively slowly
changing acceleration. In this way the noise was reduced to typically 3.5%
peak—to-peak under the same conditions. This method was used to determine
the torque constant; however, for the calculation of rotor inertia it is not
necessary to know the true wvalue of acceleration provided a quantity
proportional to acceleration is available. It is thus possible to use the time
taken to reach a fixed velocity as a measure of acceleration, thus avoiding the
noise problem described earlier.

The back e.m.f. constant of the motor is an important parameter since it
defines the maximum speed attainable for a given drive voltage. The technique
used to measure it here is a by-product of the friction measurements described
in the next section. This involves driving the motor at a number of fixed
speeds while monitoring the voltage and current driving the motor. At a steady
speed the motor woltage is made up of two components; one, proportional to
the motor current, accounts for power dissipated in the motor windings and in
overcoming fricition, while the second, proportional to motor velocity,
corresponds to the back e.m.f. generated. Since the motor current, winding
resistance and frictional torque are known, the dissipative terms may be
calculated and the back e.m.f. found from the measured motor wvoltage. In
practice the dissipative term is of little significance and so this method gives
highly accurate results. Using these techniques the parameters given in table 4.1
were obtained for RTX serial number 070 and are compared with values

derived from manufacturer's data [Btihler] and component values:
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Table 4.1 Motor and drive system parameters

Parameter

Input filter
time constant, 7

Input filter gain, k;

Drive amplifier
time constant, 7,

Current loop gain, k,

Motor electrical
time constant, 7.,

Motor electrical gain, kp,

Motor back e.m.f.
constant, ko ?

Motor torque

, k2
constant m

Rotor inertia: J 2

Steady state gain, kg

Analytic

0.98 0.2

49 =22

73 4

990

0.45

46

0.489

0.489
3.68

46

Experimental

1.06 £0.04
49 =2

80 #4

990

0.57 20.07
44 =1

0.63 +0.015
0.481 +0.009
3.07 :0.06
43 1

Units

ms

mV/V

us

v/

ms !

mA/V

V/r/s

Nm/A
x10~49Kgm?

mA/V

' Range of values for all motors tested. For motor used in remaining tests

Tme = 0.6ms : 0.04ms.

2 Parameter values refered to gearbox output

With the input filter in place, the step responses of the motor and current

drive circuit for a 1V step change in

simulation are as shown in figure 4.13.
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Figure 4.13 Simulated and experimental step response of motor and drive
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The agreement between the simulated response and that measured using a
digital storage oscilloscope is good in respect to the filter output wvoltage and
the motor current. The agreement in motor voltage is generally good, except in
the initial dynamics. This is due to unmodelled motor and amplifier dynamics
and disturbances. The effect of any disturbance is apparent, due to the low
damping of the control loop, a situation which would only be remedied by a
reduction in gain. These have little effect on the overall system behaviour since

the time scale of this behaviour is of the order of 500us.

4.2, urement of motor_an m n m friction

The most appropriate technique for friction measurement depends on the
type of mechanism involved, the level of friction expected and the speed range
of interest. A number of methods are presented by Moore [Moore,75] but these

are more appropriate for measurement of friction between two components
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rather than for a complete system. When friction measurement specifically for
robotic applications is considered a number of procedures are given by
Armstrong [ Armstrong ,88].

For the measwrement of breakaway friction a gradually increasing torque
may be applied to the stationary arm until motion just begins. This type of
measurement is sensitive to external mechanical and electrical disturbances but
gives a reasonably accurate result. At low welocities a stiff velocity control loop
may be wsed w0 maintain a constant joint velocity while monitoring the torque
required t0 maintain the set speed. This technique suffers from the effect of
the negative coefficient of viscous friction at these speeds which makes accurate
control difficult. Finally, for high speed measurements, Armstrong uses open
loop control torques, precalculated to give a certain velocity profile, the
difference between expected and measured velocity is then due entirely to the
frictional torques. These techniques were applied to a Unimation PUMA 560
arm with results similar to those given bere, although it should be noted that
the friction terms in the PUMA are far less significant than in the RTX.

The method used in this instance is similar to the welocity control loop
used by Armstrong but uses Pl control in the welocity loop with integral
anti-windup. When compared with a simple proportional control, this drastically
reduces the steady state wvelocity error and gives improved welocity tracking at
low speeds where a pegative friction coefficeint is present. Using this control,
implemented on a PC with a sampling rate of 250Hz, it was found that
acceptable control could be obtained at a large range of speeds, although
performance was degraded at low speeds as expected, with stick-slip behaviour
occuring below 0.4°/s in the elbow joint. This wvelocity is 0.3% of the
maximum for that joint. A common way to overcome the problems of low
speed control in the presence of static friction involves the use of a dither
signal, added to the control, which keeps the system in continuous, high
frequency motion. This would not be appropriate in this instance however, since

the effect for which we are looking would be masked by the dither signal.
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The friction measurement was automated %0 the extent that tests could be
performed over a range of welocities, with a given welocity increment. At each
of the set welocities, the mean and variance of the actual wvelocity, the control
signal, the motor current and woltage were stored for later plotting. Out of a
total of 250 samples at any set speed, only the last 150 were used in the
statistical analysis, so that the acceleration period would not be included. This
results in measurements starting 0.4 seconds after the application of the step,
allowing sufficient acceleration time, as seen in figure 4.19. Between each of
the friction measurements the joint was initialised to the limit of motion in the
opposite direction to that of the test so that all readings were over the same
region of operation. It was found that, for a given speed, there were some
variations in the value of friction at different joint angles. Since these changes
were less than 5% of the frictional torque, they were not included in the
model derived.

The relationship between friction and welocity for each stage of the
shoulder drive system are shown in figure 4.14. The individual components of
friction were found by disconnecting the drive from those parts not of interest.
Thus the motor friction was found by performing the tests with the first belt
removed while only the second belt was removed when measuring the friction
in the motor and first pulley. It should be noted that the welocities marked are
those at which the joint itself would rotate, where it connected.

It is interesting to mote that, with the motor alone, the friction is almost
wholly that expected for a hydrodynamic lubrication scheme, with boundary
lubrication behaviour only occuring below speeds of approximately 1.7°7s,
refered to the joint axis. With the first pulley attached it is seen that mixed
lubrication behaviour continues up to a velocity of 15°/s at the joint axis. This
is caused by the relatively low speed of the first pulley, compared with that of
the motor itself. With all parts of the transmission system included it is seen
that boundary lubrication behaviour continves up to 30'/s. It should also be

noted that the maximum absolute value of static friction is 4.8Nm compared
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with a maximum drive torque of 10.6Nm. This large relative frictional
component constitutes one of the major problems in controlling the RTX,

particularly at low speeds.

Figure 4.14 Frictional torque in the shoulder joint of the RTX as a function of
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The frictional behaviour of the elbow joint is of a similar form to that
found for the shoulder axis, as is seen from figure 4.15. An added

consideration in the case of the elbow axis is that, since the drive to the yaw
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joint passes through this axis, an additional element of friction is caused by this
drive. The extent to which this occurs is seen in figure 4.16 where the friction
found in the complete elbow axis is plotted against speed, with and without the

yaw axis drive connected.

Figure 4.15 Frictional torque in the elbow joint of the RTX
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Figure 4.16 Dependence of elbow friction on presence of yaw axis drive
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It was expected that some variation in joint friction would be found with
changing arm configurations and end effector loads, due to the changing bearing
loads. It was however found from experiments that a maximum change of 10%
occured over a wide range of load and position conditions. The limited size of
this variation was probably due to the fact that a large proportion of joint
friction is found in the motor and first pulley, compared with that in the joint
itself, and is therefore independant of the joint bearing load. In addition the
joint axes use ball bearings which have a frictional torque characteristic which
is less dependant on load than that in simple journal bearings.

Before proceeding to find a dynamic model of a complete link of the
RTX it is worthwhile comparing the experimental and simulated open loop
behaviour of the joint motors. when disconnected from the joint. This provides
a check on the parameter estimates before the complication of drive mechanism
flexibility is included. Accordingly a number of simulations were performed
using both the CACSD suite described in chapter S and the SIMNON,
nonlinear simulation package [Simnon,86]. Such a comparison for a step input
signal of 10V, using SIMNON to generate the model response, is shown in

figure 4.17.
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Figure 4.17 Open loop step response of RTX motor and current drive
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There is close agreement between the experimental and simulated response
for most of the test. The difference which does occur is around the point
where the motor woltage approaches the limiting value of 37V, imposed by the
power supply. It was believed that this difference was due to the loading of the
power supply which caused the voltage to drop, thus limiting the motor speed.
As the motor current dropped the supply woltage would gradually increase,
allowing a gradual increase in motor wvelocity. This explanation was investigated
experimentally and it was found that the supply voltage dropped from 37V to
typically 35V when the full current was drawn and then increased again as the
current dropped, in time with the increase in motor velocity. This problem
could be overcome by the use of a voltage regulating circuit in the power
supply. This would have a high power dissipation and would add considerably
to the cost of the drive system. This was not considered worthwhile since the
problem does not significantly affect system performance and only poses a
problem in this model validation work. With the exception of this difference it

is seen that the model derived corresponds well with the experimental results.

4 oint transmission mi

The belt drive transmission system adopted in the RTX uses two types of
belt, the first obeys Hooke's law and has a modulus of elasticity which may be
obtained from stress - strain measurements, while the second may be
approximated by a model of the form given in figure 4.7. The individual
parameters in this model may be derived from a plot of displacement against
time for a fixed applied load, as shown in figure 4.8. The equipment available
did oot allow this type of measurement; it could however give a plot of force
against time for a fixed displacement change. It is straightforward to obtain the
parameters required from a plot of this type, as shown in figure 4.18 which
illustrates the changing forces generated in a 100mm length of fabric reinforced

belt for a 1mm length change. By fitting a curve of the correct form to the
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data shown in figure 4.18 we obtain the parameter values given in table 4.2.
As expected, n, is infinite, indicating that the viscous component of extension

is zero.

Figure 4.18 Variation in force for fixed belt extension
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Table 4.2 Parameters of viscoelastic belt model

G, - 286 N/%
G, - 189 N/¥%
N, - 240 N/%s
Ny = @

The elasticity of the second belt was found to be approximately half that
in the first and so the extension in the first belt may be neglected when the
gearing effect is taken into account. The overall behaviour is thus found from
the length of belt between the last two pulleys and the radius of the last
pulley; the parameters in this relationship are given in table 4.3. These values
were validated by measuring the difference in angle between motor and joint,
measured using the joint mounted encoders, during a movement.

The remaining parameters required in formulating dynamic models of the
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individual links are the inertias of each link and the effective inertia of lkinks
further down the kinematic chain. The method wsed t0 measure imertia is
described in section 4.2.4 along with the values found. For the single Llink
models we will assume that only one link is able to move, the inertia being
determined from the inertia of the link itself and the positions of subsequent
links in the chain.

We may now construct a dynamic model of a general link, with the
parameters dependant on which of the links is considered. This general model
is given in figure 4.10 while the parameter values for the shoulder, elbow and
yaw joints are given in tables 4.2 and 4.3. For the inertias, a range of values
are given corresponding to the maximum and minimum values for all positions
of the unloaded arm. The actual value for a given arm configuration may be
found using the equations given in section 4.2.4.

A number of simulations were carried out using the model given in figure
4.10 and the parameters given in tables 4.1 and 4.3 and the results compared
with those found from experiments performed under the same conditions. These
verified that the model predicted the measured system behaviour with reasonable
accuracy, although it did not have all the characteristics of the experimental
results.

One difficulty encountered in deriving these results was determining the
exact initial conditions. Since there may be a difference between the motor and
joint position due to the static friction in each bearing and the elasticity and
backlash in the drive mechanism; and with the limited initialisation possible, the
precise joint position is not known. This discrepancy between motor and joint
position may be greatly reduced by the application of a dither signal, of
suitable amplitude and frequency, to the motor to overcome the static friction
and so bring the two parts into closer alignment. The particular dither
frequency and more especially amplitude used must be precisely chosen 30 as to
overcome the static friction without causing significant joint movement. This is

made more difficult by the drive elasticity which absorbs much of the dither
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oscillation applied. It was found that the dither signal which gave the most

movement towards the aligned position, for the elbow joint, had a frequency of

10Hz and an amplitude of 4Nm. Similar results were found for the remaining

joints.

As an example of simulated and experimental results, Figure 4.19 shows

the open loop velocity response of the elbow motor, with the gripper removed

from the joint, to an input step change of 10V. The welocities indicated

correspond to the motor but are scaled to give the equivalent arm velocities. It

is seen that there is a close agreement between simulated and measured

response, except in the region in which power supply loading occurs, as

explained in section 4.2.2.

Table 4.3 Model parameters for RTX links

Parameter Shoulder  Elbow

Current drive and As Table 4.1

motor parameters

Belt elastic 0.0018 0.008

spring constant, Kg,

Belt anelastic 0.0028 0.012

spring constant, K,

Belt time 1.27 1.27

constant, 7p

Link inertia, Jj 96 - 556 99 - 120
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Figure 4.19 Measured and simulated velocity response of elbow joint to a step
input
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4.2.4 Measurement of Joint Interaction

In section 4.1.4, it was shown that the interaction dynamics of a robot
arm may be equated to those of a series of links with end point masses
independant of arm position, as in figure 4.11. These masses cannot be found
by direct measurement and must be calculated from the link masses and
inertias. Deriving these values can be approached either by considering the
components of which the arm is made and adding their individual masses and
inertias; or by measuring the total mass and inertia of a complete link.

The manufacturers have provided mass and inertia data derived by the first
method, with some experimentally measured values [UMI]. These values were
found for an early version of the arm and since then alterations have been
made to some parts. These changes cannot be allowed for reliably since the
manufacturers found significant differences between calculated and measured

values. Alterations have also been made, by the author, to the particular arm
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considered here, including the addition of extra sensors and removal of the
original gripper. It was therefore decided to measure the true inertias of the
arm upon which the control designs were to be tested.

There are several ways of measuring the inertia of an object, the method
most suitable depending, to a large extent, on the nature of the object. The
method adopted here for measuring link inertias may be divided into two parts;
firstly, the centre of mass must be found by suspending the link from two
fixed points, with the supporting force at each point measured. From these
forces the position of the centre of mass may be found, relative to the
suspension positions. If the arm is then allowed to swing about a fixed pivot
point, under the influence of gravity, the moment of inertia about the pivot
may be calculated from the oscillation frequency and the distance of the pivot
from the centre of mass. The inertia about the centre of mass may then be
calculated using the paralliel axis theorem. It was found to be worthwhile
repeating this procedure using a number of pivot points to give an indication of
the reliability of the resuits obtained.

A further method was adopted to measure both the centre of mass and
inertia. This consisted of suspending the link from two fixed points and
measuring the two oscillation frequencies. From these frequencies, both the
center of mass and the inertia may be calculated. This method was only used
for verification since the calculated results are relatively sensitive to frequency
measurement inacurracies.

Using the earlier method the inertias measured were consistent over a
number of tests and were approximately in agreement with the estimates
derived from the manufacturer's data. Repeating this procedure for each of the

links considered here, the values given in table 4.4 were found.
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Table 4.4 Link masses and inertias

Link Effective inertia Effective mass Distance of centre

about joint axis on axis of mags from axis
(kgm?) (kg) (mm)
Wrist ! 0.00225 1.45 21
Lower arm 0.0277 1.55 151
Upper arm 0.0637 2.24 136

V Wrist unit does not include the gripper and has the gripper mounting plate

in the initialisation position.

Using the data given in table 4.3 the parameters in the interaction
dynamic equation for the shoulder and elbow joints (equation 4.1) may be

completed and we obtain:

m, = 0.99Kg
m, = 3.0Kg
1, = 0.254m
1, = 0.151m

It is assumed that there is no load at the end effector. If this is not the

case the values of m, and 1, must be adjusted according to the equations:

m, =30 +m

12 = (0.068 + Jjym,

where mj is the mass of the load and J; is the inertia of the load with respect

to the elbow axis. Changes in yaw angle have a minor effect on the interaction
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model and these may be treated in a similar manner to changes in load if the
yaw is fixed. The behaviour of the yaw axis was not included in the model
since the effects of this joint are small compared to those caused by movement
in the elbow and shoulder axes and even less significant when compared with
the effects of drive system nonlinearities.

To verify the interaction dynamic equations and the derived parameters, a
number of experiments were performed on the elbow and shoulder joint of the
RTX. These experiments involved removing the drive belts from the axes of
interest so that the joints were free to move with a minimum of friction,
allowing the normally relatively small interaction effects to become significant.
There remained some effects from the joint friction and so approximate level
of friction torques were found by measuring the joint acceleration with the
other joints fixed and no applied torques. The experiments involved giving one
joint an initial velocity 'by hand' and monitoring the subsequent motion. It was
found that, with the belts removed, the interaction effects became significant.
By comparing the trajectories measured with those found from simulation the
parameters in the interaction model were verified. As an example of such tests
the results given in figure 4.20 show the simulated and measured positions and
velocities of the shoulder and elbow joints in free motion, having been given
initial wvelocities. It will be seen that there is a close correspondence between
the results.

The interaction and drive system nonlinearity models may be combined by
introducing the effects of interaction into the single link model. Since each of
the links has essentially the same dynamic model, with only the parameters
changing, a diagram of the complete system model would be largely repetitious
and s0 will not be given.

As an indication of the relative significance of interaction forces and drive
system nonlinearities, consider the centripetal and coriolis forces acting on the
shoulder and elbow joints of the RTX when moving at the maximum wvelocity

attainable with the enhanced hardware. For the shoulder joint, it can be seen
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from section 4.1.4 that the joint torque resulting from centripetal effects is
given by m,l,1,0,%in(6,) while the coriolis effect is 2m,1,1,0,0,5in(6,).
Given that the maximum joint velocities are 6,;,,=1.22rads/s and
0 ,max=2.44rads/s, the maximum centripetal and coriolis effects cause a joint
torque of 0.68Nm each, or a total of 1.37Nm. The centripetal force on the
elbow joint under the same conditions is 0.17Nm. These figures are for an
unloaded robot but the effect of an added load would not be large. These
values should be compared with the joint friction torques which are, on

average, about 3.5Nm and 1.4Nm for the shoulder and elbow joints respectively

while the maximum motor torques are 10.6Nm and 5.3Nm respectively.

Figure 4.20 Simulated and experimental responses of the shoulder and elbow

joints in free motion
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itati f mi¢_Model

The model of the RTX robot derived in the preceding sections is highly
complex and although it gives a reasonable accurate representation of the true
system it does not include all facets. As stated at the beginning of this chapter
there is virtually no limit to the possible detail that can be included in the
model of a real dynamic system and a point is reached at which the model is
judged to be sufficiently accurate for it's intended purposes.

The most significant effect which is not included in the model derived
above is backlash in the timing belt transmission system. The form of this
backlash is highly complex involving the nonlinear frictional forces between the
belt and the pulley, the flexibility in the belt teeth, the belt speed and the
transmitted force. In addition the behaviour is significantly affected by
unpredictable influences, such as mechanical vibration, which cannot easily be
measured. For this reason a reliable model of the backlash behaviour cannot be
derived.

Since, in the standard RTX, the true arm position is not measured and
the backlash effects cannot be allowed for in the control system, it is
worthwhile considering methods which might be adopted to reduce the effect.

The teeth on the drive belt are trapezoidal in cross section with
corresponding recesses in the pulley. In order to aliow for flexing of the belt
to fit around small pulley sizes, some gap must be left between belt and pulley
teeth when using larger radius pulleys. The typical situation is shown in figure
4.21.

A number of methods may be adopted to improve the backlash behaviour.
The most obvious is to reduce the tooth gap by using a closer tolerance belt.
This cannot be accompished satisfactorily when a large gear ratio is required
because of the different tooth size required at each pulley. Alternatively the
initial belt tension may be increased and so increase the force holding the belt

to the pulley, thus increasing the friction between belt and pulley. Unfortunately
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this also increases the load on the bearings and hence the joint friction.
Figure 4.21 Meshing of toothed belt and pulley showing tooth gap
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The most effective solution to this problem would be to adopt a different
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design of tooth which avoids the tooth gap found with trapezoidal teeth. One
such design involves the use of semi—circular cross section teeth which
automatically mesh sufficiently to remove the tooth gap and so eliminate
backlash.

With the existing belt drive system using trapezoidal teeth the tooth gap is
typically 0.25mm which corresponds to an angle of 0.29  in the shoulder joint
or 0.64° in the elbow joint. These unknown offsets correspond to an end point
position error of approximately 2.5mm. Slipping between the belt and pulley
typically occurs at around 75% of the maximum motor torque and so any
attempt to overcome backlash effects by the use of a dither signal would
require a signal of this amplitude. Owing to their elasticity, high frequency
torques are largely absorbed in the belts and so a low frequency dither signal
would be required but this in turn would excite arm movement and so cannot

be used.
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Other effects are present in the real system, including flexing in the
Z-column and carmnige and flexing of the Lknks, but the time required to

measure them is not justified by their relative importance.

4.4 nclusi

The system model derived in the previous sections predicts behaviour close
to that found in practice, given the limited knowledge of the test conditions. It
is clear that a model of the size of that derived here is too large to be used
in the design of control systems, hence the full model was only used to
simulate behaviour in the final stages of algorithm testing. For the purposes of
controller design a number of simplifications must be made to the model. The
validity of reducing the model complexity depends to a large extent on the
type of controller being considered. Similarly the effect of errors in parameter
estimates depends on the nature of the controller and this provides a useful test
of control system robustness which would not be possible for a robot with more
easily modeled dynamics. The system model used in the development of each
of the control schemes considered will be given with the description of the

control algorithm, in chapter 6.
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CHAPTER $§

A Computer Aided Design Suite For the Design of

Nonlinear Controllers For Nonlinear Systems

In this chapter a Computer Aided Control System Design (CACSD) Suite
for the analysis and design of linear and nonlinear controllers for nonlinear
systems will be described. The design suite is part of the Hull University
Computer Aided Design Suite [Taylor,84] which is based on the UMIST
CACSD suite and complements other packages already available for control
system analysis and design. The package described here allows the analysis of
nonlinear systems with linear and nonlinear controllers, in phase space and by
time responses.

The existing package will be described first, followed by details of a
number of minor alterations made to improve the general utility of the
program. The model structure used in the package has been augmented to
make it more suitable for the design of controllers for robotic systems and
these changes are expounded in section 5.3. The algorithm wused for solving
differential equations implemented in this program was developed by Jobling
[Jobling,84] specifically for the generation of phase trajectories and although it
appeared to perform well it had not been thoroughly tested and compared with
other, better established algorithms. Tests were performed to compare this
algorithm with a number of other methods and the results of these are
described in section 5.4. The overall performance of the enhanced CACSD
suite, when applied to problems of nonlinear control for robotic applications, is

evaluated in section S.S.
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s.1_Existing C 1_Aided Design Sui

The existing package, generally known as PHAS, was developed by Jobling
[Jobling,84] as part of a doctoral research project. The aim of this work was
to dewelop routines to aid in the evaluation of nonlinear controllers for linear
and nonlinear plants, the design work to be carried out using phase plane and
time response techniques. It was also intended that this package should become
part of the Hull CACSD suite, requiring that, as far as possible, system
information should be interchangable between the different packages within the
suite. The package is presently run on a MicroVAX system under the VMS
operating system, although much of the software was originally written in
FORTRAN 4 on a PDP 10 or PDP 11. The software has since been converted
to DEC FORTRAN which was also used in the development of the software
described here.

The structure of the dynamic model is based on the single input single
output, state space form, augmented with a number of nonlinear elements as
shown in figure 5.1. The familiar A,b,c and d matrices used may be obtained
from other system descriptions using other parts of the design suite.

Nonlinear systems may be represented using the error nonlinearity, n(e),
state nonlinearity matrix, N(x), and nonlinear state feedback matrix Ny(x). The
error nonlinearity, n(e) is a scalar function, N(x) is a diagonal matrix while
any elements of the N,(x) matrix may be defined. Each element in these
nonlinear blocks may consist of one of a wide variety of functions selected
from a series of menus, including linear, piecewise linear and nonlinear forms,
in addition to null, constant and functions of time. If the required function
cannot be found within these menus then it is possible to specify sets of points

for piecewise linear or polynomial fits.
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Figure 5.1 Original model structure used in CACSD suite
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To facilitate the design of linear and nonlinear controllers blocks f(x) and
Q(s) are included. The first of these allows any linear combination of functions
of a single states to be fed back to the system input or, for switching
controllers, into the switching block, Q(s), which then provides switched state
feedback.

An input to the system may be provided using r(t) while measurement
disturbance may be added with the F(t) block. Both these elements allow a
wide range of functions of time to be selected from a menu, including step,
ramp and sinusiodal types.

Data entry is carried out in an interactive manner using many of the same
routines used in other parts of the suite, with default values available at most
points. The default system is linear, autonomous and time invariant. Once

entered the system data is stored on disc, for later retrieval and modification.
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The algorithm used in the generation of state trajectories was developed
primarily for design in the phase plane and is described in detail in section
5.4.3. The parameters required for the algorithm to operate are entered at the
setting up stage and are stored on disk so that the same conditions may easily
be used in a series of simulations. This involves entering upper and lower
limits for each of the states and a time limit. A set of initial conditions may
be entered or, for second order systems a number of initial conditions may be
automatically generated at fixed spacing in the phase plane. The maximum and
minimum search radii and an accuracy tolerance coefficient are required and
these may be either explicitly entered or suitable values generated from the
limits set on the state variables.

If the state trajectory leaves the area of interest or the time wariable
exceeds the set limit then the simulation is halted. It is also stopped if a
singular point is encountered or if a numerical error occurs in any of the
routines. Each of these conditions is indicated by an appropriate message and
the program proceeds with the next set of initial conditions until all trajectories
have been calculated at which point the plotting programs are called.

Once a simulation is complete the resulting states may be plotted against
time, in pairs to give phase—plane trajectories or in groups of three using one
of a number of transforms, giving for example an isometric projection. All
system files, including state trajectory data may be saved in a user readable

form on disc or printed out for closer inspection.

$.2 Miscellaneous Improvements to the CACSD Suite

A number of develpments have been made to the PHAS package to
increase the ease of use and to improve the speed with which results are
generated. These have been made possible by improvements in the computer
hardware (using VAX and microVAX in place of a PDP11). It is now possible

to consider more complex systems, including robot manipulators, which required
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unrealistic computation time on earlier computers. One of the major factors
which has allowed greater speed is the introduction of a virtual filing system
developed by [Sawyer,86]. This alleviates the excessive disc operations required
on computers with less main memory. This makes data entry faster and
increases the speed of computation for a typical simulation by a factor of ten.
With these improvements other limitations in the existing sytsem became
more apparent in the work on controller design for robot manipulators. The
first of these to be rectified was the limitation of the number of system states
to five. This represented the limit of what would allow practical calculation
times. This limit was increased to twenty, this being considered the maximum
which could be assimilated by the operator. With this increase it became
necessary to allow data within matrices to be modified element by element.
This had not been necessary earlier since the entry of a five by five matrix is
not too arduous. This improvement involved a simple alteration to the linear

data entry routines although those for nonlinear data required more adaptation.
nhancement of the CACSD Model Structure

A major alteration to the package was made necessary by the nature of
the dynamics of a robot manipulator. In order to study these dynamics
accurately some changes must be made to the structure of the system model
used.

It is shown in section 4.1.4 that the link interaction dynamics of a two
link planar manipulator are given by a set of highly nonlinear equations with

terms having the form:

{a+b sin(q,) ) (q1 + £I2)2
c + d sin?(q,)

where q, and q, are the two joint angles and a,b,c and d are constants for a
given manipulator with a fixed load. In some cases, the numerator will not

include both q, and ¢, but this form covers most cases.
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This type of function could not be represented in the original PHAS
software, since the nonlinearities could be a function of only one state and
although the result from the N,(x) matrix may be either a sum or a product
of the results from individual elements it is not possible to obtain a sum of
these products. The solution to this problem selected was to add two linear
matrices, known as L and M, on either side of the nonlinear feedback matrix

Nyx(x), as shown in figure 5.2.

Figure 5.2 Enhanced model structure

B

|

Forcing Error : ‘
Function Noniinearity ! :

Col o+ : 0 LA : By -
it ;—Qg—;n.(e).l“—i——ib— - C )
I T - L__ —

r l'_ﬁ
Qixsli=> el
Swirched rare
Srate Feethacx
Feedback

Matrix L allows the generation of a linear combination of states which are
fed into N,(x). The results from the N,(x) matrix are then multiplied together
and the results summed with appropriate weighting in matrix M. The these are
then fed into the input of the integrator block. A by-product of this alteration
is that, since matrices L amd M may be non-square, the number of feedback

paths through N,(x) need not be the same as the dimensions of A. It will
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often be the case that a system will have fewer nonlinear feedback paths than
the system order, allowing a saving in computation time over a system
represented as having an equal number of linear and nonlinear feedback paths.
In addition, by introducing two or more parallel feedback paths using L, Ny
and M, it is possible to introduce nonlinear behaviour made up of a sum of
standard forms. The L and M matrices are entered and stored in the same
manner as the other linear data elements and have default values which give a
system with no nonlinear feedback.

The types of function required in N,(x) are not presently available in the
selection menus as they are specific to this type of problem and have a more
complex structure than the functions available. The inclusion of this type of
function in the menus was considered but to be sufficiently general it would
require a large amount of extra software and would be unwieldy to use. The
functions involved are, however, well behaved over the range of parameters
found in real systems and so it is possible to obtain a good approximation to
the true function using piecewise linear or polynomial approximations. The
disadvantage of this method is that for a single change in parameter the
complete set of piecewise linear or polynomial data must be recalculated. This
problem was partially eased by the use of programs to generate the appropriate
data for each nonlinear term in N,, given a set of physical parameters. The
resulting data points may be incorporated into a file which is then wused to
emulate the normal keyboard input. Further details of this program are given

in appendix S.

4 mparison of Numerical Algorithms for the Solution of Nonlinear Ordinar

Differential Equations

Since the solution to differential equations is not, in many cases possible
by analytical means, some approximate method must be employed. Generally

this involves the use of numerical algorithms which take a series of steps,
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making an approximation to the solution at each step. The methods available
may generally be classified as single—step or multi-step algorithms. In the
former, approximation of the value of the solution at the next time increment
is made only on the basis of a single previous value. Multi-step algorithms on
the other hand use two or more previously calculated values to approximate the
new value of the solution. The PHAS algorithm, designed specifically for the
generation of phase trajectories will also be investigated. Each of these
catagories will be briefly discussed and their relative merits considered.
Throughout the initial description, it will be assumed that the step length in
the approximation remains constant. This need not be the case and procedures
for varying the step length will be considered later.

Although many of the algorithms considered here are widely used and
their relative merits investigated for linear, and a subset of nonlinear problems
[Hull,72] they have not previously been tested on the types of nonlinear
equations found in discontinuous control systems. The PHAS algorithm has not
been thoroughly tested and so this work provides new information on the
performance of this algorithm compared to more common techniques for both
linear and nonlinear equations, as well as giving an assessment of the
performance of other algorithms for the type of problems found in nonlinear
control.

Before considering the solution methods a few preliminary details must be
given. A scalar problem will be considered here, although the extension to the
vector case is a simple one which will be detailed later. The differential

equation considered is of the form:

dx

dat = f(x,t)

with initial conditions given by:

x(tgy) = X,
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with the solution required over the interval:

t € [to,tf]

We thus require a value for the solution at times t,, t, + h, ty + 2h,.....
and so, if we have the value x; at time t; we then seek the value x;,, at

time t,,.

4.1 Singl rithm,

The most basic, single step method, Euler's method [Froberg,69], although
it is rarely used in practice does provide a conceptually simple starting point.
Applied to the differential equation described above the approximation for xj,,

is given by:

Xi+; = X; + hf(xi'ti)

It will be seen that this approximation assumes that the value of f(x,t) remains
constant over the interval t ¢ [t;,t;4,]. Clearly this is not, generally the case in
practical problems. If however, the step size, h is reduced the approximation
improves. At each step the error introduced using Euler's method is of the
order of h.

The aim of more sophisticated single step algorithms is to obtain a better
approximation to the behaviour of f(x,t) over t e [t;,tj;,] and so increase the
order of the single step error. The first method is to consider the area under
the curve f(x,t) over this time interval as a trapezium, rather than a rectangle,
as in the Euler method. Before this area can be found, we must obtain an
approximation for x;,, using Euler's method. Denoting this estimate k, the

resulting equation for x;,, then becomes:
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X+, = X + 4 h [ f(x;,y) + f(kty,) ]

where

k = x; + b f(x;t)

This algorithm is known as the Improved or Modified Euler approximation
[Morris,74] and gives a single step error of O(h?).

The Improved Euler approximation uses evaluations of the right-hand side
of the differential equation at time, t; and an estimate of the value at ti,,. A
logical extension to this method is to make estimates of the right~hand side at
other points in the interval t e [tj,tj+,]. If estimates are also made at t = t; +
3 h, then we may obtain the fourth order Runge—Kutta algorithm [Johnson,82],

in which the value of x is updated according to:

Xj41 = X +% [ k, + 2k, + 2k, + Kk, ] (5.1)
where

k, = h f(x;,t;)

k, =h f(x; + } k,,t; + § h)

2
"

3 h fix; + 3 k,,t; + 4 h)

Ll
I

«=hf(x; + k5 + h)

This algorithm, which gives a single step error of O(h9), is
sufficiently accurate for many applications and is widely used in practice. Each
step does require four evaluations of the right-hand side of the differential

equation and so can be computationally expensive.
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The choice of the most appropriate step size in a numerical algorithm of
this kind is a difficult one, depending on the type of system considered and the
accuracy required. The precision attained must be balanced against the time
required for computation. In the methods described above there is no indication
of the accuracy obtained and so it is natural to err on the side of caution and
use¢ an unnecessarily small step size. Even so, erroneous results may be
generated for certain types of equation which are not particularly amenable to
numerical solution, such as stiff systems of equations. It is therefore desirable
that some indication of accuracy be obtained at each step of the algorithm. An
obvious way to do this is to perform an iteration using the standard step size,
h and compare the result with that obtained from two iterations with a step
size of h/2. This gives a good indication of the accuracy but requires 11
function evaluations at each step for a fourth order Runge-Kutta algorithm.

A preferable method uses the fact that the local truncation error, 7 for a
kth order Runge-Kutta method is given by 7 = O(hk). By taking the difference
between the results of say a fourth and a fifth order Runge-Kutta algorithm
with the same step size it is possible to find an approximation to the local
truncation error in the fourth order result. Once such an error estimate is
available it is natural to develop some means of altering the step length to suit
the particular situation and so limit the error to some preset maximum. In this
way a step length should be reached which is ‘optimal’, i.e. the largest step
which keeps the local error below some specified value. By using certian pairs
of approximations with some common time increments it is possible to reduce
the number of function evaluations below that required when using two half
steps. One popular combination was developed by Fehlberg [Johnson,82] and

uses the equations:
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14
xiey = x1 + h { 575 K, + 7383 k» + 7107 Ka - 3 ks

6656 28561 9 2
"i+""i"h{1'33“*m’f5"a"m"<‘m“ ks )

(5.2)

The first of these equations is the fourth order approximation while the

second is fifth order. The values of k are calculated according to:

k,-f{xi+zk,t+§}

ka-f{xi+h{3%k,+-3-gk2},t+lg}

1932, _ 7200 7296 12h
ke = f { xy +h { 5757 Ky - 3707 k2 * 7797 s | + I
439 3680 845
ks = f { x; +h { 55z Ky + =73 ks ~grp7 ke } + t + 0}

ks-f{xi+h{-rg-k‘+2k ;-g%%k %f%%k %k},t+;}

This pair of formulae requires only six function evaluations compared with
ten if an unrelated pair of fourth and fifth order equations were used. An

estimate of the local truncation error is given by %X;4, - Xj4,, from which we

may define:

e = *ii] ;Xiil

We then wish to select h so that:

et ~ e — X1
tr - %o

where ¢ is maximum relative error acceptable and [t,t;] is the time interval

over which the solution is sought. We may call h ‘optimal® if this condition is
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satisfied. If this is not the case then we may use ¢ t0 make a mew guess at
the optimal by noting that

e - 311;_%_5111 - M h* + O(h%)
for a constant M. If we define a new step size Yh which is the optimal size

then, since e is proportional to h4,

-y‘ lel = ¢ ._'ﬂl_..
From this we obtain: tf - to

i
Ul B cre el

Thus if we have taken a step of length h we may calulate ¢ and can say
that the step length should have been Yh. If v is greater than umity then we
can say that the step was successful and we will use a step of say h, = 0.8,
where the factor of 0.8 is incorporated to avoid a value of h, which is just
greater than the optimal since this would result in the error condition not being
fulfilled at the next step. If the value of 4 is less than unity then the step
must be rejected and another step tried with a length calculated as above. To
avoid very large changes in step size an upper and lower limit must be set on
v, typically limiting the ratio of successive values of h to a factor of five.

Problems occur with this form of update as |xj) and hence <y approach
zero. To overcome this a mixed, absolute/relative update may be used so that

the correction equation becomes:

- €p IXj1 + €5
v [ lel (tf-to)]

where ¢, and ¢, are the absolute and relative error tolerence respectively.
This form of algorithm may easily be modified for systems of first order

equations in which case the Runge-Kutta equations take a vector form, as do
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the error estimates with the smallest value of i used to update the value of h,
so that the variable with the largest error controls the step size. In this case
the absolute error tolerance coefficient, ¢, may be made a vector with

elements appropriate to the range of values expected for a particular variable.

5.4.2 Multi-step Algorithms

In contrast with the methods described in section 5.4.1, multi step methods
make use of information from earlier steps to estimate the next point. The
behaviour of f(x,t) in the interval [tj,t;+,], and so the value of x at t;;, is
thus estimated from the previously computed values of x at t;, tj_,, tj-,.... A
common group of multi-step algorithms are known as predictor—corrector
methods since they involve the use of two equations, the predictor equation
which gives an estimate of x at tj,, based on previously calculated values of x,
and the corrector equation which uses past values of x and the estimate of
Xj+, to improve the estimate of x;;,,. The corrector equation may be applied
in an iterative manner until the approximations to x4, is sufficiently accurate.

A simple example of this type of method is given although, once again
this would not often be used without some improvement. The prediction

equation used to obtain a first estimate is Euler's equation, i.e.

(o)

Xij41 = Xj + hl(x;,t5)

while the nth iteration towards Xj+, is carried out according to:

(n) (n-1)

Xj4+y = Xi + § h[f(xi,ti)+f(xi+1 ’ti+1)

This simple example is, in fact, a single-step method since it does not
involve use of x;_, and earlier estimates but it does illustrate the principle
involved in multi-step, predictor—corrector methods. A more practically useful

predictor—corrector algorithm is due to Adams-Moulton [Conte,72] and uses four
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previous evaluations of f(x,t). If we define
f; = f(x;.1;)
then the prediction equation is:

9 oy 4 '2‘_4 (55, _ S9F;_, + 37F4_, - 9F;_,)

while the correction formula is:

h -
XiT = T LorealT )+ 191 - sr L w ry )

In order to start this algorithm four values of f(x,t) are required. These
are generally found using the fourth order Runge-Kutta technique. It will be
noted that only a single evaluation of the right-hand side of the differential
equation is required at each iteration and so, provided no more than three
iterations are required at each step, a computational saving will be made,
compared with a fourth order Runge-Kutta 'algorithm. Another feature of
predictor—corrector algorithms is that they allow a measure of the accuracy of
the approximation to be made by comparing the results of succesive iterations.
It is thus possible to vary the step length in a manner similar to that described
above. This change in step size does however require the evaluation of new
starting points and so if the step length is repeatedly changed this may be
more time consuming than a single step, variable step length algorithm. If the
variation between two consecutive step lengths is limited to a ratio of say two
then it may be possible to use some of the previously computed values of x

but this will only partly alleviate the problem.
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5.4.3 The PHAS Algorithm

The methods of solving differential equations described above all take
discrete time steps and although this step size may be variable, time is treated
as a reference against which other variables are computed. This generally results
in a smooth time response but there are occasions when this is not the most
important criterion. When investigating the behaviour of second order systems
for instance, the phase plane may provide more useful information than time
responses, and so the smoothness of the phase trajectories is also important.

An algorithm intended specifically for the generation of phase trajectories,
although it also produces data for time responses, has been developed by
Jobling [Jobling,84] as part of the Hull Computer Aided Control System Design
Suite.

Consider, initially a time invariant system of first order equations given by:

x = f(x,t)

Starting at the point x; in phase space, we may define a unit vector E(x;)
in the direction of the state velocity vector at this point, f(x;) as shown in
figure 5.3.

If we project from this point a distance r in the direction of E(x;), we
reach a point xp at which point the velocity vector is f(xp) with corresponding
unit vector E(xp). If the two vectors E(x;) and E(xp) are aligned to within a
specified tolerance then the point x;,, is taken to be at point q shown in
figure 5.3, which is defined by:

Xit, = X + 1 Ej

Eave = (E(!i) + E(xp))"z
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Figure 5.3 Generation of update in PHAS algorithm

Elx,) )

Thus the trajectory is extended a distance r in the mean direction of the
derivatives at x; and Xp-

If the two vectors are not in sufficiently close alignment then the search
radius, r is reduced by a factor of two and the procedure repeated until the
condition is fulfilled or until some specified minumum radius is reached. At the
next step the search radius will revert to the original, maximum value. In this
way a complete phase trajectory is built up until either one of the states leaves
the area of interest or the trajectory reaches a singular point, a condition
which is detected by checking if the modulus of f(x;) becomes less than some
specified limit, e.

In addition to generating phase trajectories this algorithm may be used to
produce time responses if time is considered as an extra state which has a
constant derivative of unity. If this is the case the algorithm remains unchanged
except that the condition for detecting a singular point must be modified to

iIf(x)1 =1 < e
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5.4.4 Testing of Numerical Algorithms

The choice of the most suitable algorithm for solving differential equations
depends on the nature of the equations being considered and the accuracy of
the results required. The development of the above methods is based on the
assumption that the differential equation obeys the Lipschitz condition, i.e.

1(x,,t,) = flx, .t < Lty -t

for some constant, L. This may not be the case in practice and, indeed such
discontinuous right—-hand sides may be introduced intentionally, in a control
system for instance, to obtain particular behaviour. The algorithms given above
will perform differently when the system considered is in violation of this
condition, and this affects the selection of the most appropriate method for
solving such differential equations. A fixed step length algorithm will proceed
with the usua! step length and, when a discontinuity is encountered, will make
the next step in a direction which is some combination of the direction vectors
on either side of the discontinuity.

A typical situation, which will be wused to illustrate the effect of a
discontinuity on various of the algorithms discussed, is shown as an isocline plot
and phase plane trajectory in figure 5.4(a). In the case of Euler's equation, the
trajectory is updated as shown in figure 5.4(b), where x; is the starting point
and x;4, the subsequent point generated. For the more complex, fourth order
Runge—Kutta algorithm described by equation 5.1 the behaviour is shown in
figure 5.4(c), where the points x', x2, x? and x“ indicate the points at which
k, to k, are evaluated. Here the direction of the next step depends on the
position of the starting point X relative to the discontinuity but a typical result
would be that illustrated. When the Fehlberg equations (5.2) are used the
situation can become worse, as shown in figure 5.4(d), since the weighting on

the terms of the equation are more diverse and can produce larger errors than
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occur with the basic Runge-Kutta algorithm which has more evenly weighted
terms. For the PHAS algorithm the situation is illustrated in figure S5.4(e) where

E,ve is the direction of the next step.
Figure 5.4 Behaviour of numerical algorithms in the vicinity of a discontinuity
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When a multi-step algorithm is used and this type of discontinuity is
encountered the direction of the subsequent steps depends on the past
approximations and so the trajectory is slow to change direction, as shown in
figure 5.4(f), where a fourth order Adams-Moulton algorithm is considered. It
is clear that this type of algorithm is liable to generate larger errors than any
of those considered previously. It should also be noted that in this example,
after the second iterations, the corrector equation gives the same result each
time it is applied. Thus, if the difference between subsequent iterations is taken

as a measure of the accuracy the results generated using this algorithm will,
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incorrectly, appear very precise, even though the solution is poor.

As the difference in the direction of the derivatives increases, the problems
described above are heightened.

The errors introduced when a discontinuity is encountered are of the order
of h and so may only be reduced by a significant decrease in h with the
resulting increase in computation time. Clearly this reduction in step size need
only be made in the vicinity of the discontinuity and so a variable step size
algorithm proves useful here. In order to minimise the computation time it is
important that the algorithm used to alter h is efficient when a discontinuity is
encountered, without significantly adding to the computation burden when the

step size is only varying slightly.

5.4.4.1 Example Problems for Algorithm Comparison

In this section a number of example problems are considered which were
used to test the performance of some of the algorithms described above. The
examples considered are sufficiently simple to allow an understanding of the
solution process to be gained and they possess analytic solutions so that the

results obtained may be compared with the true solutions.

Example 1.

The first example is that of a simplified model of a DC motor with
position feedback consisting of a relay with dead-band, as illustrated in figure

S.5.
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Figure 5.5 Motor with relay control system

The state space description of this system is:

X, = X,

X, = -x, + U

U = { -6 sgn(x,) IX,1 > 2.5
0 IX,1 € 2.5

With initial conditions:

x,(0) = 8 x,(0) = 0

the analytic solution, shown in figure 5.6, is split into two parts, with a single

crossing of the discontinuity; the first section is for x,>2.5 and the remainder

for x,<2.5. The transition between these stages occurs at t, = 1.74139.

For 0 <t < t,

X, =14 - 6 (v +e7!)

X, = -6 (1 - et
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and for t>t,

X, = 2.5 -c¢ (1-e-(t-t1),

X, = - ¢ e-(t-t1)

where ¢ = x,(t,) = 4.94834

Figure 5.6 Analytic solution to example problem 1
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Example 2.
The second example problem considers a double interator plant with an

ideal relay in the forward path and V|V feedback designed to give a time

optimal response. The block diagram of the system is shown in figure 5.7.
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Figure 5.7 Double integrator with V V| feedback

‘ ;
S iy, ,F X1
| J

i
SO SR TS

o
2

The nonlinear feedback defines a switching line in phase space given by

the equation s = 2x, + x,1x,1 = 0 and the system response depends on the

position of the state point, relative to this line so that the dynamic equations

are given by:

X, = -1 sgn(s)

The response, for initial conditions x,(0) = 20, x,(0) = 0, is split into

three sections given by:

for0<t<t,,wheret,-/ 0

X, = 20 - } t2
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|

for t, <t <t,, wheret, = 2/ 20

X, = 40 - 2,20 v + } t?

X, = -2/20 + t

for t > t, the state point remains at the origin. This system is unrealistic in
that a real system would form a limit cycle around the origin, due to the finite
switching time of the relay. The analytic phase plane trajectory for this system

is shown in figure 5.8.

Figure 5.8 Analytic solution to example problem 2
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Example 3.

The third example involves a simple second order system with a variable

structure controller using a straight switching line, as illustrated in figure 5.9.

Figure 5.9 Second order system with variable structure control system
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The plant dynamics are given by:
X, = X,
X, = =X, + U
x,(0) = 8 x,(0) =0

while the controller is defined by:

U = { -2x, for s > 0
2x, for s € 0
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where the switching line, s is given by:

S = X, + X,

During the reaching phase, before the trajectory reaches the switching line,

the response is given by:

x, = 16 /277 et sin(wt + a)
X, = = 32//7 e it sin(wt)

where w = 3/7 and o = cos"{ 2-175 }

The trajectory reaches the switching line at t = t, where:

1

J 7
3

tan-! { } - 0.5463

t, = -5

From this point onward the trajectory follows the switching line and the state

is defined by:

X, = =X, = x,(t)) e-(t-t1)

where x,(t,) = 6.0877. The analytic phase plane trajectory for this system is

shown in figure 5.10
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Figure 5.10 Analytic solution to example problem 3
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5.4.4.2 Comparison of Algorithms for Example Problems

In order to find the relative merits of the different types of algorithm
described earlier in this section, a number were implemented in the
environment of the PHAS package. The methods selected were a fourth order,
fixed step size Runge-Kutta algorithm, given by equation 5.1, since this is
commonly used in other packages; a variable step length fourth/fifth order
Runge—~Kutta algorithm as described in section 5.4.1.1 and the PHAS algorithm
described in section 5.4.3, with the option of either fixed or variable step size.
Multi-step algorithms were not considered here as they are unlikely to perform
well in systems with discontinuous right hand sides for the reasons given in
section 5.4.2.

For the fixed step length algorithms a range of step sizes were used,
giving a useful range of accuracies. With the variable siep size algorithms a
range of maximum and minimum step lengths were used, along with a range of

accuracy specifications. AN algorithms kept a record of the number of times the
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right hand side of the differential equation was evaluated, as a way of
comparing the computation time required for the different methods. To
investigate the performance of the algorithms the results at each step of the
solution were compared with the analytic solutions with the maximum and mean
absolute errors between the estimated and analytic value of each state stored to
disc. The results at each iteration were also be stored in a log file to allow
more detailed analysis.

Each of the example problems will be considered in turn with the results
for the fixed step size algorithms considered first, since these are the simplest
to investigate. The variable step size algorithms will then be considered.

For the first example problem, during the first section of the response,
before reaching the discontinuity, the fourth order Runge-Kutta algorithm gave
an error of the order of h< for moderate step lengths. The Fehlberg equations
also gave an error of O(h?) but lower than those for the standard Runge-Kutta
algorithm by a factor of approximately 2 for a given step length. To attain the
same accuracy using the Fehlberg algorithm would thus require a step size of
25h4 or 1.19h,, where h, is the step size used in the fourth order
Runge—-Kutta equations. The calculation of these equations requires 6 as opposed
to 4 function evaluations at each step so that a comparison in terms of the
number of evaluations indicates that the standard fourth order equations are
more accurate by a factor of 1.5/1.19 = 1.25. For small step lengths the errors
occuring were larger than O(h4) due to truncation errors. For this section the
errors using the PHAS algorithm were of the order of h2. These results were
as expected, corresponding with the order of the approximation equations.

Once the discontinuity is reached, the errors generated using all algorithms
increases sharply and becomes of the order of h, although the errors for the
Runge-Kutta algorithms were between two and four times larger than those for
the PHAS algorithm.

Both the variable step size PHAS and Runge-Kutta algorithms behaved

well on the first part of the response, the mean error being controlled by the
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tolerance set, independant of the minimum search radius provided this was set
below a certain level. The Runge-Kutta algorithm was more accurate for a
given number of function evaluations for most minimum step sizes although this
became less so when the minimum step size was increased. For the second
section of the response the accuracy obtained using both algorithms was
proportional to the preset tolerance for the majority of minimum step sizes,
with the PHAS algorithm being more accurate by a factor of approximately
five. For low preset tolerance the minimum step size became more important
causing the algorithms to behave somewhat differently. The PHAS algorithm
continued to give an accuracy dependant on the set tolerance independant of
the minimum step size although this was at the cost of many more function
evaluations. The results for the Runge-Kutta algorithm became very dependant
on the minimum step size but did not require a disproportionately large number
of function evaluations. The difference in behaviour between the algorithms is
due to the different step size adaptation mechanisms employed. The
Runge-Kutta algorithm calculates the optimal step size at each step and
provided this is correct the minimum possible number of steps will be used for
a given problem. The PHAS algorithm however, begins with the maximum step
size and gradually decreases this until a sufficiently accurate result is obtained.
Thus, for a problem which requires a small step size not only are more steps
required but each step also requires many more function evaluations.

When comparing the fixed and variable step size algorithms for this
example it is found that both types of algorithms behaved similarly for the first
section, when the required step size was large. However for the second section
the variable step size algorithms became more accurate by a factor of
approximately ten for the same number of evaluations. The effect of including
time as an extra state in the PHAS algorithm is seen in figure 5.11. Here
phase plane plots are shown for data from fixed step length PHAS and
Runge-Kutta aigorithms which required the same number of function

evaluations. It is clear that the response for the PHAS procedure is far
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smoother, even though the data points were of a similar accuracy for both

routines.

Figure 5.11 Comparison of Runge-Kutta and PHAS algorithms showing

improved smoothness
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For the second example problem the response is split into three sections.
The first, before the trajectory reaches the the switching line is a simple
double integrtor with a constant input and as a result the errors in x,
generated by all the algorithms were small while for x, the errors were zero.
For the Runge-Kutta algorithms, when a step length of greater than 0.2s was
used the errors generated were lower than the machine resolution so that they
appeared to be zero. It should be remembered however that this was only for
the first few steps and could not be relied upon to continue. Once the step
length was reduced the errors increased due to the increasing number of steps
required, each of which has the possibility of incorperating truncation error.
The PHAS algorithm gives results with a error of the order of h? for large
step sizes until the truncation errors become significant. For small step sizes the

errors produced using PHAS were a factor of five smaller than those from the
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Runge~Kutta algorithms for the same number of function evaluations.

In the second section of the response the errors generated are dependant
on the accuracy of the step in which the switching line is crossed, since from
this péint on the motion is similar to that found in the first section. In all
cases the errors were of the order of h with PHAS giving the smallest errors,
followed by the standard Runge-Kutta and Fehlberg equations with errors of
two and five times those for PHAS respectively. The final section of the
response should be a limit cycle about the origin with infinite frequency and
zero amplitude, however due to the finite step size used the limit cycle will
have an amplitude of the order of h. This was found to be the case with all
the algorithms, and once again the PHAS equation gave the smallest errors with
those for the Runge-Kutta algorithms approximately two times larger for a
given number of function evaluations.

When the variable step size algorithms are considered it is found that in
the first section of the response the errors generated were significantly larger
than those obtained with the fixed step methods, the errors being at least ten
times larger for the same number of evaluations. The behaviour in the second
and third sections was similar for each of the algorithms. The PHAS algorithm
gave errors approximately five times smaller than their fixed step size equivalent
in each section. The Runge-Kutta algorithm however gave errors of the same
order as the fixed step version and involved manv more function evaluations in
the final section of the response.

The final example consists of two sections, the first a damped second
order response is followed by a sliding response which should ideally follow a
straight line in the phase plane to the origin. Due to the switching behaviour
in the latter section the response is bound to deviate from the ideal, when a
finite step size is used. In the first section the errors are of the order of h?
and h4 for the PHAS and Runge-Kutta algorithms respecively, with both forms
of Runge-Kutta algorithm resulting in similar errors for a given number of

function evaluations. Once the sliding regime is begun the errors increase
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significantly for all algorithms and become of the order of h. The PHAS
algorithm gave the smallest errors although the difference between the
algorithms was small.

The performance of the variable step size algorithms for the third problem
was not as good as that for fixed step methods in each of the sections. In the
first section the errors for the variable step algorithms were of the order of
100 times larger than their fixed step counterparts while in the latter part the
errors were approximately two times larger for the same number of function
evaluations. Of the two variable step algorithms the Fehlberg procedure
performed better in the first section while PHAS gave more accurate results in

the second part, although in each case the difference was small.

5.4.5 Selection _of Numerical Algorithm

It was shown in the previous section that the algorithm used to solve
nonlinear differential equations has a major effect on the speed of computation
and the accuracy of the results. It will also be noted that the most appropriate
algorithm depends on the nature of the problem considered and whether the
results are to be plotted as phase plane trajectories or as time responses. The
choice of method is less critical when linear and smooth nonlinear systems are
investigated. In this case the most important consideration is the accuracy of
the result required. In general, if only moderate accuracy is required, then the
PHAS algorithm is preferable, particularly when a phase plane plot is required.
If however a high accuracy is required then the higher order Runge-Kutta
algorithm is superior, requiring a smaller reduction of step length for a given
accuracy. The small step size used means that the trajectories are smooth
whether plotted in phase plane or time response. Although it may be possible
to find the most appropriate step size for a particular problem and hence
obtain results with the minimum computation, this is not usually the case and,

indeed the step size may need to alter as the solution proceeds and so the
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variable step size algorithms are generally preferable for this type of problem.

When equations with non-smooth nonlinear feedback elements are
considered, the selection of numerical algorithm becomes more critical. For our
purposes these types of equation may be divided into two catagories, firstly
those with a small number of discontinuities which trajectory reach, cross and
leave on the other side. The second catagory may be classed as those which
involve sliding modes, i.e. those in which the derivatives on either side of the
discontinuity point towards it so that the trajectory effectively travels along the
discontinuity. In the former case the majority of the solution is for a smooth
equation and so the selection of algorithm depends on the same conditions as
in the previous section although a variable step size algorithm must be used if
the solution is to be obtained without reducing the step size for the whole
solution for the sake of a few points close to the discontinuity. The second
example problem shows that for this type of system the PHAS algorithm is
between two and five times more accurate than the others tested here, for the
same number of function evaluations. This effect is due to the fact that each
step using the PHAS algorithm will be in a direction between the directions of
the derivatives on either side of the discontinuity while the high order equations
used in the Runge-Kutta algorithms allow a step in a completely different
direction, as indicated by the example in section 5.4.4. The step size adaptation
algorithm described in section 5.4.1.1 for the Runge-Kutta algorithm may also
become inefficient when a discontinuity is encountered since the difference
between the fourth and fifth order equations may not give a good measure of
the local truncation error, since the Lipschitz condition is violated.

When the system considered involves a sliding motion the fixed step size
algorithms give an error of the order of the step size, with the PHAS
algorithm being more efficient than the Runge-Kutta algorithms, since this
requires only two function evaluations at each point, as opposed to four or six.
In this case, since the discontinvity is a stable manifold, the trjectory will

always slide along the discontinuity, with only the amplitude of the chatter
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depending on the accuracy of the algorithm. If a variable step size algorithm is
employed then, provided the step size adaptation algorithm operates correctly,
the step size will be reduced until the preset minimum is reached. The resuits
obtained using this step size should give a similar accuracy to that obtained
using their fixed step size counterparts, however the computation involved in
the adaptation algorithm will have been wasted. Since the adaptation procedure
used for the PHAS algorithm is not efficient when a significant reduction in
step size is required, it is not particularly suitable in this type of problem, with
the Runge-Kutta method being superior. Hence, if the sliding mode constitutes
a large portion of the trajectory a fixed step algorithm is preferable, with the
PHAS algorithm being the best of those considered here, while if the sliding
mode is only a small part of the solution a variable step size Runge-Kutta
method may be better.

In accordance with these findings it is intended that the algorithms
described here will continue to be made available to the user of PHAS, as will

the option of using either fixed or variable step lengths.

5.5 Evaluation of the CACSD Suite for the Design of Nonlinear Systems

Having implemented the changes to the Computer Aided Control System
Design Suite described in the previous sections, it is necessary to go on to test
the performance of the system when used for a problem involving significant
nonlinear behaviour. Although the dynamic model of the RTX robot developed
in chapter 4 gives a reasonably accurate prediction of experimental results, it is
not so accurate as to be useful in testing the performance of the CACSD suite,
since any differences found could be due either to modelling errors or errors
generated in the solution algorithms. It was therefore decided to compare the
results obtained using the suite with published results and with those obtained
using SIMNON for a problem having well understood results.

The problem selected involves the optimal control of a 2 degree of
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freedom planar robot, as shown in figure 5.12.

Figure 5.12 Two D.o.F. planar robot used in optimal control investigation

AY

1

This example, investigated by Geering [Geering,86], involves significant
interaction terms as well as the discontinuous, saturated control signals required
in time optimal motions and so gives an indication of the performance of the
design suite in all important aspects. In addition, since the control is effectively
open-loop, any errors generated will not be reduced by feedback and so wili
have a noticable effect.

The nonlinear differential equations used to describe the robot behaviour,
given in appendix S5, are presented in the original paper and were compared
with those derived using Lagrange's equations, as described in chapter 4.1.4.
These equations may be entered directly into SIMNON but in order to be
compatible with the PHAS model structure, they must be divided up into a
number of separate functions of the joint positions and velocities. There are a
number of ways in which this may be achieved although the differences
between them are minor. The form selected is described in appendix 5, as are

the functions involved.
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As explained in section 5.3, the form of these equations is not available
as a standard form within the suite and so must be represented as either a
piecewise linear function or as a power scries. A number of tests were
performed to compare the accuracy of each representation over the range of
argument values required. Representing the least smooth of the functions as a
set of 24 points for a piecewise linear curve resulted in a maximum error
between this function and the true value of 1.3% of the full range of function
values. For the same function, a number of different order polynomials were
investigated and it was found that the maximum attainable accuracy was 1.1%
of full range. This required a 10th order fit, while higher order polynomials
gave larger errors due to truncation effects. The PHAS package allows a
maximum of 7t order polynomials, for which the error was found to be 4.6%.
Although either the maximum polynomial order or the number of data points
for a piecewise linear fit could have been increased to improve this accuracy, it
was felt that this would make the data entry task too time consuming and so
the 24 point, piecewise linear fit was adopted.

A program was developed to construct a file containing the discrete data
points in the appropriate format for the PHAS package to read, as if from the
keyboard, along with the other system information. The representation of the
system used in SIMNON is given in appendix §.

The motion considered here is from the extreme of the reach in one
direction to the opposite extreme, requiring a rotation of 180  in joint 1 and
360" in joint 2 with zero initial and final velocities, as illustrated in figure
5.13. The time optimal control which achieves this involves one switch of the
joint 1 torque and three switches of the joint 2 torque during the transient, as

shown in figure 5.14, along with the time evolution of the four states.
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Figure 5.13 Cartesian representation of required time optimal movement
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The behaviour of the system was simulated using both SIMNON and PHAS
and the results compared with those generated using SIMNON, with the error
tolerance set to 1075 times the default value. Using SIMNON running on an
8086 based PC compatible with numerical co-processor, with the default error
tolerance, produced the results in approximately one quarter of the time
required by PHAS running on a MicroVAX 2. The resulting errors in the state
trajectories generated were approximately 25% larger using PHAS than SIMNON
with the default error tolerance, having a mean of 0.9% of full scale for
PHAS and 0.7% for SIMNON. Thus it is seen that even though the interaction
dynamics are represented by piecewise linear data giving a maximum error of
1%, the resulting simulation produces trajectory information sufficiently accurate
for the majority of applications, particularly when it is considered that, in the
majority of instances, the use of feedback will significantly reduce the size of

the errors produced.
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Figure 5.14 Evolutin of states during time optimal movement

foint 1 position Joint 2 position
[}
2
-2
2
-4
1
/ .
) / . N
L [X) 1 s o T

Joint 1 velocity Joint 2 velocity

o
4
-2
)
-4
]
-+
)
R '
[X) { 13 [ [X] {
wque 1 Torque 2
1
]
s
1
. o o I
-10
-3
.
-18
[X) T 1's [X) { M)

- 167 -



CHAPTER 6

Implementation and Testing of

Variable Structure Control Systems on the RTX

A number of variable structure control systems have been implemented and
tested on the RTX robot. The control structure and details of the methods of
application will be described in this chapter along with an evaluation of the
performance of each type of controller.

The general trend of the algorithms described in this chapter will be from
simple to more complex, starting with a simple variable structure control loop
around the joint motors and proceeding to consider the developments to this
algorithms, required to give performance improvements in the presence of
non-ideal behaviour. Following this, details will be given of the implementation
of similar control algorithms, but using position information derived from joint
mounted sensors alone and from both joint and motor mounted encoders. The
chapter will conclude with a summary of the performance of each type of

algorithm and a discussion of the selection of the most suitable control system

for a particular application.

The standard against which the new controllers will be judged is a PID
control, since this is the most commonly used control algorithm in robotics and
is the one implemented by the manufacturers of the RTX. Clearly a comparison
between the manufacturer's controller using the original hardware and a newly
developed algorithm using the improved motor drive circuits and position sensors
would not reveal a great deal about the properties of the control algorithms
themselves. In order to provide a better basis for a comparison, a PID control
was implemented using the same hardware as used in testing the other
algorithms. The performance of the variable structure algorithms tested will be

compared to that of the PID implemented on the same hardware, unless
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otherwise stated. The performance will, where possible, be compared for both
point—to—point and continuous path movements since both types of operation
are required in practice.

Software versions of many of the control algorithms were tested using both
the pPDP with an implementation of 'C' supplied by Real Time Systems and
on the Victor personnal computer using Turbo Pascal Version 4, supplied by
Borland. In the majority of cases positions were derived from the high
resolution encoders mounted on either the motors or the joints themselves, as
appropriate. The motors were driven using the current drives, connected to the
computers via the interfaces described in section 3.2.

For the purposes of comparison, the results presented here will be those
derived using the PC, since all controliers were not implemented on the xPDP.
The PC compatible used for the majority of the work was based on the 8086
processor, running at a clock speed of 4.77MHz, although a few requiring
slightly more processing were derived using an 8086 based machine running at
7.16MHz. When using the PC, it was found that, in order to obtain a
sufficiently high sampling speed, integer arithmetic was required throughout, with
suitably scaled parameters derived from the real values entered (with the

equivalent real values returned so that the effect of integer quantization could

be noted).

The amount of computation required for the algorithm implementation is
clearly an important factor in the selection of the most appropriate controller.
The computation times involved may be found from the number of times a
certain operation (in this case incrementing an integer counter) may be
performed in the slack time between interrupts. The figures derived in this way
are dependant on the effeciency of the coding used and, in many situations,
certain operations (particularly multiplication and division of an integer by a
power of two, used for scaling purposes) were replaced by faster machine code
routines embedded in the Turbo Pascal program. For this reason, the times

obtained do not give a reliable indication of algorithm speed, and so will not
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be considered in detail. A more appropriate figure is obtained by considering
the number of each operation required. These wvalues will be given in section
6.7, where the performance of the different algorithms is compared.

Throughout the development of the control systems described in this
chapter, the controlparameters for each algorithm were selected through a
sequence of simulation and experimental trials. This generally involved the
determination of an approximate range of wvalues which would give stable
behaviour using a simulation, while fine tuning of the control was done on the
robot itself. The first parameter selected was the switching function definition,
since this gives defines the system behaviour when sliding, followed by the
controller gain parameters, chosen to maintain sliding with the minimum of

chatter.
.1 _Simple Variabl ructure ntrol System

One of the most basic forms of wvariable structure control algorithm,
designed for a second order system uses a control signal proportional to the

position error multiplied by the sign of the switching function, which is a linear

combination of position and velocity errors. Thus, for a system represented as:

¢, = f(e,,e,) + bu

where e, is the position error and e, the velocity error, the switching function

s=ce, +e, (6.1)

and the control signal is defined as:
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A controller of this type was implemented on the elbow and shoulder
joints of the RTX using the position and velocity signals derived from the
motor mounted encoders. Two forms were investigated, the first using a purely
hardware control system used the low resolution motor mounted encoders and a
pulse width modulation voltage mode motor drive circuit. The second
implementation used software to generate the control algorithm and used the
high resolution motor mounted encoders and the linear, current mode drive
circuit described in chapter 3. These control systems will be described in
sections 6.1.2 and 6.1.3, following details of the computer aided selection of

the contro! system parameters described in section 6.1.1.

1.1 mputer Aid i f a Simpl C

Having used SIMNON in the testing of the dynamic model of the RTX, as
described in chapter 4, it is a simple matter to apply a variety of control
algorithms to the plant model obtained. These controllers may be represented
as either continuous or discrete time and so give a good indication of the likely
performance when a real control system is implemented in either discrete or
continuous form, and can be used to investigate the effect of changes in sample
rate in the case of discrete time control systems. A number of control
strategies were investigated using this technique, although they will not all be
described in detail.

The plant model used in these simulations is the full single link nonlinear
model with friction in the motor and joint taken from a file containing
experimentally measured values. The continuous time model of the robot is
stored in one file, while the discrete time controller definition is contained in a
separate file, with the two linked using a connection definition file. This

division allows rapid changes to be made to the joint dynamics and the
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controller definition and keeps each section of the code to a managabie size.
Further details of a typical set of files are given in appendix 6.

The simulation of the performance of a simple variable structure controller
applied to the model of the elbow joint of the RTX is straightforward and
although the computation time is quite long (typically 15 minutes for a step
change in position demand) the resulting phase plane trajectories give a good
correspondence with those found in practice. A typical result is shown in figure
6.1 for a controller with switching line coefficient, ¢ = 5s7' and a gain, ¥ =
1V/°, with a sampling frequency of 150Hz. These control system parameters
were selected, through experiments, so as to give a fairly rapid response,
without pushing the performance to the limits of what was achievable, so that
less effective algorithms could be included in comparisons. The sample rate was
selected to be as high as possible for the computationally most strenuous

algorithm, so that all algorithms could be compared with an equal sample rate.

Figure 6.1 Simulated phase plane response for simple VSC
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The reaching and sliding phases can be clearly distinguished, as can the
chattering behaviour and the steady state error due to Coulomb friction. There
is a significant steady state error, indicating the large amount of friction present

in the drive system. This could be reduced by an increase in gain but only at

the cost of increased chatter.

It will be seen that the welocity does not fall to exactly zero near the
origin but continues at approximately 2/s. This is due to the quantized
representation of the frictional behaviour used in storing the data. This data is
converted, using a linear interpolation, to give a friction value of between 0
and 0.50Nm in the welocity range 0 to 2.8°/s. With the reduced friction

approximation at this welocity, some movement is still possible.

6.1.2 Hardware Implementation of a Simple VSC

At an early stage of the investigation into the suitability of variable
structure control systems for the RTX, before the enhanced hardware was
developed, it was decided that a hardware implementation of such a controller
would provide a useful indication of the problems which might be encountered
at a later stage. Accordingly a controller was implemented in hardware, deriving
position and welocity signals from the low resolution encoders mounted on the
motor and driving the motor via a pulse width modulation woltage mode drive
circuit.

The control algorithm was implemented using analogue circuitry so as to
allow rapid alterations to the control parameters by means of variable
resistances. The encoder signals were used to drive a series of up-down
counters which provided the input to a digital to analogue converter so as to
give a voltage proportional the position and, by means of a differencing
amplifier, the position error. The velocity signal was derived using a tachometer
circuit with a direction discriminator and switched gain amplifier of the type

described in section 3.4. Owing to the low encoder resolution, a filter having a
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time constant of approximately SOmS was required to smooth the speed signal,
introducing a significant phase shift into the measured velocity.
A schematic diagram of the control system is shown in figure 6.2 while

the circuit used to implement it is shown in figure 6.3.

Figure 6.2 Schematic Diagram of the Hardware Implementation
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Figure 6.3 Circuit Diagram of the Hardware Implementation
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The control parameters are c, the switching line gradient, and ¥, the
controller gain; these are defined by VR, and VR, which were implemented
using resistance boxes, to allow rapid variation.

The behaviour of this control system when subject to a step change in
demand position was investigated for a number of switching line gradients and
controller gains. A typical response for the elbow joint is shown in figure 6.4
for a switching line gradient of 8.8s"' and a gain of 1.23V/". These
parameters were selected, using simulation and experimental procedures, to give
a moderate level of performance. The expected pseudo-sliding behaviour is
clear, as is the chatter along the switching line. From the actuation signal it is
easy to distinguish the reaching and sliding phases of the movement. It will also
be seen that a significant steady state position error occurs, typically 0.95".
This is due to the Coulomdb friction present in the motor and drive system,

and is one of the major problems with this type of control system.

Figure 6.4 Response of the elbow joint with hardware VSC
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1 ftware Implementation of impl

Having shown that a hardware implementation of a wvariable structure
controller was at least partially successful, it was decided to implement a similar
controller in software, using the computer system described earlier in this
chapter. A typical responses for the elbow joint, with a controller having
switching line coefficient, ¢ = 85!, a gain of ¥ = 1.0V/~ and a sample rate of
400Hz, when subject to a 20" step change in demand position is shown in
figure 6.5, from which it can be seen once again that pseudo—sliding behaviour

occurs.

Figure 6.5 Response of a simple VSC implemented in software
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It is worthwhile noting the effect of varying the sampling interval on the
response. Figure 6.6 shows the response of the elbow joint using first 2

controller having ¢ = 4.69s™' and a sample rate of 200Hz and then one having
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c = 3.91s7' and as sample rate of SOOHz, both with a gain of 0.93V/". Clearly
there is a significant reduction in chatter in the latter case, due to the
increased sample rate. To verify the accuracy of the simulation described in
section 6.1.1, the simulated and experimental responses of the elbow joint are
shown in figure 6.7 for a choice of control parameters which cause a
significant amount of chatter. The effect of any inaccuracies in the system
model used in simulation, particularly high frequency dynamics, are accentuated
by the high frequency switching present in the sliding mode and so a very
close agreement would not be expected. It will however be seen that there is
agreement in the overall behaviour and particularly in the switching line

following, and hence speed of response, and the steady state position error.
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Figure 6.6 Effect of varying sampling rate in a simple VSC
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Figure 6.7 Comparison of simulation and experimental results for simple VSC
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It was seen in the previous section that when a simple variable structure
control system is employed on the RTX robot, a significant amount of chatter
occurs around the switching line and, associated with this, is a large amount of
control activity. Both of these features are undesirable and it is hoped, in
designing the control system described in this section, that these effects will be
eliminated.

The improvement to the basic VSC algorithm depends on the use of a
boundary layer around the switching line in which the control signal undergoes
a smooth transition from one structure to the other, rather than the abrupt
change used in the simple VSC. As explained in section 2.1.5, there are a
number of variations on the basic idea of wvariable structure control with
boundary layer. The most simple form of this type of control employs a
bang-bang control regime when the R.P. is outside the boundary layer and a
control proportional to the distance from the switching line when it is within.

The control signal is thus defined as:

{ -1 sgn(s) if 1s1>kp

YU ks if 1si<kp

where the switching function, s is defined by equation 6.1, given in section 6.1.
ky, represents the width of the boundary layer, kg is a constant gain and | is a
constant, usually set to the maximum control amplitude permissible. This form
of control may be represented as shown in figure 6.8 which shows the control
in terms of the phase plane position and the value of s.

It may be noted that if the equation for the control signal within the
switching band is rewritten in terms of the position and velocity errors we

obtain:

u=kg (ce +e) if 1s1<ky
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which is the same as that for a PD control system with the constants kp = kg
and kg = kg. Although this control is effectively the same as a PD control this
formulation gives an alternative insight which can be useful when designing
controllers in the phase plane. This form of controller is also the basis from

which a number of developments may be made.

Figure 6.8 Definition of the control signal in a VSC with boundary layer
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2.1 mputer Ai ign of VSC with Boundary Layer

Using the same procedure as outlined in section 6.1.1, a VSC with
boundary layer was investigated using SIMNON. A typical result for a controller
having ¢ = 8.0s™', kp = 20.0's™' and kg = 0.5V/s™', applied to the elbow
joint model, is shown in figure 6.9

It is seen that the chatter has been eliminated and the trajectory proceeds
smoothly towards the origin, in the vicinity of the switching line, but falls 1.1°

short, due to the Coulomb friction in the system.
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Figure 6.9 Simulated performance of elbow joint for VSC with boundary layer
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2.2 lementation of a VSC with Boundary Laver

A control system based on this formulation was implemented and tested on
both the shoulder and elbow joints of the RTX. The response of the elbow
joint to a step change in position demand is shown in figure 6.10 for control
parameters ¢ = 8!, ky, = 20's™' and kg = 0.50V/s™'. The trajectory is as
expected, with the RP entering the boundary layer and remaining within, but
deviating from the switching line itself.

Once again, due to the coulomb friction in the joints, there remains a
steady state position error at the end of each movement, equal to
approximately 0.5° and 1.0° for the shoulder and elbow joints respectively.
These errors could be reduced by increasing the gain, kg but a large increase
leads to behaviour similar to the chattering found in the simple wvariable

structure control.
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Figure 6.10 Response of Elbow joint under VSC with boundary layer
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It is worthwhile noting the effect of changes in plant parameters on the
behaviour of this type of controller. Figure 6.11 shows the behaviour of the
shoulder joint of the RTX with a controller having ¢ = 23.4s7', ky = 4'/s and
ks = 1V/'s™1. The three responses shown are for elbow angles of 0°, 90" and
135" and it can be seen that the behaviour during the reaching phase is
significantly different but, when the sliding regime is entered, the trajectories
become far more similar. These two forms of behaviour can also be seen when
the position errors are plotted against time, as in figure 6.12.

Having investigated the performance of frequently studied variable structure
control algorithms when applied to a system with significant nonlinearities, and
having established the detrimental effects that these nonlinearities have, we will
go on to consider techniques which may be adopted to eliminate these

problems. This is the subject of the following section.
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Figure 6.11 Effect of elbow angle on shoulder response
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Figure 6.12 Effect of elbow angle on shoulder error response
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)| ntroller j nlinear

The control systems described in the previous sections were developed
without a great deal of consideration for the nonlinearities generally found in
electro-mechanical systems, namely input saturation and Coulomb friction. In
this section we will consider the implementation of controllers with integral
action and friction compensation, mechanisms which provide a solution to the
problems caused by Coulomb friction. A further development of the basic
algorithm will be considered, which reduces the deviation of the trajectory from
the switching function due to the acceleration and deceleration necessary to
maintain the required trajectory. These techniques may be used individually or
may be combined. Friction compensation will be considered first, followed by
acceleration compensation and then the wuse of integral action will be

investigated. The effect of using all these techniques will then be considered.

6.3.1 VSC with Friction Compensation

The variable structure controller with friction compensation considered in
this section is based on the algorithm suggested by Slotine and described in
section 2.1.5.3. The aim of this algorithm, in it's original form, was to
compensate for all the known dynamics of the plant (although only
nonlinearities caused by joint interactions were considered and linear actuators
were assumed) while eliminating the effects of unknown and varying dynamics
by the use of a discontinuous control, added to the continuous control used in
compensation.

For a dynamical system as complex as the RTX the full compensation
control signal would be require extensive calculation, even neglecting the joint
interaction behaviour, and this could not be achieved in real time. It was
therefore decided to compensate only for the most significant components of

the overall dynamics. This results in a relatively large discontinuous control

- 186 -



signal but, owing to the time varying and load dependant nature of the
interaction dynamics, a large discontinuous signal would be required in any
case.

As shown in section 4.2.1.2, friction in the joint transmission system of
the RTX is of a highly nonlinear form and amounts to typically 35% of the
maximum motor torque. Friction is the most significant, non-ideal element in
the dynamics and is also the most straightforward to compensate for.
Accordingly it was decided to implement a variable structure control system

with friction compensation.

6.3.1.1 Simple VSC with friction compensation

The first controller to be considered is a basic VS controller, augmented

with the inclusion of a friction compensation term. The control signal may be

defined as:

u - { -¥x, - 8(x,) if sx, >0
¥x, - a(x,) if sx, <0

where f(x,) is the model of the true frictional relationship, a(x,). It is
assumed here that the friction is a function of velocity only and not of joint
position. Although this is not strictly true, the variation in friction with position
is less than that which occurs with velocity and time, as shown in section
4.21.2. For the reasons explained in section 2.1.5.1, the estimate of the
friction should take a lower value than the true friction, particularly at low
velocities, in order to avoid limit cycle behaviour around the origin. The
difference between the friction model and the true relationship governs the
possible controller gains which will still ensure sliding, a poorer model requiring
a larger gain, with the associated problems of chatter. In addition a poor
model will lead to a relatively large steady state error, for a given gain.

Due to the variability of the friction relationship and the difficulty of

obtaining a reliable model, it was decided to represent the friction as 4(x,) = f
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sgn(x,) where f is a constant selected to given a close correspondence with the
measured relationship. Thus the frictional behaviour measured as described in
chapter 2 and the model would typically take the formn show in figure 6.13.
Using this form of friction compensation in a control loop around the
elbow joint of the RTX, with the friction compensation level set at 3.4V,
corresponding to 1.77Nm, and a gain of 1.0V/", the trajectory shown in figure
6.14 was produced. This may be compared with the response using the same
control system parameters but with no friction compensation, shown in figure

6.1S.

Figure 6.13 Frictional relationship at elbow joint and simple friction model
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Figure 6.14 Response of Elbow joint with friction compensated controller
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It is clear that chatter still remains with the friction compensated controller
but the steady state error has been reduced to 0.47  in figure 6.14, compared
with 1.72° for the system with no friction compensation, shown in figure 6.15.

It is worthwhile noting the different gradients of the trajectories under the
control structures with and without friction compensation. In Figure 6.15,
representing the case without friction compensation, the sub-trajectories when
under positive feedback make a larger angle with the switching line than in the
case with compensation, where these sub—trajectories make an obtuse angle, as
seen in figure 6.14. This may be taken as an indication that the sliding
condition is nearer to violation in the friction compensated case than in the
uncompensated situation.

This point is further illustrated in figure 6.16 which shows the situation
where the friction compensation is raised to a level of 3.9V or 2.03Nm which
is above the measured value of friction. It will be seen that sliding ceases in
the region of 6° to 8 position error, is briefly re-established but then breaks
down completely, leading to large overshoot and the beginings of limit cycle
behaviour.

The reason for this highly undesirable behaviour is that, when the position
error approaches zero, the control signal without friction compensation must be
zero, independant of the velocity. When the friction compensation is included,
this is the only signal acting on the system. Hence, if the friction compensation
is above the true friction, the link will accelerate, rather than decelerating as
required. It is clear then that some modification to the control algorithm is
required, if the steady state error is to be removed, without the risk of
overshoot. One such modification is the inclusion of a boundary layer around

the switching line.
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Figure 6.16 Response for simple VSC with excess friction compensation
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6.3.1.2 VSC with Boundary Layer and Friction Compensation

Although the use of friction compensation is partially effective in removing
steady state position errors, when used as part of a simple VSC system it does
not cause a large reduction in the chatter amplitude. In order to achieve this
chatter reduction we may adopt the smoothing technique described in section
6.2 while including friction compensation to reduce the steady state error.

Using the same nomenclature as in section 6.2 and 6.3.1.1, we may write

the control signal used in this form of control as:

_ [ -1 sgn(s) if 151>k

Y kg s - 8(x,) if 1s1<ky

(6.2)

Once again we will consider the greatly simplified friction model, given by
f(x,) = f sgn(x,). It should be noted that, since the linear part of the control
signal is no longer a linear interpolation between two values which are less

than or equal to the input saturation level, but are augmented by the friction
- 191 -




compensation term, the control described by equation 6.2 may give a value of
u above the saturation value. Thus the control signal must be limited according

to:

u' - { Ugat sgn(u) If 1ui>ugg,
u if 1uiugy,,

where ug,, is the input saturation level.

A number of experiments were carried out using this algorithm, involving
a variety of control parameters and friction compensation levels. For comparison
purposes, the response using a controller without friction compensation is shown
in Figure 6.17. This is for the elbow joint of the RTX with a controller having
a switching line constant of ¢ = 8 s™' as in section 6.3.1.1, a boundary layer

width of 20's™" and a gain of k = 0.50V/'s™",

Figure 6.17 Response for controller with boundary layer and no friction
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It will be seen that the trajectory remains close to the switching line for
the majority of the trajectory, without chatter, but leaves the switching line as
the origin is approached, leaving a steady state error of 1.2°. By introducing
friction compensation at a level of 4.9V, equivalent to a torque of 2.54Nm, this
response is modified to that shown in figure 6.18.

The modified system does not remain as close to the switching line as in
figure 6.17 for reasons which will be explained shortly, but the trajectory does
approach the origin much more closely, giving a steady state error of 0.06°. It
is worth considering, at this stage, the effect of using a friction compensation
above the true friction level. This situation is illustrated in figure 6.19, in

which a compensation level of 7.33V or 3.82Nm was used.

Figure 6.18 Response for controller with boundary layer and friction
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Figure 6.19 Response for controller with over—compensation of friction
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This trajectory is seen to overshoot the origin by 0.68° but there is no
oscillation of the form found with the simple VS controller. Thus, although the
overshoot may be undesirable, the effect of a poor friction estimate is not as

bad as in the case of a simple VSC.

6.3.2 VSC with Acceleration Compensation

The reason for the deviation of the trajectory from the switching line
shown in figure 6.17 is that, in order for the RP to follow the switching
function, a deceleration must be induced into the system. This fact is not
accounted for in the controller definition and so, when on the switching line, if
the friction compensation level is correct, the total effective torque will be zero
and a constant velocity will be maintained. In order to attain the required
deceleration, the trajectory must deviate from the switching line by an amount
which causes the required torque to be applied. In the case of zero friction
compensation, illustrated in figure 6.17, the deceleration due to friction is

sufficient to keep the trajectory in the vicinity of the switching line for the
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majority of the transient, although as the origin is approached, the required
deceleration drops and so the friction causes an excess deceleration, leading to
the position shortfall. When friction compensation is included the deviation of
the trajectory from the switching line is large, particularly at high welocities
where the greatest deceleration is required.

In a second order system, it is a simple matter to determine the
acceleration required to maintain the trajectory on the switching line, given the

gradient of that line. The acceleration is given by:

de, de, de,
& " T, at ces

If we consider a simplified second order plant model, in which the effect
of nonlinear friction has been eliminated by the compensation mechanism

described previously, the plant dynamics are described by

then the required acceleration is caused by an input of:

u = -ce,/b

Adding this factor into the existing control definition, we obtain:

_ [ -1 sgn(s) if 1s1 > kp

Y kg s - a(e,) - ce,/b if 1s1 < Kkp

(6.3)

~

where b is an estimate of the input gain, b.

Once again, this control signal must be limited to prevent overdriving of

the motors as described in section 6.3.1.2.

Applying this algorithm to the elbow joint of the RTX, with the common
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parameters the same as those used to generate figure 6.18 and a value of 1/6
of 0.006V/’'s™2, the result shown in figure 6.20 is obtained. From this it will
be seen that a significant reduction in the deviation from the switching line has
been obtained, although some deviation remains, due to the simplified nature of

the friction model used.

Figure 6.20 VSC with boundary layer and friction and acceleration compensation
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It would be possible to reduce the switching line deviation further in this
situation by the use of a more accurate friction model, with friction values
stored as a piecewise linear function of velocity. There is however a limit to
the extent of these improvements, due to the variable nature of the robot
dynamic parameters due to configuration and load changes. In particular, the
acceleration compensation algorithm given by equation 6.3 assumes a constant
input gain, b. Clearly this is not the case and in practice, some variation in
this parameter will occur. In the absense of any reliable estimate of this

parameter, some error in the acceleration compensation scheme is unavoidable.

..196_



As an instance of this problem, the experiment illustrated in figure 6.20
was repeated with a 1kg load attached to the gripper mounting plate. The
resulting phase trajectory is shown in figure 6.21, along with the result for no
load. It is seen that the added mass has a significant effect on the dynamics in
both the reaching phase and the pseudo-sliding phase. The maximum overall
deviation from the switching line remains approximately the same but the
position of maximum deviation varies due to the different reflected torques from

the arm.

Figure 6.21 Effect of load mass on the friction and acceleration compensated

controller
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Although friction compensation provides a means of eliminating a
significant proportion of the steady state error caused by Coulomb friction and
acceleration compensation eliminates some of the deviation from the switching
line due to the required deceleration any compensation scheme must have

limited success in the presence of varying and unknown dynamics and
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disturbances. It is therfore necessary to consider alternative disturbance and
modeling error rejection techniques. One such method, the use of integral

action, is the subject of the following section.
with nd Layer and Integral Action

As described in section 2.1.6.2, integral action may be added to the
algorithm for variable structure control with a boundary layer, in such a way
that a second order stable filter is introduced into the dynamics of s with an
input constituted of the effective modeling error and external disturbances. Due
to a zero in the numerator of this filter, any steady state disturbances and
modeling errors are rejected.

A simple version of algorithm, in which dynamic compensation is not

included, may be written as:

q - { -1 sgn(s) if 1s1>kp
kg s + Ky Jsdt if 1si1<ky

A controller of this form was implemented on the elbow joint of the
RTX. Initially, the same switching line definition and gain as used in the

previous two sections were adopted to allow a comparative evaluation of the

effect of integral action.

As seen in figure 6.22, the addition of a moderate amount (k; = 37.2V/)
of integral action leads to a reduced deviation from the switching line,
following the initial overshoot, and a significant reduction in steady state error
(0.01° instead of 0.87°) compared with the same system without integral action.
It will also be seen that an increase in activity around the origin occurs; an
undesirable feature not found with the friction compensation described in section
6.3.1.2.

If the integral constant is increased to k; = 74.4V/  oscillation around the
switching line is caused, as shown in figure 6.23. The steady state error is

small (0.003°) but clearly this type of behaviour is undesirable.
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Figure 6.22 VSC with boundary layer and integral action (k; = 37.2V/’)
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The addition of integral action to the control algorithm provides a means
of removing the effects of steady disturbances and reducing the effect of
Coulomb friction. It does however have a destabilising effect which means that
the use of this component must be limited. This in turn means that the time
taken for the correcting action to be effective is longer than would be hoped,
making it ineffective in overcoming the problems caused by higher frequency
disturbances. This is seen in Figure 6.22, in which the integral action does not
begin drawing the trajectory towards the switching line until it has passed it for
a significant time. Thus although integral action does give some significant
benefits, it is not wholly effecive in overcoming the problems of a simple VSC
with boundary layer. It is therfore necessary to consider the effect of combining
integral action with the compensation techniques described in sections 6.3.1 and

6.3.2.

6.3.4 VSC with Boundary Layer, Compensation and Integral Action

It is a simple matter to combine the effects of the compensation and
integral algorithms described in the previous sections and, in the case of the
compensation terms, the same parameters may be adopted. For the integral
action, it is no longer necessary to adopt as high a component as required
when used alone, since the disturbance and nonlinear effects it is used to
overcome are to a large extent removed by the compensation terms. This has
the advantage that the high activity in the region of the origin, described in
section 6.3.3, is mostly eliminated. When implemented on the RTX, the results
for a step input change are of the form shown in figure 6.24. This result,
obtained using the elbow joint, is for the case of 4.4V friction compensation,
0.006V/"/s? acceleration compensation and an integral component of 20.0V/’,

while the remaining parameters where the same as used in previous sections.
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Figure 6.24 VSC with compensation and integral action
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Clearly the deviation from the switching line has been further reduced
while the steady state error has been lowered to 0.0045°. Since the control
signal adopted here is largely composed of compensation terms, with only a
small integral term used to eliminate any additional effects, it is natural that
the response should be sensitive to changes in those elements in the system
which are being compensated for. This point is illustrated in figure 6.25, in
which the same control system was employed for the robot with and without a
1kg load fitted.

Clearly the performance is somewhat degraded, due to this change in plant
parameters, but remains better than that achieved with the previously described

algorithms.
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Figure 6.25 VSC with compensation and integral action, with 1kg load
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It should be noted that the results described in the previous sections
involved fixed control parameters, so as to providle a common basis for
comparing performance, rather than being optimised for each form of control.
It is possible to obtain a better performance, in terms of speed of response
and switching line tracking, by a careful selection of parameters to suit the
particular form of algorithm, as seen in section 6.7.2. This was not done in all
cases since the optimised parameter values for one algorithm would not give

stable control for another and so could not be used for comparison purposes.

.4 Variable Structure Control with Piecewise Linear Switchin u

It will be noted from the previous sections that the phase trajectories of
the RTX joints under a given form of VS control differ widely between the
case of no load and when a load is applied. The most significant difference

occurs during the reaching phase, in which the system is driven with the
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maximum input torque and gives the full acceleration possible. During this
phase, the response is highly dependant on plant parameter changes. As
explained in section 2.1.3.2, this lack of invariance during the reaching phase
may be undesirable in some situations, and so a number of approaches have
been considered to avoid this behaviour.

The most promising is the use of a curved or piecewise linear switching
function, starting from the initial position and going to the origin, so as to
form a single curve along which sliding may occur. This curve may take many
forms, but the most generally applicable type consists of a region of linear
acceleration, a constant velocity phase, a linear deceleration and a final
exponential deceleration section, as described in section 2.1.3.2. An algorithm
of this form was implemented on the RTX in a way that allowed variation of
each of the switching line parameters individually. It would be possible to
calculate the equation of the switching function as a part of the control
algorithm but, owing to timing constraints, it was considered more appropriate
to pre—calculate the switching line definition and store the data as two arrays,
one of switching line gradients, ¢, and the other of offset velocities, vqgf, as

functions of position error, so that the value of s may then be calculated from:

s = c(e) e + & + vyp(e)

This method of storage results in a piecewise linear switching function
which, by making the position quantization level sufficiently small, (0.1°, 0.2°
and 0.15° for the shoulder, elbow and yaw joints respectively) gives a close
approximation to a smooth curve. The gradient and offset values for each of
the sections of the curve shown in figure 6.26 may be calculated using the

equations given in table 6.1.
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Figure 6.26 Piecewise

linear switching curve
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Table 6.1 Calculation of gradients and offsets

e
\ é=-ce

for piecewise linear switching

curve
Region Behaviour c Offset velocity
1 Exponent ial decel. Co 0
2 Linear deceleration| /a/(4 (e - e,)) |/a(e - ey)-ec(e)
3 Constant Velocity 0 Vo
4 Linear acceleration|-/8/(4 (e - e,)) |/B(e - e,)-ec(e)

It should be noted that the absolute wvalue of e, should be made a little

larger than the absolute value of the initial position error since, if this is not

the case, a small disturbance may move the RP to a region in which the

switching function is not defined,

leading to

unpredictable behaviour. This

adjustment need only be of the order of 0.1 to assure that the correct sliding

behaviour begins.

The calculation of the gradient and offset tables was carried out in such a

way that, if there were any overlap between regions, the following order of

precedence would be followed:
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b
1

Exponential deceleration
2 - Linear deceleration
3 - Linear acceleration

4 - Constant velocity

Thus, the exponential deceleration would always be present, while the
remaining parts would only be used if required to complete the curve.

This form of switching function was tested with each of the forms of VSC
described in previous sections, with the same control and switching line
parameters, to allow comparison between the different control algorithms. The
switching curve parameters, o and £ used were selected to give a fast
acceleration and deceleration while still being maintainable under worst case
loading conditions; v, was chosen to give a speed about the middle of the
attainable speeds while ¢, was selected to be compatible with previous tests and
the limit of the linear switching function region was chosen, through

experiments, to give a smooth final approach to the origin. The values selected

were:

€o = 87!

e =2

a = 600°s™?2
v, = 40°s™"
B = 400°s™2

For an initial error of 20°, this gives a switching function of the form

shown in figure 6.27.
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Figure 6.27 Example switching function definition
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6.4.1 Simple VSC with Piecewise Linear Switching Curve

The simple VSC algorithm defined in section 6.1 was applied to the case
of a piecewise linear switching function. Since the actuation signal is
proportional to the error and since a large initial error is present, for much of
the trajectory the system is effectively under bang-bang control. This, as
expected, results in a large chatter amplitude for the majority of the transient,
as shown for the elbow joint in figure 6.28.

It is worthwhile noting the effect of plant parameter changes, when using
this form of control. As an example, figure 6.29 shows the velocity profile of
the elbow joint with no load and with a 1kg load at the gripper. It will be
seen that the behaviour is not invariant to parameter changes, as would be the
case in an ideal VSC. The presence of pseudo-—sliding, rather than true sliding

leads to this loss of invariance.
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Figure 6.28 Simple VSC with piecewise linear switching function
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With the addition of a boundary layer, and the modification of the
algorithm to the form given in section 6.2, the actuation signal becomes
proportional to the distance from the switching line, rather than to the position
error, and so the problem of input saturation for large initial errors is avoided,
with the effect of reducing chatter. For the tests described in this section and
for the controllers developed from this, the width of the boundary layer was set
to 17°s™', with a gain of 0.58V/'s™'. Using the same switching function
definition as in section 6.4.1 results in a phase trajectory of the form shown in

figure 6.30.

Figure 6.30 VSC with boundary layer and piecewise linear switching curve
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It will be seen that the trajectory follows the switching line more closely
than in the case of the simple VSC, but that the welocity is always of a lower

value than that required. This is due to the friction in the joint which balances
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the torque generated in the motor at a given distance from the switching line.
This error is unavoidable with this form of controller, although it may be
reduced by an increase in gain or by the inclusion of friction compensation or

integral action, as described in the following section.

4, with Friction and leration mpensation and In al Action

Using the control described in section 6.3.4, with friction and acceleration
compensation and integral action, combined with a piecewise linear switching
function, a number of tests were performed on the elbow joint of the RTX.
Adopting the same control parameters as in section 6.3.4 and the switching

function definition used in section 6.4.1, the resulting phase plane trajectory is

as shown in figure 6.31.

Figure 6.31 VSC with compensation and integral action
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By combining all the compenents, it is possible to obtain good switching
line following and improved robustness to parameter changes, as shown in
appendix 7.1

It should be noted that the results given so far have been for controllers
placed around the motor mounted position/velocity sensors and it has been
assumed that the true arm position has followed the motor position sufficiently
closely. Clearly this is not always the case and, if large accelerations are
introduced, a significant position difference can occur. The reason for this
emphasis on the control of motor position is that the accurate sensing of joint
position and, more particularly, velocity cannot be achieved without the use of
high cost sensors, which may not be justified in all situations. It is however
worthwile investigating the problems of controlling the joint position, rather

than that of the motor. This is the subject of the following section.

6.5 Control of Joint Position

There are two major problems encountered when considering the closure
of a control loop around the joint rather than the motor. The first problem is
that only a relatively low position resolution is available when moderately priced
sensors are considered. The resolution of 0.025°, available from the encoder
mounted on the elbow joint of the RTX, is sufficient for position measurement
but when this is differentiated to obtain velocity, a very poor resolution is
obtained. For instance, if a 400Hz sample rate is used, then a backward
difference differentiation gives a velocity resolution of 10°/s, approximately 7%
of the maximum velocity. Although this may be reduced slightly by the use of
more complex filtering techniques, a significant improvement cannot be obtained
without the introduction of a large phase lag.

The second problem encountered is that caused by the flexibility in the
joint transmission system. The torque applied to the arm may be considered as

being dependant on the difference between motor and joint position, rather
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than on the torque generated in the motor. This effect, as noted by
Wallenborg [Wallenberg,88], often leads to limit cycle behaviour.

Notwithstanding the preceding problems, a number of forms of variable
structure control have been applied to the RTX, using joint position and
velocity rather than those of the motor. Fortunately there is sufficient damping
in the transmission system and in the joint itself to allow some form of control
to be obtained, although it will be seen that the performance is, in some
respects, inferior to that obtained when using a control loop around the motor.

These controllers will be described in the following sections.

6.5.1 Simple VSC Around Joint Position

A simple VSC may be applied to the arm, with position and welocity
derived from the joint mounted sensor, in the same manner as described in
section 6.1.3, with suitable scaling factors to allow precise setting of control
parameters, without the possibility of overflow. A typical response to a 20° step
change in demand input for a system with control parameters ¢ = 87, ¥ =
0.6V/" and a sample rate of 200Hz is shown in figure 6.32. It will be seen
that pseudo-sliding behaviour does occur, but with a significantly higher degree
of chatter than was the case with feedback from the motor mounted encoder.
The other problems described in section 6.1.3 also remain here; there is a

steady state error of 1.8 and the control activity is large.
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Figure 6.32 Simple VSC around joint sensor
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The problem found when applying any form of discontinuous control to a

system with significant drive flexibility is that the flexing of the drive allows a

position difference to be established between the motor and the joint; the size

of this difference being dependant on the amplitude of the discontinuity, a

large discontinuity leading to a large position difference, and it is this position

difference which leads to the degredation of performance observed here. As the

gain of a VSC is increased, so the amplitude of the discontinuiuty increases for

a given error leading to further reduction in performance. This may be seen in

figure 6.33 in which a gain of 4.0V/° was used. The large discontinuity in

control has led to oscillatory behaviour.
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Figure 6.33 High gain VSC leading to oscillatory behaviour
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The problems induced by the use of discontinuous control may be
alleviated to some extent by the use of smoothing techniques as described in

section 6.2.

6.5.2 VSC with Boundary Layer Applied to Joint Position

Adding a boundary layer to the switching line in the manner described in
section 6.2 results in a significant improvement in performance, as illustrated in
figure 6.34, which shows the result for the elbow joint with control parameters

c =877, kp = 6757 and k = 0.15V/’s™' and a sampling rate of 200Hz.
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Figure 6.34 VSC with boundary layer
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The deviation of the trajectory from the switching line has been
significantly reduced by the removal of the discontinuous control signal, without
an increase in the steady state error. Once again, the use of a large controller

gain results in undesirable behaviour, as seen in appendix 7.2.

6.5.3 VSC with Compensation and_Integral Action

In much the same manner as described in sections 6.3 and 6.4, friction
and acceleration compensation and integral action may be used to enhance the
performance of the VSC applied to the control of joint position. It is found
that similar performance improvements are achieved, as illustrated in figure
6.35, in which the same compensation parameters as found suitable for motor
position control were used, along with a gain of 0.15V/'s™' and an integral

constant of 1V/,
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Figure 6.35 VSC with friction and acceleration compensation and integral action
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The final form of the controller, represented by the result shown in figure
6.35 gives close switching line following and a steady state error of 0.05,
corresponding to two encoder counts.

As a means of improving the robustness of the complete movement, a
piecewise linear switching function of the type described in section 6.4 may be
adopted. When combined with the enhanced VSC algorithm, this produces
results of the form shown in figure 6.36 from which it is seen that switching
line tracking is within 10’s™' for the majority of the trajectory; a figure which
corresponds to two times the resolution of the measurement. Clearly this
performance is far from ideal but could not be significantly bettered without

improved velocity sensing.

- 215 -




Figure 6.36 Joint control using VSC with piecewise linear switching curve
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.6 ntrol in int and Motor Mounted Senso:

From the preceding results, it will be clear that control using the motor
mounted position sensor gives good velocity control but poor end point position
accuracy, while using the joint mounted sensor allows good position accuracy
but does not allow precise velocity control, due to the limited sensor resolution.
It is therefore desirable that the advantageous properties of each control scheme
be combined in a single control system.

For reasons explained previously, when a steady velocity or acceleration is
induced in the motor, a position difference between the motor and the joint
occurs, suggesting that a control system taking data from both sensors would
not be effective, if the transmission flexibility were not explicitly considered. It
should be noted however that, given constant wvelocity or acceleration, the
steady state position difference is fixed, provided the link dynamics remain

unchanged. Under these conditions, the joint velocity will be approximately
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equal to the motor wvelocity. Taking account of this, it was considered
worthwhile to investigate the behaviour of a control system using the joint
position and the motor velocity. A schematic diagram of the variable structure

controller adopted is shown in figure 6.37.

Figure 6.37 Variable structure control system using motor and joint mounted
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This form of control may be viewed in two perspectives, firstly it may be
considered as a straightforward VSC with a boundary layer, in which any
discrepency between the motor and joint wvelocities is neglected, with the
inherent robustness of the VSC algorithm minimising any detremental effects
caused by the disparity. Alternatively, it can be considered that the position
error as measured at the joint is used to generate a velocity demand which the
controller forces the motor to match. In the later case, since the velocity
profile generated from the position error is a smooth function, the velocity
difference between motor and joint does not undergo any rapid changes,
justifying the assumption the the two wvelocities are approximately equal.

It is a simple matter to convert the control software already written to
operate in this manner, only requiring changes to the software controlling the
reading in of position and the calculation of wvelocity, with minor modifications
to the scaling constants used. It was found that the control parameters

developed using the control system operating around the motor mounted sensors
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continued to give good performance when adapted to this configuration,
although limited tuning was carried out to give further improvements.

The performance of the elbow joint of the RTX with this sensor
arrangement was investigated for several forms of variable structure control
algorithm with boundary layer described in previous sections and the resulting
performance will now be summarised. In assessing the performance of the
various forms of control investigated, a problem is encountered in determining
the exact joint behaviour, owing to the poor velocity measurement resolution.
Thus the proximity of the trajectory to the switching line cannot be found
precisely, although a reasonable idea of the overall performance can be
obtained.

The initial investigation of this controller involved the use of a straight
switching line with boundary layer and a control signal proportional to the
deviation of the trajectory from this line, and proceeded to consider the

inclusion of friction and acceleration compensation and integral action.

6.6.1 C_with Boundary Laver using Motor and Joint Mounted Sensors

The simplest form of control without compensation or integral action,

defined by:

-1 sgn(s) if 1s1>ky

u= kg s if 1si<kp

§ = c(ej)ej+ €m

where ¢j is the joint position error, defined by ej = X4 ~ Xj where x j is the
joint position; and é,, is the motor velocity error, defined by &y, = x4 - Xp,
where X., is the motor velocity.

Using this form of control, applied to the elbow joint, results in a

response of the form shown in figure 6.38.
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Figure 6.38 VSC with boundary layer using joint and motor mounted sensors
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It will be noted that the trajectory remains in the vicinity of the switching
line but has a far greater deviation from it than is the case when using either
the motor or joint mounted sensor alone. This relatively large deviation might
be expected, given that the control system undergoes an abrupt change of
structure from bang-bang to a smooth control action when the trajectory first
reaches the boundary layer and that this change leads to a similarly rapid
variation in the relative positions of the motor and joint. Following this large
initial deviation, the trajectory follows the switching line more closely until, as
the origin is approached, Coulomb friction leads to the position shortfall
experienced previously with this form of control algorithm.

Figure 6.39 shows the effect of adding friction and acceleration
compensation and integral action to the basic algorithm. The improvements in
performance found are similar to those obtained when these control algorithms

were used with the motor mounted sensor,
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Figure 6.39 VSC with compensation and integral action
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.6.2 with a Piecewise Linear Switching Function

It was noted in the previous section that a relatively large deviation of the
trajectory from the switching line occurs following the transition between the
two control structures. This is caused by the rapid change in the required
acceleration which occurs at this point, leading to a rapid change in position
difference. One approach which may be adopted to overcome this problem is
that of using a piecewise linear switching function of the form described in
section 6.4. In this regime, the changes in acceleration are relatively small,
leading to reduced position disparity and improved switching line tracking. A
number of experiments were carried out using this type of switching function
with each of the variations to the basic control signal definition described in
the previous section and in section 6.4.3. It was found that each development
of the algorithm gave similar performance benefits to those described in section

6.4.3, with the response of the elbow joint for a controller with a friction and
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acceleration compensation and integral action being of the form shown in figure
6.40.

It will be seen that the trajectory follows the switching function closely,
given the poor welocity measurement resolution, and gives less deviation from
the switching function than was the case when a straight switching line was

used, owing to the relatively small changes in acceleration required in this case.

Figure 6.40 VSC with a piecewise linear switching function
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6.7 Comparison of Control Algorithms for the RTX

In the preceeding sections, a number of control algorithms have been
applied to the control of the elbow joint of the RTX and the resulting
behaviour investigated. The performance of each type of controller has not
however been compared with each other in quantitative terms. It is the

intention in this section to present such a comparison between these controllers
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and a PID controller for a wvariety of movements. The comparison will be
divided into four sections, considering the computational effort required; the
speced of response for the movement of a single joint; the accuracy and
repeatability of point-to-point movements involving the elbow and shoulder
joints and the tracking accuracy for continuous path movements. The
performance in each of these respects will be considered in turn in the
subsequent sections and this will be followed by an overall summary and
recommendations on selection.

It should be noted that in preceeding sections, the control parameters were
not adjusted to give the best possible performance in all cases, since this would
not allow an evaluation of the effect of individual terms in a control algorithm.
It is therfore necessary to re—tune each controller to give the best performance

before carrying out the tests reported in this section.
7.1 mputational t_of Control Algoritms

As indicated in the introduction to this chapter, the computational cost of
the control algorithms considered here may be evaluated by determining the
amount of slack time between interrupts. This method of evaluation gives a
useful indication of the computation time required for a given coding of the
algorithm and has frequently been used in the development of algorithms. It
does however give an indication of the efficiency of the algorithm coding,
rather than of the algorithm itself, and so a modification to the software
(replacing certain operations with machine code routines for instance) may give
an increased amount of slack time, without any change to the algorithm. In
addition, this method does not take account of the relative speed of the
hardware oﬁ which the program is run. For these reasons it was decided that a
more useful indication of an algorithm's efficiency would be obtained by a
comparison of the number of times each form of arithmetic operation is

required. The figures for each of the components in the algorithms considered
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in the preceeding sections are collated in table 6.2. The number of operations
for a given control scheme may be found by adding the components for each
element used. Thus, for a VSC with boundary layer and acceleration

compensation requires a total of 2 + 1 add/subtracts, 2 + 2 multiply/divides and

one conditional statement.

Table 6.2 Number of operations required in control algorithms

Control Operation Type
Algorithm
Element Add/Subtract | Multiply/Divide Others
PID 3 3 -
Simple VSC 2 2 1 sgn
VSC with 2 2 1
Boundary Layer Conditional
Friction Comp. 1 1 1 sgn
Acceleration 1 2 _
Compensation
Integral Action 1 1 -
Piecewise Linear 1 1 2 Table
Switching Curve Lookups

These figures represent the computation involved in the control of a single
axis, using position information derived from a single encoder. In the case
where multiple joints are considered, the increase in computation is a multiple
of that for a single joint, with only a single element for the interrupt handling
overhead, which is only required once for each interrupt, independant of the
number of joints. This overhead time is 0.18ms on an 8086 based computer
running at 4.77MHz. When the control algorithm requires both joint and motor
position or welocity information, the input routine must be repeated twice. Each

of these position readings takes 0.46ms on the same computer.
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An important consideration in the evaluation of a control algorithm for a
robot manipulator is the speed with which the controller drives the arm to the
required position, generally with the proviso that any overshoot of the required
position be extremely small. When developing a control system with this in
mind, it is vital that the nonlinear nature of the robot, and in particular the
limited forces/torques available, be considered since, if these factors are
neglected and a linear system model is adopted, it is possible to design a
control system which will theoretically provide any speed of response required.
Clearly this is not in practice possible and the behaviour of such a system will
in practice be far from ideal, often with overshoot and possibly instability.

It has been shown [Ryan,81] that for a single input single output, time
invariant system with bounded inputs, the fastest speed of response is obtained
when the control signals are extremal. In addtion, for a second order system,
the optimal motion is obtained using a single switching of the control signal
from one limit to the other during the transient.

Although an optimal control system could be determined, following the
procedure described by Geering [Geering,86], and augmented to overcome the
effects of nonlinear friction, such a system would be highly sensitive to
parameter and load changes. It is clear from this however that, in order to
attain the highest speed of response possible, the nonlinear nature of the RTX
must be considered and that a near optimal response will be one which reaches
the desired point using a control signal which is saturated for the majority of
the transient and has a small number of switches. These facts were used in
tuning the control systems described previously so that, by looking at the
control signal used, the optimality could be estimated.

The movement for which the speed of response was compared involved the
elbow joint in a rotation of 20°, with the yaw axis at an angle of zero degrees

to the radial line through the shoulder axis and with no gripper or other
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additional load. Using this example movement, the PID controller and the VSC
with a straight switching line and boundary layer were tuned to give the fastest
response without overshoot. The resulting phase trajectories are shown in figure

6.41 while the control signals are shown in appendix 7.3.

Figure 6.41 Response of PID and VSC with boundary layer tuned for maximum

speed
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It is clear that the two trajectories are very similar, with the VSC being
only marginally faster in this case, although in other tests this was not so, the
PID control being faster by a similarly small margin. The wariations in speed
are duve to changes in the initial joint angle, relative to the motor angle,
dependant on the previous movement carried out. It should be noted in the
case of the VSC that the trajectory deviates from the switching line by a large
amount and, in fact leaves the boundary layer.

From a consideration of optimal control theory it is clear that if a

simplified, double integrator model is used to represent the plant dynamics, the
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time optimal controller will involve a curved switching line. With this in mind,
a VSC with boundary layer using a piecewise linear switching function was
investigated. It was found, as seen in appendix 7.3, that the phase trajectory
was virtually the same and the time response no faster than when a straight
switching line was adopted.

Although it has been shown that the difference in performance between
PID and VSC algorithms is minimal when tuned for a particular movement, it
is worthwhile comparing the speed of response of the elbow joint using the
VSC algorithm and the modified motor drive and sensor hardware with that
attained by the manufacturers using the original hardware system. A comparison
is shown in figure 6.42 from which it is clearly seen that the control system
developed has resulted in a speed improvement by a factor of three for a

typical movement.

Figure 6.42 Comparison of speed using VSC and manufacturer's PID control
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6.7.3 End Point Position Accuracy

Throughout the work described so far, the accuracy of movement has been
judged from the difference between the position as sensed at either the motor
or the joint and that required; and it has been shown that this error can be
reduced to a very small amount, typically of the order of 0.00S°, by the use
of appropriate control strategies. Although this is a necessary activity and, when
the joint mounted encoders are used, provides a reasonably accurate
measurement of end point position accuracy, there are a number of effects
which can lead to end point errors which cannot be measured in this way.

The main sources of end point position errors, when the motor mounted
sensors are used, are flexibility in the timing belt transmission system and
backlash between these belts and the pulleys. These effects can result in a
significant difference between the true joint angle and the angle measured at
the motor (up to 2.0° due to flexing and 2.5 due to backlash in the elbow
joint) and although the former problem mainly occurs during the transient,
when the force transmitted by the belt is greatest, owing to the static friction
in the joint, a steady state error can also be introduced from this source.
Errors may also be introduced when the robot is initialised, since each joint is
driven to an end stop, introducing a significant degree of flexing in the
transmission, before the motor position is set. Due to variability in the backlash
and the static friction characteristics, a large variation in the initialisation
position can occur (up to 3mm).

Each of these problems are alleviated when the position sensors are
mounted on the joints themselves but there are still further problems which
cause inaccuracy in this situation. These problems are caused by flexing of the
Z-column and the carraige on which the arm is mounted. Although mainly
causing errors during the transient stage, some inaccuracy can remain in the
steady state position.

Due to the inaccuracy of the initialisation procedure, a test of the absolute
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accuracy of the robot would give more information about the accuracy of the
initialisation than that of the control algorithm itself and so it was decided that
a measure of the repeatability would be more informative in this instance. In

order to measure the repeatability, a number of techniques were considered as

described in the following section.

1 ian Position rment Techni

A number of schemes to allow accurate measurement of the cartesian
position of the robot end point have been investigated and a suitable technique
established. A number of the possible solutions to this problem will be
considered here. Ideally the measurement system should be non-contact so as to
avoid any effect on the robot dynamics and should give a high measurement
speed to allow evaluation of the dynamic behaviour.

A number of optical techniques have been considered and a system using a
videcon camera connected to a MicroVAX with a frame store developed. The
MicroVAX was used to determine the centre of area of a light source mounted
on the end effector and, when running real time allowed a sample rate of 7Hz
to be attained or, by recording the video signal to tape before processing, this
could be increased to 25Hz. Owing to the nonlinear nature of the camera and
lens system, the resulting measurements were not sufficiently accurate and
although they could be linearised, this would require precise setting up and
would increase the computation time significantly.

A system which would provide a higher speed of sampling was
investigated, based on an X-Y optical position sensor which could be made to
provide voltages proportional to the X and Y co-ordinates of a light spot
falling on it's surface. The sampling rate using this device is only limited by
the signal to noise ratio of the sensor and the subsequent electronics. Once
again, the optics and sensor used were nonlinear and so the system was not

fully developed. A number of optical tracking systems are commercially
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available, including the Watsmart system supplied by Northern Digital Inc. and
Robotest available from Polytec, but were not considered cost effective in this
instance.

Two measurement schemes were eventually used, both dependant on the
planar nature of the movements considered. The first technique involved a
solonoid, mounted on the end effector with the plunger caused to vibrate with
a vertical movement of approximately 4mm, at a known frequency. By
attaching the solonoid to a pen, or by placing a sheet of carbon paper below
it, a trace of the end effector path could be obtained. Photographically
enlarging the resulting plot allowed the positions to be accurately measured in
both X and Y co-ordinates. The sample rate attainable using this method was
limited to 20Hz by the solonoid dynamics; also, the evaluation of the trajectory
was time consuming, particularly when a high dot rate was used.

A preferable method and the one used to derive the results presented
here, consisted of a digitizing tablet placed below the robot with the cursor
mounted on the end robot effector. By simulating the pressing of a button on
the cursor by means of a by-pass circuit, the cartesian position of the end
effector could be obtained and transmitted via a serial line to a logging
computer. Driving the cursor button by-pass from a signal generator enabled by
the control computer for the duration of the transient, a record of the transient
behaviour could be obtained with an accuracy of 0.1mm at a sample rate of up
to 150Hz. The static position accuracy could be assessed in the same manner.

In order to investigate the cartesian position accuracy, a suitable
co-ordinate frame must be established. The choice of co-ordinates is somewhat
arbitrary; that shown in figure 6.43 is used throughout the subsequent

description.
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Figure 6.43 Co-ordinate frame used in cartesian accuracy measurements
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Both point-to-point and continuous path accuracy measurements were
performed with the arm at a distance of 327mm from the highest point of it's

travel.

6.7.3.2 Repeatability of Point-to—point Movements

The repeatability of the RTX was assessed using a number of control
algorithms and sensor configurations at several points in the working envolope.
For each test, the required position was approached from a point 50 mm or
100mm distant in the positive and negative X and Y directions, thus giving four
separate movements. The demand positions were (0,200), (0,400), (300,300) and
(-300,300), thus giving an indication of the effect of position on the
repeatability. The resulting measurements are presented in table 6.3 as the
maximum and mean absolute deviation from the mean position in X and Y

directions and radially.



Table 6.3 Point-to-point repeatability for various controllers

Control Deviation from Mean (mm)
Algorithm See
X Y Radial
Position Sensor Part
Placement Max. Mean | Max. Mean | Max. Mean
Original PID - 0.38 0.14 1.00 | 0.43 1.03 0.47
PID - 2.30 0.84 2.35 1.09 2.58 1.48

VSC / Motor 6.3.4| 1,80 | 0.66 | 1.57 | 0.77 } 2.31 | 1.10

VSC / Joint+Motor|6.6.1] 0.27 | 0.08 | 0.47 | 0.22 | 0.48 | 0.25

From the figures presented in table 6.3, it is clear that although changes
to the control algorithm can give some improvement in repeatability, in order
to achieve high accuracy, the position sensors must be mounted at the joints
rather than the motor. This hardware modification leads to a typical
improvement in end point position repeatability of a factor of four, compared
with that achieved using the same algorithm but with the motor mounted
sensors.

The figures for the manufacturer's control system appear good compared
with those for the control systems using the motor mounted sensors. The reason
for this difference is that, owing to the lower acceleration attained using the
manufacturer's motor drive system, the stiction between the belt and pulley is
not broken, and the effect of backlash is not encountered. If the arm were
required to manipulate a heavy load or apply force to an object as part of an
assembly task, a lower repeatability could be expected, since this stiction would
be broken. The figures given here should be compared with the manufacturer's

claimed repeatability of 0.5mm.

7.3.3 Accuracy of ntinuous Path Movements

The end point accuracy of continuous path movements may be measured

in two ways, by using either the joint mounted encoders or the digitizing
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tablet. When using the digitizing tablet the problem of accurate initialisation is
once again encountered, making it difficult 10 relate the co-ordinate frames of
the digitizer and the robot. The joint mounted encoders provide a measure of
the end point position accurate to within approximately 0.2mm in the static
case. The dynamic position measurements obtained using these sensors may be
verified using the data from the digitizer to give the end point tracking
accuracy to a similar precision.

The measurements performed involved movement at a range of speeds and
in different directions, so as to assess the overall performance. The results

presented here are based on the following movements:

Number Start Position (mm) End Position (mm) Velocity (mm/s)

X Y X Y
1 0 200 0 400 50
2 0 400 0 200 50
3 0 200 0 260 20
4 0 200 0 400 100!
5 100 300 -100 300 50

' The velocity of this movement was reduced to 80mm/s in the case of the

manufacturer's controller since the higher welocity could not be attained.

Tests 1 and 2 may be considered typical of the operations required from
the robot, being in the centre of the working volume and at a moderate speed.
By demanding the same trajectory but in different directions, it was hoped that
any effects caused by backlash would be noticable. Operations 3 and 4 are
similar to 1 and 2 but were designed to give an indication of the effect of
speed on the tracking accuracy. The final test was intended to give an
indication of the performance when moving in a different direction and, owing
to the crossing of the X = 0 axis, requires the elbow joint to stop and reverse

in the middle of the trajectory.
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These operations were performed using the manufacturer's PID control; a
PID algorithm wusing the enhanced hardware and the VSC algorithms, with
friction and acceleration compensation and integral action, deriving position and
velocity signals from the motor alone, as described in section 6.3.4, and using
joint position and motor velocity information, as detailed in 6.6.1. In all cases
the end point positions were derived using both the high resolution joint
mounted encoders and the digitizing tablet and the results from each source
compared.

A number of the individual results are worthy of comment, since they give
an indication of the sources of some of the errors found and these will be
presented before a summary of the overall performance is given.

The result for the VSC systems for the first movement are shown in
figure 6.44 in terms of the anglular errors, as measured using the sensor used
in the control loop.

It will be seen that in both cases a relatively large error occurs during the
initial acceleration phase, typically 0.20° for the shoulder and 0.35° for the
elbow in the case of the joint position based controller and 0.075° and 0.16°
when the motor position is employed. The errors reduce to 0.0083° and 0.025°
for the joint controller and 0.02° and 0.03° using the motor position once this
is over. The large initial error is a result of the infinite acceleration required
to follow the trajectory. This error could be reduced by the introduction of a
constant acceleration phase at the begining of each movement. In the case of
the joint mounted encoders, the position error is nearing the resolution limit of
the encoder, as may be seen from the step-like nature of the result. The
larger errors in the acceleration phase for the joint position based controller
are due to the flexibility of the drive system which absorbs the initial
movement of the motor, allowing the joint to lag behaind. The control systems
thus perform well in terms of the measured position. This should be contrasted
with the results shown in figure 6.45 which are for the same tests but with the

cartesian errors plotted.
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Figure 6.44 Measured joint angular errors for VSC systems using motor and

joint mounted sensors
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It will be seen that in both cases a relatively large error occurs during the

initial acceleration phase, typically 0.20° for the shoulder and 0.35° for the

elbow in the case of the joint position based controller and 0.075° and 0.16°

when the motor position is employed. The errors reduce to 0.0083° and 0.025°

for the joint controller and 0.02° and 0.03" using the motor position once this

is over. The large initial error is a result of the infinite acceleration required

to follow the trajectory. This error could be reduced by the introduction of a
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constant acceleration phase at the begining of each movement. In the case of
the joint mounted encoders, the position error is nearing the resolution limit of
the encoder, as may be seen from the step-like nature of the result. The
larger errors in the acceleration phase for the joint position based controller
are due to the flexibility of the drive system which absorbs the initial
movement of the motor, allowing the joint to lag behaind. The control systems
thus perform well in terms of the measured position. This should be contrasted
with the results shown in figure 6.45 which are for the same tests but with the
cartesian errors plotted.

Clearly, the errors for the control system using motor position are
significantly larger than those for the joint-mounted encoder system. For the
control system wusing only the motor-mounted sensor, the maximum position
errors following the initial deviation are of the order of 0.8, while when joint
position and motor welocity are used the maximum errors fall to approximately
0.2mm. It should also be noted that the position error during the acceleration
phase is reduced from 1mm to 0.4mm when the joint positions are used. These
figures may in turn be compared with the cartesian position errors obtained
using the manufacturer's PID control system and the PID algorithm using
enhanced hardware, shown in figure 6.46.

In this case the position errors have a maximum value of 2mm during the
acceleration phase remains large throughout the transient. It will be noted from
the results for the manufacturer's controller that a periodic signal s
superimposed on the error trajectories. This is caused by mechanical resonances
which are excited by the control system and by stick—slip phenomena due to
static friction in the joints, a problem overcome by the use of friction
compensation in the VS controllers. This effect is quite noticable when

observing the robot.
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Figure 6.45 Cartesian position errors for VSC systems using motor and joint
position
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Figure 6.46 Cartesian position errors for PID control systems
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Figure 6.47 Cartesian position errors when following type S trajectory
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(iv) Joint/Motor Based VSC

The relatively large end point position errors observed for the controliers
deriving position information from the motor mounted sensors are due to the
flexibility and backlash in the belt drive system and errors introduced in the
initialisation procedure. The effects of backlash, flexibility and Coulomb friction
may be seen in figure 6.47 which shows the cartesian position errors for the
three control schemes when the fifth trajectory is to be followed.

In the case of the controllers using motor position, a large error is present
for the duration of the trajectory and changes form following the 2s point. At
this point in time the direction of movement of the elbow joint changes so that
the effects of the non-ideal drive mechanism and the joint stiction are
accentuated at this point. In the case of the joint position based controller the
effect of this is far less significant.

The effect of velocity on the tracking error was investigated for each
control system by causing the robot to follow trajectories 3, 1 and 4, which are
the same type of path but at velocities of 20, 50 and 100mm/s respectively. As
expected, the tracking errors, particularly those in the acceleration phase,
increase at the higher speeds. The results of these experiments are given in
appendix 7.4.

The errors recorded for each of the trajectories, when performed by the

four control schemes are summarised in table 6.4 in terms of the mean values
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for the first 0.5s of the trajectory, the acceleration phase, and for the

remainder of the response. The values given in this table are the maximum

absolute error, given by:

e = max ( Ixj - K412 + 1y; - §412 )

and the mean absolute errors, defined by:

(1x{ - &12 + 1y; - §112 )}

®
1

Z| -

—i\ 2

where £; and §; are the required x and y positions at sampling instant i, and
N is the number of samples considered.

It can be seen that the VSC algorithm using the high resolution motor
mounted encoders and current mode drives leads to an improvement in mean
tracking accuracy by a factor of approximately 30% when compared with the
manufacturer's PID controller and approximately 60% when compaered with a
PID algorithm using the same hardware. This is the case for both the initial,
acceleration phase and for the remainder of the trajectory. This may be
compared with the results for the VSC system using position information
derived from the joint mounted encoders. In this case the mean error is
reduced to less than a tenth of that for the manufacturer's system for the
latter part of the trajectory but, during the acceleration phase no significant
improvement is obtained. This is due to the unreasonable demand trajectory
which would require infinite initial acceleration. In both of the VSC systems
this acceleration cannot be achieved and so a similar maximum error occurs,
although the joint position based controller reduces this error much more

quickly, leading to a lower mean error.
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Table 6.4 End point tracking errors for control systems (mm)

For t < 0.5S§

Traject. Manf. PID PID VSC / Motor |VSC/Joint+Mot
Number Max. Mean | Max. Mean | Max Mean | Max. Mean

1 2.65 | 1.93 | 2.77 | 2.06 | 1.05 ] 0.42 | 1.44 | 0.36

2 2.69 | 1.56 | 3.48 | 2.92 | 2.46 | 2.09 | 1.66 | 0.49

3 2.12 | 1,35 | 2.96 | 1.24 | 0.66 | 0.39 | 0.72 | 0.27

4 3.59 | 1.60 | 2.32 | 0.76 | 2.28 | 0.55 | 3.14 | 0.77

S 2.83 |1 1.47 | 4.52 | 4.18 | 2.53 | 1.8 | 1.65 | 0.58
Mean 2.78 | 1.58 | 3.21 | 2.23 | 1.80 | 1.06 | 1.72 | 0.49

For t > 0.5S

Traject. Manf. PID PID VSC / Motor |VSC/Joint+Mot
Number Max, Mean | Max. Mean | Max Mean | Max. Mean

1 2.25 | 1.36 | 2.67 | 2.39 | 0.82 | 0.27 | 0.19 | 0.05

2 2.25 | 1,47 | 3.45 | 2.99 | 2.22 ] 1.72 | 0.31 | 0.06

3 1.98 { 1.13 | 1.80 | 1.56 | 0.41 | 0.20 | 0.25 | 0.09

4 2.24 | 1.51 | 1.49 | 1.25 | 0.40 | 0.26 | 0.26 | 0.09

5 2.34 | 0.65 | 4.18 | 3.36 | 2.44 | 1.79 | 0.46 | 0.13
Mean 2.34 | 1.22 ] 2.72|2.31 | 1.26 | 0.85 | 0.29 | 0.08

election of ntrol System

It has been shown that the adaptation of the position measurement and
motor drive hardware and the control algorithms used in the RTX can lead to
a significant improvement in performance in terms of speed of response and
position accuracy for both point-to-point and continuous path movements. The
cost of implementing these changes may not be justified in a small number of
situations where speed and accuracy are not important, but in the majority of

cases the improvement in performance is sufficient to justify at least some of
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the enhancements described here.

The improvement in the speed of response by a factor of approximately
three is almost entirely due to the adoption of the current mode motor drive
system. This allows a maximum speed approximately twice that possible with
the voltage drive used by the manufacturer and, since the motor torque is
controlled, a rapid and smooth acceleration and deceleration may be obtained,
without risk of motor damage due to overheating. In order to obtain adequate
control at the higher speeds attained in this way, an improved velocity
measurement system was required, as was an adaptation to the control system.
It was seen in section 6.7.2 that the difference in performance between the
PID and VS control algorithms, when tuned for maximum speed for a given
movement with fixed load, was minimal, with the performance being governed
by the current saturation Jevel rather than the control system. This is to be
expected in a controller which produces a saturated actuation signal for the
majority of the transient, as was the case with both forms of control. Thus,
once again, the improvement in speed performance was due to the development
of new hardware rather than changes to the control system.

When the positioning accuracy of the robot is considered, it is found that
the choice of control algorithm had a far more significant effect on
performance, although the changes in hardware were also necessary for these
controller enhancements to be effective. In terms of the point—to-point position
repeatability, a slight deterioration in performance was seen when using the
VSC algorithm wusing motor position compared with the manufacturer's
controller. This was due to the higher torques generated using the VSC system
which cause the drive system imperfections to become more apparent than in
the manufacturer's PID controller. If the robot were required to apply force to
it's enviroment, the PID algorithm would suffer similar effects and so no real
advantage is obtained compared with the VSC. The performance when using
motor position in this mode of operation is thus limited by the design of the

transimission system rather than the control algorithm. This could be improved
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by adopting the drive system modifications described in section 4.3. If the joint
position based controller is considered, an improvement in repeatability by a
factor of two is obtained, when compared with the manufacturer's controlier,
although this improvement could be expected to increase in the presence of
large external disturbances.

When the trajectory tracking performance is compared, it is seen that the
motor position based VSC gave 30% lower end point position errors than the
manufacturer's PID system and 60% lower compared with the PID algorithm
using the enhanced hardware. This was due to the smoothness of response
obtained using the friction compensation technique to prevent the stick-slip
behaviour which occured with the original controller. The original control
performance was found to be very jerky, leading to the backlash effects not
found with the VSC. Once again, using the joint position and motor velocity
led to a far more significant reduction in tracking error, in this case by a
factor of ten.

It is clear that the adoption of a VSC algorithm with friction compensation
based on the motor position gives significant performance improvements when
combined with the enhanced hardware. The greatest improvements are obtained
however when the joint position and motor wvelocity are combined and wused
with a VSC algorithm.

This latter option gives the greatest performance improvement but is also
the most expensive to implement, requiring high resolution encoders for the
joint and motor. In particular, the 10800 lines/rev and 3600 lines/rev encoders
mounted on the shoulder and elbow constitue a large component of the
implementation cost. With this in mind, a number of tests were performed to
investigate the effect on position accuracy of wusing lower resolution joint
mounted encoders. The reduced resolution system was simulated by simply
masking off a number of the least significant bits of the position information
used in the control loop, while retaining the full precision for evaluating the

performance. Both point-to—point and continuous path movements were
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investigated using the same procedures as described in sections 6.7.2.2 and
6.7.2.3, although continuous path tests were only performed using the type 1
trajectory, since the errors found for this trajectory were typical of the ovenall
performance. The resolution levels considered were set to 1, 4, § and } times
the maximum value for the respective encoders, giving equivalent resolutions of
10800, 5400, 2700 and 1350 lines/rev for the shoulder and 3600, 1800, 900 and
450 lines/rev for the elbow. The resulting figures for point~to-point repeatability
are shown in table 6.5, while those for trajectory tracking are given in table
6.6. Plots of position error against time for the trajectory tracking tests are

shown in appendix 7.5.

Table 6.5 Point—to—point repeatability with various sensor resolutions

Relative Deviation from Mean (mm)
Resolution
/ X Y Radial
(Shoulder ,Elbow
Resolution) Max. Mean Max . Mean Max. Mean

1 (10800,3600) | 0.27 0.08 0.47 0.22 0.48 0.25

1 (5400,1800) 0.25 0.11 0.40 0.15 0.41 0.21

3 (2700,900) 0.38 0.11 0.45 0.22 0.47 0.25

Table 6.6 Effect of sensor resolution on tracking accuracy

Relat ive Tracking Error (mm)
Resolution
/ t<0.5 t50.5
(Shoulder,Elbow
Resolution) Max. Mean Max. Mean

1 (10800,3600) 1.44 0.36 0.19 0.05

3 (5400,1800) 1.33 0.35 0.27 0.08
3 (2700,900) 1.36 0.36 0.35 0.12
§ (1350,450) 1.59 0.41 0.52 0.21
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From tables 6.5 and 6.6, it is clear that the effect of the small changes
in encoder resolution considered have a minimal effect on the end point
repeatability while the effect on trajectory tracking accuracy is far more
significant, with the mean accuracy for the latter part of the trajectory being
approximately four times better in the case of the full resolution sensors,
compared with the § resolution result. It will also be noted that the tracking
errors between the unity and 4 resolution cases are similar, suggesting that
increasing the sensor resolution beyond 10800/3600 lines/rev would not give a
further performance improvement with this control scheme. It would therfore be
recommended that a control system be adopted, based on the VSC algorithm
described using motor velocity and joint position, sensed with a resolution of
typically 5000 and 2500 lines/rev for the shoulder and elbow respectively.

The most appropriate sensor system for a particular application will depend
on the accuracy required and the particular cost/accuracy trade—off. It should be
noted that even with the lowest resolution simulated here, the tracking error is
superior to that achieved with the motor mounted sensors. If encoder
resolutions of the order of 5000/2500 lines/rev are required, the most cost
effective solution would be to employ lower resolution sensor (typically 500
lines/rev) driven from the joints via anti-backlash gearing of the appropriate
ratio to give similar effective resolution (typically 10:1 and 5:1 for shoulder and
elbow respectively). Since the moment of inertia of an encoder disc of this
resolution is small ( < 107 7kgm? ) the effective inertia added to that of the
arm will be insignificant compared with that of the arm itself. Also, since the
torque required to overcome friction and accelerate such a small disc would be
minimal, the antibacklash gearing used could be of a small size and so would
not affect the joint dynamics. The encoder mounted on the motor need not
have a resolution as high as that used here, with a sensor of 100 lines/rev

giving sufficient wvelocity resolution at a little lower cost.
To improve the overall accuracy of the RTX, a more accurate initialisation

procedure is required. This could be achieved using the moderate resolution
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sensor and antibacklash gearing system described, if the encoder with an index
channel and an additional low resolution sensor, such as an optical interrupt
switch, were combined to give a unique position indication.

The motor drive circuit should be left unchanged since it has performed

well throughout and the cost savings which could be made by redesign would

not justify the time required.
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CHAPTER 17

Evaluation of the Design of Nonlinear Controliers

for Nonlinear Systems

In the preceeding chapters, the design of nonlinear control systems for
plants which are themselves nonlinear has been considered with reference to a
particular set of control methodologies (Variable Structure Controllers) applied
to a specific nonlinear system (the RTX robot). This has involved the study of
the dynamic modelling of the robot arm, the enhancement of a computer aided
design suite to make it suitable for the robot dynamics, the development of
new hardware for the robot and the implementation and testing of a range of
controllers for a number of movement types. Although results pertinent to the
particular subject considered have been given in each chapter, it remains to
discuss these results within the framework of the overall project. In this chapter
we will consider the work carried out on the enhancement of the computer
aided design suite, the development of new robot hardware, the determination
of a dynamic model of the RTX and the design of new control systems within

this framework.

.1 mputer Aide i uite Enhancemen

The alterations made to the CACSD suite covered a number of aspects,
having effects of varying significance for the user, from simply allowing linear
matrix data to be modified rather than re-entered, to changes in the model
structure and the solution algorithm. A number of changes were made as a
result of improvements in the hardware available, allowing a virtual filing

system to be operated which in turn made the use of larger model structures a
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practical proposition. Increasing the number of system states from five to twenty
allows the majority of general systems to be considered and enables the
investigation of the full nonlinear model of two links of the RTX.

The modifications made to the system model structure described in section
5.3 were shown in section 5.5 to allow the simulation of the interaction
dynamics of a two link planar robot to a reasonable accuracy within an
acceptable time scale. Although the time involved was a little longer than that
achieved using SIMNON, the benefits of having other parts of the CACSD suite
available as part of the same package may outweigh this deficiency. In
particular, the system representation interchange routines prove useful, as does
the possibility of adding user implemented code to the existing routines.

While studying the application of discontinuous control schemes to
dynamical systems, it was found that the numerical solution algorithm
implemented became inefficient in circumstances where a non-smooth
nonlinearity was present. This prompted the investigation of a number of
alternative algorithms and a comparison between them for this type of system.
This also provided the opportunity of comparing the performance of the PHAS
algorithm with other better established methodologies for a variety of system
types, a comparison which had not previously been thoroughly made. The
algorithms compared are typical of those used in general simulation packages,
being a fixed step size fourth order Runge-Kutta and a fourth/fifth order
Runge-Kutta-Fehlberg with variable step length. The PHAS algorithm was also
tested using both fixed and variable step size. All these algorithms used a single
step mechanism. Multi-step procedures were not considered viable, for the
reasons given in section 5.4.4.

It was found that the most appropriate algorithm in a particular instance
depends on the nature of the differential equation considered and the accuracy
of solution sought. In general, for differential equations with smoothly varying
right hand sides, all algorithms performed as expected, with fixed step

algorithms giving errors proportional to the square of the step size in the case
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of the PHAS algorithm and the fourth power of the step size for the
Runge-Kutta methods. Thus, if a relatively large error is acceptable, the PHAS
algorithm is faster in computation, while if greater accuracy is sought, the
foﬁrth order Runge-Kutta method becomes preferable. It was noted that the
PHAS algorithm gave a smoother phase plane trajectory than the Runge-Kutta
result because of the different interpretation of the time variable; in the case
of PHAS as an extra state, and in the Runge-Kutta method as a reference
against which the states evolve.

The variable step size versions of the algorithms performed well in this
situation with the errors produced being predictable from the error tolerance
set, provided a reasonable step length was allowed. These algorithms were
however more expensive computationally than their fixed step counterparts, for
a given result accuracy. This reduction in efficiency, by a factor of typically
50%, may well be tolerable in a general purpose package, given the benefits of
improved reliability. Of the variable step size algorithms tested, the PHAS
algorithm proved more computationally efficient than the Runge-Kutta-Fehlberg
algorithm for smooth equations since in the former case the number of function
evaluations per step is smaller and only a small amount of step length
adaptation is required.

The relative efficiency of the algorithms becomes noticably different when
differential equations with discontinuous right hand sides are considered. Here
the fixed step length algorthms give errors of the order of the step length,
with the PHAS aigorithm being typically five times more efficient for the same
errors as the higher order algorithms. The decision of whether or not to use a
variable step algorithm, and which one to adopt, depends to a large extent on
the number of discontinuities found in the trajectory considered. If only a small
number of disc;mtinuities are encountered, a variable step size algorithm is most
appropriate, since the step size will be reduced at the discontinuity without
sigﬁiﬁcantly adding to the computation time of the continuous parts of the

trajectory. In this case the variable step size PHAS algorithm is most suitable,
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although the difference between this and the Runge~Kutta-Fehlberg method is
small. If a large number of discontinuities are crossed by the trajectory, as
found for instance in a sliding mode control system, the large amount of step
size adaptation required makes the variable step length algorithms less efficient
than fixed step length routines giving the same accuracy of results. The variable
step length PHAS algorithm was particularly inefficient in this situation, owing
to it's simple step length adaptation procedure.

These comments may be summarised by saying that for systems with few
or no discontinuities the variable step length PHAS algorithm should be used,
while if a large number of discontinuities are encountered, the fixed step length
PHAS algorithm or the variable step length Runge-Kutta-Fehlberg method
should be adopted. In accordance with this, both PHAS and the
Runge-Kutta-Fehlberg algorithms remain available within the PHAS package
with the option of either fixed or variable step length in both cases. A further
development of the package might involve algorithms which select the most
appropriate algorithm in a particular situation depending for instance on the
presence or absence of sliding behaviour. This could either be implemented as
an advisory system to aid the wuser or could perform the operation

automatically, possibly during the simulation.

7.2 RTX Hardware Development

It would be true to say that the most significant improvements in the
performance of the RTX were achieved through the development of new
hardware for position and velocity measurement and for the motor drive system.
In particular, the adoption of a current drive system, in place of the voltage
drive provided by the manufacturer, resulted in a two-fold increase in the
maximum joint velocity, without increasing the power dissipated in the motor
and, owing to the improved control of torque achieved, allowed a further

improvement in response speed to give an overall increase by a factor of three.
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This increase in speed could not be combined with good control without
the superior position and wvelocity measurement achieved through the use of
high resolution optical encoders mounted on the motors in place of the low
resolution sensors used by the manufacturer. The 500 line/rev encoders used in
this instance provided a higher resolution than necessary but were the most cost
effective option readily available at the time. If it proved less expensive to
adopt sensors with a resolution of 50 or 100 lines/rev, it appears that this
could be done without any significant loss of control performance.

It was shown in section 6.7.3 that a significant improvement in position
accuracy for both point-to—point and continuous path movements may be
achieved by the wuse of high resolution sensors mounted on the joints
themselves. Obtaining joint position using encoders with resolutions of 10800
and 3600 lines’'rev on the shoulder and elbow joints respectively, combined with
velocity information derived from the high resolution motor mounted enocders,
gave an improvement in mean end point repeatability by a factor of between
two and six when compared with control systems wusing motor position
information alone, and an improvement of up to fifteen times when compared
with the manufacturer’s system. Similarly, when comparing the performance for
smooth trajectory following, it was found that using these joint mounted sensors
gave an improvement in tracking accuracy by a factor of between ten and
fifteen times compared with the motor position based controllers for the
majority of the trajectory. It was also noted, in section 6.8, that although the
cost of the encoders used was relatively high, a limited reduction in encoder
resolution could be implemented with only a slight loss of accuracy. It was also
suggested that, by adopting a lower resolution sensing system attached to the
joint via anti-backlash gears, the same end point accuracy could be achieved at
a greatly reduced cost. It was therfore concluded that the most effective
hardware arrangement would be to have moderate resolution sensors on both
the motors and the joints, with the joint sensors driven via anti-backlash gears.

The new current drive system should be left unchanged.
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An altermative approach which could be adopted to improve the position
accuracy of the RTX, without the use of joint mounted sensors, would be a
modification to the belt drive system used. By using larger radius pulleys where
possible, the effect of elasticity and backlash would be proportionately reduced.
Using belts with a different tooth shape could also reduced backlash. These
ideas are further described in section 4.3 and although they would give some
improvement, they would not give such good results as those obtained using

joint mounted sensors, and would involve greater implementation cost.

Evaluation of ic Model of RTX

The dynamic modeling of any practical system involves some degree of
compromise since there are always additional effects which could be considered
which would lead to a more accurate representation of the true behaviour. It is
therfore up to the enginecer to decide at what point the cost and time involved
in expanding the system representation ceases to be worthwhile in terms of the
improvement of model accuracy. In the case of the shoulder, elbow and yaw
joints of the RTX, a great many effects have been considered, as described in
chapter 4, leading to a significant improvement in behaviour prediction
compared with other published models.

The major improvements to the model described in that chapter concern
the effects of nonlinear friction in the joints and the elastic behaviour of the
joint transmission system. These aspects of the behaviour have a very significant
effect on the owverall performance of the RTX and have not previously been
considered. Thus, although the model derived in chapter 4 was seen to be
limited in it's accuracy, it represents a significant improvement over previous
representations available.

A number of known limitations of the model! derived were not considered
in detail because the time involved could not be justified at this stage. The

most significant of these effects are backlash in the timing belt drive system
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and twisting of the Z-column and sliding carraige. The former effect was not
considered because of the highly unpredictable nature of the friction between
the belts and the pulleys, making any reliable model very difficult to obtain,
while in the second case, the degree of twisting could not be measured without
a large amount of instrumentation which was not available. Both these effects
are the subject of on-going research which, it is hoped, will lead to further
improvements in the dynamic model of the RTX, as will work on the

remaining axes not considered here.

4 Evaluation of Variabl ur ntrol

A large number of control algorithms have been implemented on at least
one joint of the RTX and the resulting performance investigated for a variety
of movements. These ranged from the well established PID algorithm to novel
variable structure algorithms deriving position and velocity information from
different points in the drive chain and including well established VSC techniques
and a number of enhancements to the basic methodology, using friction and
acceleration compensation and integral action.

Various hardware configurations have also been adopted, involving both
high and low resolution motor-mounted and high resolution joint~-mounted
position and velocity sensors, and both wvoltage and current mode motor drive
circuits. Control algorithms were implemented using both hardware and software.
Although some of the variations in hardware provide significant performance
benefits, these do not give an indication of the success of the control algorithm
adopted. Accordingly, it is neccesary to compare algorithms implemented using
the same hardware for position and wvelocity measurement and for joint
actuation. The arrangement considered will be that of high resolution
motor—-mounted position and velocity sensors and current mode motor drive
system, with the control algorithm implemented in software.

The variable structure algorithms may be divided between those that adopt
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a discontinuous control signal and those having some form of smoothing to
avoid the chatter inherent in discontinuous control systems. It was shown in
chapter 6 that both forms of control could be successfully applied to the
shoulder and elbow joints of the RTX, leading to the type of dymamic
behaviour expected.

In the case of the simple VSC with a discontinuous control signal, a large
amount of chatter was observed due to the significant nature of the unmodeled
dynamics present in the system. The problem of chatter was particularly
apparent when a curved switching function was adopted with the aim of
removing the reaching phase, so as to make the whole response invariant to
parameter changes. It was found that a large amount of chatter occured in the
initial stages of the trajectory when the discontinuity in the control signal was
greatest. The high amplitude of chatter resulted in a response which was highly
susceptable to the effects of load changes, showing that the hoped for
invariance was not achieved. In addition to these problems, a large steady state
error was found, and although this could be reduced by the use of friction
compensation, the effect of poor friction modeling was either a substantial
steady state error or overshoot and limit cycling.

When variable structure control systems with a boundary layer were
considered, it was found that the chattering behaviour was eliminated provided
the gain was set below a certain level. The switching line following
characteristics were, however, fairly poor and a steady state error similar to
that found with the simple VSC occured. Both of these problems were largely
due to the significant level of Coulomb friction present in the system and could
be overcome to some extent by the use of friction compensation. It was also
noted that over-estimation of the friction did not cause the limit cycling
problems which occured with the simple VSC in similar circumstances. For this
reason, the compensation level could be set closer to the measured friction
value without fear of the undesirable behaviour found in the simple VSC.

In order to attain good switching function following, it was necessary to
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add acceleration compensation to the friction compensated controller. This gave
a significant improvement in the performance, but was not entirely robust to
changes in load. This problem, as well as the problem of steady state errors
due to inaccurate friction compensation, were largely overcome by the addition
of integral action to the algorithm. This had the effect of reducing any
problems caused by poor modeling and parameter variations, and resulted in a
controller giving accurate and rapid response with good invariance to parameter
changes. The result was better than that achieved using integral action alone
since, in the former case, the level of integral gain did not need to be set as
high as when only integral action is used. This reduces the destabilising effect
which a large amount of integral action caused. It was therfore considered that
all these elements of the control algorithm should be included in order to
maintain the good controller performance achieved.

The maximum speed of response attained using the control algorithm with
compensation and integral action for a particular movement was the same as
that attained using the PID algorithm within the limits imposed by the variable
nature of the dynamics of the RTX. This response is close to the time optimal
behaviour and involves a saturated actuation signal for the majority of the
transient.

The repeatability of the VSC and PID algorithms using the enhanced
motor drive system and motor position sensing for point-to—point movements
was similar, with the VSC being only slightly more accurate. With the
algorithm developed to employ joint position and motor velocity, the accuracy
of both point-to-point and continuous path movements improves drastically,
compared with the motor position based controllers.

Thus the most effective of the control algorithms considered here, in terms
of speed of response and accuracy, employs motor velocity and joint position in
a VSC with boundary layer having friction and acceleration compensation and

integral action.

-~ 256 -



Coaclusions

It has been shown in the preceeding chapters that the shoulder, elbow and
yaw joints of the RTX constitute a highly complex nonlinear system having
many features which make traditional linear control system design procedures
ineffective. It was noted that the most significant forms of non-ideal behaviour
were due to Coulomb friction in the motors and joints and flexibility in the
timing belt transmission system. These characteristics make it difficult to obtain
an accurate model of the RTX and this leads to problems in controller design
and parameter selection. The inclusion of nonlinear friction and drive system
flexibility in the dynamic model described in chapter 4 give a significant
improvement in modeling accuracy compared with other available models of the
RTX. This improvement in model accuracy has led to improvements in control
performance, particularly through the use of friction compensation in the
variable structure control system.

In order to study the full dynamics of the RTX and similar robots, it was
necessary to enhance the computer aided control system design suite and it was
shown in chapter 5 how this could be achieved. Chapter 5 also provided useful
results concerning the performance of various numerical algorithms for the
solution of differential equations, a comparison which had not previously been
made. It was shown that the PHAS algorithm provided significant benefits when
compared with better established methods for a number of types of dynamic
system, in particular those in having discontinuous right hand sides, as is the
case with variable structure control systems.

By combining improvements to the actuation and position/velocity
measurement hardware used in the RTX with the development of new control

algorithms it was possible to realise significant performance improvements
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compared with the manufacturer's controller in terms of speed of response and
position accuracy. The improvement in speed of response for point—to-point
movements by a factor of three was largely due to developments in the motor
drive electronics, while the improvement in end point accuracy by a factor of
between two and fifteen was due to both hardware and control algorithm
enhancements.

These improvements were achieved at a fraction of the cost of the original
robot and make the RTX effective in many applications for which it would not

otherwise be suitable.
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APPENDIX 1

Motor Drive Power Amplifier Data

The MOSFET power amplifier used to drive the joint motors is described
in the following pages. In order to operate as a DC amplifier, two decoupling
capacitors must be short circuited. These are C,, the input decoupling capacitor
and C,, a feedback decoupling capacitor. For the reasons described in section
3.3.2, it is necessary to introduce a pole in the amplifier characteristics at a
frequency of 2kHz. This is most easily achieved by adding a 2200pF capacitor
in parallel with the feedback resistor, R,. The remainder of the circuit was left

unchanged.
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ampltier 1s set. by R2.1047k and ! shown in the photograph Algn Semionaucn
C2 bypasses any RF signals | & with the holes i the PCE ang 0l . 14001 [Ny &
present at the input The amplitier | put one bott through the centre LIS o S el
has a gain of 33 and this 15 set | hoie from underneatr using a ™ 5410888 im
by R7 and RE&. wia decoupling , 6BA nut bot and shakeproo! ™ %00 OS>
capacitor C3 Ri3 and R14 m | washer Refernng to Figure B, ALH QX
prove the stabiity at high fre |nh:e a nylo~ bush n each of Wnaceimneous
qQuencies by reducing the eftec l the four large holes inthe brazhet 3] Erameted coppr wee. Jnag W [ i
tive gate load capactance C7 | smear Dotk taces of both mica "3""':"“ 200 m
and R15 are 3 Zobe' network ! washers with: Tneempas™ sii:cone ,,,.c""‘,m..._- A
which, in comunction with R16 | grease and place these in pos: Mounting bracke A
and L] ensures excellent stabitity ! bon  Moun! the twe power Pr 2141 Sor (e
into reactve loads at high ' MOSFETs ensurng that TRE vl e
frequencies | (5%133) 15 “ttea closest tc the Broneoroo! msshe SBA S @
. coi L1 Put in the 6BA bo'ts to
Construction noiE the trans:stors from under- Powe: supply .
Fit the five Veropins. labelled 1 neatt and secure them using “2; b .73"0? o= o o
to 5. tothe PCBand solder Fitand | ™3 anc shakeproo’ washers n Tracstormer 326 X% 28 e
soider diode D) taking care that s Soioer the bolt heads 1c the track £S)2 Tume 24 20mer. 200 (w7
15 the right way round Fit and O the PCB Finally soider the Funenoloer LL
soider il the resistors except 973N anC gate pis ko the PCB Yost components
R16.anc alithe capacitors. taking | #d re-check ali component pos: 1000 SW Wrn 200 Q1xe
care with the polarity of the elec | BONS  polarisations and soider Fume 250mA 20 200wy

trolytic ones. C1 C3.C9andCll
(refer to Figure 5) Scrape or burn
the ename! off one end of the

piece of enamelied copper wire '

oints

: Power Supply

The PSU(T] BR. Cl2an313

Note Azomplere h *(LWEF, 00 30 e Lo rgTer _»3 AMpD! e s .8 3Cw T
st £11 4G v VAT anc PRP 1o Wapir E@zonu Suppe. € e s

OOt RO* INCIuDt e Dowe: $UpZ ', & 27 21l ne o



Fgure 3 PCD companent sverie; and wach npeut

ang FS1 and 2) wil' produce
approximately 44 0-44vVDC Fora
sterec pair use a 4A transformer
8t 32-0-32V instead of a 2A type
Afternatively torowda’ transform
ers rated at 35.0-35V could be
used. 160VA tor 8 single amp and
300VA for » sterec pair It the
transformer vohage 1s incressed
to 40-0-40V anc TRE and 7 re
placed by » 25K134 and 25J48
respectively output powers In
excess of 75W RMS into B ohms
are possibie

Figure 9 shows how simple itis
10 paralie! the outpu! transistors
to achieve even higher powers
Using the higher voltage and tran
sistor types just mentioned power
levels in excess of 125WRMS into
4 ohms are possible with 3 1V
RMS'input signa! d thus circuit 1s
used

Setting Up

With no speake' connected
and tuses not inserted check that
the voltage across C12 » approa:
mately 45V (2 5V) and that the
voltage across C13 15 the same
Switchoftand short C12and C13
1n turn with a resistor (e g one of
the test resistors) Now connect
FS] and FS2. via 100R SW res:s
tors. to pins 2 and 5 respectively
Connect OVte pin& Cneck witha
mulimeter set to the highest
resistance range tha: there is no
connection between the MOSFET
cases and the mounting bracket
Turn RV] tutly clockwise

tnsert 250mA fuses for test
purposes as FS1 ang FS2 and
switch on agan M ether fuse
biows or any component gets
excessively hot swiich off 1m
mediately 1 all 1s well connecta

i
- !
e s ==
- N \
\ " |
PN -
18,8 —1"°
/ P ..’ - kN3 - ;
4 ’ s QVG & 1
BT S, &,
BCOY OF R A NG
N A0
! 4 3
; i

Figure § Nolong e wubucter L1

|
|

Figure 8 lhethet of mountng MOSFET,

DC voitmete between pin | anc
pin 4 Thne mete’ should reas
abost OV (not more tha-
+ 100mV, Sertch off and remove
I the twe 100R resistors Connect
FS2 directiy %0 pin 5 and connect
a3 muthimete- switched 10 abou:

(*ve tea< tc fuse and -ve leaz ic
pir2) Swch on aga:n and rotate
RV siow’, vty the meter reads
50mA Leave for 10 minute: an:

re-pdjust

Switch off. disconnect the
meter and connect FS] direct 1o
pin2 The mounting bracket must
now be bolted tc a gooc s.zec

. heatsink or 3 substantial chassie
- Finally connect a loudspeaker tc
100mA DC betweenFSlancoinZ |

P01 Note that the speaker nega
tive termina’ mus! be returned 1c

. the OV in the power supp'y and
not 10 pin 4 of the amplitier We
recommenc making the negative |

- A4 -

Fpwe 9 Punily! aviput sowachomn.

tag o' C12 the only OV por @
more thar e ptalte:
Repiace the tuses wt- 28
types and connect an o te
twee” D 3 pnd 4 Note trar ¢
you uSe 2 toroida’ transtor—er
you wnil have 10 use arsrge
fuses BNC the tes’ fuse: wsec
shouic be S00mA ratng
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WT CAL INCREMENTAL-
~ "ENCODER Mmum
'11 mm Opt: c;a! Racﬁua

TWO CHANNEL | - -

i, o e A i

Features

& MIGH PERFORMANCE

% WIGH RESOLUTION

o LOW COSY

& EASY TO MOUNT

& WO BIGHAL ADJUSTHMENT REQUIRED

o [MEEMSITIVE TO RADUAL AMND AXIAL PLAY
s SMALL SIZE

+ ~&0° C o WP C OPERATIRNG TEMPERATURE
* TWE CHANNEL QUADRATURE DUTPUY

¢ TTL COMPATIBLE

o BINGLE § v SUPPLY

Description

T HEDS-0U0 seray w8 Pagh petonmance, low cost
optical prererisl scoter v When operated v con
juretioin with & codiwhissl. s miduie deecty rotary
prosition. The reodule coraigty o & erdes LED source and e
detirton W wrciosst e sl Donbiaped phugtic package.
Do v @ raghly colfirated wgbl sturce srd & unique photo-
detacion wergy, P e o e § WG W runting
erialaggrorragrd,

T two chagsingd dighal outputs and the single 3V supply
gl gre scorssed trough Tour 0025 woh square ping
S e M i S

Wamaw Dimensions

The sterdard resolpbons presently svailable renge trom
B8 cpr 1o 51 opr for vse with g HEDS-5100 seres code-
whosl or the equiveient. Comsult locel Hewiell-Packard
sailey represerdatives for Cusiom resolutions.

Applications

The HEDS-8100 : b mgstion detection gt
& low ooyl making @ whes w« high wolume spplicationy
Typical apphications awchade prviers, plotters. tape drives,
wrveh twetory BtOreticn Gt

EBLY WARING: WORMAL MHANDUING PRECAITIONS
SHOULE BE TAKER YO AVID STATIC DISCHARGE,
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Theory of Operation
Trop WMEDSS00 o8 Cosbigpad somitlerdetector module,
Comapues with & Ex i Tt Frotu ok
# sl iy g beenrLlurmrnd Sytal st

A s we W Block Sagraen, e tredalt sk 3 serge
L Ereattingg Drlowhe 7L LS 9 Wy bl source. Thae Bigit ig
bbbl ot & pacslel b by oaars oF 8 sioge e
s Sirestty ower e LED Dpposie e emitiy 8 the
rampraed Optector Sircul. Ths W consisls of mutbige sets
ol OO, el e Sl prOCBKSInG  CHreuiry o
gy ¥ produns e S et

T cawlndtvonl vOLE Teidss e wroaline dewd St
ks e gt besrn W e wieeragied by e patiern of
s g by on e wlaatal. T pretodiodes wisch
Sungsh s ObErrBONS B WTRnged B Datiery g
ey Ty Y v el Semegee OF Yas conheertyh.
Trups detpcioes won sleo g Soch Bt @ bt perad on
wewe g o Shetictors Tormasponeds W 8 dark peood on tha
cligcipen paie of detnchory. The photodiode outputs we e
facs S the Shonal protessing circuitry resulting i &, K,
B owret B Teo comparaioes osmve these Signady e peo-
St W Sosud oedtpwas Sor clugresin bosewd B Dt s
s phasing techewgae, B diginl outpet of charewt
g s psscieniure wath thalk of chainet B (90 oegrees out of
feg =t

Definitions

Comarit (W) = The b of e and wirkiow pairs e
cosard pa ravoliston (O of te codewbal.

Output waveforms
; L.
g # e e
— __/

b v
% Sl Fovation = B0 rmechanicnl degroes

ek ) = 60 ehectricel degrees (e}
we 't g Wrwd whrecre (i

Py Welth (PE e raamiisr of eleciricsl degroes tat an

ol high durieny 't ek, Vg valon 18 foimanally W80 %
o Yy e

by Wittt Ereor (8P The devigtion, i dectical degroes,
ol W ket width Troes ds Wl value of 180y,

St Widths (5§ Vow regrvitisr of eleciricsl dpgress badveenn
W Trmrmiton it the ouipat of Charveel & gt T raigiDoneg
wrarsitn i e ot off channel B Toaes wre 4 Siates g
ey, wEch iy B0 e

Goamg Witk Errgr (851 The deviation, in eectricsl degroes,
o gty wtaty wicts brove Wy et value of 9% 6.

Prigany [ip): The twamier O electron! degrees betwarn
et of the bigh staie of channgl A and he canter of Uw
gy stade of cheored B This valup s nominslly 80 e o
s L.

Phagy Ervor {hal T deviaton of W phass from s
gl o W 8.

Dhirgegions of Rotatice: Whes . Qodaretsmt robiieg i e
dhimtion of e areoe e g of e modile, Chest B owilh
lagped ot 8. W e cppdaewiant volisbas e Ty opocmis
elrapcncore, vt B will wwtd vhoread K.

Cigsical Pafivn (Rl Tom distarci from the ooty
coritipe of volubion o Y opticel centiée (0.0 ) ofF thar snooder
e,

Absolute Maximum Ratings
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d Operating Conditions

Wlighae TP ot o ¢ BeE G BB beat Gy Tt gt g

gEncoding Characteristics

Ercoding Crargctensics over Fecommented Opeoiting Pangs end Recommaended Mounting Tolerances. Those
characterativs G0 not olude sondew sl Lonirbuliong.

Pulss Wi Errae 77w e "

Lisgie State Wikn Eror, o0 5 .

Phase Errop- - 0 0 T2

Cass 1. Wi o o 0 Rty OS] e

Electrical Characteristics

Elwctrical Charpeteristics over Recomemanded Dperating Rarge. typicel st 25°C
High Levat Output Voltage

ILow Cevel Output Voltage ~

iftae Time - ‘
{Fali Time ' § o
L

b B npronanl petn < g it rnsy GrirorenerE oF Mgl spied aopicatveds. & 3% 610 g is .

Recommended Codewheel Codewnheel Options
Characteristics e oy

Thg MED S-S0 i desigred to operate with the MEDS-5100
sty codewtanl. See pelecig wlormstion snd spetitics -
Gicwris it i el oF e hsha SPapt




Mounting Considerations
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THCT 2000 |
INCREMENTAL ENCODER INTERFACE

APPLICATIONS
@ INTERFACES mechaniams The THCT 2000 ersbles mecharical devios 5 be nawfaced
LY "1™ with wecroprocessors. 1t mey be used 1 masy dwesse spplicasions,
© DIRECTION DISCRDM incuding boncs, tacker bulls (or mousd, hthes or woling
NATOR idengifies and wmachnes, smomobles. conveyor b snd easupor mache-
mmnres forwerd or back s
weed somtion or drecion ABSOLUTE MAXIMUM RATINGS OVER
© PASE-WIDTH OPERATING FREE-ATR TEMPERATURE
MEASUREMENT

RANGE
© FREQUENCY
MEASUREMENT Parmmetss Mo | Max | Unie
@ CASCADABLE 16BIT  BOWROW [ij]
COUNTER Supply Volage, Vo 1]V
¢ TTL COMPATIBLE Al lnpur Vckages M
© BBIT PARALLEL 35TATE ._'D"’""‘F""'T""’“" N
BUS Seorage T amperature Range &5 10| °«C
 SIMPLE WRITE AND
READ PROCEDURE ARCHITECTURE
DESCRIPTION

There are four msjor hancuonsl blocks in the THCT 2000, &
The THCT2000 INCREMENTAL ENCODER INTER- shown in Figue 1. The messurernery snd mode control bogic
FACE can determine the direction and displacement of a mechan- et wp or down cowrs pulses (11 and 12) bom the quadin-
ical device based on two input signals from transducers in quadrs- m'ﬂ&llﬂm&dndlm&ndh-n&mds
eure In addtion, it can measure s pulse width using s known dock MO0, M1 and MD). The | logi provid
e, or s frequency over s known time interval. It indudes a 16-bit mmﬁm-ﬁmmwhdnhv&nd
counter whach may be used separately. The THCT 2000 may be the counter, and the outpur mwaktiplener sllows the processor ©
cascaded to provide scouracy greater than 16-bits, and is designed read cithey the wpper or lower byse in the register or w preload the

for use in many types of micoprozessorbased systems. counter.
w m W » Do
1 J I n *an [ O-CVL ™
:: o 1§ Vo Yam »
L1
° 11 11
3\ |aYRLDER

Figure 1
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OFERATION

The sight modes of apesnce of the THCT000 g susmsnarwed 0 Tabie |

Mode

M2

BMede Description

o bt/ down counter (nhibis dsection discimiresor)

Conpeey

1 Sughe count puler synchyonous with Us] sising in forwerd direction end Us! faleg
0 Sagle cours pulse synchronows with Us2 rising in forward direcsion and Us2 fallng

1 Double court pulse synchronos with Us! sising and fallng
0 Double count pulse spnchronows wish Us? sising and falleg.

Dirscrion Diacrissi
 backward dwecnon.

 backward dwection.

1 Quadruple courn pulse syndwonous with o edges.
Tullee wrickh Measuremens
[} Ual is guer signal
Un2 & high for up counting and low for down counting.
Counx is syachwonous with nmmg dock
ki Un! s frequency signal 10 be meamured

MODE & 16BIT UP/DOWN COUNTER MODE Us sndUn2 are both stored in the first of s pair of consecutrve

In this mode the THCT2XY. wary be weed s 3 fast 16 bit up D-type fip-Sops on the dock fallrg edge, and mansforred © the
dowr. counter with cascade capabiimy The » operated weng et om the chock rung edge. By comparing the states of the four
the UP and BOWR inpucs Taimg TP sd DO R ow wthe  Sy-fops and chaschang the mode inpuss, the up or dowr: count
same tene 8 prohibeed. pulses se generssed s the rising edge of CLK ; sec Figures 2and 3.

The states of the outputs of e cour sferred wa 16 MODES 1 © 5 define which edge of the quadrstuse mgrads will
bt Jaech. The contenes of g xlr.ﬁrlu}tﬂ&n!!P rni!g iiiii
varg KD and TS. ) sﬁgl?%ia‘(‘!g

AC s the control input for the mndupleser. A high level o the blerns resulring from tiening jieter in the carsduces signak and will
inpax transfers the least sgriarx byte to the data outpues, snd » allow the quadruple counting mode 1 be used. The baguency of
low level gansfen the mos syifican: by the quadranure ngrals, Us] and Us2 may be calculssed] from the

Toload the up/down courser the TR TS, snd AC sxputs are velanonstep
i&?r‘mgtﬂig‘l&nﬁ!
up tc the MSB an the correc sequence. The cnmnter s deared fo —Swfpeed
wsirg the KESET sgrel vesoluoon of transducer

Cascadwng to 1 bics & pomiie uarg the inpuss UP. DOWR
e g BORUOR CARRY s IR0 DIRECTION DISCRIMINATOR UP CLOCK
MODES 145 DIRECTION DISCRIMINATOR as
MODES
The quadrarure signals Ua! and Ua2, identiy forewrd or beck - .
ward direcoons. 1fUs leadk U'a”. the foreerd deecnon s indenc: b X
.l&l&axgntualna lags Ua. the reverwe Vgl LS ¥ S 1 ¥ 3 L

d and the will coms down. R

— — — — 11 Dudiv A

1) Dl las

EIL I I -
Forward Revene

Figure 2 Pulse diagnmm - Direction Discrimisstor
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In this mode, Us] scts s s gate, and is the pulse width to be
measured Synchronised with the dock edge aftes 3 low 1o high
transition of Us), counting begins st the input dock frequency.
Simdary, synchyonised with the dock edge after » high tolow tran-
sition of Us!, counting is disabled: the value in the counter is loa-
ded into the output register, KTTKLD is pulled low, and then the
counter dears. See figure 4. 1 Us2 is held high, the counter will
count up, and i Ua2 is held low, the counter will count down.

The counter can be preloaded by activating C5, WE and A0,
this must be done while Ua! is low. The output register should be

read by activatingTS, R, and AO afes Ua! has fallen and before
the nexz prelosd takes place.

The RIVRID sigrad may be used as an ineerrupt to indicate to
the processor when the output register has been losded In both
the pulse width and frequency modes, the output register will not
be loaded via TS and KD, but by the falling edge of Us 1, or by pul-
ting KLI/KLO low (only  in cascade mode).

PULSE WIDTH MEASUREMENT

UA2=H~=UP UA2=1 =DOWN

Figure 4

_s?iii?sgtg
be measured i

Twin=2(To} (Accurcy Is + or - To)

MODE 7 FREQUENCY MEASUREMENT
MODE

InMode 7,Us! is the signal of unknown frequency 1o be ma-
sured, Us2 s » gare sigral of known width. A low w high aansision
of Us2 enables counting st the fraquency of Us . Whan the gaer
(Us2) falls, counting is dissbled, the value of the courmer s loaded
a0 the cutpu rgister, KETZRLD & pulled low, and then the

4 counter is cheared See Figure 5. The dats in the output regiscer
¢ mary be read ot anytime.

RESET OPERATION

A reset is initiated by pulling the RESET pin low. This wifl dear
the counter to sero, reset the D fap-flops st the inpuns of the quad-
rsture sgrals (Usl and Ua2), snd desr the latches thet inhibit
the load register pulse. To svoid s spasious count after » reset, the
Us! and Ua2 inputs should be held w0 the values indacared in
Table 2 during and just alter the reset pulse.

MODE | Ual
0 X X
15 H H
&7 L L

U2

Table 2

®  CASCADING DEVICES

The RI7RIO pins of ol cascaded THCT2000s should be
tied together, 3o that all of the devices load their registers st the
sume time When the ‘maste’ generstes 2 pulse for othe
THCT 20005, KLO7K11 on the ‘master’ works a5 an output, snd
KIKLO on the saves’ work as inputs. The CARRY outpas of
one device should be tied to the UP smput of the next device in the
cascade, mimilary, BORROW' should be conneceed «o DOWN.
Ser "System Apphcanon’.

PIN DESCRIPTION
P name | Pin number Vo Description
[ 1 Input Chip Select. A low level st thit input erables this device.
RD 2 Input Read When this and TS are active (low). the data from the output regstes
will be present on the dats bus

- Al4 -



Pooreme | P sder vo Desciptien
DOD?7 | 3486 Tnpw/ Dome Dus Dufier: 4t Bidirectionsl buffer with tri-state outputs connectsd to
49,10, 11 Owpnst the slssupsocessor Syssam.
BORROW 2 Ousput Cosaw mduiow sigral
TAXKY 1 Owspnx Coumser overiow sigal
) 137 «¥e) 15 | Sy Cancade load inpus/ cascade Joad output. Open collector output requiring
Ouspnr dowy on enemal pull-up resistor.
KEADY 16 Outpnn Whan active (low) indicates to the processor dhat it mey complete its read of

weise opesstion. Ready fullng edge is synchronous with dock. Open collector
output, sguiiring exrernal pull-up resistor only i output is used

M2, M1, M0| 17,18, 19

Mode sslect inpus (see Table 1)

Unl, Un2 0,21

Manuring it signals

ax

Clock. Used for internal synchronization and control diming
Must be applied in ol modes.

A0

Byte ssdert. A high level sdects the least significant byte. A low level sdects
the most sigrificant byee.

RESET

Device reset. When active (low), the conrol logic 1 reset to 3 known sate
and the counter is deared

WE

Wree emble When this snd TS are active (low), the data that is on the
dets bass & loaded ineo the counter.

AR IR NI AR AL L

DOWR

Cascade input for counting down

or

Cascade input for counting up

Ve

2lply|w| | 2| v ®

Power supply voltage +/- 109

GND

o
-

Ground

READ OPERATION

When in MODES 0 to 5 the coneents of the counter can be
read at any time by pulling TS and KD dow The most sgnificanc
byte may be selected by sernng AC low. and the least agnificans
byte may be read by sertng AC hugh. Ths will cause s load ouepan
register pulse to be generated nd KIIVKLO will g0 low during the
next low dock pulie READY ol alac g0 low as the dock goes
low, and will stay low undd TS and or KD go high The loed owe-
put register pulse stores the current value of the counter ins 16bis
Istch register and AO directs the proper byse through 3 mdsiplenss
o the outputs. TS and RD shio ensble the 3-state cutputs. Ser
Fgure 6.

The output register will be loaded smmedisedy ¥ RITRLD o
pulled low. Every time T5 and KD go bow following RITRLD
gotng low, and untd a RESET acown, the load output regiseer »
hibeed: thus the value mored i dhe sqgarer can be read.
will be inhibited

1) After 3 reset has occurred, the firsr wae TS and RD go low the
value of AQC will set & laich withe: she device From dhat ome
until the next reset, AO must be that same value in order to tng:
e the load output regster pulse durrg 2 read opersnon IfAD

s the apposite of the value stored i the latch, the load pulse
will be inhibited; and s pulse will not be generated until 2 new
vead cycle is initated with AQ properly apphed. Holding AO o
the inhibiting value will ahso keep RLIZKLO from losding the
output sepster. Thus, the hagh and low bytes should slways be
wadwn the same order. Thas is to control unwanted losd cutput
sagister pubses in 3 cascaded openation.

2) Every time TS and KD go low after RIZRLO has been pulled
low exxermelly, and undl » reset occurs, the load output register
pulee & inhibited to sliow the dets loaded during the KIT/
TLD pulse to be read.

3) The load cutput regisrer pulse via TS snd KD wifl be dissbled
during the pulse width snd frequency measurement modes.

g OE.?.:QZ

ber may be predoaded mto the by pulhing TS and
em_o...r._ E«%a&ﬁ%i.xs%.r 3 bus to the
sedected byte of the counrer Thas will cause READY to go low on
the next falling dock edgx. and rernain low undl TS and WE go
hagh. See Figure 7.
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THCT2000

TEMFERATURE RANGE UNLESS OTHERWISE NOTED)

‘mmmmmmm

SYMBOL| DESCRIPTION TEST CONDITIONS MIN | TYP | MAX
Veo SUPPLY VOLTACE 45 s [ X
Vi HCGH LEVEL DBUT VOLTAGE VE-U-”\Ind-p 2 V] V
Va LOW LEVE. BT VOLTAGE Vor =435-55V u ol smys 00 08l Vv
Vi NPUT QAP VOLTACE Voo = MAX, I = -20mA 1] 098] -15] V
[ F 0
\Y/ MIN z.- Ve v
(o . Vec o wanps 01
Vou | HIGHLEVE VOLTAGE Ve=ov. |l ¢ Tom| o v
Ve=Vor [l 4oh € Tamy | 376] 01 v
Lou = XwA o wmpe 10 | 10
Voo = MIN
Vo | 1LOW LEVE OUTRUT VOLTAGE O o= dmA 25°C 10] 32 | =V
Vl-O\ h_u
Vai=Voo | orroec aovmsc 20 | 40
o/ STATE (HIGH BMPEDANCE STATE) | Vor = MAX 25« 10 | 2600 mA
OUTRUT QRRENT DO-D7¢ Voz = -Voo MAX
Vg =0V € Ty 01 | 260} mA
V= Ve
Ver = MAX 25°C 10 | £500] mA
lon OPEN DRAIN LEAKAGE CURRENT | Vo=0V - V¢
Vg = O0V-Vec € Taxy 0.10 { £100] pa
L INPUT LEAKAGE CURRENT Voo ™ MAX 25°C 10 | £100] aA
tocee DO-D7) Vy=0V - Ve € Ty 005] 10 [ A
Vo = MAX Sand by oS | 10| ma
e SUPPLY CURRENT DOD7 INPUT MODE
OUTPUTS OPEN | AVG @ 3MHs 5 mA
+ AR typical vilues are e Vo = SV, Ta =~ 25°C
4 1o on bidrenonsl pey inchudes inpur leskage iz pur bullen & well & high impedence leakage asrens.
THCT 2000
TOAING REQUIREMENTS OVER RECOMMENDED OPERATING CONDITIONS
SYMBOL | PARAMETER MIN TYP MAX | UNITS
) QOCK Cyle ume. dury 5% 150 -
©: Pdse wakt: bow QAOCK K] -
s Pudec wuddt. RESET st low 100 -
(VT Maxeass fequency, DP or BOWR. mpna duey SO% 3 3s MH:
wuw Pulse wikt. TP or BOYR ingex bow 50 -
. Pudse wdet. FITRLO wpnr bon 50 -
wyo: | Puine st KD mpurt low QMODE = 6 & ) 0 -
raso: | Puise vt KD mpue low (MODE = O oo §) © -
RS Teme berwerr. twc read cydes (LSR and MSB) 0 ~
rwur | Pube . UE mput low [ ~-
['53 &3 Tune beerwer tw2 read cydes (LSB and MSB} 0 ™
L~ Sex ap tane DATA pnor w0 * WE 50 ™
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THCT 2000
TRNG BEQUIREMENTS OVER REOCOMMENDED OFERATING CONDITIONS

™

MAX

g

Su e, TS ad TD bow befom C1LX Glimg alge

Sepene Al puiwr ©WE d TS bow

Sa @ wma. TP & TR msing adye bafore CLX filling adge

Sat wp wme. Un? & Uk prior w0 QLK kg adyr

So op W, DATA pusr 0 * W

S wp e, Un2 suble before CLX. falleg odge

Su wp ame, Ul & Un? simg edyr bafore CLK fallang adyge

Sa wp wme, AL mubie bafore TS and YD low shher remer

Sa up ame Ual @ U falling adye

Sa wp we, TESTT ingh pror w0 CLK fallryg e

S wp o, b & XN nag edyr price 0 RORLO ()
Gillng wiyr

Hald wme. DATA ofowr * WE

Pee wnkh, Us) spat gh MODE =~ §

w13t

Puber wuddh, Un2 st Ingh: (MODE = 1)

mn 231,

Puac snckh, Un! snpase low (MODE = 6)

wr I3t

Pude wadth, Us2 spes low (MODE = 7)

wmr. 121

Addran hold dme s UF or T2 bg?

Us! & Us hold sme sfter CLK fallrg adge

DOD7 hold war dhar AD change

FlEs(ElEqg(e1dls !‘l!!l!!l'!i

Us? gt hokd sume sher CLX fallarg acye

Ul b we s CLX fallrg edye

THCT2000

SRTICHING CHARACTERISTICS, Ver = MIN ALL TEMPERATURES FREQ = 1 MHM:
RL = IKQ CL = I5pf (30p{ bidirectional ping

TEST CONDITIONS .
S P,
SYMBOL | PARAMETER Sor A(Te MIN | TYP* | MAX | UNITSY
o Acces wee. XD md QK 10 des e | FROM Q1K § mode ! e -
wld MODE=Cw 5 DATA >FD TO >01
o Acces wme. ¥D © dmo outpor vabd FROM AO ¢ mode 1
MODE =~ 05 2ad byex. DATA DAA - >58 « [
MODE = 6 bodt byees FROM RD ¢ mode 6
DATA DFF ~ 00
>00 - >FF
- Propageoor den ¥D. YT = T paeve | FROMCS ¢ x ™

w READY

Propmgenon dein 1K « w0 READY bow
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THCT2000

SWITQHING CHARACTERISTICS. Ver = MIN ALL TEMPERATURES FREQ = 1 Mis
Bl = 1KO CL = 3pf (30pf bidisecsional pind)

TEST CONDITIONS
PARAMETER Ser spperdha A (Teme pucsery MIN { TYP® { MAX {UNITS,
w ey UP & DR, g odye| MOM TP # TO CARRY ¢ ] 10| -
| TR o BROR
v ey CLK womg odyr & FROM C1X 1 TO BORROX ¢+ 0| 205 ] m
«TOREN ey ody RROM CLX t TO TARKY 1
o Pupagenos. das CLX Glkeg adyr © 0 120 -
TID tlg odye
wo Poapagne: dibn C1X sumg adye w0 FROM C1X t TO TARRY ¢ 0 |160] =
m.m—*
< Erbir sme TD ond T 0w 0 DOD FROM RDi DATA DZZ ->AA © | & ™
- - TIEID bow outpun prder ks (3 ™
w . TAREY & BOREON e eugr S0y [
wodor wadh
wu.. AT « KRR s e u ™
pubow enche?
ace Sdu we DATA e R & ROM TS DATA>OL ->22 | © 3 4 -
Ty whe X V=S5V
READ
o\ S\ SIS\ Ty S oYy o
b-‘
o }
= o g 4
A jEH 3 DS - G @ GO
e 1 B . i@y
gy el
7 g | SEEE A :..L'—‘—J | W
3% v JP E E
% « WS L_:f'__1
- CASCADED
DEVICE
[ 4 Vet M l_]
™o RN W_{_

Note 7 Be or bod mmy o gt

€ Sar generarry outpaat bch boad pulse

2 Sar- v gereratng owp larch load empudae

¢t A m o
¢ A ey
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Pigure 7
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S
MODE 15
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. o
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Tour
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VOLTAGE WAVEFORMS " VOLTAGE WAVEFORMS
SET UP & HOLD TIMES PULSE WIDTH

]
'
. w H - - 3\
g R AR
-— el e e - N = [ o
o comalpi 4 ——— .-—I.——‘ W
ORI RSN M

OUTPUTS
VOLTAGE WAVEFORMS
PROPAGATION DELAY TIMES
G - - e o e - VOC
Ut J; \"’“
1 : i ov
21V - o G am wm e o Vou
INPHASE l
OUTRUT 4v
' VoL
b_h-—4 o tr —f VOH
OUTOF PHASE ! 1V
OUTPUT » - e = = VOL
VOLTAGE W AVEFORMS
ENABLE AND DISABLE TIME, THREE STATE OUTPUTS
OUTRLT vee
CONTROL [m
(Low levd erubling! i — 1Y
o bt L—su
I vcc
WAVEFORM 1 \l e
(ser moee 1) L v l-(‘Q.———— - VoL
hn—-‘!
22V, - e o - Vm
WAVEFORM 2 K”Vo-
fove nome 2) / ! ov

S

Note 1: Waveform 1 is for an output with zermel condstions such that the output & Jow except when dissbled by the output
control.

Note 2. Waveform 2 s for an output with intermal conditions such that the output 1 high excepx when dimabled by the ougput
conrol

* 1n the eamples above the phase readonshgpe berween output and nputs have been chosen arbrrarthy.
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Appendix 4
Dynamics of a Two Link Planar Manipulator

Following the notation used in figure 4.11, the following procedure may be
followed in order to obtain the interaction dynamics of a two link planar
manipulator operating in a horizontal plane. The cartesian positions of the two

lumped masses are:

x, = 1, cos(6,)
Y, = 1, sin(e,)
X, = 1, cos(8,) + 1, cos(8,+6,)

Y, = 1, sin(8,) + 1, sin(0,+6,)

The total kinetic energy of this system is given by:

k = & m (x3+y?) + im,(x3+y3

kK = 3m, 1267 + 4m 1367 + 4m, 1365 + m,1,1,8:cos(6,)

+ }m,lib, + mzl‘lzb,bzcos(az) + mzlgé,éz

%% - m,lfb, + mzlfb, + 2m,l,l,b,cos(02) + n,lzé,
1

+ m,1,1,68,cos(8,) + m,l:b,
ok

i m,lgb, + m,l,l,b,cos(ﬂ,) + mzl:b,
2
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-6, (1](m,+m,) + 2m,1,1,cos(8,) + m,13 )

-
'
aje
iy
=
e
!
sl=

‘ ‘
+ 8, (m,1,1,80s(8,) + m,1,)
- m,1,1,8,(20,+0,)sin(6,)
d 3k Sk . 2
T, = 5% { ;;2 " %0, =6, (m1; + my1,1,c0s(0,))

+ 52 mzl:
+ mzl,lzbfsln(oz)

Representing this equation in matrix form, we obtain:

12(m,+m,)+m,12+2m,1,1,cos(0,) m,12+m,1,1,cos(F,) 0,
m,12+m,1,1,cos(0,) m,12 0,
m,1,1,6,(26,+6,)sin(6,) T,
- +
- m,l,l,bfsln(az) T,
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APPENDIX §

Optimal Coatrol Problem uwsed to Test PHAS

The dynamics of the two degree of freedom planar manipulator considered

in section 5.5 may be described by the following equations:

X, = X,

& 0 (u, - u, + 0. (x,+x,)?sin(x;)) - 0.(u, - Osx; sin(x,))cos(x,)
2 = 6,0, - 8% cos?(x,)

(05+ascos(x3))lu,-Osx;sln(xa))

-(0,46.cos?(x,)) (u;-u +6.(x,+x,)?sin(x,))
0,0, - 05cos?(x,)

where:

0, is the mass moment of inertia of link 1 with repect to axis 1,

6, is the mass moment of inertia of link 2 with repect to axis 2,

6, is the mass moment of inertia of the end effector with respect to the wrist
axis,

0, = 0, + ml;

0, =0, + (m, + my)1;

D>
o
§

(rom, + 1,m,)1,
0, =08, +6,
r, is the distance between the centre of gravity of the second link and the

second axis
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The robot parameters considered were:

0, = 1.6 kgm?, 0, = 0.43 kgm?2, 6, = 0.01 kgm?,
l, =04 m, 1, = 025 m, r, = 0.125 m,
m, = 15 kg, m, =6 kg,

Interaction Nonlineari resen n in PH

In order to represent this system in the PHAS package, the nonlinear
elements must be divided up so as to give a number of functions of single
variables. It will be noted that the control signals are themselves multiplied by
some function of the states before being fed into the integrator block and so
rather than have these entering the system from r(t), which is in any case a
scalar value, they are generated at the output of the state nonlinearity block.
By making states x, and x;, ramp up at unity wvelocity, effectively equal to
time, these may be transformed to give the appropriate switching signals using
piecewise linear functions in N(x).

The expressions for X, and x, may be split up into functions of X, X,
(x; + x,), u,, v, and (u, - u,). This may be achieved by using the linear

pre—combination matrix L given by:

4

[0 01 000
010000
010100
L-lo0oo0o0 10
0000 01
000 0 1-1
00000 0
0000 0 0]

Multiplying the state vector by this matrix gives an eight element vector

which may be called 1 = {1,,1,....1,]T. This is then fed into the nonlinear
- A26 -



feedback matrix, N,(1) which is defined as:

n,, 0 0 0 1 0 0 O

n,, 0 n,,0 0 0 0 0

n,, 0 0 0 1 0 o0 O

Ne = | Pa1 P20 0 0 0 0 O
X n,, 0 0 0 1 0 0 O
ng,n,,0 0 0 0 0 O

n,, 0 0 0 0 0 0 O

| N, 0 n,; 0 0 0 O O]

Where 0 represents a null element, 1 indicates a unity multiplier and nj;

represents a scalar function, given by:

n,, = 0,
" 0,0, - 6% cos?(l,)
6,6, sin(l,)
Mz, 0,0, - 02 cos“(l,)
2
n,y =1,
- - 6, cos(l,)
N3y 6,0, - 6% cos?(1l,)

0: cos(1,)sin(l,)

M1 = 7,8, - 61 cos2(1,)

2
ng =1,

6, + 6, cos(l,)
51 8,0, - 6% cos?(l,)

{6 + 6, cos(l,)) 6. sin(l,)
0,6, - 8% cos?(l,)

~

n 6, + 0. cos(l,)
7 6,0, - 62 cos?(l,)

cos(l,)) 6, sin(l,)

(0, + 0.
0,8, - 8¢ cos?(l,)
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Theresultoftheﬁmfourrouofolrenmmedandfedbacktoi,
while the remaining four constitute %,. This form is defined by the linear

post—-combination matrix, M, defined as:

0 0000 0 0O
11110 0 0 O
M = 0 0 00 0 0 0O
0 0 0 0 1 1 1 1
0 00 0 00 O0 O
| 0 0 0 0 0 0 0 O |
The A matrix has the simple form
01 0 0 0 0]
0 00 0 0O
A= 0 01 0 0O
00 00 0O
0 0 0 0 0O
| 0 0 0 0 0 O]

The B matrix is used to generate unity input to x, and %, from a step input

signal from r(t), and so has the form:

-—-00000

while the other linear matrices, C and D may all be considered as being null.
Using this system description, with the controller switching times defined in
the state nonlinearity matrix, N(x), the performance of the robot with the time
optimal control may be simulated in the usual way.
In order to generte the data used in the piecewise linear feedback
functions, the program shown in listing AS.1 was written, and for the robot

parameter values given produced the data shown in table AS.1.



Listing AS.1 Program used to generate piecewise linear feedback data

{ Routine to calculate the values of nonlinear functions used by

PHAS in simulation of optimal controller for 2 link planar manipulator.

See "Time optimal motions of robots in assembly tasks”

by Geering, H.P et al in IEEE AC-31 No.6 p512-518 for details of system}

USES

crt ,dos;

CONST

thl = 1.6; { Inertia of link 1 w.r.t. first axis mt2kg )

th2 = 0.43; { Inertia of link 2 w.r.t. second axis mt2kg )

thl = 0.01; { Inertia of hand w.r.t. hand position mt2kg )

11 = 0.4; { Length of link 1 m )

12 = 0.25; { Length of link 2 m )

r2 = 0.125; ( Distance from axis 2 to C of Mof link 2 m )

m2 = 15.0; { Mass of link 2 kg )

m3 = 6.0; { Mass of hand and load kg )

VAR
th4,thS,th6,th7
fin

n

finMin, finMax, finStep

denominator

StepNumber ,NumberOfSteps :

. real; { Derived constants )
: real; { Input to functions )

: ARRAY [0..10,0..100] OF real;

{ Output of functions )

: real; { Range and increment of

function input )

: real; { Common denomimator of all

functions )

integer; { Function input number }
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nNumber : integer; ( Number of functions )

OutFile : string [20); { file name for data

OFile . text;
StoreParam : char;
BEGCIN

{ Calculate derived constants )

th4 := th2 + 12%12%m3;

thS := thl + 11%11%(m2+m3);
th6 := 11%(r2*m2 + 12%m3);
th7 := th3+th4;

write (' Output file name ');
readln (OutFile);
assign (OFile,OutFile);

rewrite (OFile);

{ Print out parameters )

writeln;
writeln (' Parameter values used ');
writeln (' "
writeln;

writeln (' thetal ',thl1:6:4,' theta2 ',th2:6:4,"'

6:4);

writeln (' 11 v.11:6:4 ,° 12 ', 12:6:4 !

6:4 );

writeln (' m2 '.'m2:6:4 ,° m3 ''m3:6:4);

-Mo_

thetal

r2

',th3:

',r2:



writein;
writeln;
write (' Do you require parameters in output file ');
readln (StoreParam);
IF ((StoreParam = 'y') OR (StoreParam ='Y')) THEN
BEGIN

writeln (OFile);

writeln (OFile,"' Parameter values used ');

writeln (OFile," '

writeln (OFile);
writeln (OFile,' thetal ' thl:6:4,' theta2 ',th2:6:4,"

theta3 ',th3:6:4);

writeln (OFile,' 11 ',11 :6:4, 12 ',12:6:4 r2
',r2:6:4 );
writeln (OFile,’ m2 '.,m2 :6:4,' m3 ',m3:6:4);

writeln (OFile);

writeln (OFile);
END;
write (' Enter minimum input value ');
readln (finMin);
write (' and maximum input value ');
readln (finMax);
write (' Enter number of steps ');

readln (NumberOfSteps);

FOR StepNumber := 0 TO NumberOfSteps DO

BEGIN
fin := finMin + StepNumber * (finMax-finMin) / NumberOfSteps;
denominator := thS5*th7 - thé*th6*cos(fin)*cos(fin);

n[1,StepNumber] := th7/denominator;
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n[2,StepNumber] := th7*th6*sin(fin)/denominator;
n[{3,StepNumber] := -th6%cos(fin)/denominator;
n(4,StepNumber] := th6*thb6*cos(fin)*sin(fin)/denominator;
n[5,StepNumber] := (th5 + th6*cos(fin))/denominator;
n(6,StepNumber] := -(thS + thé6*cos(fin))*th6*sin(fin)
/denominator)
n[7,StepNumber) := -(th7 + th6*cos(fin))/denominator;
n[8,StepNumber] := -(th7 + th6*cos(fin))*th6*sin(fin)
/denominator;
END;
FOR nNumber := 1 TO 8 DO
BEGIN
FOR StepNumber := 0 TO NumberOfSteps DO
BEGIN
fin := finMin + StepNumber * (finMax-finMin)
/ NumberOfSteps;
writeln (OFile,fin:6:4,' ' n[nNumber,StepNumber]:6:4);
END;
writeln (OFile);
END;
close (OFile);

END.

Table AS.1 Piecewise linear feedback data for given robot parameter values

Parameter values used

thetal 1.6000 theta2 0.4300 theta3 0.0100
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11

Angle

0.52
0.78
1.05
1.31
1.57
1.83
2.09
2.35
2.62
2.88
3.14
3.40
3.66
3.92
4.19
4.45
4.71
4.97
5.23
5.49

5.76

0.4000

12

15.0000 m3

.3671
.3480
.3047
.2603
.2273
.2079
.2016
.2078
L2271
.2601
.3044
.3478
.3671
.3482
.3049
.2606
2274
.2080
.2016
.2078
.2270
.2599
.3041
.3476

.3671

.0000
.1215
.2056
.2484
.2656
2711
.2722
2711
.2657
.2486
.2059
.1222
.0008
.1209
.2052
.2483
.2656
.2711
.2722
2711
.2658
.2488
.2063
.1228

.0016

-0.
-0.
-0.

-0.

0.2500 r2

6.0000

6081
5568
4371

3051

.1884
.0894
.0003
.0888
.1878
.3043
.4363
.5563
.6081
.5574
.4379
.3058
.1891
.0899
.0008
.0882
.1871
.3035
.4355
.5557

.6081

0.0000
0.1945
0.2949
0.2911
0.2202
0.1165
0.0004
-0.1158
-0.2196
-0.2908
-0.2952
-0.1954
-0.0013
0.1935
0.2946
0.2914
0.2208
0.1172
0.0011
-0.1151
-0.2191
-0.2906
-0.2954
-0.1964

-0.0026
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. 8425
.6748
.2912
. 8895
.5716
.3548
.2273
.1761
.1945
.2787
.4161
.5604
.6262
.5619
.4180
.2801
.1951
.1759
.2262
.3527
.5684
. 8850
.2861
.6710

.8424

.0000
.9341
.5459
.8030
.8368
.7663
.6568
.5341
.3973
.2221
.9581
.5482
.0035
.5422
.9540
.2195
.3955
.5325
.6554
.7651
.8364
. 8045
.5509
.9439

.0128

L 4

.9753
.9049
.7418
.5654
.4157
.2973
.2019
.1190
.0394
.0442
.1319
.2085
.2410
.2092
.1330
.0452
.0384
.1181
.2008
.2960
.4141

.5634

.7396
.9033

.9753

.0000
.3160
.5005
.5395
.4858
.3876
.2725
.1553
.0460
.0422
.0893
.0732
.000S
.0726
.0895
.0431
.0448
.1539
2711
.3863
.4848
.5393
.5017
.3192

.0042



AS5.3 SIMNON Representation of Dynamics

This system may be represented in SIMNON using the form given in
listing AS.2, where t, to t, represent the 6 values and sli and s2i the ith
controller switching time. Sine and cosine functions are only calculated once to

save computation time and increase the readability of the file,

Listing AS5.2 SIMNON representation of robot with time optimal! controller

CONTINUOUS SYSTEM opti

* Simulation to test optimal control of a two link planar manipulator.

* Details as given in Time-Optimal Motions of Robots in Assembly Tasks

By Geering, H.P. et al in IEEE trans. AC-31 No.6

STATE tme x1 x2 x3 x4 * thetal, thetaldot, theta2, theta2dot

DER dtme dx1 dx2 dx3 dx4

" Plant Constants

t1 : 1.6 " Inertia of link 1 w.r.t. joint 1

t2 : 0.43 " Inertia of link 2 w.r.t. joint 2

t3 : 0.01 " Inertia of hand and load w.r.t. hand
11 : 0.4 " Link 1 length

12 ; 0.25 " Link 2 length

r2 : 0.125 * Distance of C of G of link 2 from joint 2

m2 : 15 " Mass of link 2

m3 : 6 " Mass of hand and load
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mt : 25 " Max torque at joint 1

mp : 9 * Max torque at joint 2

t4 = t2 + 12%12%m3 ®"Other plant constants
tS = tl1 + 11%11%(m2+4m3)
t6 = 11 * (r2*m2+12%m3)

t7 = t3 + t4

* Differential equations

c3=cos(x3)

s3=sin(x3)

" Common elements in differential equations
dpl = t7%(ul-u2+t6*(x2+x4)*(x2+x4)*s3) -t 6% (U2-t6*x2*x2%s3)*c3
dp2 = (t5+t6*c3)*(u2-t6*x2*x2%s3)

dp3 = dp2-(t7+t6%c3)*(ul-u2+16%(x2+x4)*(x24+x4)*s3)

dtme = 1
dx1l = x2
dx2 = dpl/(t7*t5-t6*t6*c3*c3)
dx3 = x4

dx4= dp3/(tT*xt5-t6*t6*c3*c3)

" Input switching times

s11 : 0.626 * Input 1 switching times
s12 : 1.252
s13 : 1.252
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s21 : 0.278 " Input 2 switching times

s22 : 0.626
s23 : 0.974
sf : 1.252 " Stop time

* Controller definition

*ul = {(+,-,+,~) mt switching at s11,s12,s13

" u2 = {(-,+,-,+) mp switching at s21,s22,s23

ull = if tme<s1l then mt else if tme<sl2 then -mt else mt
ul = {f tme<s13 then ull else if tme<sf then -mt else 0
u2l = if tme<s21 then -mp else if tme<s22 then mp else -mp

u2 = {f tme<s23 then u2l else {f tme<sf then mp else 0

END



APPENDIX 6

SIMNON Representation of RTX Dyanmics

CONTINUOUS SYSTEM edrive

and VS Controller

*Model of motor with nonlinear friction and current drive with

saturation

STATE vf vds im vm pm
DER dvf dvds dim dvm dpm
OUTPUT posm vel

INPUT rtorq "

ti : 0.001 "
ki : 0.049 "
tid : 0.00008 "

kv : 990 "
vdsat : 37 "

r: 22.7 "

1 :0.013 "
km : 0.489 "
j : 3.07e-4 "

ke : 0.63 n

Reflected torque from load

Input filter time constant

Input filter gain

Voitage amplifier time constant s

Voltage amplifier gain V/V

Voltage amplifier saturation voltage V

Motor winding resistance Ohms

Motor winding inductance Henries

Motor torque constant Nm/A - effective at
gearbox output

Motor inertia Kgmt2 - effective at
gearbox output

Motor back e.m.f constant V/degree/second
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vin : 9.77

avf = -vf/ti + ki*vin/ti " Input filter dynamics

vdi = 0.05*%vin - im * Input to voltage amplifier

dvds = -vds/tid + kv*vdi/tid " Vd=(Kv vdi/tid)/(S + 1/tid) Drive
voltage

vd = IF vds<-vdsat THEN -vdsat ELSE IF vds>vdsat THEN vdsat ELSEvds

" Amplifier saturation

vb = ke * vm " Vb = Ke Vm  Motor back e.m.f

dim = -r*im/1 + (vd-vb)/Il " Im=( (Vd - Vb)/L ) / (S + R/L)
Motor current

kf = - km * FUNC (1,vm*180/(21.7%3.142)) " Friction torque - read

from file

tm = km * im " Tm = Km Im Motor torque

dvm = (tm - kf - rtorq )/j "vim = ((Tm - f(vm) - T1)/J)/S
Motor velocity

dpm = vm

posm = pm " Motor output position

vel = vm

curr = im

volt = vd

END

Link Dynamics

CONTINUOUS SYSTEM elbow

= Model of elbow joint of RTX, with yaw fixed.
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STATE armpos armvel armtor
DER darmpos darmvel darmtor
INPUT motorpos motorvel

OUTPUT reftor "torque reflected back to motor

kst : 0.008 " Elastic spring constant of drive belts
ks2 : 0.012 " Anelastic spring constant of drive belts
tb : 1.27 * Time constant of drive belt

nb : 21.666 " Reduction ratio of belts

Jarm : 0.0994 " Inertia of forearm, wrist and gripper

km : 0.489 " Motor torque constant - same as in edrive

tdtorl = (1/(ks2*tb))*( - (ksl+ks2)*armtor)
tdtor = tdtorl + (1/(ks2*tb))*((motorpos/nb-armpos)
+ (tb*motorvel/nb-armvel))

" Belt dynamics
darmtor = tdtor " Torque at joint
reftor = armtor / nb " Reflected torque
darmvel = armtor/jarm - km*nb*FUNC(2,armvel*180/3.142))/jarm

" Joint acceleration =
(generated - friction torque)
/ inertia

darmpos = armvel " joint position

END

Controller Definition

DISCRETE SYSTEM vsc
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* Discrete time simple Variable structure coatroller

INPUT vel pos
OUTPUT dem
TIME t

TSAMP ts

" CONTROL PARAMETERS

c: 5 " Switching line gradient
g : 1 " Controller gain
dt: 0.005 " Sample Interval

" DEMAND PARAMETERS
pdem : 20

vdem : 0

* CONTROLLER EQUATIONS

e = pdem - pos

edot = vdem - vel

§ = c % e + edot

demr = IF s*e > 0 THEN g*e ELSE -g*e

dem = IF demr>10 THEN 10 ELSE IF demr<-10 THEN -10 ELSE demr

ts = t4dt

END
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APPENDIX 7

Additional Results for the Implementation of VS Control

In addition to the results given in Chapter 6, there are a number of

results which, although not critical to an understanding of the control system

implemented, do give useful information. Such results will be given in this

appendix.

A7.1_Effect of load on_VSC with Piecewise Linear Switching Function,

Compensation and Integral Action

It was noted in section 6.4.3 that good switchong function following could
be obtained for the nominal system while the results given in figures A7.1 and
A7.2 show that addition of a 1kg load to the end effector does not have a
significant effect on this behaviour in terms of either the phase plane or

velocity profile.
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Figure A7.1 Effect of load on phase trajectory
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It was noted in section 6.5.1 that, when using a simple VSC to a system
deriving position and wvelocity information from the joint mounted senor, that a
high gain resulted in undesirable behaviour in the form of oscillation around
the origin. In the same way, when using a VSC with boundary layer, the use

of a high gain leads to limit cycling around the origin as seen in figure A7.3

Figure A7.3 High gain VSC with boundary layer showing limit cycle behaviour
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The use of compensation and integral action within a VSC with boundary
layer was seen, in chapter 6, to give significant benefits when compared with
the basic VSC algorithm. Two sets of results concerning this type of controller
are given in the following sections.

A7.3.1 Eff f m tion Terms on in int Position

As an illustration of the effect of adding compensatin terms to a VSC
using joint position and velocity, as in section 6.5.3, figure A7.4 shows the
effect of friction compensation while A7.5 shows the effect of friction and

acceleration compensation.

Figure A7.4 VSC with boundary layer and friction compensation
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Figure A7.5 VSC with friction and acceleration compensation
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A7.3.2 Speed of Response Compared with PID Control

It was seen in section 6.7.2 that the speed of response of a VSC and a
PID control, both tuned for the maximum speed, was very similar. The result
shown in figure A7.6 indicates that the actuation signal used in each case is
similar to the form expected for an optimal control scheme, i.e. saturated for
the majority of the transient with only a single change of state.

The effect of using a piecewise linear switching function on the speed

optimised VSC is shown in figure A7.7

Figure A7.6 Control signals for speed optimised VSC and PID
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Figure A7.7 Effect of pieccewise linear switching curve on speed optimised VSC

, 140%elocity (&/s)
) 130
120

b 110
) 100
b 90
} 80
70

i
2.0 4.0 6.0 8.0 10.0 12.0 14.0 16.0 18,0 20.0
. Position (d)

- A47 -



4 _Eff Veloci n r_Vari r

In section 6.7.3.3, the robot was forced to follow a number of trajectories
at a numberof speeds using different control algorithms. The resulting cartesian
errors for the manufacturer’s PID control and motor and joint/motor based

VSCs are shown in figure A7.8 for velocities of 20, 50 and 100mm/s.
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Figure A7.8 Effect of wvelocity on end point tracking accuracy
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It was seen in section 6.8, that lower resolution in joint mounted position
sensors could be used while still maintaining a reasonable level of control

accuracy. The results shown in figure A7.9 show the effect of changes in

encoder resolution on the tracking accuracy for a typical trajectory.
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Figure A7.9 Effect of encoder resolution on tracking accuracy
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