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Chapter 1 

Introd uction 

With the development of electronics from the large to the small, so the ideas and the intuitive 
guesses made in the former, classical physics case, have been replaced by the entirely different 
world of quantum mechanics. The progression from the continuous macroscopic to the 
discrete microscopic has revolutionized solid state physics, and with the development of new 
growth techniques such as molecular beam epitaxy (MBE) and metal organic vapour phase 
epitaxy (MOVPE) the possibility of atomic engineering has been realised. This precise form 
of 'growth to order' has greatly advanced the progression of materials such as quantum wells 
(QW), multi quantum wells (MQW) and superlattices (SL). Through the utilisation of the 
afore mentioned structures it has become commonplace to design new devices, which use 
the fundamental underlying physics in their operation. 

1.1 Low Dimensional Structures (LDS) 

In a bulk material, although quantum mechanics can be used to describe atomic properties, 
new and novel properties are found when the electrons are confined dimensionally. When 
the latter occurs in one dimension only (say, along the z direction) we still have a continuum 
of possibilities for motion in the x and y directions. A large collection of carriers confined 
in this way give rise to a two dimensional gas (2DEG). Similarly if we have confinement in 
two dimensions ( y and z,say) with free motion only in the x direction then we have a one 
dimensional electron gas (lDEG), and so on to zero dimensions. This type of confinement 
is achieved by growing LDS using the above mentioned growth techniques. The associated 
technology permits the growth of semiconductor heterostructures monolayer, by monolayer. 
thus enabling precise structures to be grown. 

In this thesis, we will be concerned with the 2DEG, i.e where the carrier is confined 
in one direction only. A structure which achieves this type of confinement is a QW, this 
being produced using one of the advanced growth techniques mentioned earlier. A series of 
QW's (i.e a multiquantum well, MQW, structure) can be produced by systematic growth of 
semiconductor layers (see Fig (1.1a)). Since each adjacent layer is composed of a different 
material having distinct band edges, we find the band profile shown in Fig (LIb) could be 
formed, i.e a region where the band edges are lower in energy than in the neighbouring 
layers. The latter shows an abrupt change in the potential at the interface between material 
A and B. with the consequence that an electron (or hole) finds itself confined within the 
region of lower potential. In a semiconductor heterostructure such as GaAs/ AlrGal_rAs, 
there is a difference in the depths of the QW's in the valence band and conduction band. 
The difference in the band gap is called the total offset Otot = E: - E:. A fraction ~ of Otot 
lies in the valence band (i.e the valence band offset Ov B), and the rest in the conduction 
band OCB. Thus, 

OVB = ~ x Otot and 

I 
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Figure 1.1: (a)Schematic diagram showing a typical sandwich structure, with layer thickness 
d-nm;{b) band edge diagram for a typical type I sandwich structure. 
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OCB = (1 -~) x Otot. 

~ is determined experimentally for each particular heterostructure. It's value is well known 
for certain structures, e.g CdTejCd1_xMnx Te [7] and GaAsjAlxGal_xAs [8]. 

To confine a carrier in one dimension, it is not necessary to use a semiconductor het­
erostructure. Another possible way of confining a carrier is to use a doped semiconductor. 
Using such a doped structure it is possible to create a parabolic potential well from a region 
of ionized donors. This parabolic potential acts to confine the carrier in much the same way 
as the QW in semiconductor heterostructures. 

If the well formed by either process for the electron and the hole are spatially above one 
another this is called a type I material; however if they are spatially separated then we have 
a type II material. 
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Figure 1.2: a)The growth sequence of GaAs and Gal_zAlzAs alloys forming a QW where 
here x = 30%. b) The band st.ructure for the QW. 

1.2 QW,MQWand SL's 

Fig (1.2a) shows the growth sequence of a typical III-V heterostructure, so called because 
of the grouping of its constituent elements within the periodic table. The QW is formed by 
sandwiching a region of GaAs between barrier regions formed from GaAs Gal_xAlxAs 1, as 
shown in Fig (1.2b). Solution of the associated time independent Schrodinger equation yields 
the eigen energies and the one particle wavefunctions for the system. These wavefunctions 
(or to be more precise, envelope functions) consist of two spatially distinct parts. The first 
is the wavefunction for the particle in the QW (Ww), and the second is the wavefunction 
for the particle in the barrier (1/; B) .Application of the matching conditions for tPw and 'Iii B 

and their derivatives across the interface enable the one particle Schrodinger equation to be 
solved 2 

The finite probability of finding the carrier in the barrier region is important with the 
penetration of the wavefunction into the barrier giving rise to the possibility of quantum 
mechanical tunneling. Fig (1.2b) shows a QW structure with discrete energy levels arising 
from the confinement of the carrier wavefunction. If the number of QW is increased, but 
with the. barrier width being such that there is no overlap between the wavefunctions in 
adjacent wells we would have a ~IQW system. This system consists of a series of identical 
isolated QW's with all the energy levels of the different QW's being degenerate, see Fig 
( 1.3a). 

If the barriers widths are reduced so that the wavefunctions of neighbouring wells overlap 
then the degeneracy is removed and minibands are formed. This is known as a SL with the 
wavefunctions of the resulting miniband extending over the whole structure 3 see Fig (l.3b). 

I where x is the concentration of AI 
2In terms of effective mass theory, the effective mass of the particle in the barrier is different from that 

of the particle in the well. A popular form of the interface matching condition for the derivative of the 
wavefunction is the 'Bastard' condition [1]. 

1 dlh I 1 dlP2 I 
m I "d;" =:0- = m2 "d; .=0+ 

where ml and Ij;I are the effective mass and the wavefunction in the barrier, and m2 and 1/12 are the effective 
mass and the wavefunction in the well. 

3This is very similar to the way in which allowed and forbidden bands are created in bulk material and 
is described well by energy band theory. 



Chapter 1 

(a) 

(b) 

-, 9:J [J LJ 

5 

.. .... .... . Ec 

.... ...... .. Ey 

fJZ;:: 
Figure 1.3: (a)Band structure for a MQW system;(b) Sketch showing electron , light hole 
and heavy hole miniband formation in a SL . 
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Figure 1.4: QW created by a region of donors width d; V{z) is parabolic for -d/2 ~ z ~ d/2 
and linear elsewhere. 

1.3 Doping 

With the development of accurate growth techniques so the technology for doping semi­
conductors has become increasingly sophisticated and has taken on a new significance in 
research and development. In part.icular MBE and other technological advances have made 
it possible to dope individual monolayers thus producing novel doped semiconductors with 
exciting new properties. 

When doping a semiconductor an n or p type dopant can be employe<i. If an n-type 
dopant is added then, on ionisation of this 'donor', an electron is donated to the conduction 
band and a positive charge centre is left . Conversely if the semiconductor is p-type doped 
then on ionisation of the 'acceptors', holes are donated to the valence band, leaving negative 
charge centers. In this way by doping a material, excess electrons or excess holes in the 
conduction band and valence band respectively, can be engineered. 

Consider an intrinsic semiconductor (i.e. CdTe), , which has been uniformly n-doped, in 
a slab of width d, during growth. Supposing all the donors to be ionised we can show by 
solving Poisson's equation 

where p(z) = eNd(Z) and Nd is the density of donors, that the potential due to the positive 
charge associated with the donors is parabolic over the doped region and linear outside this 
region, as in Fig (1.4). 

Thus by doping a semiconductor we can create QW type regions. However if electrons are 
actually trapped in this region, then their presence will modify this potential (self-consistent 
effects). As a resul t of controlled MBE growth we can if so desired, dope a single monolayer 
only. This is known as delta doping (in reality of course, diffusion of the dopants will occur, 
nonetheless. as a first approximation, if diffusion is limited in extent, this can be ignored). 

By utilising MBE, new types of structures can be grown in a given semiconductor. 
Thus by either delta doping or employing a constant dopant density in a given region of a 
semiconductor; a "new periodicity" can be introduced into the structure. In particular if a 
given semiconductor is doped first with acceptors, and then with donors in repeated planes, 
layers of negative (n) and positive (p) space-charge in the conductor, often separated by an 
intrinsic (i) or undoped layer can be formed [4]. These are called n-i-p-i superlattices. 
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Figure 1.5: Solution to the one particle Schrodinger equation, where the solid line is the 
true solution \If = U(r., m)x(r., m) and the dotted line the envelope function which appears 
in the envelope function approximation \If = X(r., m·). 

1.4 One-particle energy and wavefunction calculations 

In this section we are concerned with describing the method used to calculate one-particle 
wavefunctions and energy levels. Prior to describing the "shooting" technique which is 
employed for this purpose, we outline an approximation called the envelope function ap­
proximation. 

1.4.1 Envelope function approximation 

Using the time independent Schrodinger equation 

HtJ; = EtJ; (1.1) 

we can solve for the one particle eigen energies and wavefunctions in the QW. The wavefunc­
tion consists of both a rapidly oscillating Bloch function U and a slowly varying envelope 
function X and is written as 

\If = U(r., m)x(r., m) 

In the envelope function approximation [1] we neglect the rapidly varying Bloch function 
component of the wavefunction [1,2.3] and assume that the wavefunction consists of only a 
slowly varying envelope function,see Fig (1.5). Elimination of U from the description leads 
to an expression for the Hamiltonian in which the rapidly varying one-electron potential is 
replaced by a slowly varying potential V (z) and the mass m of the particle is replaced by 
an etl'ective mass m· specific to the appropriate semiconductor. We now find that 

\If = X(r., m*) 

Where t' now satisfies the etl'ective SchrOdinger equation given in equation (1.2) below. 

1.4.2 Shooting technique 

The shooting technique is employed to calculate the eigenstates and energies by solving the 
time independent SchrOdinger equation. The Hamiltonian is given by 

~2 d2 

H = -2m. dz2 + V{z) 

and the Schrodinger equation can be written as 

(1.2) 

The solution to the above equation must satisfy the boundary conditions tti(z) ~ 0 as 
z => ±oo, we solve the equation numerically using a finite difference method. Thus the 
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second order derivative of the wavefunction ~ is replaced by a finite difference i.e. 

d2!p !(= + 26=) + !(= - 26=) - !(=) 
d=2 ~ (26=)2 (1.3) 

Using equation (1.3) we can rewrite the Schrodinger equation as4 

(1.4) 

This implies that if the wavefunction is known at ..: and z - 15 = then for any arbitrary energy 
E the value at = + 6z can be found. Thus using two known values of the wavefunction 
a third can be predicted. Using this new point '!/J(z + 6z), together with ,p(z) and by 
making the transformation z + tSz => z, a fourth point '!/J(z + 2tSz) can be calculated and so 
on. Hence the whole wavefunction can be deduced for any particular energy. The solution, 
which represents the stationary state of interest, has a wavefunction that obeys the standard 
boundary conditions i.e. '!/J => 0 as z => ±oo. 

The initial two values of the wavefunction needed to start the iteration process can be de­
termined, by either symmetry arguments (if V(z) is symmetric) or by physical arguments(if 
V(z) is arbitrary). The former determination of!jJ(z -15.:) and !jJ(z) utilises the fact that the 
eigenstates must have either even or odd parity. If, for example we chose the latter, then its 
wavefunction must have a node at the center of the well !J!(O) = O. Hence an arbitrarily small 
decrease along the z axis yields fP(z - 6.:); its magnitude is irrelevant since eigenvalues of a 
linear differential equation, such as the Schrodinger equation are not affected by a scaling 
factor. If the state has even parity then ,pC -6 z) = '!/J( +6 z) and substitution of this condition 
into equation (1.4) gives an equation for !J!(.: ± 15.:) in terms of '!/J(O). The latter can be 
assigned an arbitrary value for the reason described earlier. Hence with fi!(O) and ,p(.: ± 6.:) 
known the iteration process can begin, 

For an arbitrary value of the potential V(z) the determination of !p(z - 6.:) and ,p(z) 
invokes physical arguments. In effect ~' is assigned a value of zero at some distance L into 
the barrier region and a value of unity in the second step. Thus 

,p(z = -L) = 0 

!J!(.: = -L +tSz} = 1 

(1.5) 

(1.6) 

The condition in equation (1.5) arises from the known exponential decay of ,p(.:} in the 
barrier region, 

In summary, starting with a known potential V (z), the initial conditions of equations 
(1.5) and '(1.6) and the iterative loop of equation (1.4), the value of the wavefunction at 
.: = +00, ,poe, say, can be calculated for a chosen energy E, i.e. '!/Joe is a function of energy 
E. Hence solutions are sought to the equation 

.Since Sz is arbitrary the transformation 2Sz => Sz can be made. 
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1.5 Exciton binding energy calculations 

This section outlines briefly the variat.ional approach used to calculate the exciton binding 
energy Eb as developed in [5. 6]. 

This approach involves solving the time independent Schrodinger equation given in equa­
tion (1.1), for the Hamiltonian 11. 

where: 

lie is the hamiltonian describing the electron; 
lih is the hamiltonian describing the hole; 
11..1. describes the kinetic energy of the relative 

motion of the electron and hole; 
lie is the hamiltonian describing the coulombic interaction 

between the elctron and the hole. 

Using the framework of the envelope function approximation a trial wavefunction was 
employed (I). The trial wavefunction consists of a product of the one particle electron 
envelope function (tPe), the one particle hole envelope function (tPh) together with the envelop 
function describing the relative motion of the electron and hole (1Pe-h), i.e 

(1.7) 

The I/Je andl/Jh (which are solutions to 1ie and lih respectively), and the corresponding 
energies are obtained using the shooting technique discussed earlier. 

For a IS excitonic orbit I/Je-h is chosen to have the functional form 

/f'e-h = exp ( -;') 

where 

with ,\ and {3 variational parameters. 
The parameter /3 determines the dimensionality of the exciton orbit, i.e the orbit of the 

exciton can be assumed to spherical (3-D), when /3 = 0, or planar (2-D), when /3 = 1, or 
any orbit of a dimensionality which is between these extremes. Therefore /3 has the range 
0$/1$ L 

The total energy of the system is given by: 

where Ee and Eh are the electron and hole one particle energies, i.e 

Ee = < t,f'ellielt,be > 
< t,l'eltPe > 

and correspondingly for the hole. The exciton binding energy Eb is given by 

Eb = ,,2 J ItPe1
2

1tPh1
2
1¥,1

2 dr 
21-' J ItPel:lI I/Jh1 21t,l'e-h 12 dr 

J ItPel:lltPhI2(tPe-h(li.l. + lie)ti.'e-h) dr 
J ItPel:!l1PhI 2 ItPe-hI2 dr 

(1.8) 

The variational method described involves minimising the total energy E by maximising 
the exciton binding energy Eb (given in equation (1.8». 
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1.6 Radiative Transition Probabilities 

Of particular interest in spectroscopic measurements are the values of the radiative transition 
probabilities (R), which determine the emission and absorption intensities. It can be shown 
that R is proportional to 

where \if is the exciton wavefunction. 
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Chapter 2 

Tuning of surface electric field 
via a quantum well-like 
structure for the purpose of 
controlling catalytic activity. 

2.1 Introduction 

There has been much interest devoted to the study of engineering semiconductor heterostruc­
tures to produce novel devices. [1, 2] The method of engineering varies greatly, ranging 
from the doping [3] of these structures, through to the utilisation of strain produced in 
their growth by sophisticated growth techniques such as molecular beam epitaxy (MBE), 
or metal-organic chemical vapour deposition (MOCVD). [4] In the present chapter, some of 
the structures that are modelled have sharply defined interfaces, similar to the structures 
grown by the methods of MBE and MOCVD. However as shown later, it is not necessary, 
for the applications we will be concerned with, to have such well defined interfaces. Instead 
any technique which introduces some form of potential well (of what ever shape), which can 
confine and separate the charge carriers from the ionized donors can be used. This means 
that one need not employ commercially expensive growth techniques to obtain the desired 
effects, namely that of large surface fields. 

The latter can be very useful and lead to novel applications, one such being the use of 
a semicon'ductor heterostructure to control a catalytic reaction taking place on its surface. 
The rate of a chemical reaction is an important variable, which it can be advantageous to 
control. One method of achieving this is to use a catalyst. The latter is a substance which 
increases the rate of the reaction, without itself undergoing any permanent change. Given 
that the catalytic activity of metals for example, [5, 6, 7]. can be associated with both 
electronic and geometric factors, it is clear that these properties can be strongly influenced 
by the electronic structure of the surface and near surface regions of the support on which 
the catalyst is placed. Electro-positive or electro-negative promoters, strong metal-support 
interaction (S~ISI) and the use of alloys to create surface ensembles, are all methods which 
are employed in attempts to influence the electronic state of the catalyst sites. None of the 
approaches mentioned have been able to demonstrate a clear link between catalytic activity 
and the electronic structure of active sites. Possible reasons for this include comparisons 
involving catalysts which differ very considerably in their electronic structure or catalysts 
that have been inherently inhomogeneous l . In this chapter we illustrate how doping of 

iSMSI catalysts or alloys subject to surface segregation. 

12 
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Figure 2.1: (a) potential profile of a nine-well superlattice,where the barrier width and the 
well widths are 40A. (b) Square electron envelope function for AE = 755meV,shown in order 
of eigen energy. The origin of the horizontal axis is at the left corner of the left most well. 

a heterostructure, such as CdTejCd1_zMnr Te, can lead to severe band-bending at the 
surface which gives rise to large internal electric fields. Since the surface electric field can be 
precisely controlled, by varying certain parameters associated with the quantum well (QW) 
structure lying beneath the surface, one could then influence, in a controlled manner, either 
the electronic structure of the catalyst or the adatom mobility at the surface, and hence the 
rate of the chemical reaction. 

One method of achieving a high surface electric field would be to attempt to localise 
an electronic state at the surface of the heterostructure. Such localised surface states are 
called Tamm states [8, 9, 10, 11], and give rise to many novel effects [12, 13]. They can 
be engineered, readily, for example. in superlattices where the localised state lies at the top 
of the associated miniband (see Fig (2.1)) [14, 8]. As AE increases the highest energy 
state begins to 'peel off' from the mini band and simultaneously its wavefunction starts to 
localise at the interface. However the other wavefunctions stay delocalised and the width 
of the miniband remains essentially constant. Unfortunately our calculations show that the 
localisation of the wavefunction at the surface is very sensitive to the degree of perfection 
of the potential profile, and disperses rapidly away from the surface as the disorder and/or 
interface roughness increases. Consequently, although it is possible in principle to produce 
large fields by localizing an electronic state at the surface, in reality, this would be difficult 
to achieve in a commercially viable way. A much simpler, and more reliable way, is to grow 
a single QW close to it [15]. 

Fig. (2.2) is a schematic energy level diagram showing how localised electrons at the 
surface of the heterostructure can create a surface electric field. It shows a single QW close 
to a terminating surface barrier (having an associated work function) in which the surface 
to QW distance is called the cap layer [15]. There is a highly doped region about 20 A 
wide (placed at various points in the structure) containing a donor dopant density, chosen 
for the purpose of illustration, to be approximately 4 x 1018 impurities/cm3 . The basic idea 
is that, in general, the donors become ionised, releasing electrons which are then confined 
within the QW. Again, for the purpose of illustration, it is assumed that each donor releases 
1 electron to the system. Thus a region of ionised donors is created with the electrons from 
these same donors being confined in the QW. Both features change the potential profile of 
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Figure 2.2: Band diagram of a single quantum well of depth V with a thick buffer layer, a 
well width L, a capping barrier layer of finite size (cap width t), the donors placed at r d 

and a high potential at the surface at x=O. 

the system, giving rise to a new profile. 
The contributions of the ionised donors and the confined electrons to the net potential can 

be determined by solving Poisson's equation, i.e. in order to calculate the heterostructure 
potential we must superpose onto the original square QW potential the potential due to the 
ionised donors and the Hartree and exchange potentials due to the electrons (note, following 
'tradition' in MBE growth we have considered a 'rectangular' quantum well. However, since 
we solve the SchrOdinger equation numerically, the problem could just as readily be dealt 
with as if the 'well' was not rectangular. Equally, the essential results described below 
would be little affected by such a 'non-rectangular' well, since the latter is used mainly as 
a 'container' for the electrons, thus permitting the positive charge from the ionised donors 
to be separated in real space from the negative charge of the 'confined' electrons). To 
evaluate the Hartree potential for the electrons, we must find a self-consistent solution to 
both Poisson's equation and the one-particle Schrodinger equation [10]. The former equation 
is given br 

(2.1) 

and can be used to find the resulting potential from both the constantly doped donor region 
and for the electrons. In the former case the density p is given by the charge density of the 
dopant distribution, whereas in the latter p is the probability density of the electrons. Thus 
for N electrons we would have to solve the following modified form of Poisson's equation 

{Pt/> eNltPI2 
ax':! = (O(r 

(2.2) 

self-consistently with the Schrodinger equation. (This follows from the assumption that the 
in-plane QW structure is 'flat', and hence that the in-plane motion of a given miniband 
structure can be represented by a plane wave with varying wave vector for the different 
electrons. Clearly, if there is 'roughness' along the 'QW plane', the calculations would 
become slightly more complicated, but the essential physics would remain unchanged.) Once 
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the new potential profile has been calculated in this manner, the electric field, which is the 
gradient of the potential, can be found at any point. 
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Figure 2.3: A diagram to illustrate the method of integration across the donor region,for a 
system of length L. 

2.2 Theory 

As described above, in order to obtain the potential and thus the electric field, the Pois­
son and SchrOdinger equations must be solved self-consistently. For the constantly doped 
(ionised) donor region, the solution of the Poisson equation could be calculated analytically, 
as follows. Suppose </J is the resulting potential and p is the charge density. Given that the 
potential must have a turning point, the boundary conditions are given by: 

and 

o</J = 0 
ox 

at x = do 

at x = 0 or x = L 

with do to be determined 

(this simply defines the zero of potential), 

Also the potential </J and its derivatives are continuous across the boundaries of the donor 
region at d1 and d2 (see Fig (2.3). 

Starting from Poisson's equation we have (for the region between d1and d2 ) 

02</J _ L-c 
ox'l - fOfr -

Integrating from x, to do we get 

( o</J) _ (O</J) = C(do - xd , 
ox do or XI 

I.e. 

(2.3) 

(2.4) 

If we integrate equation (2.4) from d, to x~ (where x~ lies between d, and do) we have 

I C ['., 2] 4>(xd - </J(dd ="2 (Xl - do)- - (d, - do) 

l.e. 
I C ['., 2] </J(xd = 2" (x, - do)- - (d, - do) + (/)(dt) (2.5) 
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therefore (2.6) 

If we now integrate Poisson's equation from do to x:! (where x:! lies between do and d2) we 
get: 

and integrating equation (2.7) from x~ to d2 we get 

I/>(x~) = ; [(x; - do)2 - (d2 - do):!] + I/>(d:!) 

therefore I/>(do) = - ~ (d2 - dO)2 + l/>(d2) 

Outside the region d1 to d2 Poisson's equation reads 

(PI/> 
ax2 = 0 , 

Integrating over the region 0 $ x $ d1 gives 

from which we obtain 

Since at x = 0 I/> = 0 then 
C2 = 0 , 

therefore I/> = C 1 x 

From equation (2.4) we know that at x = d1 

a¢ ax = C(d1 - do) , 

The equality of the derivative across boundary at d1 gives therefore 

Similarly integrating for d2 $ x $ L we obtain 

I I 

¢=C1z+C2 

Now for d2 $ x ~ L we know that at x = L I/> = 0, consequently 

C; = -C~L 

thus giving I/> = C~Cr - L) 

Similarly from equation (2.7), we know that at x = d2 

The equality of the derivative across boundary at d2 gives 

Thus for 0 $ x $ d1 

(2.7) 

(2.8) 

(2.9) 

(2.10) 
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0' 

Figure 2.4: A diagram to illustrate the method of integration for the electrons. 

¢J = C(d2 - do)(x - L) . (2.11) 

Since ¢> is continuous across do we can equate equation (2.9) and equation (2.6) to obtain 
(via equations 2.10 and 2.11) 

d - d (d5 - di) 
0- 2 - 2L (2.12) 

Thus for d1 :s x :s do 

c [ ~ 2] ¢>(x) = 2" (z - do)~ - (d1 - do) + C(d1 - do)d1 (2.13) 

and for do :s x :s d2 

c [ 2 2] ¢>(x) = 2" (x - dol - (d2 - do) + C(d2 - do)(d2 - L) , (2.14) 

where do is given by equation (2.12). 
Now for a varying charge density, in which the charge carriers are N electrons all de­

scribed by a given wavefunction 'If, the same technique as for the constant charge region is 
employed, when calculating the Hartree potential. The difference is that instead of a con­
stant charge density p, the probability charge distribution el'lf12 is used. Thus in this case 
p = eNI'lf12 (see equation (2.3)). To obtain the potential from Poisson's equation, involves 
evaluating an indeterminate integral, hence an analytical solution is not possible in this 
situation. Consequently the Poisson and SchrOclinger equations were solved self consistently 
using the technique described below: Placing 

Ne -c - , 
lOlr 

and noting the boundary conditions (see Fig (2.4): 

a¢> = 0 at x = d~ 
ax 

¢> = 0 at x = -00 and J: = +00 , 

gives, on integrating Poisson's equation from Xl to d~ 

(say) . (2.15) 
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Similarly integrating equation (2.15) from -.:X) to .c~ gives 

therefore tiI(d~) = -1~ g(.l:l, d~)dxl 
On integrating Poisson's equation from d~ to J:2 we obtain, in an obvious notation, 

whilst integrating equation (2.18) from x; to 00 gives 

therefore ¢(d~) = - ['X> f(x2, d~)dx2 
ld' o 

Hence from equation (2.17) and (2.20) we obtain the identity 

Equation (2.21) enables us to determine, numerically the value of d~. 
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(2.16) 

(2.li) 

(2.18) 

(2.19) 

(2.20) 

(2.21) 

As well as the Hartree potential due to the confined electrons. there is also an exchange 
correlation potential V xc( x). This can be calculated using the local density approximation 
of the density functional formalism [16]. This yields a contribution of 

V () V() 0.916e2(3n(J:»)! xc x ~ X X ~ --
2f 411' 

where n(.c) is the probability charge distribution el1j'12 multiplied by the number of charge 
carriers N. 

The approximation holds only when the density of carriers is high. It breaks down at 
low densities. Consequently it can be incorporated into calculations only when the density 
of carriers' is sufficiently high (typically 1 x 1018Jcm3 ). 

To solve the problem self-consistently requires employing a technique in which the dif­
ference between consecutive solutions is small. If the difference is large then the solutions 
will not converge. This means that, for calculational purposes the density of donors must be 
added incrementally, and the system solved self-consistently each time until the full donor 
density was attained. Fig (2.5) shows a flow chart showing all the computational steps in 
obtaining the self-consistent solution. 
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Figure 2.5: A flow chart showing the computational steps in obtaining the self-consistent 
solution. 
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Figure 2.6: Band diagram of the conduction band edge with a terminating surface barrier, 
when donors are placed at r d= lOO A. 

2.3 Results 

The calculations show that a wide range of surface electric fields can be expected ranging 
from high negative values to high positive ones. As might be expected. the electric fields 
can be controlled by varying several parameters, all of which can be adjusted via the growth 
stage. These parameters include the QW width , the donor position and the donor concen­
tration . In the ca.lculations, the total length of the whole system was kept fixed , with the 
wave function vanishing at the boundaries of the system. 

In addition to the system involving a QW, a test system without such a QW was also 
modelled. This system is comprised of a flat band edge (with a terminating surface barrier) 
into which donor ions are introduced over a given region . vVe consider first such a system. 
Fig. (2.6) shows the resultant 'V' shaped potential well formed when bulk material is 
doped over a finite region with a constant donor density. This 'V ' shaped potential is due to 
potential contributions given by the electrons and ions and was evaluated on the assumption 
that each donor has a single electron with the latter being confined in the ' potential well' 
created by the ionized donors. The surface electric field is given by the gradient of this 
potential at the surface. 

Fig. (2.7) shows the contribution made by each term to the overall energy. For the 
situation when the donors are placed at the centre of the system (i.e. r d= 100 A, where the 
system i defined as the surface layer, and the flat band) the exchange and correlation terms 
play little part in determining the surface field . If the donors were situated closer to the 
surface the exchange and correlation terms would playa much larger part in determining the 
overa ll energy, and hence the surface fi eld . For the case of the surface barrier shown in Fig . 
(2.6) the su rface field is negat ive. Fig. (2. ) shows the surface electric field as we move the 
donors through the system . As f'xpected the surface elect ric fi eld tends to zero as the donors 
are moved further from the surface. The reason is that the exchange and correlation term 
due to the electrons (which sit in the 'v' shaped well produced by the donors) is negligible 
and the coulombic and ionic terms ca ncel. 

In the previous calculat ions a 3 e V barrier height was used since this is typical of the 
work function of a surface layer . Increasing the ba.rrier height reduces the contribution of the 
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Figure 2.7: Potential energy diagram showing the contribution made by each term to the 
overall energy. 
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Figure 2.9: urface electric field versus donor position for different cap layer widths. 

electrons to the electric fi eld . For example , the surface electric field for donors positioned at 
r d=20. in a y tern with a 6 eY work function is more negative than the surface electric 
fi eld for the same donor position but with a work function of 3 eY (The points are taken 
to represent the centre of the donors , for example the point at r d=20 A indicates that the 
donor position ranged from 10 to 30 .). This result is attributable to the fact that 
a.., we increase the surface barrier height the wave function penetration into the barrier 
region decreases. Consequently the electrons are repelled from the surface region and their 
contribution to the surface electric field decreases. Note that as we increase the barrier 
height , the wave function penetrates the barrier less, and the density of electrons within the 
barrier region decreases significantly. Consequently the approximation used for calculation 
of the exchange correlation term is of decreasing validity in this region . [16] 

We now turn to the situation where a QW is present in the structure. One possible 
variable i the thickne s of the cap layer . Typically we chose a 50 A cap layer. However the 
effect of varying the length of the cap layer is shown in Fig. (2.9). Each curve represents 
in Fig . (2.9) the urface electric field as the constant donor region (of width 20 A, and 
the donor den ity 4 x 1024 j m3 ) is moved through the structure with the QW width kept 
fixed at 50 . Considering the curve with a cap layer of 50 A we can see that as we move 
the donors through the structure we go from a very large negative electric field ("" -100 
MY j m ) to a point where the surface electric field is zero, and as we move the donor position 
further away from the surfa e we obtain a very large positive electric field ( ...... 20 MY 1m). 
This illu trate the sen itivity of the mface electric fi eld to the donor position . and how by 
simply changing the donor posit.ion , we can alter the sign of the electric field from negative 
to positiv. Fig . (2.9) a lso -hows the effect of different cap layer thicknesses. It can be 
seen that as we bring the QW closer to the surface (by reducing the cap layer) we increase 
the effect of the el ctron on the surface electric field thus making the electric field more 
po itive. Thus for a cap lay r thi kn ss of 25 A we have a more positive electric field than 
that for a cap layer thickn of 50 A. However, when th e donors are positioned at large 
distance from the urf e the el tl'i fields for all the cap layers are similar. This effect is a 
re ul t of the electron" bing confined to th 'V' shaped donor potential well rather than the 
QW. ig. (2. 10) shows a potential profil of a typical system, before and after the addition 
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Figure 2.10: Band diagram of the conduction band edge for a square QW without any donor 
region and a self-consistent QW potential where the donors are placed at r d=30 A. 

of the donors . It can be seen that the addition of donors leads to a 'band-bending' effect 
which in turn gives rise to the very large surface electric fields. 

Fig (2.11) shows the effect of varying QW potential depths on the surface electric field . 
It shows that if we increase the depth of the QW the electrons have a greater effect on the 
surface electric field . 

The QW width was another possible variable, Fig. (2.12) shows the effects of changing 
the QW width on the urfa e electric field. Again there is only a significant difference when 
the donor are placed further from the surface, the trend seems to be that for this region the 
wider the QW the more negative the surface electric field , thus this suggests that the wider 
the Q\ the fewer the number of electrons that contribute to the surface electric field . 

As well as doping a het rostructure with donors, it is also possible to dope with acceptors. 
The same theoretical technique is applicable as for the donor case. Fig. (2.13) shows 
a comparison between the dopant position and the surface electric field , for both donors 
and acceptor . It can be seen that the acceptors produce positive electric fields whose 
magnitude are larger than those associated with the donors. This results from the higher 
effective mas of the hole which leads to them being more confined in real space than the 
el ctron as ociated with the donors. 
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2.4 Conclusion 

In this section we have modelled the effects of a QW, together with a highly doped region, 
on the magnitude of the surface electric field. By varying growth parameters (such as QW 
width. position of the doped region. position of the QW relative to the surface etc.) it has 
been demonstrated that the magnitude of the surface electric field can be tuned through very 
large ranges of positive and negative values. This effect could be of extreme importance for 
the control of a catalytic reaction, where such large surface fields could be used to influence 
the mobility of atoms/ions and also the electronic structure of the active sites. Currently we 
have no technique whereby we can locate a catalytically active phase in a controllable and 
unambiguous electronic environment, thereby modulating the normally binding correlations 
between electronic character and geometric structure. However as we have demonstrated in 
this chapter, the use of semiconductor heterostructures to control the electronic structure 
is clearly possible, since the electronic structure of the semiconductor materials themselves 
is relatively well understood. In this manner the hope is to achieve novel catalytic activity 
and control in a wider range of catalytic processes. 

It is important to stress that in order to obtain large surface fields, and hence to achieve 
the novel effects desired, does not require the use of precise growth techniques. Although the 
structures examined previously are ones assumed to be grown using MBE, it can be shown 
readily that the same effects would be obtained if the structure was grown with a QW whose 
interfaces are much less precisely defined (Le. are 'corrugated'). In tum this means that one 
could use a much lower resolution growth technique, thus rendering the control of catalytic 
processes by this means a commercial viability. 
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Chapter 3 

A melting model for pulsed laser 
processing of Silicon thin films 

3.1 Introduction 

The growth of interest in polycrystalline Silicon thin film transistors (poly-Si TFTs) over 
the past decade has been due to the commercial development of active matrix-addressed 
flat panel liquid crystal displays (AMLCDs). The current technology is such that AMLCDs 
use amorphous Silicon thin film transistors (a-Si TFTs). Although these devices work ade­
quately, they are limited from being developed to form Integrated drive circuits on the active 
matrix plate owing to the low electron field effect mobility. This mobility problem could be 
overcome by the use of poly-Si TFTs since these have a superior field effect mobility (over 
100 times that of a-Si) 1 [2]. 

There are a variety of ways of forming thin film poly-Si. These include direct deposition 
of the poly-Si onto a substrate as well as conversion from a-Si by either solid-phase crystal­
lization or by laser crystallization. The investigations undertaken are guided by commercial 
viability. Thus, e.g, although the use of a high temperature technology based on utilising 
quartz substrates is possible, only low temperature processes are actually considered as a 
result of economic considerations. This allows the use of inexpensive glass substrates and 
means that mass production of devices is easily attainable. 

The objectives of the present research are to model the heat conduction within a semi­
conductor arising from an incident laser pulse, with a view to gaining an understanding of 
the recrystallization process involved in transforming a-Si to poly-Si. Once the processes 
are understood, the object is to utilise the model to aid the experimental realisation of the 
formation of thin films of poly-Si from a-Si. Since ultimately the production of poly-Si TFTs 
on glass are required, thin films of a-Si on glass substrates were modelled2. When raising the 
temperature of the a-Si using a pulsed laser the time scales involved are very small. Typ­
ically the temperature of the sample may be raised in a few nanoseconds from ambient to 
the melting point, if the laser pulse is sufficiently powerful. Over these temperature ranges 
the thermal conductivity (K) specific heat (c) and density (p) are not constant. 

It can be seen from Fig (3.1) that for crystalline Silicon (c-Si) the temperature depen­
dency of the thermal conductivity is large and that it would not be correct therefore to 
assume a constant value for all temperatures. It is also noticeable that there is a quasi­
discontinuity in J{ which occurs on melting, when the material properties change from those 
of a semiconductor to those of a metal. Such effects are clearly important when trying to 

la-Si TFT. have a channel mobility no more than lcm l /(V .• ), where as it has been reported that for 
poly-Si the TFT channel mobility is in the region of 200 - 3OOcml /(V.,,) [1] 

2150nm of a-Si on a 850nm glass substrate and 450nm of .. Si on a ll'm glass substrate. 
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Figure 3.1: Temperature dependency of thermal conductivity for three crystalline semicon­
ductors [3]. 

Latent heat J/g 
crystalline 1800 
amorphous 1320 

vaporization 16207 

Table 3.1: Thermodynamic data. for Si [3,4]. 

model the heat flow and must therefore be accounted for properly. Besides the temperature 
dependent properties another important consideration is the incorporation of the latent heat 
into the problem. When a-Si reaches it's melting point it must overcome the latent heat of 
fusion before it is transformed into its 'molten' state. However, in the problem under consid­
eration, the transition from solid to liquid occurs in parts of the sample only. Consequently, 
during the various transition stages the material goes through a 'two-phase mixture referred 
to as slush or mush' [3] and this must also be allowed for when dealing with its properties. 

Table (3.1) shows some thermodynamic data for Si. From this table it can be seen that 
the latent heats for c-Si and a-Si are different (as a result of their different crystal structures). 
Thus when a transition from a-Si to c-Si via molten Si occurs, differing amounts of latent 
heat are involved. 

The relevant physical parameters of the glass substrate were assumed to have a negligible 
temperature dependence. This means that the heat flow problem can be dealt with in a 
straightforward manner for the substrate. The properties of the latter are very different 
from those of molten or coSio Hence when dealing with the interface (which always occurs 
at the substrate) an appropriate technique must be employed since many of the physical 
properties of the materials change abruptly there. Such abrupt changes can give rise (via 
derivative terms in the differential equation) to the appearance of Dirac-delta functions in 
the equations. It is essential therefore, to avoid non-physical effects resulting from such 
mathematically singular terms. A means of achieving this in the numerical simulations is 
described later. 

In general, heat flow in materials irradiated with laser pulses constitutes a three dimen­
sional problem. However for short-pulse irradiation, the thermal diffusion distances are very 
much smaller than the dimensions of the laser beam. As a result the temperature gradi­
ents perpendicular to the surface are many orders of magnitude greater than the gradients 
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parallel to the surface. This means that it is usually a good approximation to treat the 
heat conduction problem as a one dimensional one [3]. To determine the resulting temper­
ature gradients in the system one has. in general, to solve therefore the following two heat 
conduction equations. 

dQ = _KdT 
dt dz 

dT dQ 1 
Tt="dt;;; 

(3.1) 

(3.2) 

Where Q is the heat transfer, t is the time, T the absolute temperature and m the 
mass of the element being considered. Unfortunately these two heat conduction equations 
are general equations which do not include the effect of heating due to the laser pulse. 
Consequently they must be combined into a single differential equation which includes a 
heat generation function P(z. t). 

pc8T(z,t) _!... (KT(Z,t») _ P(z t) 
at 8x 8x - ., (3.3) 

Clearly this equation is mathematically similar to the equation of continuity with a source 
term present. The heat generation function is determined by the interaction of the laser 
radiation with the sample and the subsequent transfer of the energy to the lattice [5]. The 
incident pulse has certain characteristics which depend on the type of laser employed. Such 
characteristics can thus be varied by making a different choice of laser. A X eel eximer laser 
was used in experimental work in the laboratory [6]. Consequently when modelling the laser 
pulse the characteristics of such a laser were employed, these characteristics include pulse 
shape, wavelength, absorption depth, reflect.ivity and duration of pulse (variable). From the 
information about the pulse, the amount of energy transfered to the lattice per unit time can 
be determined and consequently the temperature rise due to this energy can be calculated. 
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HEAT FLOW 

Figure 3.2: Diagrammatic representation of heat flow from adjacent nodes. 

3.2 Theory 

To obtain the temperature gradients the heat conduction equation (equation (3.3» was 
solved using a finite difference technique. To apply the latter, the physical problem is 
approximated by a set of nodes along the x axis, each node being associated with a small 
volume of material having prescribed thermal properties. The heat flow between adjacent 
nodes is then modelled [3]. Fig (3.2) illustrates the heat flow involved. An appropriate 
choice of the time steps and the increments between the nodes enables an accurate solution 
to the differential equation to be made. Rewriting equation (3.3) in the form 

8T(x,t) P(x.t) 1 [8K(X,t)8T(x,t) r,"( )82T(X,t)] 
-"=-"""'" = --+- +.n x,t -~~ at pc pc ax ax ox2 

leads to the finite difference equation (c.f. 1.3.2) 

[T(X,t+O;;-T(X,t)] = 

B( ) 
1. {[K(X + OX, t) - K(x - ox, t)][T(x + ox, t) - T(x - ox, t)]} 

x, t + pc (20x)2 + 
]((x,t) {T(x+ox,t)+T(X-ox,t)-2T(X,t)} (3.4) 

pc (ox)2 

where B(x,t) = P(x,t)/pc. 

The two stationary boundary conditions imposed on these equations are the following 

(
OT(X,t)) = 0, 

ox z=o 
and T(x, t)z-+oo = constant. 

The first condition implies that there is no heat loss from the surface, whilst the second 
reflects the fact that the sample must be thick enough to act as a good heat sink [3]. In 
numerical calculations, the two boundary conditions are readily implemented, by ensuring 
that the temperatures of the first two nodes are equivalent, and that the number of nodes 
is such that the last one remains at room temperature 3. 

3.2.1 Heat generation function 

The heat generation function B(x, t) is evaluated on the assumption that the laser pulse has 
a rectangular form which can be divided into small elements. 

Fig (3.3) shows the shape of a typical pulse employed in the calculations; using such a 
pulse means that it can be divided into small time elements of length 6t. Consequently at 

3Room temperature is taken to be 300 Kelvin. 
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dt 

Time (sees) 

T 

Figure 3.3: Typical pulse shape used in calculations of temperature profiles. 

a time ot in the future, only the energy contained in the shaded region is transferred to the 
lattice. 

Using 
E = mc6.T 

Where E=energy, m is the mass of the element, c is the specific heat capacity and b.T the 
temperature rise, then 

E mcb.T 
F = Fluence = -- = ox 

Area Volume 

therefore 
F = pcb.Tox (3.5) 

In this manner we can evaluate the temperature rise in an element OJ: resulting from an 
element of the pulse of duration ot. This model assumes complete absorption of all the 
pulse energy; it does not take into account reflectance at the surface. Thus the more general 
form is 

F 
b.T= (1- R)­

pcox 

where R is the reflectance (note 0 $ R $ 1) 

3.2.2 Treatment of the interface 

(3.6) 

Owing to the abrupt nature of the interface, and the rapid variation in the parameters on 
one side of the interface only, the two nodes at the interface are dealt with separately. The 
problem arises from a large change in K across the interface associated with the transition 
from molten Si to the glass substrate. From Fig (3.4) it can be seen that there is a large 
change in K values on going from the Si to the glass. As mentioned earlier this could cause 
mathematical difficulties in the evaluation of ~~ across this interface. One possible solution 
would be to increase the value of ox at the interface. This however gives rise to inaccuracies. 
Another solution is to proceed as follows. We note that initially 

{)/( _ KSi.initial - K,ub'trate _ P (say) 
{)J: - node -

Once the pulse is applied, 
{)/{ I\Si - I\,ubltrate 

{)J: = node 

= KSi - I\,ubltrate KSi,initial - K,ubltrate 

KSi,initial - /{,ub,trate node 
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Silicon 

dx 

K=56 

x 

Glass 

K=2.3 ..... ---"----" .... 
Interface 

Figure 3.4: Diagram showing the abrupt step in the K values at the interface. 

Hence 4 

11K KSi - K,ub'trate p 
a; = KSi,initia/ - K,ub,trate 
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3.2.3 The mathematical criteria for the validity of the modelling 

The criteria that must be satisfied in the modelling, is a mathematical one related to stability. 
Von Neumann [5] gives a necessary condition, which reads 

L 
-£- ~ v'o.5 
uXca/c 

Where oXca/c is the node size and L is the diffusion length given by 

From this it follows that 
K 6t < (6X)2 
pc - 2 

This criteria is fulfilled readily in the calculations, by an appropriate choice of 6t and 
6x. From the present problem the condition is always satisfied provided ot is in the region 
of 1 x 10- 14 seconds and oXca/c is 1 x 10-9 metres. 

4 A similar problem arises when a phase change occurs. In order to change phase a given node representing, 
say, a solid semiconductor element, must absorb the latent heat of fusion before it displays the properties 
of the molten semiconductor. However this is a dynamic process during which the semiconductor node will 
be in a ',lush' state. When calculating the thermal conductivity this transition from solid to liquid must 
be smoothed. This can be done by tracking the fraction of the latent heat that the node has received, and 
evaluating K as follows, 

K = (1 - X)KSi + XKhq,Si 

where KSi is the K value prior to the phase change and Kliq,Si is the K value of molten Si. 
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Figure 3.5 : Temp rature profile for a 2000J 1m:?, 30ns pulse incident on a 150nm Si film sat 
on top of 5Qnm of glas substrate , at various times during and after the pulse . 

3.3 Results and Discussion 

The olution of equation (3.4) gives the temperature profiles for a thin film systemS at any 
moment in t ime, as a function of the depth in t he sample. A collection of such profiles gives a 
history of ea h node from which it can be deduced whether or not it has had the opportunity 
to l' cry tallize from the molten phase or has stayed amorphous . As an example, Fig (3.5) 
how the hi tory of a 150nm i film on a 850nm glass substrate during a laser annealing 

proce . It can be -een that for this particular catse the whole sample undergoes a phase 
chang . On hanging phase, as a result of the very large increase in thermal conductivity 
of molten i compared with a- i, the temperature becomes pinned at just above the melt 
temperatur . The abrupt changes in the temperature profile result from the abrupt changes 
in the thermal conductivitie of adjacent nodes. On cooling, any a-Si that has overcome the 
latent heat of fu ion thus enabling it to melt , recrystallizes into poly-Si which again has a 
different thermal conductivity. Since poly-Si has a much higher thermal conductivity than 
a- i, th Y tem cools more uniformly. Although, in t he present example, the whole of the 

i film will ha r cry talli zed into poly-Si we have no way of knowing , at the present stage 
of our und r tanding , th di tribution of grain sizes. However we do know , for example, 
th t at diff rent end of the -ample the cooling rates are not the same. A combination of 
thi knowledge with exp rim ntal ob,ervations of the grain size distribution will ultimately 
n bl u' to formulate a criterion for grain size formation and this is discussed later. 

ft i intere' ting to note th t th so lu tion of equation (3.4) involves temperature dependent 
prop rti , for xampl th th rmal conductivity. Due to this temperature dependency, the 
r ulting temp ratur profiles are different from the standard curves shown in texts. This 
i b cau hiatt r ar obtai n d by solving the problem with no temperature dependent 
prop rti or inclu ion of latent heat. In order to form a check on the method the temperature 
d p nd n was r mov d from th model and a low enough laser f1u ence chosen such that 

th thin film (1 50nm ,450nm) and the substrate (850nm,1Ilm). 
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Figure 3.6: ompari on of model used with an analytical solution in which we have no 
temperature dep ndent properties. 

lat nt heat would not be involved in the process. From Fig (3.6) we can see that in this simple 
cas where we have no late t heat or temperature dependent properties, the model used 
giv - re -ult - virtually identical with the analytical solution. This gives us confidence that 
th model can bud for more th complex situations, where latent heats and temperature 
d p nd nt prop rti ar t he norm . 

In g n ral. if a thin film of a- i of thickness 150nm, is considered , then dependent on 
he paramet r of th I -er pulse differing amounts of a-Si will be recrystallized . One of the 

complicating feature of the problem is that it is found experimentally that even nominally 
imilar -ample behave differently as regards the amount of a-Si remaining in the film after 

it h b n las r annealed with a 30ns pulse of various fluences. This is due to difficulties 
in producing two id ntical a- i films. Other complicating features are the experimental 
valu of th thermal constants' since two samples of a a-Si film may vary so significantly, 
th data r cord d regarding th rmal constants may also vary. Thus the data used in the 
th oretical a l ulation , were the most commonly accepted values from the literature [7 , 8]. 

on th I ,although there is no absolute certainty about the thermal constants employed , 
th obj c iv of h t h or ti al cal ulations are still achieved, namely to find general trends 
which can guid xp rimental developm nt . 

he r cry t lliz tion pro e from the melt will clearly be dependent on the cooling rate 
of th mpl i. th m Itfront velo ity. Since the latter is not uniform across the film , it is 
not unrea onabl to exp t t he ize of grain to be different for these variable cooling rates . It 
i found xp rim ntall. that .g with a 2000 J j m::! , 30ns pulse, the surface forms large grain 
ry tal - wh r d ep r into th ample fin e gr ins occur. Fig (3 .7) shows experimental 

r ult ' by a.nd - t al [9], wh l' the 150 nm thin film is annealed at differing fiuences, as 
drib d arli r. h graph -how the variation with fluence of the thickness of the large 
grain d , fin r in d nd r -idual amorphous silicon. It can be seen that there is a saturation 
v lu to th amount of I rg grain ii i on prod uced and that ra ising the fluence from 1500 
Jjm::! to 2000 Jj m'! do not (fee t t he amount of large grain material. Instead increasing the 
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1000 1500 2000 

peak energy density ( -Nm2) 

Figure 3.7: The thicknesses, as derived from reflectivity experiments, of the residual amor­
phous silicon (triangles), fine-grained poly-Si (squares), and large-grained poly-Si (circles) 
for a 150nm thin film of laser annealed amorphous silicon. Plotted as a function of peak 
fluence. 

fluence in this region increases the amount of fine grain Poly-Si at the expense of amorphous 
Si. One other interesting feature of the results is the sharp transition from no large grained 
poly-Si to a saturated value. 

Clearly the meltfront velocity plays an important role in determining the dynamics of 
grain formation and ultimately the grain size. Hence in order to try and explain the exper­
imental observations. one could suggest that when the meltfront velocities lie within cetain 
limits large grain formation occurs. Clearly for a fluence of 1500 J 1m2 the meltfront velocity 
is conducive to only fine grain formation, whereas from 1500 J/m2 to 2000 J/m2 there are 
certain regions where the meltfront velocity is such that large grains can form as well. Using 
this line of argument, it should be possible to produce more large grains by determining 
which range of velocities give rise to large grained poly-Si and applying a fluence which will 
give the desired velocities. In an attempt to simplify the problem, we will deal with average 
melt front -velocities. 

A 150nm thin film was modelled and the meltfront position was calculated for a range 
of fluences. Fig (3.8) shows the meltfront position against time, after the 30ns pulse has 
finished. The theoretical results show that for fluences exceeding 1600 J /m2 the meltfront 
recedes from the film-substrate interface, thus suggesting melting throughout the sample. 
This is in disagreement with the experimental results which show that at such a fiuence, 
there is still -50nm of residual amorphous silicon. This anomaly is believed to be due to the 
lack of accurate data available for the thermal constants of amorphous silicon, and errors 
in the optical reflectivity measurements used in the experiment. However since it is trends 
in changes that are of importance, we retain the same set of constants througout all the 
simulations. In the graph it can be seen that the meltfront position for fluences of 1600 
J/m2 to 2000 J/m'J are virtually identical. Because of this it fonows that their average 
meltfront velocities are almost identical at a value of 2.5m/s. As the fluence is increased 
to 3000 J/m2, 4000 J/m2 and 5000 J/m2 the curves change noticeably and the average 
meltfront velocity increases appreciably to values of 7m/s, 7.om/s and 8m/s respectively. 
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Figure 3.8: Meltfront position, as a function of time, for a 150nm thin film of Si, after the 
termination of a 30ns laser pulse. 

The results are consistent with the experimental results shown in Fig (3.7), in the sense that 
there is a saturation in the formation of large grained poly-Si between 1500 J/m2 and 2000 
J/m'l where the average meltfront velocity is the same. Using these results it is possible 
to predict that large grain formation throughout the thin film will occur at these higher 
fluences. However due to lack of experimental data at larger fluences it is not possible to 
test this hypothesis. To examine this possibility further a thicker film was modelled, since 
experimental data was available for such films. In particular a 450nm sample was considered, 
the experimental and theoretical results of which are discussed next. 

The system considered was thought initially as a result of optical measurements, to be a 
400nm thin film of a-Si on a 1pm glass substrate. This system was chosen since experimental 
results of grain formation over a large fluence range were readily available (10]. 

Fig (3.9) shows the variation with fluence of the regions of large grain, fine grain and 
residual amorphous silicon formation. The graph shows trends which are similar to the 
previous experimental curve in Fig (3.7) in that it displays a threshold fluence below which 
there is no large grain formation. Similarly there is a saturation in the amount of large 
grain poly-Si produced for fluences between 1600 J/m2 and 2000 J/m'l. It can be seen 
from Fig (3.9), that at higher fluences the large grain poly-Si is the most dominant grain 
size within the annealed film. It can also be seen that the large grain formation increases 
linearly for ftuences above 2500 J/m'l. Thus by analysis at these large fluences it should be 
possible to determine a range of average meltfront velocities which will give large grained 
poly-Si throughout the sample. To this end, using a more accurate experimental technique 
of TEM the thin film annealed at 9500 J/m2 was observed. The resulting picture of the 
sample is shown in Fig (3.10), which shows large grain formation throughout the whole 
sample. The grey region in Fig (3.10) is the substrate, but large grains are clearly visible 
throughout the film. Further more the TEM showed that the sample was actually 450nm 
thick. The latter shows the limitations placed of the optical reflectivity measurements and 
raises doubt about the parameters obtained in this manner. In particular the values of the 
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Figure 3.9: Th thickn ' regions as derived from reflectivity experiments, of the resid­
ual amorphou ilicon (triangl ), fine-grained poly- j (squares), and large-grained poly-Si 
(circl ) for 450nm t hin film of las r annealed amorphous silicon , plotted as a function of 
p ak fiu nee. 
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of 500 J / m '2 . 
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Figure 3.11: Meltfront position, as a function of time, for a 450nm thin film of Si, after the 
termination of a 30ns laser pulse. 

depths for the various 'grains' appearing in Fig (3.9) are on the low side as a result of errors 
of measurement. Nonetheless the trends observed will still be accurate. 

The meltfront position was calculated for a range of tluences from 6000 J /m2 to 9500 
J/m' and is shown in Fig (3.11). It can be seen that the meltfront velocity increases with 
ftuence, thus suggesting that the greater the tluence applied to a sample of a-Si the faster the 
meltfront recedes away from the interface on cooling. The average meltfront velocities are 
found to be 6m/s and 7.5m/s for the 6000 J/m' and 9500 J/m2 respectively. Since we have 
seen clearly from TE~I measurements that a 9500 J/m2 fluence will anneal the whole film, 
thus producing large grain poly-Si throughout the sample, we can conclude that an average 
meltfront velocity of 7.5m/s is necessary in order to produce such large grains. Using this 
as our guide, it is clear why large grains were not observed throughout the 150nm thin film, 
since no fluence had been applied which resulted in a meltfront velocity of this value in this 
region. The calculations show that if a laser pulse of fluence 4000 J/m2 was incident on 
the sample then the average meltfront velocity would equal 7.5m/s, thus giving large grains 
throughout. As of yet this has not been verified experimentally. 
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3.4 Conclusion 

The principle objective of the present work was to model a thin film system whose properties 
were temperature dependent. In this manner it was possible to understand the dominant 
features conrolling the size of grain formed. From the results it can be concluded that the 
size of grains formed is controlled by the meltfront velocity of the thin film, In turn, the 
latter is determined by the pulse fluence used in the annealing process. It has been shown 
that increasing the fluence of the pulse, increases the meltfront velocity, and consequently 
increases the amount of large grain poly-Si formed in the sample. By comparison with 
experiment, it has been shown that an average meltfront velocity of 7.Sm/s appears to be 
a necessary condition for producing large grain crystals throughout the sample. On this 
basis we can predict that if a 150nm thin film of a-Si was annealled at 4000 J 1m2, then 
large grains would be formed throughout the film. Due to the complexity of the problem, 
it is only possible to construct semi-empirical rules for large grain formation on the basis of 
a theoretical analysis of the heat conduction problem. Nonetheless a combination of more 
detailed experimental results together with the theoretical analysis should enable a more 
refined set of rules to be formulated which can determine criterion of both fine grain and 
large grain formation. Presently this is unattainable due to the lack of reliable experimental 
data. 

The ultimate aim is to develop a reliable criterion for the laser anneal ling of thin film 
Si, so that large grains are formed throughout the sample. Once this has been achieved it 
can be used in the industry for the commercial development of AMLCDs and high mobility 
TFTs. 



Bibliography 

[1] H. Watanabe, H. Miki, S. Sugai, K. Kawasaki and T. Kioka. Jpn. J. Appl.Phys. 33,4491-
4498 (1994). 

[2] S. D. Brotherton. Semicond. Sci. Techno!. 10,721-738 (1995). 

[3] R.F. Wood and J .E.Jellison, "Melting model for pulsed laser processing", Pulsed laser 
processing of semiconductors. R.F.Wood, R.T.Young and C.W.White (New York Aca­
demic Press, 1984). 

[4] S. Nakamura and T. Hibiya. International Journal of Thermopbysics, 6, 1061 (1992). 

[5] R. K. Singh and J. Viatella. JOM, 20 (1992). 

[6] D. Sands, G. Williams, P. H. Key, S. D. Brotherton and J. D. McCulloch, to be pulr 
lished. 

[7] INSPEC 1988, Properties of Silicon, EMIS data review series, 2nd edn (London). 

[8] INSPEC 1989, Properties of Amorphous Silicon, EMIS data review series, 2nd edn 
(London). 

[9] D. Sands, G. Williams and P.H. Key, Semicond.Sci.Technol. 12,750 (1997). 

[10] J. D. Hoyland, private communication. 



Chapter 4 

Optimisation of Stark shifts 
induced by the Quantum 
Confined Stark Effect 

4.1 Introduction 
In recent years. the optical properties of low dimensional structures have been of great 
interest. and in particular the influence of electric fields on such properties. In bulk semi­
conductors the application of an electric field and the resultant shift and broadening of the 
band edge absorption is known as the Franz-Keldysh effect [1, 2]. In low dimensional struc­
tures, such as QW's, an electric field can be applied in one of two directions, that is along 
or perpendicular to the growth direction (z). When the field is applied perpendicular to the 
growth the electro-absorption effects are similar to those in bulk material, as shown in Fig 
(4.1) [3]. 

Fig (4.1) shows that with increasing applied electric field the excitonic peaks undergo 
broadening to such an extent that they become unresolvable for fields of the order of 48 
kV /cm. However. on application of an electric field parallel to the growth direction, the 
broadening of the excitonic absorption peaks are dramatically reduced and, for rectangular 
QW·s. the peaks shifted to longer wavelengths i.e. a red shift. This is known as the quantum 
confined stark effect (QCSE),l and is shown in Fig (4.2) [3]. 

The effect of the applied electric field on the band structure is simply to apply a gradient 
to the ban!i edge. such that the QW in both the CB and the VB are 'tilted'. Fig (4.3) shows 
the effects of an applied electric field, on a rectangular QW, and how on application of this 
field. the electrons and holes begin to collect at the opposite ends of the well, with decreased 
energies. Thus on examination of the interband transition energy for a symmetric QW, (see 
Fig (4.4) [i]) the energies move to lower values with increasing field strength. It can be 
seen from Fig (4.4) that the curves are symmetric about the origin (zero field), this is due 
to the symmetry in the QW, and it has been shown by Chen and Andersson [7] that this is 
generally true for all symmetric potentials. Thus for symmetric potentials, in particular QW 
like structures, application of an electric field will lead to lower inter band transition energies 
and consequently a movement of their excitonic absorption peaks to longer wavelengths. This 
red shifting effect has led to many new applications, such as high-speed optical modulators 
[8. 9], optical bistable devices [10] and photo-detectors [ll]. 

1 The Stark efFect w .. Hnt observed over eighty years ago .. a splitting in the spectral lines of hydrogen 
g .. with the application of an electric Held [4). The problem of the shift in exciton resonances is equivalent 
to that of the Stark shift of a conHned hydroaen atom, hence the title QCSE [5), the two being formally 
exact within the effective mass approximation [6]. 
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Figure 4.1: Absorption spectra at various electric fields for the perpendicular field case. (a) 
o V (em, (b) 16 kV (em, (e) 48 kV (em. 
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Figure 4.4: Interband transition energy as a function of the applied electric field for a square 
QW with increasing widths (top to bottom). 
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Figure 4.5: Interband transition energy as a function of the applied electric field for an 
asymmetric triangular well for increasing widths (top to bottom). 

The above results are true for symmetric potentials. However if we consider systems 
which possess asymmetry in the band structure we observe significantly different results. In 
particular when an electric field is applied to an asymmetric QW (AQW) we find that there 
is an asymmetry in the interband transition energies with respect to the zero field position. 

Fig (4.5) shows the interband transition energy for an asymmetric triangular QW. The 
curves are clearly not symmetrical about the origin, and on closer examination it can be 
seen that, at low negative fields a blue shift occurs in the excitonic absorption peak 2. Thus 
by engineering the QW in such a manner as to create an asymmetry in the band structure, 
blue shifted line spectra can be observed for specific values of the electric field. Such systems 
clearly have attractive possibilities for the realisation of devices based on the 'blue shifted' 
QCSE, such as self electro-optic effect devices (S.E.E.Ds) [12, 13] and asymmetric Fabry­
Perot reflection modulators [14]. 

Much interest has been shown in engineering QW structures such that their energy shifts 
in an electric field are maximised. This is generally developed by trial and error methods, and 
there is little or no mathematical optimisation applied [15, 16]. The object of the present 
section is to describe the results of a systematic optimisation procedure whereby the QW 
shape is modified in such a manner that a maximum blue/red shift can be achieved for a given 
value of the applied electric field. As described below, the QW shape is to be determined 
using an iterative optimisation technique within the framework of formal quantum theory. 
Using this technique. the optimum QW shape needed to produce a maximum blue/red shift 
can be obtained for given field strengths. 

The shifting of the line spectra is dependent on many factors, including the material 

aThe blue .hift in the absorption line spectra is observed for applied fields between 0 kV fem and .50 
kV tern. beyond these values i.e ·100 kV tern the red shift QCSE i. again present. 
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parameters. 3 and the applied field strength. The two systems to be considered for the pur­
pose of illustration are CdTe/Cd1_zMno: Te a II-VI semiconductor, and GaAs/ Alo:Gal_o:As 
which is a III-V semiconductor. However the optimisation technique itself can be applied to 
any semiconductor heterostructure provided the relevant material parameters are known. 

3MateriaJ parameters include values for the band gap of the material EtI(~) as a function of dopant 
concentration, aJao the efFective mUMS for the electron. and heavy holes under the effective mass approxi­
mation. 
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4.2 Theory 

We will consider first single particle energies - excitonic effects will be included later. The 
optimization procedure necessitates solving the one particle time independent SchrOdinger 
equation. within the envelope-function approximation, for a system having an arbitrary 
shaped potential. To do this it is necessary to utilise a numerical method in order to 
obtain the energy levels and associated wavefunctions. In our calculations we employed 
the shooting technique [Ii], since this is a well established method for dealing with this 
type of problem. In this manner the ground state energies and envelope wavefunctions 
for the electron and heavy hole are obtained within the effective mass formalism. For the 
purposes of the calculation the following energy gap [18, 19, 20], effective masses [21, 18] 
and conduction band to valence band offset ratio [22] for Cd1-rMnr Te were used: 

m: = 0.096mo. 

mhll = 0.53rno. 

Eg(z) = 1.606 + 1.587z eV. 

CB:VB offset ratio is 60:40. 

The energy gap [23], effective masses [23,3] and conduction band to valence band offset 
ratio [24]. relevant to a AlzGal_rAs/GaAs heterostructure are: 

m: = 0.0665 + 0.0835z 

mhll = 0.34 + 0.42z 

1.424 + 1.247z eV 
1.424 + 1.247z + 1.147(z - 0.45)2 

0< z < 0.45 
eV 0.45 < z < 1.0 

CB:VB offset ratio is 60:40. 

The band structure of the QW system can be optimised using a technique described in 
Appendix :\.14. This technique maximises the quantum confined stark shift of the ground 
state electron and heavy hole transition energies, by 'shaping' the well region. Once the 
'shape' of the well region has been optimised for either a red or blue shift, the one-particle 
energy shift can be calculated using the result 

~E.lliJt = (ef + hhf) - (el + hh.). 

Where ef, hhf. eland hh 1 are electron and heavy hole one particle energies, with and 
without the electric field. The oscillator strength, which is proportional to the square of the 
overlap integral. is then found by evaluating: 

4The full mathematical and computational analysis i. outlined in Appendix A.l 
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Figure 4.6: energy shift in the interband transition energy after each iterative step in the 
optimisation. at an applied field of 10 kV fcm for a CdMnTefCdTe QW. 

4.3 Results 

Blue shift 

4.3.1 CdTe system 

The system considered comprised a 150A Cdo.sMno.2Te barrier with a 200A CdTe well region 
and a 150A Cdo.sMno.:zTe buffer layer. This system was optimised for a range of fields from 
10 kV fcm to 40 kV fcm. When a field of 10 kV fcm was applied and the structure optimised, 
the energy shift altered after each iteration. Initially. since the structure is essentially 
symmetric. the energy shift is that of a standard QW structure i.e. red shifted. This is 
evident in Fig (4.6) where a red shift occurs for a low number of iteration steps. However 
as the optimisation process continues the energy shift of the structure increases and reaches 
a maxima at approximately iOO steps. Clearly at this point the structure has reached its 
optimum .value for maximising the blue shift. This maximum in the curve occurs due to the 
physical constraints imposed upon the structure s. 

The optimised well structure. shown in Fig (4.i), produces a blue shift of 9.14 meV, 
when an electric field of 10 kV fcm is applied. This shift in the transition energy arises 
from the movement of the electrons once a field is applied. Fig (4.8) shows the shift in the 
electron and heavy hole positions in an applied field. On application of the latter the overlap 
between the electron and hole wavefunctions is increased significantly. This suggests that 
the essential physics of the process is to create a situation where initially. at zero bias, the 
electron and hole are well separated thus allowing an external field to reduce this separation. 
This is also seen to be the case for larger fields. For example Fig (4.9) shows the electron 
and hole wavefunctions for an optimised structure with and without an external field of 20 
kV fcm. For this system we find the blue shift is slightly higher, at a value of 10.12 meV. 
Fig (4.10) shows the potential profile for this new optimised structure. An important point 

SAl dilCuaae<i in the previoul aecdon. theae constraintl are necessary to ensure the barrier height or well 
height doea not IU."... that of the initial outer barrien. 
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Figure 4.i: Potential profile of an optimised CdMnTe/CdTe QW structure for an applied 
field of 10 kV fern. 
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Figure 4.8: (a) Electron and heavy hole envelope wavefunctions for an optimised CdM­
nTe/CdTe QW without an external field; (b) Electron and heavy hole envelope wavefunc­
tions for an optimised CdMnTe/CdTe QW with an external field of 10 kV /em. 
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Figure 4.9: (a) Electron and heavy hole envelope wavefunctions for an optimised CdM­
nTe/CdTe QW without an external field; (b) Electron and heavy hole envelope wavefunc­
tions for an optimised CdMnTe/CdTe QW with an external field of 20 kV fcm. 

to note is that the optimised structure is different for different field strengths. 
A very interesting effect can be seen to occur in both these optimised structures. It 

appears as if the left hand barrier has moved into the well region (i.e. the well has narrowed). 
This suggests that. in order to optimise the blue shift in such a structure, we will need to 
optimise the well width. If this optimum well width is narrower than the original well width 
then one side of the barrier will move into the well. The profiles also suggest that the 
optimum structure will be similar to a DQW where the second shallower well has a graded 
gap. 

The structure can be optimised at different field strengths. Fig (4.11) shows the blue 
shifts of these optimised QW structures against an external electric field. For each point 
on the curve the original well has been fully optimised at a particular field, and the value 
of the maximum blue shift plotted. It is clear that the largest blue shift possible for this 
particular system is - 10 meV and occurs for a field - 20 kV /cm. For the QW structure 
under consideration the largest applied field employed is 35 kV /cm. This is because the hole 
escapes from the confines of the QW at higher field values. Put differently, for any optimised 
QW structure. bounded by the original shape of the unperturbed well, the ma.ximumelectric 
field that can be applied is 35 kV /cm, before the hole wavefunction escapes to the continuum. 
This maximum in the applied field would be increased for cases where the original well was 
deeper. For such a situation the maximum blue shift possible would also be greater. The 
depth of the well is governed by the Mn concentration in the barrier regions. Although 
this is eaaily increased when modelling such a structure theoretically, very high dopant 
concentrations of Mn in the barriers are not readily attainable experimentally. 

4.3.2 GaAs system 
There has been much int,er~t in Al:rGal_:rAs/GaAs QW structures, and the properties 
and technology governing these III-V semiconductor are well known. In particular the 
po88ibiliti~ of high dopant concentration of the Al ions leading to deeper wells is readily 
achievable. For this reason, and also because it permits a comparison with the results of 



Chapter 4 

0.25 

0.20 

>' 0.15 
~ 

J 0.10 

0.05 

0.00 0 100 

52 

I==:~I 
---.., --I 

1 
1 
1 
1 
1 
1 
1 

I A 
I .. '~ I 
, ~~ I 
II I 
• , 

I 
I 
1 

I 
i I 

200 300 400 500 
Z("") 

Figure 4.10: Potential profile of an optimised CdMnTe/CdTe QW structure for an applied 
field of 10 kV fern. 
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Figure 4.11: Blue shifts as a function of electric field for an optimised CdMnTe/CdTe QW 
structure at each field value. 
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Figure 4.12: Blue shifts as a function of electric field for an optimised AIGaAsfGaAs QW 
structure at each field value. 

other authors. this system was also optimised. 
A QW syst.em comparable to that described by SU5a and Nakahara [15] was initially 

chosen. This comprised a 95A Alo.73Gao.27As cap and buffer layers, with a 100A GaAs well 
region. This symmetric unperturbed well was optimised for a range of fields. Since the 
concentration of Al ions in the barriers could be increased appreciably thus increasing the 
depth of the well. the applied electric fields could range over much greater values compared 
with those of the previous system. This is shown in Fig (4.12), which shows the maximum 
blue shifts of the optimised QW structures against an external electric field 6. Once again 
there is a maximum in the value of the blue shift that is possible and this occurs at a field 
strength - 90 kV fcm. 

The blue shift values for this system are very large when compared with the CdTe system. 
The shifts range from 7.66 meV at low fields (10 kV fcm) to a maximumof36.27 meV at high 
fields (90 kV fcm). On examination of the optimised structure for the 90 kV fcm case (see 
Fig (4.13)) we see that, unlike the CdTe system, the barrier regions have not moved into the 
well. This suggests that the present unperturbed QW has not the optimum width initially. 
To obtain the latter and thus deduce the truly optimised QW structure it is necessary to 
start with a wider QW structure. 

We therefore chose a second QW system in which the initial unperturbed QW comprised 
4sA Alo.73Gao.2j'As barriers together with a 200A well region. This structure was then 
optimised for a range of fields (10 kV fcm - 110 kV fcm). As expected the blue shifts were 
higher t.han before. and the barriers were found to move into the well region, thus enabling 
us to define the optimised QW width. 

The maximum blue shift occurs for a field of 90 kV fcm and the resulting structure is 
shown in Fig (4.14). The movement of the left hand barrier into the well region can be seen 
clearly. thus confirming that this is the optimum shape of the QW producing the maximum 
blue shift that is possible. When a field of90 kV fcm is applied to this structure the transition 
energy is found to be blue shifted by 43.67 meV. The structures were optimised for electric 

'Each point represent. a diR'erent QW .tructure which hal been optimised for that particular electric 
field. 
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Figure 4.13: Potential profile of an optimised AIGaAs/GaAs QW structure for an applied 
field of 90 kVfcm (original well width = 100A) 
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Figure 4.14: Potential profile of an optimised AIGaAs/GaAs QW structure for an applied 
field of 90 kV fcm (original well width = 200A) 
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Figure 4.15: Blue shifts as a function of electric field for an optimised (wider) AIGaAs/GaAs 
QW structure at each field value. 

fields applied in particular directions (left to right). If the field direction was reversed the 
blue shift of the tranaition energies would not be present. Thus for the optimised structure 
shown in Fig (4.14) on reversal of the field a red shift of 59.84 meV is obtained. 

As noted earlier when the maximised blue shifts for a given external electric field are 
plotted against tbis field, as in Fig (4.15), it can be seen that the blue shifts increase to a 
maximum as the field strength increase, and then decrease again. This again confirms that 
for a AIGaAs/GaAa QW whose barriers bave been fixed, there is an optimum structure with 
an optimum electric field whicb gives rise to the maximum blue shift possible for that QW 
structure. The optimised QW structure, corresponding to the ma:<imum in the blue shift in 
Fig (4.15). baa the form shown in Fig (4.14). 

Such a structure, as well as all the others described in this section, are ones that have been 
mathematically optimised. However the precise technology needed to grow such structures 
does not presently exist. Technology such as MBE and MOVPE allow very precise control of 
the growth, and on digitisation of the above optimised structures, these structures could be 
realized experimentally. Since the structures have been precisely optimised, this digitisation 
process could, in principle, affect the value of the blue shift significantly. However we have 
shown that digitisation close to the optimised structure can occur without a significant 
change in the blue shifts [25]. In order to illustrate this point, aa well as drawing attention 
to lOme of the subtleties involved, the optimised structure shown in Fig (4.14) was digitised 
80 that, using one of the afore mentioned growth techniques the structure becomes realisable. 
The structure waa first partially digitised by replacing the graded gap region in the second 
well by a ftat potential. One choice for the latter is that it begins at the base of the slope 
and extends to the barrier region. as shown in Fig (4.16). Such a choice reduces the blue 
shift significantly from 43.67 meV to 15.19 meV. As this flat potential region is moved to 
higher energies. tbe reduction in the blue shift increases to the extent that when it reaches 
the top of the sloped region (see Fig (4.17)) the blue shift is reduced to 1.54 meV. From 
th~ examples it is clear that in order to maintain a large blue shift, the wider QW must 
have a graded gap even after digitisation, since a flat (i.e. a square well) reduces the blue 
shift dranlatically. 
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Figure 4.16: Conduction band profile of a partially digitised, optimised Al~Gal_~As/GaAs 
AQW structure. 
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Figure 4.1 i: Conduction band profile of a partially digitised, optimised AlzGal_~As/GaAs 
AQW structure. 
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Figure 4.18: Conduction band profile of a digitised three step AlzGat_zAsfGaAs AQW 
structure. 

When the structure is digitised7, it can be grown experimentally. Fig (4.18) shows one 
such digitised structure. Here the first well has been chosen deliberately to be so narrow 
( .... 9 A) that it cannot confine the hole even in the absence of a field. As a result the 
electron and the hole spend an appreciable time in the graded well region both before, and 
after, the application of the electric field. and the blue-shift is tiny (-0.32meV). If, however, 
the digitisation is chosen to be closer to the shape of the optimised structure, then the 
the resulting blue shift can be increased significantly. To illustrate this Fig (4.19) shows 
another structure, where the digitisation follows more closely that of the optimised shape. 
The structure now comprises a narrow 14A GaAs well, a 28A stepped layer and a 70A 
graded well. Application of a 90kV fcm electric field gives a blue-shift of 30.7meV. Thus 
the optimised structures can be digitised, and as long as the latter follow closely those of 
the optimised structure, the blue shifts will still be very large. However, as shown, even 
a slight variation in the digitised structure can result in a huge variation in the blue shift. 
This suggests that the chances of obtaining blue shifts that are anywhere near the maximum 
values pOlJ8ible are small, based on trial and error experimental growth runs. 

An important and related consideration for the device engineer, is the overlap of the 
carrier wavefunctions. The associated oscillator strength is proportional to the square of 
the overlap integral of the n=1 electron (Ie) and the n=1 heavy hole (lhh) envelope wave­
functions. As mentioned earlier a blue shift is attained when the external electric field acts 
to reduce the separation between electron and hole. Fig (4.20) shows a digitised QW struc­
ture which comprises Alo.13Gao.:r,·As outer barriers, a narrow (20A) GaAs well, a 17 A thick 
Al0.73Gao.27As inner barrier followed by a 78A graded well (steps for the graded region are: 
26A with x=38%; 12A with x=43%; 12A with x=46%; 12A with x=49%; 8A with x=52% 
and sA with x=56%.). For this case application of an electric field of 90kV fern, gives a 
blue-shift of 13.15me V. It can also be seen that there is a reduction in the spatial separation 
of the electron and the hole on application of the field. Table (4.1) shows the values of 
the square of the overlap integral between the Ie and Ihh envelope wavefunetions for a few 

TFrom the previous arpment. all di,itiled systems considered, will have a graded potential in the wider 
QW 
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Figure 4.19: Conduction band profile ofa accurately digitised, optimised AI~Gal_~AsfGaAs 
AQW structure. 
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Figure 4.20: (a) CB profile and envelope wavefundions of a modified. three step 
AI~Gal_IAsfGaAs QW with no external field, where the second QW is graded such that 
the graded steps are given by 26A. x=3S%j 12A. x=43%j 12A, x=46%j 12A x=49%; sA, 
x=52% and SA, x=56%.(b) CB profile and envelope wavefunctions for the same modified 
three step Al~Gal_zAsfGaAs QW with an external field of 90kV fcm. 



Chapter 4 59 

~alue of squar-e overlap 
integral ( 1e and 1M) 

Figure number Without With 90kV/cm Blue 
electric field electric field shift (me V) 

4.18 0.93 0.95 0.32 
4.19 0.12 0.83 30.; 
4.20 0.41 0.82 13.15 

Table 4.1: Table showing the values of the square of the overlap integral between the electron 
and heavy hole envelope wavefunctions for the systems described, this being proportional 
to the oscillator strength of these structures. 

of the systems described earlier (this being proportional to the oscillator strength of these 
structures) . 

These results confirm clearly the connection between blue shifts and increased values of 
the oscillator strength. 

Red shift 
Optimisation of the red shift is achieved by solving the same problem outlined in the previous 
section (see Appendix A.I), only now the inequality is reversed (see equation A.12). The 
system considered is a AlzGal_zAs/GaAs QW system, since this allows comparison with 
results available in the literature. Using the same material parameters as before, the red 
shift can be maximised for a range of systems. 

A red shift in the spectrum occurs on application of an external field to a RQW. This 
is illustrated for a 200A GaAs QW with Al0.73Gao.23As barriers in Fig (4.21) which shows 
the effect on the Ie and 1hh envelope wavefunctions when a field of 80kV /cm is applied. 
The corresponding one-particle energy difference is seen to red shift by - 61 meV. It is 
also noticeable that on application of the electric field the wavefunctions separate, as op­
posed to the blue shift case where the spatial separation is reduced, (i.e the overlap of the 
wavefunctions is increased). 

Taking the 2001 GaAs QW system and optimising the red shift at an external field 
of 80kV /cm, shows the red shift is maximised by increasing the spatial separation of the 
electron and the hole. This is shown in Fig (4.22), where it can be seen that the maximum 
red shift is achieved after approximately 2000 steps. The corresponding optimised structure 
and associated envelope wavefunctions are shown in Fig (4.23). It is clear from the latter 
that the optimum structure corresponds to two widely separated QW's i.e an ADQW like 
structure. For this situation the Ie and 1hh probability distributions are virtually identical 
both before and after the application of the external electric field i.e the electron and hole 
are essentially confined in their respective wells. The red shift from such a system with 
an external field of 80kV /cm is -153 meV, which is more than twice that of the 200A 
RQW and close to the maximum potential drop (i.e 160 meV) across the 200A 'well'region. 
Unfortunately this type of system would be of little practical use, due to the negligible 
overlap of the Ie and 1hh wavefunctions and consequently a very low associated oscillator 
strength. 

To be a device possibility it is essential to increase the overlap of the wavefunctions, thus 
increasing the oscillator strength. This means a narrower QW system must be chosen as the 
starting point for tht' iteration procedure. The new system was chosen so that a comparison 
with experimental results described in the literature could be made. Initially, as a partial 
check on the parameter base and offset ratio chosen, we will evaluate first the red shift in the 
two structures investigated by Morita et al [26] via photo-current spectroscopy. The first 
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Figure 4.21: Band diagram and envelope wavefunctions for a RQW with (a) 0 V fcm, (b) 
80 kV /cm external electric field applied. 
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Figure 4.22: Energy shift in the interband transition energy after each iterative step in the 
optimisation, at an applied field of 80kV /cm for a AI&-Gal_&,As/GaAs QW. 
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Figure 4.23: Potential profile of an optimised AlzoGal_zoAsfGaAs QW structure for an 
applied field of 80kV fcm. 

structure was a 100A RQW in the AI0.4Ga0,6AsfGaAs system. The observed red shift for 
a field of 100kV fcm was -18 meV [26]. This is in excellent agreement with our calculated 
value of 18 meV. 

The second structure considered by Morita et al [26] comprised a stepped QW, i.e. the 
outer barrier of Alo.4Gao.6As was followed by 30 A of GaAs after which there was 70 1 of 
AIQ.1 Gao.9As and then the outer barrier of Alo.4Gao.sAs again. For this structure the red 
shift in the same external field of lOOkV fcm was observed to increase significantly to 48 
meV [26]. Ignoring excitonic effects we obtained a theoretical value of 48.5 meV for the 
quantum confined stark shift. This good agreement between the calculated and observed 
values for the red shift serves to strengthen our confidence in both the parameter and offset 
ratios we employed. We will consider next applying the optimization-digitization process 
to the original 100A RQW of Morita et al [26] described above. The resulting structure 
is shown in Fig (4.24) and because it is double-quantum well like, will be referred to as an 
optimised AQW structure. It comprises a Alo.4Gao.6As barrier followed by a Alo.15Gao.8sAs 
QW of width 161, after which there is a 141 stepped barrier region of A1o.34Gao.66As. 
This is followed by a 521 Alo .• Gao.sAs barrier, an 18A A1o.1SGao.ssAs QW and finally a 
A1o .• Gao.6As buffer. 

The resulting one-electron energy shifts in an external field for the le-lhh interband 
transition (i.e. ignoring excitonic effects) are shown in Fig (4.25). The solid line represents 
the shift for the optimized AQW, whereas the dashed line represents the 1001 RQW. It can 
be seen clearly that utilizing the AQW structure leads to an enhanced QCSE for all values 
of the applied field. The corresponding one electron energy changes of the electron and hole 
for the AQW structure in a posit.ive field are shown in Fig (4.26). For the optimized AQW 
structure at a field of 100kV fcm, the one-electron energy shift is 82 meV this being a factor 
of 4 greater than the shift in the RQW and 30 meV greater than the shift in the simple 
stepped structure of Morita et al [26]. 

A related consideration is the overlap of the carrier wavefunctions. Fig (4.27) shows the 
one electron le,lhh (uncorrelated) probability distributions with and without the field for 
the AQW. From these distributions, it is clear that, prior to the application of a field, the 
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Figure 4.25: Energy shift of the le-lhh exciton transition energy, for a range of applied 
electric fields for the AQW and the RQW system. 
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Figure 4.26: One particle energies shifts for the conduction band electron/valence band hole, 
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Figure 4.21: (a) Envelope wavefunctions for the AQW without an applied field, (b) Envelope 
wavefunctions for the AQW with an external field of lOOkV fcrn applied. 
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(uncorrelated) Ie and Ihh are not fully localised in either QW, and that on application of 
a field of lOOkVfcm the (uncorrelated) Ie and Ihh are confined in separate QW's, with the 
overlap of their wavefunctions being reduced significantly. In a RQW the electron and hole 
are pulled to the opposite ends of the well region on application of an electric field. It is clear 
therefore that the essential physics contained in the optimization-digitization procedure, is 
to maximize the spatial distance of separation of the electron and hole for a given value of 
the external field. It is important to realise therefore ( as explicit calculation readily verifies) 
that the optimized structure required to maximize the red shift varies with the applied field 
under consideration. This same line of reasoning enables us to understand the influence of 
excitonic effects. which will be discussed next. 

4.3.3 Excitonic effects 

The results reported in this chapter have so far been concerned with one electron energy 
shifts, i.e excitonic effects have been ignored. To incorporate excitonic effects into the 
calculation. one must employ trial wavefunctions for the relative motion of the electron and 
hole and invoke the variational principle as a criterion for obtaining the 'best' estimate of 
the binding energy of the exciton [2;, 28, 29] (see Chapter 1). In terms of experimental 
observation of the QCSE. it is the excitonic energy shifts that are of interest. For this reason 
the excitonic energy shifts for the structures described above were calculated. For the 200A 
A1o.73Gao.21As RQW , prior to optimisation, excitonic effects reduce the red shift by 3.8 
meVon application of a 90kV fcm electric field i.e the red shift decreases from 61 meV to 
5;.2 meV. Starting from the same 200A RQW and optimising the structure to produce a 
maximum blue shift (see Fig (4.14. it is found that excitonic effects reduce the blue shift 
by -3 meV on application of a 90kV fcm electric field i.e the blue shift decreases from 43.6 
meV t.o 40.6 meV. 

In addition t.o the energy changes. the formation of an exciton in the type I structures 
described. also has an effect on the oscillator strength of the le-lhh transition. Fig (4.28) 
shows the change in the square of the overlap integral ( which is proportional to the oscillator 
strength) with t.he applied electric field in the ADQW and the RQW, either ignoring or 
including excitonic effects. It is clear from this figure that, in general, the square of the 
overlap integral for the ADQW is always less than that of the RQW, and that it decreases 
much more rapidly with the field. However it can also be seen that the trends in the 
curves are not altered by the inclusion of excitonic effects, i.e the essential physics remains 
unchanged by their inclusion. 

In summary, the calculations show that the inclusion of excitonic effects reduces the 
stark shift by a few meV only. Since this is an order of magnitude less than the overall shift, 
such terms can be neglected without introducing any significant error in the end result given 
by the one-electron energy changes. Similarly although inclusion of excitonic effects does 
influence the oscillator strength, the essential physics and general trends remain basically 
unaltered. Thus for simplicity, and without great loss in accuracy the shift in the absorption 
spectra of such systems can be analysed using one electron energy shifts. 
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Figure 4.28: Square ofthe overlap integral for the n=l electron and the n=l heavy hole, as a 
function of applied electric field. for both the AQW and the RQW systems, either including 
(or excluding) excitonic effects. 
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4.4 Conclusion 

The present results show that by applying an optimisation technique to an initially sym­
metric QW. an asymmetric QW like structure can be obtained which, under the application 
of an external electric field. gives rise to appreciable stark shifts in the excitonic absorption 
peaks. The technique described can optimise a given QW for a chosen value of the elec­
tric field. in such a way that the resulting structure gives the maximum possible blue/red 
shift. In short. the present work shows that the blue/red shift of a given material system 
(e.g CdMnTe/CdTe or AIGaAs/GaAs) has a maximum value corresponding to some opti­
miJed structure. and that the blue/red shift of a given QW shape has a maximum at some 
particular value of the electric field. 

The st.ark shifts of Alo.73Gao.21As/GaAs QW's have been calculated and maximum 
stark shifts of -43 meV (blue) and 153 meV (red) for a nominal 200A GaAs well have 
been reported. For the same nominal well width the maximum blue shift observed in a 
Cdo.aMno.2Te/CdTe QW was, by comparison, only -10 meV. With such large shifts these 
types of structures allow the development of quantum confined stark shifted devices such as 
S.E.E.Os, asymmetric modulators and photodetectors . The results show also the need for 
evaluating theoretically the optimised QW shapes, since digitised structures that are quite 
close to the optimum sbape can have small stark shifts, i.e. the stark shift can be a relatively 
lJeuitive runction of the QW potential profile. 



Bibliography 

(1] W. Franz. Z.Naturforch. 13 •• 484 (1958). 

(2] L. V. Keldysh. Zh.Eksp.Teor.Fiz. 34,1138 (1958) (Sov.Phys.- JETP 1,788 (1958)]. 

(3] D. A. B. Miller. D. S. Chemla. T. C. Darnen, A. C. Gossard, W. Wiegmann, T. H. 
Wood and C. A. Burrus. Phys.Rev.B., 32,1043 (1985). 

(4] J. Stark. Preuss. Akad. Berlin. 40.932 (1913). 

[6] D. A. B. Miller. D. S. Chemla. T. C. Darnen, T. H. Wood T.H, C. A. Burrus, A. C. 
Gouard and W. Wiegmann. IEEE. QE-21,1462 (1985). 

[6] D. A. B. Miller. D. S. Chern la, T. C. Darnen, A. C. Gossard, W. Wiegmann, T. H. 
Wood and C. A. Burrus. Phys.Rev.Lett., 53,2173 (1984). 

[7) W. Chen and T. G. Andersson. Semicond.Sci.Technol, 1,828 (1992). 

[8] H. Iwarnura. T. Saku and H. Okamoto. Jpn.J.AppI.Phys., 24,104 (1985). 

[9] K. Wakita. Y. Kawamura. Y. Yoshikuri and H. Asahi. Electron.Lett., 21,338 (1985). 

(10] D. A. B. Miller. D. S. Chemla, T. C. Darnen, A. C. Gossard, W. Weigmann, T. H. 
Wood and C. A. Burrus. AppI.Phys.Lett., 45,13 (1984). 

(11] T. H. Wood, C. A. Burrus, A. H. Guanck, J. M. Wiesenfelf, D. A. B. Miller, D. S. 
Chemla and T. C. Darnen. AppI.Phys.Lett. 41,190 (1985). 

[12] D. A. B. Miller. AppI.Phys.Lett., 54,202 (1989). 

[13] K. W. G<>OISRn. E. A. Caridi. T. Y. Chang, J. B. Stark and D. A. B. Miller. 
Appl,Phys.Lett. 56,715 (1990). 

[14] K. K. Law. R. H. Van. J. L. Mera and L. A. Coldren. AppI.Phys.Lett., 56,1886 (1990). 

[16] N. Susa and T. Nakahara. Electron.Lett., 28,941 (1992). 

[16] P. St.einmann. B. Barchert and B. Stegmiiller. IEEE. Photon.TechnoI.Lett., 9,191 
(1997). 

[17) J.P. Killingb«k. "Microcomputer Algorithms". (Hilger,Bristol,1992). 

[18] C'. H. Neumann. A. Nathe and N. O. Lipari. Phys.Rev.B., 31,922 (1988). 

[19] S. K. Chang. A. V. Nurmikko. J. W. Wu, L. A. Kolodziejski and R. L. Gunshar. 
Phys.Rev.B .. 31.1191 (1988). 

[20] A. Twardowski, M. Nawrocki, J. Ginter. Phys.Stat.Sol.(b), 96,497 (1979). 

[21J P. LawaeLI. PhYI.Rev.B., 4,3460 (1971). 



Chapter ., 

[22] D. L. Camhausen. G. A. N. Connel, W. Paul. Phys.Rev.Lett., 26,184 (1971). 

[23] T. Hiroshima and K. Nishi, J.Appl.Phys,62,3360 (1987). 

68 

[24] D. S. Chemla. D. A. B. Miller, P. W. Smith, A. C. Gossard and W. Wiegmann. 
J.Quantum Electron., QE-20,265 (1984). 

[25] R. K. Gug and W. E. Hagston. Appl.Phys.Lett.73,1547 (1998). 

[26] M. Morita, K. Goto and T.Suzuki, Jpn.J.Appl.Phys. 29,L1663 (1990). 

[27] C.P. Hilton, W.E. H&gston and J.E. Nicholls, J.Phys.A. 25,2395 (1992). 

[28] P. Hilton. T. goodwin., P.Harrison and W.E.Hagston, J.Phys.A., 25,5365 (1992). 

[29] P. Harrison, T. Piorek, W.E. Hagston and T. Stirner, Superlattices and Microstructures, 
20,45 (1996). 



Chapter 5 

Enhanced tunability in infrared 
photodetectors through 
optimisation of the 
quantum-confined stark effect. 

5.1 Introduction 
Over the last d~ade there has been extensive research into the QCSE of low dimensional 
semiconductors [1. 2. 3. 4]. This interest has stemmed from the optoelectronic device op­
portunities in structures where shifts of the inter-band excitonic transition lines are large in 
external el«tric fields [5.6, i. 8. 9. 10, 11]. Another aspect ofthe strong field dependence of 
the optical pro~rties. concerns the potential application of a QW as a far infrared photode­
tector. Ever since the first direct observation of an intersubband transition within the con­
duction band of a GaAs QW by West and Eglash [12J, progress into the realisation of novel 
devices based on these transitions has continued apace. In fact QW structures based on inter 
subband absorption have been proposed to replace the conventional HgCdTe photodetec­
tor [13, 14. 15]. Amongst the possible semiconductor heterostructures, modulation-doped 
AIGaAs/GaAs multiquantum wells have been studied experimentally since such systems 
have very large sharp optical absorption resonances between the ground state and the first 
excited state [16. Ii]. The occurrence of these properties means that applications such as 
high contrast ratio optical modulators [13, 14] and voltage-controllable non linear optical 
devices [18. 19] become realisable. 

Currently. there is wide interest in the development of sensitive tunable infrared pho­
todetectors. The optical properties of a rectangular quantum well (RQW) have been studied 
in detail. However the stark shift of the intersubband transition for such a system is small, 
and hence a RQW is impractical for u~ as a tunable detector [20, 21]. From the device 
point of view. it is desirable to have QW structures with a large stark shift under a low 
driving voltage as well as a high oscillator strength contrast ratio i.e the change in oscillator 
strength with the field on of the n= 1 to n=2 electronic transition. The main area of interest 
lies in the development of asymmetric coupled QW's (ACQW's) which enhance the stark 
eff«t of the intersubband transitions thus allowing tunability to be achieved. By the use of 
ACQW·s. electrons in eat'h well can interact strongly with each other thus leading to a large 
stark tuning t"ffect. Studies into the enhanced stark shifts of AIGaAs/GaAs ACQW's have 
been made [13. 14. 15). and tunability increased substantially over that occurring in a RQW. 
In the present chapter we consider an AI",Gal_",As/GaAs QW system and describe the re-

69 
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suits of an optimisation routine, which starts from a given RQW structure and modifies the 
band-gap in the 'well' region so as to a maximise the energy shifts (n=1 to n=2 electronic 
transition) a&8OCiated with the QCSE for a given electric field strength. Consideration of 
the most important features for the application of such systems, leads us to design a system 
that can satisfy the need for good tunability and high oscillator strength contrast ratio. 
Through comparison with the ACQW system described by Huang et al [13], we show that 
the optimisation procedure enables the range of tunability for a specific applied electric field 
range to be increased significantly. Since for certain device applications it is advantageous to 
have a higb contrast ratio for differing electric fields, we examine the question of optimising 
the contrast ratio. Finally we will consider the effects of doping, and how the latter affects 
theee particular properties of the system. 
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5.2 Theory 

We consider an undoped QW system. To solve the one particle time independent SchrOdinger 
equation for such a system within the effective mass formalism, we employ the shooting 
technique [22]. l" sing t.he latter the ground state energies and envelope wavefunctions for 
t.he electron are obtained. For the purposes of the calculation the following energy gap [2] 
and effective m~ [2. 10] for AII'Gal_I'As were used: 

{ 
1.424 + 1.24iz eV 0 < z < 0.45 

E,(z) = 1.424 + 1.24iz + 1.147(z - 0.45)2 eV 0.45 < z < 1.0 

m; = 0.0665 + 0.0835z 

It wu also uaumed that the conduction to valence band offaet. ratio was 60:40. 
Since the 08cillator strength is proportional to the square of the dipole matrix element 

ror the transition. evaluation of tbis term shows tbe change in the oecillator strength. The 
dipole mat.rix element for tbe n= 1 to n=2 electron transition, M12 is given by: 

100 6 
,\/l'J = ';(:)6- lPd:)·dz , 

-00 ... 

which can be shown to be equivalent to [23], 

M12 = 100 

t;(:):lP.(:).d: 
-00 

(where we have ignored an energy separation term and some constant. factors), 
Althougb the lat.ter form is often employed widely in the lit.erature we will utilize t.he 

rormer expression since it is formally exact. Thus by the use of the shooting technique and 
the evaluation of tbe square of tbe dipole matrix element IM1212, the eigen energies, envelope 
wavet'unctions and relative change in oscillator strength can be calculated. 

The band structure of the QW can be optimised by employing tbe optimisation technique 
out.lined in Appendix (B). Tbis technique maximises tbe stark shift of the n=l to n=2 (le 
to 2e) electronic transition, under the application of an external electric field, by altering 
t.he QW 'shape'. Once tbe structure has been optimised for a particular value ofthe electric 
field, the quantum confined stark shift can be evaluated usiq the expression 

(5.1) 

Where tf ,t( ,t2 and tl are first excited state electron and ground state electron one 
particle energies, with and without tbe electric field. 

The above analysis optimises the stark sbift (1e-2e transition) in a QW, for a particular 
electric field. However for a tunable photodetector, the range of electric field involved is 
of (orem08t importance. Thus if the field range is from 20kV fcm to 90kV fern, what we 
need to how is the structure that gives the maximum energy shift between these fields. 
For example. one could design a structure whose transition energy, relative to tbat of a 
RQW is blue shifted at 90kV fern but red shifted at 20kV fern. Utilising our optimisation 
technique ( ~ Appendix (8» it is possible, starting from a RQW system, to optimise the 
blu~ shift at 90kV fern. This would yi~ld a particular QW structure. Alternatively we could 
optimise the red shift at 20kV fern. This would produce a different structure, thus giving two 
independent strurtures. To solve th~ problem stated, a simultaneous optimisation of energy 
shifts is made in such a manner that the energy difference between them is maximised. Such 
an optimisation procedure is dtllCribed in Appendix (B). Using this technique, it is possible 
to produ~ a unique QW structure whoee energy shift is maximised for a partiCUlar electric 
field range. 
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Fipre 5.1: Potential profile and n= I, n=2 ~nvelope wavefunctions for a 103A GaAs RQW, 
with Alo 33Gao d1-U ou~r barri~rs. 

5.3 Results 

We will ilIustra~ the procedu~ by considering particular examples. The first system con­
sidered compn.e. a 103A GaAs well with .. UO.s:sGao.d7As barrier regions (the reasons for 
making this choice will become clear later). The energy band structure and the n=l, n=2 
eDvelope wavefunctions for this simple (i.e undoped) RQW are shown in Fig (5.1). On ap­
plication of a 90kV lem electric field the wavefunctions are skewed, as shown in Fig (5.2). 
In order to be a device poe8ibility. tbe quantum confined stark shift for the n=1 to n=2 
electrollic transition must ~ large. However for a RQW, this shift is negligible (-4meV) 
and thus a simple RQW (even if doped) is of no value for device applications. 

Th~ RQW described abo,'e was optimised. using the technique described in Appendix 
(B). 80 that for an applied electric field of 90kV fcm the blue shift of the le-2e intersubband 
transition was maximised. The optimised structure is shown in Fig (5.3), where it can be 
leen tbat the resulting structu~ is asymmetric and double QW like. This structure gives a 
blue shift of the le-2e transition energy of 63.9 meV when the field is varied from OkV fcm 
to 9OkV/cm. This same structure gives a 49 meV blue shift for a field range of 20kV fem to 
90kV fcm ( a value which will be used later for comparison purposes). Thus by optimising 
the blue shift of the electronic transition, we have designed a structure which has an 'overall' 
QW width of 103 A. i.e the same width as the original RQW, but which has an increased 
.tark .bift of almOilt 60 meV compared with a RQW in the field range OkV fem to 90kV /em. 
Such a structure. is much mo~ favourable for achievilll a tunable photodetector than the 
original RQW. 

The necessity for a large stark shift in structures to be used as tunable photodetectors, 
hu led many ~archers to de.ign more elaborate QW's. One such system (which will be 
uaed for reference purpoees) is that deecribed by Huang et al [13l. These authors considered 
two .tructures (~ below) but found that the largest stark shifts occurred in a 'high-low 
coupled quantum well' (HLCQW) which had a tuning range from 7.8 to 10.Spm (i.e an 
energy shift of 33.8 meV). The HLCQW system comprises two QW's of differing depths. 
One of th~ wells it uniformly doped and has a width of 52"\', whilst the other has a width 
of 21A. A 30A Alo 33Gao d1As innf'r barrier separates the two wells. with Alo.33Gao.67As 
acting as the outer buffer layen (thus the structure has an 'effective' internal width of 103A 
bet~n it's outf'r barriers). By varying the applied electric field between 20kV fcm and 
90kV /cm. Huang ~t aJ we~ able t.o detect a wavelength change of 2.7pm. 
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Figure 5.2: Potential profile and n=l, n=2 envelope wavefunctions for a 103A GaAs RQW, 
with Alo.33Gao.67As outer barriers, when an external electric field of 90kV fcm is applied. 
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Figure 5.3: Potential profile of an optimised QW structure, optimised for a maximum blue 
shift. of the le-2e transition at 90kV fern. 
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Figure 5.4: Potential profile and n=1. n=2 envelope wavefunctiona for an OQW structure 
(comprising of an lsA GaAs QW. a 68..\ Alo.aaGau,;,Aa inner barrier followed by a second 
QW which has a tSA graded l~ft intt'rface (x=8% to x=O%) and uA GaAs), with with 
Alo.aaGao ~7A.S outer barriers. 

Since the two .tructurea considered by Huang et ai, namely the HLCQW and the ACQW 
(see below) both had an inner region of 103A. the optimisation procedure for the *,ric 
field range 20kV fern to 90kV fem was applied to a I03A GaAa RQW with Alo.aaGao.e7As 
outer barrien. see Fig (5.1) (and also Appendix (B). Prior to doing this we note that, 
if we ignore temporarily. the doping of the 52A well, then our calculations show that the 
resulting tuning range for the original HLCQW structure of Huang et al is 8 to IO.3pm. 
Thil is very cloee to the values observed by these authors [13) and arises, in essence (as 
shown by the self-couistent calculations described later), from a partial cancellation of the 
coulombic potential of the electrooa with that arising from the ioniaed donors in the doped 
structure. Similar agreement is found for the simple doped ACQW considered by Huang 
et al .hfle both ~1l. have the same depth. Here, we calculate a tuning range of 8.3 to 
10.8 pm for tbe undoped !Structure. which is to be compared with the energy range of 8.2 
to 1l.3pm observed by Huang et al for this same doped structure. Hence in what follows, 
we will. initially. preseont reaults and energy diagrams appropriate to the undoped structure, .nee this enable. the dift'~rence between the latter and the optimised QW (OQW) structures 
detcribed later. to ~ ~n more cl~arly. 

Star\ing from a 103A RQW. the results of our calculation for the optimieed (undoped) 
Itructure. appropriate to a field ranse of 20 to 90kV /em, is shown, in the abeence of an 
external electric field. in Fig (6.4) which also displays the ground and first excited state 
wavef'unctiona. It can be ~D that the resultant structure is double quantum-well like and 
compn.e. an 18A GaAa QW. a 6sA AluaGao.67As inner barrier followed by a second QW 
which bat a 6A gradf'd interface on the left (x=8% to x=O%) followed by an 111 GaAa 
repoa lOI~th~r with Alo ~G&o "7As outer barriers. As is clear from Fig (5.4), at zero field 
the ground .Ia~ elft('tron (n=l) spends much mol'f: time in the left hand well than it does 
in tM rigbt hand ~Il. The main ~ft'ect of increasing the field (as can be seen in Fig (5.5») 
is to delOl'ali~ lh'" ground .tat~ electron from the region of the second well. 

The optimiaf!d struc:tul'l" is ~ry similar to the one ahown in Fig (5.3), resulting from 
optimising th~ blue shift only. at 90kV fern. An intereltting result is shown in Fig (5.6), 
which .hows the .tark .hift of the le-2e transition at both 20kV /cm and 90kV /cm whilst 
optimisation is occurring. It ~an be Men that to optimise the energy range and consequently 
tbe tunability beh~~n 20kV fem and 90kV /em, the .tark shift at both fields has an overall 
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Figure 5.5: Potential profile and n=l. n=2 envelope wavefunctions for an OQW structure 
(same composition as in Fig (5.4). with (a) a 20kV fcm electric field applied, (b) a 90kV fcm 
electric field applied. 

blue shift. The values of the subband energy difference 4Eu between the two subbands as 
a function ofthe applied electric field, are shown in Fig (5.7). 

It can be seen that the OQW for the field range under consideration exhibits a stark shift 
of 53.1 meV which is significantly larger than the 33.8 meV shift of the original structure, 
considered by Huang et. aI [13]. It is also grater than the 49 meV stark shift of the structure 
which was optimised for an electric field of 90kV fcm only. This illustrates clearly that in 
order to obtain a truly optimised energy range, for two given fields, requires the use of the 
combined optimisation technique described in Appendix (B). 

Another consideration, of perhaps equal importance for the device engineer, is the change 
in oecillator strength for varying electric fields. As described earlier, this means evaluating 
the entity IM1212 for a range of electric fields. Fig (5.8) shows the change in IM1212 for various 
electric fields for the simple RQW system. It can be seen that (in arbitrary units) there is an 
increase in P/121 2 from 42.5 to 44.3 as the electric field is increased. This shows that for the 
RQW tbere is little variation with the field in the oscillator strength. As opposed to this, 
we calculate tbat. for the ACQW structure of Huang et aI. IM12F' varies from 18.5 to 39.S 
where as for the HLCQW structure it varies from 20.8 to 46.1. For the OQW structure as 
can be seen in Fig (5.9), IM1212 varies (in the same arbitrary units as before) from 5 to 9.5. 
Clearly the magnitude of IM1212 is much smaller for the OQW than e.g., for the RQW. This 
reduction in the magnitude of IM1212 for the OQW occurs because the optimisation process 
was directed at maximising the range of tunability of the energy and took no account of the 
magnitud~ of the oacillator strength. It is interesting to note in passing that optimisation 
of the tunable energy range leads to a reduction in the magnitude of the oscillator strength, 
whereas for the RQW the oscillator strength is large but the tunability of the energy range 
is negligible. This indicates cl~arly that intermediate structures must be possible in which 
the energy rang~ is reduced but the oscillator strength increased significantly. One such 
(undoped) structure is the one corresponding to a maximisation ofthe blue shift at 90kV fcm, 
(see Fig (5.3)). This structure is similar to that of the OQW and comprises a 28A GaAs 
QW. a 63A Alo 33Gaosi'As inner barrier, followed by a 7 A graded interface on the left 
(x=9% to x=O%) after which there is sA layer of GaAs, together with Alo.33Gao.67As outer 
barriers (again giving an equivalent internal width of 103A between the two outer barriers). 
A. noted earlier. application of an electric field in the 20kV fcm to 90kV fcm range leads 
to an energy separation change of 49 meV, equivalent to a tuning range from 8.6pm to 
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Figure 5.6: The stark shift of the n=l to n=2 electronic transition at both 20kV fcrn and 
90kV fem while optimisation is occurring. 
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Figure 5.7: Relation of the subband energies and the difference of these subband energies 
as a function of the applied field for the OQW. 
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Figure 5.10: Square of the dipole matrix element M12 for various applied electric fields, for 
the intermediate structure. 

13"m. Although the energy range is not the maximum possible, it is significantly close to it. 
Furthermore the oecillator strength is much larger for this system. As shown in Fig (5.10), 
IM1212 for the intermediate structure, varies from 8 to 24 for fields ranging from 20kV /cm 
to 90leV fcm. This is a large increase in both the contrast ratio and the magnitUde of the 
oecillator strength compared with the OQW. 

From these discUSIJions it is clear that one can choose an optimisation procedure for the 
QCSE. appropriate to two particular electric fields, thus producing a structure for which 
the range of tunability of a pbotodetector is maximised. However it has been shown also 
that by adopting a compromise structure, e.g a structure which has been optimised at one 
field. say 90lcV/cm only, we can have a system which has both a larger oecillator strength, 
a much higher contrast ratio and a tunability energy range which is close to the maximum 
poesible. 

5.3.1 Doping effects 
We will consider next the effect of doping. The only difference for this situation is that 
we need to include the potential from the ionised donors together with the coulomb and 
exchange terms arising from the electrons. Methods of dealing with this are straightforward 
in principle and are detlCribed in the literature 1. They differ only in the way they treat 
the exchange term see e.g, [13, 24]. We have utilized both of the techniques referred to 
in [13. 24] and find, for the structures, of interest, tbat the energy shifts in the field given 
by either method differ by at most 2 or 3 meV. These same calculations show also that 
there is a partial cancellation of the coulombic term of the donors with that of the electrons. 
Basically the effect of doping the structure is marginal, as far as energy shifts in the field are 
concerned. Because of the uncertainties in the theory, as regards self-consistently evaluating 
the exchange term. our calculations sugest that the energy shift given by calculations based 
on the undoped structure are correct to within typically 2 or 3 meV. As a result the discussion 
and conclusions given above remain essentially unchanged when the structure is doped. 

I It. more d.&ailed dHCriplion or the .. 11·conliatent solutionl relatin. to the effect. or dopinc are delCribed 
in chapter I. 
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5.4 Conclusion 

We have utilized an optimisation procedure which maximises the tunability of the energy 
range for the n= 1 to n=2 electron transition in a given external electric field range. In order 
to illustrate the procedure, we have considered the structures described by Huang et al [13]. 
The results of the optimisation routine for this particular case produce a QW structure 
which is ACQW like and gives rise to an energy range of 53.1 meV, which is to be compared 
with the maximum energy range of 33.8 meV obtained by Huang et al [13]. We have 
shown that an intermediate structure can also be chosen, which gives a significantly larger 
value for the oeci1lator strength, has a much higher contrast ratio and maintains almost the 
same tunability in the energy range. The results serve to indicate that implementation of 
these optimised structures in photodetectors can result in excellent tunability, high oscillator 
strengths and large contrast ratios. Such features are clearly of value to the device engineer 
and suggest that the corresponding optimised structures could be usefully incorporated into 
infr .. red photodetecton. 



Bibliography 

[I] H.Q. Le, J.J. Zayhowski and W.O. Goodhue, Appl.Phys.Lett.50,1518 (1987). 

[2) T. Hiroshima and K. Nishi. J.Appl.Phys,62,3360 (1987). 

[3) K.NiBhi and T. Hiroshima, Appl.Phys.Lett.51,320 (1987). 

[4] T. Ishikawa and K. Tada, Jpn.J.Appl.Phys.bf 28,L1982 (1989). 

[5] D.A.8. Miller. D.S. Chemla. T.C. Darnen, A.C. Gossard, W. Wiegmann, T.H. Wood 
and C.A. Burns, Phys.Rev.B. 32,1043 (1985). 

[6) M. Morita, K. Goto and T. Suzuki, Jpn.J.Appl.Phys.29,LI663 (1990). 

[7) W. Chen and T.G. Andersson, Semicond.Sci.Techno1.1,828 (1992). 

[8] H. Iwamura, T. 5aku and H. Okamoto, Jpn.J.Appl.Pbys.24,1 04 (1985). 

[9) K. Wakita, Y. Kawamura, Y. Yoshikuni and H. Asahi, Electron.Let t.21,338 (1985). 

[10] D.A.B. Miller, D.s Chemla, T.C. Dameu, A.C. Gossard, W. Weigma nn, T.H. Wood 
and C.A. Burrus. Appl.Phys.Lett. 45,13 (1984). 

[11) T.H. Wood. C.A. Burrus, A.H. Guanck, J.M. Wiesenfeld, D.A.B. Miller, D.S. Chemla 
and T.C. Darnen. Appl.Phys.Lett. 41,190 (1985). 

[12] L.C. West and S.J. Eglaah, Appl.Phys.Lett. 46,1156 (1985). 

[13] Y. Huang, C. Lien and T. Lei, J.Appl.Phys. 14,2598 (1993). 

[14] Y. Huang and C. Lien, J.AppI.Pbys. 16,3181 (1994). 

(15) Y. Huang and C. Lien, J.AppI.Phys. 17,3433 (1994). 

[16) C. Sirtori, J. Faist, F. Capasso, D.L. Sivco and A.Y. Cho. Appl.Phys.Lett. 62,1931 
(1993). 

[17) K.W. Goossen, J.E. CUDningham and W.Y.Jan, AppI.Phys.Lett. 64,1071 (1994). 

[18] F. Capasso. C. Sirtori, and A.Y. Cho. IEEE.J.Quantum.Electron. QE-30,1313 (1994). 

[19] C. Sirtori. F. Capasso. D.L. Sivco, A.L. Hutchinson and A.Y. Cho, Appl.Phys.Lett. 
60.151 (1992). 

(20) A. Harwit and J.S. Harris. Jr., Appl. Phys. Lett. 50.685 (1987). 

(21) Y.H. Wang and 5.S. Li. Appl.Phys.Lett. 62,621 (1993). 

[22) J.P. Killingbeck, "Microcomputer Algoritbms", (Hilger,Bristol,1992). 

[23] G.Bastard, "Wave mechanics applied to semiconductor heterostructures", (Halsted 
Press.New York,1988). 

[24) P. Ruden and H. Dohler, Phys.Rev.8, 21,3538 (1983). 

80 



Chapter 6 

Optimisation of blue shifts in 8 
doped nipi structures 

6.1 Introduction 
Doped superlattices were first proposed by Esaki and Tsu [1] in 1970. In these propos­
als the idea of producing periodic potentials by means of ionised impurities was discussed. 
The doping superlattice consists of alternating, homogeneously doped n- and p-type regions 
within a host semiconductor. The fundamental idea behind such structures was the en­
hancement of non linear optical effects thus providing opportunities for novel semiconductor 
devices. These devices would be based on properties unique to doped superlattices, e.g, 
reduced energy gap of the superlattice compared with the (undoped) host semiconductor; 
enhanced carrier lifetime for radiative recombination and the tunability of the energy gap 
via an external excitation [2]. Although, in principle, doping superlattices can give rise to 
many new effects. it was found that growing such npn or nipi structures suffered serious lim­
itations, e.g such structures did not lead to the observation of quantum confined interband 
transitioDl. With the development of technology and the introduction of molecular beam 
epitaxy (MBE), it has become possible to grow more precise semiconductors structures. In 
particular, it has been possible to grow 6 doped superlattices. A 6 doped superlattice is 
similar to the original proposal made by Esaki and Tsu for the doped superlattices. The dif­
ference lies in the fact that the entire dopant region is confined to a single or few monolayers 
of the semiconductor lattice 1. This leads to several important advantages over the homo­
geneously doped structures, e.g large superlattice modulation, feasibility of shorter periods 
and minimisation of potential fluctuations [3]. 

The 6 doped structure consists of alternating n and p type 6 doped sheets separated by 
intriDlic (undoped) layers. This leads to periodic nip; structures which have linear internal 
fields between the n and p doped layers (i.e, in the intrinsic regions), as opposed to a parabolic 
band structure found in the homogeneously doped structures. This is illustrated in Fig (6.1), 
which shows the band structure for both the original npn semiconductor superlattices and 
the newly developed 6 doped nip; structures :I. 

Since in 6 doped structures the dopants are confined within regions of space which are 
small compared with the spatial extent of the ground state wavefunction of the electrons, 
the dopants can be dealt with as sheets of charge. For such structureS, it is found that 
carriers are confined in the 'V' shaped potentials induced in t.he intrinsic region, rather than 
in the parabolic potential in the region of the dopants themselves (as in the original npn 

ISinc:e the dopant, are only diltributed over a Cew monolayen. they are said to resemble a Dirac delta 
function. hence the name oS doped. 

2 A!.o referred to .. 'sawtooth' luperlatticea. 
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C.B 

(a) 
V.B 

(b) 

Figure 6.1: Band diagram for (a) homogeneously doped npn superlattice, and (b) 6 doped 
superlattice. 

structures) [4]. It was found that 6 doped superlattices showed a significant improvement 
in their optical properties [5, 6, 7]. 

Since the periodicity in doping superlattices is exclusively space charge induced, they 
differ from compositionalsuperlattices. In particular the 'sawtooth' type band structure of 
a doped super lattice has the valence and conduction band modulated in parallel, as shown 
in Fig (6.2a). As opposed to this a graded gap change in a compositionalsuperlattice would 
have the valence and conduction band modulated in opposite directions. Consequently 
indirect band gap transitions occur in the doped structure (type II) as opposed to direct 
band gap transitions in the compositional structure (type I). 

The features outlined earlier give rise to interesting, new physics as well as being useful 
fron the device point of view. In the present chapter the main area of interest is the large 
stark shifts that occur in the transition energies, when 6 doped nip; structures are optically 
pumped [8,9]. 

In particular, the problem to be addressed is the following. For a given excitation source, 
what is the best spacing and doping level of the n and p regions in order that the stark shift 
in the interband transition energy is maximised. 



Chapter 6 83 

Ca) Dopinl Supor\aUic:e 

C.B 

V.B 

(b) Compositional Superlattice 

C.B 

V.B 

Figure 6.2: Band diagram for (a) 6 doped 'sawtooth'superlattice, and (b) a compositional 
'sawtooth' superlattice. 
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6.2 Theory 

Tht' system consists of a compensated 6 doped nipi structure, which means that all the 
carriers present are induced via optical excitation 3 . Thus as the electrons and holes 
recombine the band structure of the lattice is continually changing. For a particular carrier 
density N the band structure can be determined by the self consistent solution to both 
the Poisson equation and the one-particle SchrOdinger equation ( a full analysis is given 
in Chapter 2). For the excited carrier densities considered below, it is found that many 
body effects are negligible in comparison with the coulombic interaction. Thus as a first 
approximation the exchange and correlation term can be neglected (clearly the method can 
be extended in a straightforward manner to include exchange and correlation terms). 

Optimisation of a 6 doped nipi structure can be attained by using the optimisation 
routine described in Appendix A. However unlike Appendix A, there is no external electric 
field applied to the structure. Consequently the optimisation routine invlolves an optically 
excited nip; structure with N free charge carriers and an unperturbed structure with no 
free charge carriers. In this manner a direct correspondence can be made between the 6 
doped nipi structure with no free carriers, and the QW system without an external field, 
and between the self consistent 6 doped nipi structure with N free charge carriers and the 
QW system with an external field. 

To maximise the Stark shift, we must employ an iterative technique, as discussed above. 
The flow chart (Fig (6.3», shows the computational steps involved in optimising the Stark 
shift. Starting from a 6 doped nip; structure, the 'shape' of the potential can be optimised, 
so that the maximum Stark shift can be attained for N optically excited charge carriers. 

Once an optimised structure is obtained, the one particle SchrOdinger equation for this 
structure is then solved exactly with the inclusion of excitonic effects (see Chapter 1) [10]. 

Another important consideration for device applications is the recombination time for the 
N optically excited charge carriers. This can be found by solving numerically the equation: 

{)N IF = -o(N)N(t), (6.1) 

where o(N) the transition probability" is dependent on N. To evaluate the emission 
intensity as a function of time, the transition probability and the density of carriers with 
respect to time must be known. Once these quantities have been calculated the emission 
intensity can be found to be, 

loc o(N)N(t). (6.2) 

It can be seen that by use of these techniques, the evolution of the optical properties of 
a system can be determined. Thus for any arbitrary potential the recombination, emission 
intensity and interband transition energies can be determined as functions of time. 

3 A non-compensated ni,i Itructure could be dealt with readily by the followin, technique as will become 
apparent. 

41n the calculations presented a(N) at any Instant in time is Ulumed to be the same Cor all carriers and 
ia taken to be proportional to the Iquare of the overlap inte,ral of the electron and hole suitably modified 
to allow for excitonic effects. Conlequently we can write 

( ~) ... o(N) (0) ... I(N) ..!.. 
Q J 0(0) .0 1(0) . To 

where To is the experimentally obeerved decay time Cor very _ale excitation, I(N) i. the Iquare of the 
overlap inte,ra1 appropriate to N carrien preaent, and 1(0) that oC a sin,le electron-hole pair. 
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Figure 6.3: Flow chart showing the computational steps involved in optimising the potential 
'shape' of a <5 doped nip; structure, 80 as to maximise the Stark shift. 
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Figure 6.4: Conduction band diagram of optimised structure (solid line); optimised from a 
6 doped nip; structure (dashed line), where the 5xl023jm3 dopants are placed 50A apart; 
optimised to maximise the blue shift for 5xlO14jm2 excited charge carriers. 

6.3 Results 

The system considered is CdTe. This system has been well researched for use as a compound 
semiconductor with Mn as the ternary alloy [11,12]. We consider the CdTe system not as a 
compound semicondu('tor. but as a host semiconductor where n and p type 6 doped regions 
can be grown (via MBE) into the crystal lattice. Thus in the following results the system 
reported is a doped CdTe lattice structure. The choice of semiconductor ~ arbitrary and 
purely illustrative of the technique which can be applied to any bulk semiconductor. 

A 6 doped nipi structure was initially considered. The system consisted of a loA doped 
region (dopant density 5xl023jm3) placed 50A from a loA p doped region of equal density. 
Starting Crom this structure the system was optimised for the situation where 5xl014jm2 
optically excited charge carriers were present in it. Such a density of charge carriers blue 
shifts the energy separation oC the elctron and hole by -17meV on being excited optically 
in the original nipi structure. On optimising the structure the blue shift is enhanced by 
more than three times it's original value to 55.1meV. The structure corresponding to this 
enhanced blue shift is shown in Fig (6.4). It is immediately apparent from the figure that the 
optimised structure has a considerably different potential profile from that of the original 
nipi structure. The profile is 'treble well like' for electrons and 'double well like' for holes. 
In effect the potential has two deep potential wells, one confining the electron (the left most 
well) and the other confining the heavy hole (the right wen). It is also noticeable that 
the positions of the potential wells formed by optimisation, are not spatially equivalent to 
the 'V' shaped potential wells of the original structure. The potential wells formed during 
optimisation are much deeper than the original potential wells, they are also placed further 
apart than the original 'V' shaped wells of the nipi structure. The purpose of these wells 
is to confine the electron and hole separately, such that there is little overlap between the 
envelope waveCunctions beCore and aCter optical excitation of the charge carriers. From Fig 
(6.5) it can be seen that there is no movement of the wavefunctions after excitation, and that 
the blue shift in the one particle energy separation is due purely to a change in the effective 
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Figure 6.5: Conduction band diagram of optimised structure; optimised from a 6 doped nipi 
structure, where the 5xl023/m3 dopants are placed 50A apart; optimised to maximise the 
blue shift for 5xl014/m2 excited charge carriers,(a) no charge carriers, and (b) 5xl014/m2 

charge carriers. 

band gap of the semiconductor5. The effective confining potential well for the electron is 
wider than the one which effectively confines the heavy hole. This can be explained by 
consideration of the relative effective masses of the two types of carriers. Since the effective 
maaa of the electron is less than of the heavy hole, the resultant envelope wavefunction is 
more extensive than that of the hole, hence needing a wider well to confine it. 

As a check on the optimisation procedure two more structures were optimised. Both 
of these structures had the same dopant densities as previously defined, and were assumed 
to have the same number of optically excited charge carriers. However for these structures 
the dopants were placed at differing distances apart, such that the distance between the 
D and p regions of the origiDal nip; structures were lOoA and 150A. It was found that in 
both cases the optimisation procedure led to virtually identical structures to that of the 
50A separation case, with the blue shifts beiDg enhanced in both structures to ..... 55meV 
(see Fig (6.6). This shows that the optimised profile is iDdependent of the starting profile 
and is dependent mainly on the number of optically excited charge carriers. Since, as a 
first approximation, the exchange and correlation effects have been neglected, the density 
of charge carriers to be considered must be relatively low. Physical intuition tells that as 
we increase the density of charge carriers, i.e increase the excitation intensity, the effective 
band gap of the semiconductor is increased and thus the blue shift enhanced. This has been 
verified experimentally by Bastola et al [8], who reported a logarithmic dependence between 
the optical blue shift and the excitation intensity. 

The next system to be considered was a 6 doped nip; structure with the same dopant 
density as before, i.e 5xl023/ m3• This structure was optimised at lower excitation intensities, 
where it was assumed that the numberoffree charge carriers was lxl014/m2. Fig (6.7) shows 
the optimised potential profile with no charge carriers present. It can be seen that the 
potential profile of the optimised strudure is similar to that of the previous system. The 

5 At praent _ have dealt with one particle enel'l)' separations, however if the effect of the exciton binding 
enefIY is a1ao included. it is round that the enerlY 'hift i. unaffected, this being due to the lack of movement 
in the electron and hole, berore and after excitation. 
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Figure 6.6: Conduction band diagram of optimised structure; optimised from a 6 doped nipi 
structure, where the 5xl023/m3 dopants are placed (a)lOOA apart, (b)lSOA apart; optimised 
to maximise the blue shift for 5xl014/m2 excited charge carriers. 
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Figure 6.7: Conduction band diagram of optimised structure; optimised from a 6 doped nipi 
structure, with doping density 5xl023/m3• Optimised for lxl014/m2 excited charge carriers. 
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Figure 6.8: Conduction band diagram of optimised structure; optimised from a 6 doped,nipi 
structure, with doping density 5xl023/m3. Optimised for lxl013/m'J excited charge carriers. 

structure adjusts itself so as to confine the electron and heavy hole in separate potential 
wells. having a similar distance of separation as found previously. For this situation the 
overlap of the envelope functions of the electron and hole is negligible. The one noticeable 
difference between the present structure, and the earlier one is the depth of the potential 
wells. The latter for the lower excitation intensity, is less than for the higher intensity. A 
trend which is true in general. However, the results also suggest that there is an optimum 
'shape' of the potential profile, which is independent of the excitation intensity ( apart 
form the well depth) which will maximise the blue shift. The idea of an optimum potential 
'shape' which maximises the blue shift can be verified by consideration of different excitation 
intensities. Fig (6.8) shows the optimised potential profile and carrier wavefunctions, for a 
carrier density of lxl013 /m2. The graph shows that for low densities the optimised potential 
shape is similar to that of the higher density case. The similarities lie in the formation of 
two potential wells -usA apart, one of which is wider than the other. 

The optimised systems described above would be very difficult to grow experimentally. 
However we note that Merchant [13] has shown that, by using lateral diffusion, any dopant 
profile can (in theory) be realised. Thus the profiles described are theoretically realisable 
but would require advanced technology. Unfortunately the technology needed to grow such 
structures does not exist presently. For this reason it is advantageous to use the information 
gained through optimisation, to design simple nipi structures wbich can enhance the blue 
shift (although the latter will always be less than that for the optimised structure). Fig (6.9) 
shows a nipi structure which has been designed to reproduce a similar potential profile to 
that of the optimised structure. The nipi structure shown produces a blue shift of -48meV 
when 5xlOI4/m' charge carriers are excited from the valence band to conduction band. The 
nip; structure consists 3xlO:l4/m3 dopants placed at ssA and l70A (i.e usA apart). 

The doping concentration and the separation distance between the p and n layers, hu 
been bued upon the optimised structure. Fig (6.10a) shows the blue shift that would be 
achieved if the separation was varied (within the simple nipi structure), but the concentra­
tion kept constant. From Fig (6.l0a) it can be seen that the maximum blue shift iI given 
when the dopants are placed - u5A apart. Fig (6.10b) shows the blue shift for various 
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Figure 6.9: Conduction band diagram of optimised structure, optimiled for 5xl014/m2 ex­
cited charge carriers, with an equivalent simple 6 doped nipi structure. 
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Figure 6.10: (a) Blue shift versus separartion of the dopants layers for a optically excited 
(5xl014,m' charge carriers) nip; structure, with dopant concentration 3xl024/m3;(b) blue 
shift versus dopant concentration for an optically excited (5xl014/m' charge carriers) nipi 
structure, where the dopants are separated by usA. . 
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Figure 6.11: Recombination rates for 5xl014/m2 optically excited charge carriers present in 
the optimised and nipi structures. The entity 1b is the decay time for each structure when 
excited weakly. 

concentartiona of dopants (again within the simple nipi structure), where the separartion ia 
kept constant; again it can be seen that the maximum blue shift for this structure is given 
for a cancetration of 3x 1024 /m3 dopants. Thus through use of the optimiaed st1'tlcture a nip; 
.tructure can be design~ which can give information on both the best dopant separation 
and the best dopant concentration so as to maximise the blue shift. 

Another important physical feature, when dealing with 6 doped nipi structures is the 
recombination time for the excited charge carriers. This was found by solving equation 
(6.1). Time is measured in units of Tb 6• Fig (6.11) shows the recombination rates for the 
optimised and nipi structures. The curve 11 = Ne-· is also plotted which represents an 
exponential decay for a structure whose decay rate is Tb. It can be seen that in both the 
optimised structure and the nip. structure the decay rate is greater than the exponential 
decay. Examination of this curve .hows that as the electrons recombine with the holes, the 
self consistent change in the potential produces a non exponential decay. The graph also 
shows that the nip; structure has a lower recombination time than the optimised structure, 
suggesting that although t.here is a 1088 in the value of the blue shift when the nipi structure 
is employed, there is a gain in the recombination rate of such a structure. This increase in 
recombination rate can be explained by a consideration of the electron and hole transition 
probability. In the optimised structure the electrons are well separated from the holes, thus 
leading to a reduced t.ransition probability. In the .upi structure, since the electron and hole 
are less well separated the transition probability is higher. 

Fig (6.12) shows t.he variation of the interband transition eraergy(i.e the emission paek) 
as a function of the time. It can be seen that both the optimised and nip. structures emission 
energies change .imilarly with time. The difference in the magnitude of the enrgy is due 
simply to the depth of the potential wells. In short, since the optimised structure could not 
be reproduc~ precisely using a simple nipi structure, the energy of emiision is different for 
the two strucurea. Nonetheless the energy shift, is similar and is very large in both cases. 

'", Is the decay lime ror. low concentration or excited carrien "hole decay can be Rid to roDo" an 
a1moet exponential rate. Thil mUll be determined experimentally ror each type or ItructUN. 
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Figure 6.12: Change in interband transition energies as the structure relaxes after 5xl014/m' 
charge carriers are excited into the conduction band. 

The emission intensitit'S were also calculated (using equation (6.2». These are shown in 
Fig (6.13). As can ~ seen, both structures have emission intensities which decay rapidly, 
with the majority of the emitted light being blue shifted. It can alao be seen that the emialion 
intensity of the optimised structure is initially greater than that of the nipi structure. 
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6.4 Conclusion 

The results show that by optimising an arbitrary doped potential profile, it is possible 
to produce a unique doping induced potential profile which maximises the blue shift of 
the transition energies for a density N of excited carriers. The optimised structure for 
a carrier density of 5xl014jm2 gives blue shifts -55meV. The results also show that the 
optimised profile has certain characteristic features some of which are almost independent 
of the density of excited charge carriers (N). Using such features it is possible to design a 
simple nipi structure which gives large blue shifts close to the optimum. One such structure 
was presented, whose blue shift was calculated to be -48meV. 

Other features of these structures have also been investigated, and it has been shown 
that both structures exhibit fast recombination times, essential for device applications. The 
results show that by use of an optimisation process, it is possible to determine the charac­
teristic features common to all optimised structures. Utilising these same features makes 
it possible to design simple structures which have blue shifts comparable with those of the 
optimised ones. 
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