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Abstract 

The aims of this study were to investigate the feasibility of maintaining 

compression in the femur as the dominant state of loading and to explore the 

impact of changes to the musculoskeletal system on this loading regime. The 

literature provides a wealth of evidence for the adaptation of bone to its 

mechanical environment. There is a long standing theory that bone is loaded 

primarily in compression during routine activities and that this is achieved by 

coordinated muscle activity.  

This study employed a multibody dynamics musculoskeletal model that 

compared optimisations of muscle loading with, and without, enforced 

compression in the shaft of the femur. The purpose of these optimisation 

studies was not to accurately predict patterns of muscle activation in vivo, but 

to comparatively assess the feasibility and cost of maintaining compression in 

the femur.  

The results showed that compression can be maintained in the femur 

throughout gait by coordinated muscle activity. Loading the shaft of the femur 

in compression causes a reduction in peak bone stresses. Some increased 

difficulty in maintaining compressive loading was associated with reduced 

muscle forces and degraded motor control. These results offer insight into 

possible mechanisms affecting osteoporosis through incorrect mechanical 

loading and invite further research. 
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Chapter 1 

Introduction 

 

 

1.1 Introduction to Bone 

The extensive variety of human movements is made possible by a complex 

musculoskeletal system. Muscles provide the forces which move the body and 

bones provide the structure which allows these forces to be effective. From 

the precision of a pianist to the sweeping grace of a gymnast, the 

musculoskeletal system is capable of adapting to a staggering range of tasks. 

This is made possible by training of the neurological control system which 

activates the muscles as well as strengthening of the muscles and bones 

themselves. Athletes know that increased endurance or stronger contractions 

requires training of the muscles so that they increase in size and force-

producing capability. It naturally follows that larger forces require stronger 

supporting structures and so bones adapt according to the loads placed upon 

them. Bone adaptation was first described by Roux (Roux 1885) and later by 

Wolff (Wolff 1986), with the theory that describes bone’s adaptation to 

mechanical usage now commonly known as Wolff’s law. A good example of 

this adaptation is seen in tennis players whose racquet arms are routinely 

exposed to higher stresses than their other arm. There is a corresponding 

difference in bone mass between the two arms, with the racquet arm having 

thicker bones (Calbet et al. 1998). It is also true that reduced loading results in 

a loss of bone mass. For example, astronauts in a weightless environment 

experience a dramatic loss of bone due to unloading of the skeleton (Baldwin 

et al. 1996, Carmeliet et al. 2001). The same is true of those who are bedridden 

for long periods or have a limb in a cast (Gross & Rubin 1995). 
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Bones consist of an outer shell of compact material known as cortical bone. 

This outer shell is supported from within by a latticework of small columns 

known as trabecular or cancellous bone. The structure is often described as 

being similar to that of a sponge. This spongy inner structure allows the 

skeleton to remain relatively light whilst maintaining sufficient strength. A 

cross-sectional view of a proximal femur demonstrates this lightweight 

structure in Figure 1.1. 

 

Figure 1.1 - Cross section of a human proximal femur showing trabecular 

bone (the darker “spongy” looking texture at the interior of the bone) 

encased by cortical bone (the bright areas at the bone surface) (Skedros & 

Baucom 2007). 

The mechanisms by which bones change are known as modelling and 

remodelling as first described by Frost (Frost 1963, Robling et al. 2006). Old 

bone is removed by cells called osteoclasts, in a process called resorption. 

Formation of new bone is accomplished by osteoblast cells. The bone 

modelling process is primarily operative during growth of the skeleton or 

where adult bone geometry is to be altered. This may be in response to 

changes in mechanical stimuli or in pathological conditions. Modelling consists 

of resorption in one area and formation in another, but not in the same place. 

For example, if the diameter of a tubular bone was to be increased, bone 

would be removed at the inner surface and deposited at the outer surface. In 

this way bones are capable of growth and adaptation. Remodelling is a 
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continually occurring cycle in which osteoclasts and osteoblasts work in 

tandem to renew the skeleton as shown in Figure 1.2. Cells are arranged into 

basic multicellular units or BMUs. These BMUs are led by osteoclasts which 

carve their way through the bone leaving a cavity to be filled with new bone 

by the trailing osteoblasts. This allows the reparation of microdamage and 

conservation of healthy bone. Resorption and formation ideally occur in equal 

measure but in some disease states there can be an imbalance in the way bone 

is remodelled (Robling et al. 2006). Bone remodelling in response to 

mechanical loading is regulated by biochemical signals originating from 

osteocytes which are cells residing within the bone matrix. Osteocytes monitor 

the habitual loading conditions of bone and send signals to the bone surface 

which initiate or inhibit bone remodelling activity (Bonewald 2007, Chen et al. 

2010).   

 

Figure 1.2 - Osteoclasts remove old bone leaving a cavity which is filled with 

new bone by trailing osteoblasts. 

The precise interaction of the many factors influencing bone remodelling is 

complex and as yet, not fully understood. It is clear however that in addition 

to the mechanical influences mentioned previously, diet, hormones and age 

play a part. Calcium and vitamin D levels have long since been associated with 

bone mass regulation (Salamoun et al. 2005, Grados et al. 2003) and in general 

a healthy diet containing fruit and vegetables has been found to influence 

bone mass positively (Chapuy et al. 1992, Brazier et al. 1995). The effects of 

various hormones have been researched extensively. For example, an excess 
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of thyroid hormone has been found to contribute to bone loss (Auwerx & 

Bouillon 1986), while hormonal changes which take place following 

menopause are a strong contributor to the onset of osteoporosis in post-

menopausal women.  

Osteoporosis is a weakening of the bones caused by deterioration of 

trabecular structures and thinning of the cortex, and occurs as a result of an 

imbalance in the way bone is remodelled. Humans reach their peak bone mass 

in their mid-twenties, then from around the age of 40, everyone will 

experience some bone loss due to the increased prevalence of resorption over 

formation. Depending on the various factors involved in bone mass regulation, 

this imbalance can become exaggerated resulting in weak bones and a risk of 

fragility fractures. Even if the rate of bone loss is not excessive osteoporosis 

can still develop if peak bone mass is too low. Among the many disorders 

affecting bone, osteoporosis is perhaps the most common, and is more 

common among women, although men are also at risk. 

It has been reported that 50% of women aged 50 will suffer a fracture in their 

lifetime, most likely due to osteoporosis (Van Staa et al. 2001). Osteoporotic 

fractures occur most frequently in the wrist, hip and spine, with hip fractures 

regarded as the most serious due to high mortality rates and reduced quality 

of life post-fracture. Cooper reported that one year after fracture, 60% of hip 

fracture patients are limited in at least one task of daily living such as dressing 

or toileting (Cooper 1997). The rate of hip fractures in the UK is predicted to 

reach 117,000 in 2016 according to a 2005 study (Dennison et al. 2005). With 

such an increasing problem, it is important that our understanding of 

osteoporosis continues to deepen, with a view to developing more effective 

treatments and management strategies. 

One of the difficulties in treating osteoporosis is that a fractured bone is often 

the first symptom of the disease. Those at high risk of having or developing 

osteoporosis are often given DEXA (dual-energy X-ray absorptiometry) scans. 

These allow those with low bone mineral density (BMD) to be identified and 
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where appropriate, treated. Only a very brief overview of those treatments 

available will be given here. 

Current treatments include bisphosphonates and calcitonin which serve to 

inhibit osteoclast activity, thus tipping the balance of bone turnover more 

favourably towards formation. Parathyroid hormone (PTH) stimulates 

osteoblasts and can increase bone density. Both osteoblasts and osteoclasts 

are affected by strontium ranelate which is used as an alternative treatment 

where bisphosphonates are not a viable option. 

Owing to the effect of calcium and vitamin D deficiencies on BMD, these are 

also often given as dietary supplements to those at risk of or suffering from 

osteoporosis. Furthermore, the effects of post-menopausal osteoporosis can 

be treated by hormone replacement therapy (HRT) or selective estrogen 

receptor modulators (SERMs).  

Bisphosphonates are the most commonly used front-line treatment and 

evidence shows their success in reducing fracture risk, along with the other 

treatments mentioned (MacLean et al. 2008, Chen & Sambrook 2012). It 

should be noted however, that all of these treatments are associated with 

some undesirable side effects.  

Although most of the treatments currently in use act by limiting or accelerating 

the work of bone remodelling cells, a strong case has been made recently for 

the benefit of exercise regimes such as Tai Chi (Murphy & Singh 2008, Lee et 

al. 2008). These not only provide physical stimulation of the bone, but lead to 

improved balance and postural stability. This greatly reduces the risk of falls, 

which are often the cause of fractures.  

Fractures occur when bones are subjected to loads for which they are not 

adapted. Poorly adapted bones are therefore more susceptible to fractures. As 

bones adapt to their mechanical environment, it follows that one of the main 

contributors to poorly adapted bones is incorrect mechanical loading (Frost 

1988, Prendergast & Huiskes 1995, Saparin et al. 2011). A question remains 
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over what constitutes correct mechanical loading of bone. Bone is well known 

to be strongest in compression (Savvidis and Stabrey, 1996). Some 

investigators have made the case for compressive loading of long bones 

achieved by synergistic agonist-antagonist muscle activity (Pauwels 1980, 

Sverdlova & Witzel 2010, Taylor et al. 1996). This school of thought states that 

tensile loads arising from large amounts of bending are reduced by counter 

bending loads, which create a compressive and more even stress distribution. 

Degradation of neuromotor control which occurs as a consequence of ageing 

and some pathological conditions not only causes postural instability, but also 

limits the ability of muscles to habitually provide appropriate loading of the 

long bones (Martelli et al. 2011). 

The main hypothesis of this current research is that the body naturally prefers 

to load the bone in compression, and where possible creates the appropriate 

muscle activity to do so. The work aimed to determine initially whether the 

musculature of the thigh was capable of maintaining such a loading regimen in 

the femur during the entire gait cycle. This capability was then assessed under 

conditions of limited muscle activity, to simulate ageing or impaired 

neuromuscular control. The purpose of these investigations was to clarify the 

extent to which bone pathologies, such as osteoporosis, might be influenced 

by muscular malfunction, and to prompt development of appropriate 

treatments. 

1.2 Methods of Investigation 

Understanding precisely how muscular loading is applied to bone presents a 

challenge. The loading surrounding the femur for example, is highly complex, 

with 30 muscles crossing the hip and knee joints. In addition, several of these 

muscles have wide attachments and separate into superior and inferior 

portions and there are various ligaments connecting the bones as well. It is 

therefore very difficult to predict how changes to the complex patterns of 

muscle activity might affect the loading of the bone. In order to assess the 

possible relationship between mechanical factors and the onset or promotion 
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of osteoporosis, ideally the forces produced in each muscle and the resulting 

strain distribution in the bone need to be measured simultaneously. However, 

standard engineering methods of force and strain measurement are 

unsuitable for use in vivo. Alternative methods must therefore be sought. 

Strains in bone cannot be measured non-invasively although valuable joint 

loading data has been collected using instrumented prostheses (Bergmann et 

al. 2001). Perhaps the most common examples of these are hip and knee 

replacements fitted with strain gauges or pressure transducers.  These can 

provide strain data at specific locations in post-operative patients and thus 

yield information on the total force through the prosthesis. Such 

measurements are extremely useful in the validation of mathematical models 

predicting joint loading. Comparison of loading patterns during different 

activities is also useful in determining when and how peak loads occur. It is 

important to note however that the data collected is post-operatively from 

patients who have undergone a significant invasive procedure requiring 

sizeable sections of bone to be removed, inevitably leading to some 

modification of, and possibly damage to, the neuromuscular control system. 

Thus, the measured loads from the instrumented implants are likely to differ 

from normal physiological loading. Another limiting factor is that the results 

obtained provide only the strain in the prosthesis and so estimations of strain 

distribution throughout the femur must still be provided theoretically using 

mathematical models.  

The external forces acting on the body are bodyweight and ground reaction 

forces. These may be measured and used as inputs to mathematical models. 

Bodyweight measurement is a routine activity which can be accomplished 

using bathroom scales, but the measurement of ground reaction forces during 

locomotion requires the use of specialised force plates (Sutherland 2005). 

Modern force plates are capable of measuring force in 3 directions and 

moments about 3 axes. This can be accomplished using strain gauges and often 

piezoelectric sensors. Force plates are usually used in conjunction with motion 

capture systems for gait analysis. Most motion capture systems used in 
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biomechanical analyses use reflective markers placed over bony landmarks 

which are tracked by infra-red cameras (Figure 1.3). The kinematic data from 

the system then reveals the instantaneous positions and movement of the 

body segments. Combined motion capture and force plate measurements 

allow correlation to be made between external forces acting on the skeleton 

and their concurrent movements. For the loads on a bone to be accurately 

represented however, muscle forces must also be taken into account.   

 

Figure 1.3 - An example of how kinematic and kinetic data is recorded. The 

image above shows part of our lab setup as represented in the data collection 

program (Qualysis Track Manager). 

Muscle forces cannot be measured directly, but electromyography (EMG) can 

offer information on when and to what extent muscles are firing. A small 

electrical signal is produced when muscles contract. Measuring this signal can 

yield information on muscle activation. There are two ways in which EMG 

measurements are collected. These are surface EMG and fine-wire EMG 

(Sutherland 2001). In surface EMG, electrodes are placed on the skin over the 

belly of the muscle and electrical activity is monitored. This technique can only 

be applied to superficial muscles and there is some risk of cross-talk from other 

muscles if electrodes are not placed correctly (De Luca 1997). Fine-wire EMG 

involves the insertion of electrodes into the muscle tissue using needles. 

Activity of deep muscles can be monitored in this way but the procedure is 
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somewhat invasive and EMG signals are only measured at a very specific point 

within the muscle. Most laboratories use only surface EMG owing to its non-

invasive application when compared with fine-wire EMG and the relative ease 

with which data can be collected (Sutherland 2001). Unfortunately the 

electrical activity measured by EMG is not necessarily proportional to muscle 

force production. It offers an indication of the level of muscle activity during a 

particular movement. Care must then be taken in the processing and 

interpretation of data. 

A useful alternative to the above methods is to simulate models of the 

musculoskeletal system using numerical methods. A range of musculoskeletal 

models have been developed to predict muscle forces, joint loads, strains in 

bone, and countless other parameters. These models are designed to replicate 

the systems of the body as closely as possible. Dissection studies and modern 

scanning methods such as CT and MRI may be used to provide anatomical data 

with which to recreate body parts (Blemker et al. 2007), and software is 

available which can translate medical images into 3D objects ready for use in 

engineering simulation software. Inevitably limitations on computing power 

and gaps in the available data require that some simplifications be made to 

musculoskeletal models and boundary conditions applied. These must be very 

carefully designed so as not to invalidate the results of the study by straying 

too far from conditions in vivo. The input and boundary conditions required 

depends on the aim of the particular study.  

The primary challenge facing researchers in this area is and always has been 

validation. Great care must be taken to build accurate models, including 

considerations of the precise location of joint centres of rotation, load 

distribution and direction, material properties, and many others. Regrettably 

there is still no absolute way to prove that results obtained by numerical 

methods are wholly representative of conditions in vivo. Fortunately however 

there are some limited means to prove that the results are reasonable, such as 

those previously mentioned: instrumented prostheses and EMG. These may 
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be compared to joint loads and muscle activation patterns predicted by a 

model. If agreement is found, a case can be made for the validity of the model.  

A growing body of evidence supports the value of musculoskeletal modelling. 

Continued development of these numerical methods will allow engineers to 

make increasing contributions in the medical field and provide medical 

professionals with better information. Computerised models are widely used 

in the engineering industry to test designs quickly and cheaply. Now and in the 

future there is a definite role to play for these methods in medical engineering. 

The ability to simulate the outcome of a treatment accurately will allow 

treatments to be improved greatly and administered with far less risk to the 

patient. The primary means of investigation in this current research will be the 

application of such a computerised model of the mechanical environment 

surrounding the human femur.  

1.3 Aims and Objectives of this Study 

The aims of this research were to better understand muscular loading of the 

femur and its impact on bone health particularly as it relates to osteoporosis. 

Where previous studies on compressive loading of bone have examined 

loading at particular points or postures, this study considered the entirety of 

the gait cycle. 

There were two key objectives. The first was to determine whether it is 

possible to maintain compression in the shaft of the femur during gait. A 

multibody dynamics model was used to simulate the bones and muscles of the 

thigh. Muscle forces were optimised to maintain equilibrium in the hip and 

knee joints whilst minimising a cost function. These optimisation studies were 

then repeated, while including compression in the shaft of the femur as an 

added simulation objective. As the mechanisms guiding muscle activation are 

unknown, several cost functions were applied in turn. The degree to which 

compression can be maintained throughout gait by the combination of muscle 

forces was a point of key interest in this study.  
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The second objective was to undertake an investigation into the effects of 

limiting muscle activity. Age and infirmity can cause muscles to function 

incorrectly or with greater limitations. Using the model developed previously, 

simulations were designed to determine to what extent muscles can maintain 

compression in the femur when muscle activity is limited.  

Peak stresses in the shaft of the femur were calculated for each loading 

condition. These calculations yielded information on how the modified loading 

affects the stress distribution in the femur. This has implications for the way in 

which the bone adapts and to what degree limitations in muscle activity may 

influence the development of osteoporosis. 

1.4 Thesis Outline 

The structure of this thesis is as follows: 

• Chapter 2 is a literature review discussing bone adaptation in response to 

its mechanical environment. The following points are addressed: 

o Mechanical loading of bone – the ways in which bone reacts to 

mechanical stimuli. 

o Compression theory of bone – the theory is presented along with 

evidence from previous studies.  

o Innervation of bone – the role of nerves on bone mass regulation. 

o Changes to the musculoskeletal system – those which occur as a 

consequence of ageing.  

o Musculoskeletal modelling – key points to consider in 

musculoskeletal models as well as some previous examples. 

• Chapter 3 describes the development of a multibody dynamics model of 

the femur including its surrounding muscles and bones. The incremental 

process of model development is explained before giving a detailed 

description of the final model and presenting the results of studies 

designed to test the sensitivity of the model to certain key parameters. 

• Chapter 4 gives an account of the collection of gait data including EMG. 

The process of adapting the model to be subject specific is described. A 
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series of simulations is presented in which muscle forces were calculated 

to maintain compression in the femur using a minimum muscle stress 

optimisation. Simulations were performed in 20 positions spread evenly 

across the gait cycle. The recorded EMG is used as a reference and model 

results are compared both with and without compression in the femur. 

• Chapter 5 explains a change to the model which allowed more muscle 

strands to be included. Simulations were repeated in 13 positions across 

the stance phase of gait using the new model and these results are 

presented. Further simulations were carried out in 5 positions across the 

stance phase of gait using different optimisation cost functions. The results 

from each cost function are compared. 

• Chapter 6 introduces the problem caused by weakened or malfunctioning 

muscles. Some of the simulations described in chapter 5 were repeated 

with limitations placed on muscle activity and the results from this and the 

previous chapter are compared to determine the effect of limiting muscle 

activity on the ability to maintain compression. 

• Chapter 7 presents a discussion of the limitations of the study and reviews 

the results in the context of the aims and objectives outlined in Section 1.3.  

Comment is made regarding maintaining compressive loading of the femur 

and neuromotor control of muscular loading. The final section contains a 

discussion of the results in terms of their implications for ageing and 

osteoporosis.  

• Chapter 8 presents conclusions drawn from this work and offers 

suggestions for future research. These are given under three headings; 

musculoskeletal modelling, compression of bone, and changes to the 

musculoskeletal system. 
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Chapter 2 

Literature Review 

  

This chapter contains a review of literature relevant to the current study. The 

study aimed to determine whether or not compression is viable as the 

dominant state of loading of the femur during gait. Research relating to this 

theory was reviewed as well as more general work relating to bone’s 

adaptation to mechanical loading. Age-related neuromuscular changes were 

also investigated with respect to their impact on skeletal loading. The final 

section of this review focuses on proposed methods for studying changes to 

the musculoskeletal system. 

2.1 Mechanical Loading of Bone  

Of the many factors affecting bone turnover mechanical strain is among the 

most important (Frost 1988, Robling et al. 2006). Previously cited studies 

highlight the dangers of under-loading the skeleton and the bone mass gains 

which result from increased loads (Baldwin et al. 1996, Carmeliet et al. 2001, 

Gross & Rubin 1995, Calbet et al. 1998). Research continues into the 

mechanisms by which bone senses and reacts to loads as well as the mode of 

loading. This section presents a discussion of some of the relevant research in 

this area.  

The literature shows a role for osteocytes as mechanosensors in bone (Rubin 

et al. 2006, Bonewald 2007, Tatsumi et al. 2007, Robling et al. 2006, Chen et 
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al. 2010). Osteocytes are mature osteoblasts, housed within cavities known as 

lacunae buried in the bone matrix and connected by tunnels called canaliculi. 

Osteocyte cell processes extend along canaliculi, suspended centrally to their 

cross section. Such an arrangement is made possible by tethering filaments 

between the cell process and canalicular wall (You et al. 2001). Strains applied 

to the bone are transferred to osteocyte cell processes, prompting a 

biochemical response which serves to inhibit osteoclast activity or to activate 

osteoblasts (Chen et al. 2010). Transfer of loads from the mineralised bone 

matrix to osteocytes has been a point of some interest, owing to the discovery 

that the strains required to provoke a response in osteocytes are one to two 

orders of magnitude higher than bone strains arising from routine activities 

(You et al. 2000). You et al. (2001) presented a model to address this 

discrepancy (You et al. 2001). They modelled the drag force placed upon the 

tethering filaments of osteocyte cell processes by fluid flow within the 

canalicular network. It was found that within the loading range of 1-10MPa 

and frequency range 1-20Hz, strains may be produced which are 100 times 

larger than those in the bone matrix. The study also demonstrated that strain 

induced by drag force on the tethering filaments may be several times larger 

than strains caused by fluid shear on the cell membrane.   

 

Figure 2.1 - Diagram of osteocytes embedded in the bone matrix, connected 

by canalicular tunnels. 
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In a 2007 study, 70-80% of osteocytes were killed in mice by injecting 

diphtheria toxin designed specifically to target osteocytes (Tatsumi et al. 

2007). Mice injected with the toxin experienced bone loss due to interruption 

in the osteocyte network. The effects appeared to be similar to osteocyte 

apoptosis observed in the elderly (Bonewald 2007). Interestingly, injected mice 

were resistant to unloading-induced bone loss, suggesting that osteocytes 

promote resorption during unloading. One test group were subjected to 7 days 

unloading then given an injection before reloading. These mice experienced 

normal bone loss during unloading and normal or in some cases slightly 

enhanced recovery upon reloading, suggesting a lack of osteocyte influence on 

bone recovery following unloading. 

Some of the earliest observations on the functional adaptation of bone were 

made by Wolff who noticed that the orientation of trabecular structures 

follows the direction of the maximum stresses, making bone a highly 

anisotropic material (Prendergast & Huiskes 1995). A more recent study 

demonstrated this principle by examining trabecular structures in the proximal 

femora of primates with different locomotor behaviour (Saparin et al. 2011). 

The wild primates were grouped according to primary locomotor behaviour in 

the following categories; quadrupedal walkers, brachiators, climbers, and 

springers. High resolution CT images were recorded and analysed. The images 

showed thicker trabeculae in highly stressed areas compared with less 

trabeculae in less stressed areas. Orientation and distribution of the trabecular 

structures varied according to locomotor behaviour, providing strong evidence 

for the functional adaptation of trabecular bone based on habitual loading 

conditions. 
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Figure 2.2 - Comparison of the ordered internal structure of a human femur 

(left) with the less ordered example of a sloth femur (right) (Tobin 1955, 

Gregory & Aspden 2008). 

Frost also suggested that bone adapts to habitual rather than one time loads, 

suggesting an ability to monitor loading history (Frost 1988). The adaptation 

which takes place is according to that loading history. The size and structure of 

the tissue is varied such that strain is kept below a certain threshold. Frost 

called this threshold the minimum effective strain (MES); the value above 

which remodelling will vary the geometry of the bone to reduce strain and 

below which normal bone turnover will be maintained. Following discussion of 

several studies on the fatigue strength of bone, Frost concluded that the level 

of MES is set to limit strains such that fatigue life is long enough for any 

microdamage to be repaired by normal bone turnover. This is evidenced by the 

fact that bones are capable of carrying momentary loads ten times greater 

than the MES but even a small increase above the MES would reduce fatigue 

life enough to seriously threaten bone integrity. 

Further work on the subject has revealed that there is an optimum range of 

loading for maximum bone gains (Robling et al. 2006). This is the range in 
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which remodelling activity is minimised and new periosteal bone formation 

increases the second moment of area of the cross section, resulting in 

increased stiffness.   

Not only is there an optimum magnitude for loading of bone but frequency 

and loading rate are also important (Robling et al. 2006, Hert et al. 1971). In 

fact static loads appear to have no effect on bone remodelling whatsoever 

(Lanyon & Rubin 1984).  

This understanding of bone’s response to mechanical loading has led to the 

development of treatments aimed at inducing strains of appropriate 

magnitude, frequency, and duration to stimulate bone formation. These 

include vibrating platforms and dynamic muscle stimulation. Vibrating 

platforms have been shown to be effective at stimulating bone formation and 

can be used with varying frequency and magnitude of vibrations (Judex & 

Rubin 2010). A year long study in post-menopausal women showed that those 

who stood on a vibrating platform for two 10-minute periods per day 

conserved BMD in the femoral neck (Rubin et al. 2004). This is compared with 

a loss of 2.1% in controls. A similar study was conducted in young women 

which showed a 3.9% increase in spinal trabecular bone and 3.0% in femoral 

cortical bone (Gilsanz et al. 2006). Additionally, muscle mass was measured 

and increases were observed in the psoas, quadratus lumborum, and erector 

spinae muscles. Judex and Rubin reviewed the findings of various studies to 

assess whether or not the external vibrations stimulate the skeleton directly 

or via muscle stimulation (Judex & Rubin 2010). They concluded that vibrations 

are effectively transmitted through the skeleton up to frequencies of 30Hz and 

that bone cells are capable of responding directly to the externally applied 

mechanical stimulus.  

Dynamic muscle stimulation is achieved by electrical excitation of the muscles. 

This technique has been developed and tested as a means to combat disuse 

osteopenia. Studies have shown that if applied correctly, dynamic muscle 

stimulation can prevent bone loss due to disuse (Qin et al. 2010, Chapuy et al. 
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1992, Lam & Qin 2008). Loading frequency has emerged as a key factor in the 

effectiveness of muscle stimulation, with frequencies of 20-50Hz being most 

effective (Lam & Qin 2008). A study on hind-limb-suspended rats 

demonstrated that there is an optimum contraction-to-rest ratio at which 

bone formation is maximised (Lam et al. 2011). 

When applying external loads either directly on the skeleton or via muscle 

activation, considering bone safety and other health implications is of 

paramount importance (Judex & Rubin 2010, Munih & Kralj 1997). Artificial 

loading systems lack the in-built feedback system of the body. The problem is 

similar in principle to the case of a robot gripping a crushable object. There 

must be some kind of control in place to prevent the force exerted exceeding 

the allowable force upon the object. This is particularly pertinent in cases 

where loads are oft repeated such as high frequency loading treatments on 

the musculoskeletal system. Research has shown that sub-optimal patterns of 

muscle activation can result in greatly increased bone loading (Martelli et al. 

2011) and where bones are weakened by osteoporosis, spontaneous fractures 

can result (Viceconti et al. 2012).   

In understanding how best to improve treatments involving mechanical 

stimulation, a more complete picture of how bone is loaded under ideal 

conditions is required.    

There is ongoing debate regarding the types of loads that have the greatest 

influence on the mechanical adaptation of bone (Robling 2009, Judex & 

Carlson 2009, Poliachik et al. 2010, Manske et al. 2011). Muscle and 

gravitational forces both play a part although it is difficult to separate the two 

and quantify their impact as in many ways they are dependent on each other. 

Muscles are activated to provide locomotive forces and to support joints 

experiencing ground reaction forces. Judex and Carlson drew upon the findings 

of various studies to demonstrate the importance of gravitational forces on 

bone adaptation while Robling produced a similar review in favour of muscle 

loading (Judex & Carlson 2009, Robling 2009). Both studies admitted that 
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gravitational and muscular loads are equally required to maintain bone 

homeostasis. It was also noted however, that bone adapts to the highest loads 

to which it is habitually subjected and these highest loads arise from muscle 

activity.  

The importance of muscle in maintaining bone mass was highlighted by 

Poliachik (2010) and colleagues who observed that in various models of disuse 

seen in animal studies, bone loss was always accompanied by muscle atrophy 

(Poliachik et al. 2010). They used an injection of botulinum toxin into the calves 

of mice to cause temporary muscle paralysis. In addition to muscle atrophy, 

there was a rapid reduction in bone volume fraction and cortical bone volume 

in the tibia. Muscle cross sectional area and cortical bone volume were mostly 

recovered 84 days following injection. Trabecular bone loss progressed more 

rapidly following injection and recovered slower than cortical bone. The 

authors concluded that normal muscle function plays an essential role in the 

homeostasis of an adjacent bone.  

A recent study used a similar method of botulinum toxin injection with the 

addition of measuring ground reaction forces by training the mice to run over 

force platforms (Manske et al. 2011). The team hypothesised that weight 

bearing ability would recover sooner than muscle and bone volume. An initial 

loss of weight bearing ability in the injected limb was observed and took 14-21 

days to recover. This recovery was not mirrored in muscle and bone volume 

which continued to decrease (see Figure 3), showing that bone mass cannot 

be maintained by ground reaction forces alone. The fact that gait patterns 

were restored before muscle recovered indicates some sort of compensatory 

action. Compensation by non-injected muscle groups or unaffected fibres 

within the injected muscles were offered as possible explanations. It was also 

noted that slow-twitch fibres have been shown to recover sooner than fast-

twitch fibres following botulinum toxin injection (Duchen 1970). Combined 

with the fact that higher frequency muscle loading declines with old age these 

findings may suggest that fast-twitch muscle activity is essential for bone 

maintenance (Huang et al. 1999). Previously cited studies relating to dynamic 
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muscle stimulation would seem to confirm that low frequency muscle 

activation patterns are not effective in preventing bone loss (Qin et al. 2010, 

Chapuy et al. 1992, Lam & Qin 2008). This is particularly significant in relation 

to age-related bone loss due to the fact that fast-twitch muscle activity reduces 

with age whereas slow-twitch muscle activity is maintained (Huang et al. 

1999). 

 

Figure 2.3 - The continued decline of muscle and bone following recovery of 

weight bearing ability in mice (Manske et al., 2011). 

To summarise; bone adapts to the strain it experiences. Its geometry and 

strength are determined by the magnitude, direction, frequency, and rate of 

recurrence of that strain. The main influence on these factors is the forces 

produced by skeletal muscle. It is imperative then to determine how muscles 

act in the physiological condition in order to understand how muscle 

malfunction may contribute to bone pathology.  

2.2 Compression Theory of Bone 

The long bones of the lower limb rarely fail due to pure tension or 

compression, but most frequently under bending and torsional loads (Muller 
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& Nazarian 1981, Courtbrown & McBirnie 1995, Ebacher et al. 2007). Logic 

would assume then that these types of loads induce high peak stresses to 

which bones are mal-adapted, are therefore undesirable, and should be 

minimised. However, an examination of the shape of the femur with the force 

of bodyweight applied to the femoral head would suggest that the bone 

habitually carries a bending load. Much information on the predominant state 

of bone loading can be gleaned from an examination of bone geometry as bone 

is known to be highly anisotropic, adapting to habitual loads. For example, the 

human proximal femur is supported by a column of thick trabeculae which runs 

from the point of application of the hip load down through the femoral neck 

in the direction of the principal compressive stress experienced during upright 

activities (see Figure 2.4).  

 

Figure 2.4 - The trabecular structures of the femoral neck and their previously 

accepted functions (Hammer, 2010). 

Scrutiny of the material distribution in the femoral neck as shown in Figure 2.5, 

unveils a non-uniform cross section resulting in an off-centre neutral axis. This 

material distribution reduces the angle between the neutral axis and the hip 

load line of action, thus minimising bending.  
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Figure 2.5 - Cross sectional geometry of the femoral neck (Zebaze et al. 2007). 

The cross-sectional views show a non-uniform distribution of mass. 

There is also a horizontal trabecular column which intersects the vertical 

column at right angles and has long since been viewed as carrying tensile loads 

(Tobin 1955). Hammer conducted a detailed dissection of the proximal femur 

which lead to the conclusion that the horizontal trabecular column carries 

compressive rather than tensile loads as was the previously accepted view 

(Hammer 2010). The study showed that the horizontal trabecular column lies 

anteriorly within the femoral neck, too far off centre to effectively carry tensile 

loads during standing. Analysis of these findings prompted the suggestion that 

the horizontal trabecular column carries compressive loads when the hip is 

flexed during activities such as stair climbing and squatting. 

The work of Roux and later Wolff showed that bone is a lightweight optimised 

structure, meaning that bones are adapted not only to carry habitual loads but 

to do so with the minimum volume of material (Erdemir et al. 2007, 

Abrahamsen 2012). This being the case, it follows that the musculoskeletal 

system should be organised in such a way as to minimise stress and therefore 

require less material. Pauwels presented evidence for this theory as outlined 

below (Pauwels 1980). 
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A column under axial compression will experience compressive stress which 

will increase in magnitude with increasing load. If the load increases to the 

point where the stresses exceed the yield stress of the material, permanent 

deformation will occur and eventually failure of the material. To avoid this 

occurrence, maximum stresses should be far below the yield stress of the 

material. In engineering applications, the yield stress of the material should be 

a multiple of the maximum expected stress. This multiple is known as the 

factor of safety. For example; the stress experienced by a column with a factor 

of safety of three should never exceed one third of the yield stress. 

When stresses in bone exceed an acceptable level (MES as described by Frost) 

remodelling alters the geometry of the bone to reduce stresses and maintain 

bone’s natural factor of safety. Considering that high stresses mean adding 

new material, stress minimisation becomes a priority. 

A column under axial compression will have an even stress distribution across 

its cross section. If the source of loading is offset from the neutral axis of the 

column, bending stresses will result. The sum of stresses through the cross 

section will remain the same but the peak stresses at the edges of the column 

will be much higher than in the purely axially loaded case (see Figure 2.6). This 

illustrates the danger of bending loads for the long bones and demonstrates 

why femoral fractures occur most frequently under bending. 

 

Figure 2.6 - Stress distribution in a column with increased degrees of bending 

(Pauwels 1980). 
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In order to compensate for increased peak stresses, material must be added 

to the column as in Figure 2.7. This is an undesirable solution if a lightweight 

optimised structure is to be achieved as in the human skeleton. Pauwels used 

simple column examples to show how bending stresses can be eliminated by 

applying an equal bending load in opposition to the original load, resulting in 

overall compression (see Figure 2.8). Pauwels called this counter-bending. The 

counter-bending force essentially applies another bending load – equal and 

opposite to the original load. This has a cancelling effect on the peak stresses 

and results in an even stress distribution. Although the sum of stresses 

throughout the cross section is higher, the peak loads are greatly reduced and 

this is therefore a much preferred loading scenario. 

 

Figure 2.7 - Stress reduction by adding material (Pauwels 1980). 

As an alternative to using a counterweight as in Figure 2.8, a tension band may 

be used to provide a counterbending force. In the human locomotor system, 

ligaments act as tension bands and synergistic agonist-antagonist muscle 

activity provides bending and counterbending loads which result in overall 

compressive stresses. An example of a tension band in the human body is the 

force exerted by the iliotibial tract on the femur which counteracts the bending 

load created by bodyweight during single leg stance (Sverdlova & Witzel 2010).  
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Figure 2.8 - Stress reduction by counter-bending (Pauwels 1980). 

The idea that muscles act to minimise bending was called the “active 

unloading” principle by Munih, Kralj, and Bajd (Munih et al. 1992). Their 

analysis of two standing postures included a detailed dissection of the leg, 

optimisation of muscle forces for minimised bending, and EMG 

measurements. Agreement between the results of the optimisation and EMG 

patterns confirmed their hypothesis that synergistic muscle activity reduces 

bending. This theory was supported by the work of Sverdlova and Witzel who 

developed an optimised load case for minimised bending in the femur 

(Sverdlova & Witzel 2010). A finite-element (FE) analysis of their results 

showed a strain distribution which matched the physiological condition (see 

Figure 2.9).  
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Figure 2.9 – The FE model used by Sverdlova and Witzel (b1-b5) compared 

with CT scan images on the left (a1-a5)(Sverdlova et al. 2010). 

Rudman and colleagues created a 2-D FE model of the proximal femur (as 

shown in Figure 2.10) including muscle and ligament forces (Rudman et al. 

2006). Although the hip reaction force alone caused bending in the femoral 

neck in the frontal plane (compression on the inferior surface and tension on 

the superior surface), it was noted that the ligaments of the hip joint are pre-

tensioned in the standing position and pull the femur towards the pelvis. This 
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serves to reduce tension in the femoral neck. Addition of muscle loads 

eliminated tensile loads in the femoral neck, leaving a small amount of tension 

on the lateral aspect of the greater trochanter and the remainder of the 

proximal femur loaded in compression.  

 

Figure 2.10 – The 2-D FE model developed by Rudman showing the proximal 

femur and acetabulum (Rudman et al. 2006). 

In a 1996 study X-rays were carried out to measure the deflection of the 

femoral head in the loaded and unloaded conditions (Taylor et al. 1996). This 

was combined with a finite-element analysis which showed large deflections 

of the femoral head (13-20mm) in the case of bending and minimal deflection 

for the compressive load case.  The results of the X-rays showed minimal 

deflection of the femoral head, providing evidence for compressive loading. 

The FE model used is shown in Figure 2.11. 
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Figure 2.11 – The FE model used by Taylor et al. to analyse deflection of the 

femoral head in different loading conditions (Taylor et al. 1996). 

If indeed muscle activity is coordinated to reduce bending, there must be some 

means of load sensing feedback from bone to muscle. It is postulated that this 

feedback originates from nerves in bone. The following section reviews 

research relating to the influence of innervation on bone mass. 

2.3 Innervation of Bone 

Recent technological advancements have made possible the detection of 

nerves in bone, showing that nerve endings are found most abundantly at the 

periosteal surface and in the most highly stressed areas (McCredie 2007). This 

would suggest that nerves play a role in the sensing of mechanical loads. This 

is a topic of debate however, as no means of signal transmission from nerve to 

bone cells has been identified (Chenu 2004), and it has been shown that 

isolated bone cells are sensitive to mechanical stimuli without the need for 

neurological control (Pitsillides et al. 1995). Furthermore, a comparison of 

innervated and denervated rabbit tibias loaded in axial compression showed 

no difference in the way they reacted to loading (Hert et al. 1971).  
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Although these findings suggest that bone’s response to mechanical loading is 

locally controlled, a more recent study challenged this view (Sample et al. 

2008). In this study loading was applied to ulnas of young rapidly growing rats 

and found increased bone formation not only in the loaded bone but in the 

contralateral limb and unloaded bones of the loaded limb. Chemical blockade 

of the nervous system cancelled this effect, suggesting centrally controlled 

cross-talk between limbs in response to mechanical loading. At lower strain 

magnitudes however, the effect of loading on remote bones was diminished. 

The findings of Hert et al. were supported by a group at the University of 

London who found no significant difference in contralateral and adjacent 

bones following loading of the rat hind-limb (Sugiyama et al. 2010). They noted 

that the loads applied in their own experiment were within the physiological 

range whereas the cross-talk effect observed by Sample et al. occurred at 

higher loads. This may have been due to a neuronally regulated trauma 

response or changes in blood flow at higher strain magnitudes. It was 

highlighted that these effects would be more pronounced in rapidly growing 

rats as used by Sample et al. (2008) compared with the skeletally mature rats 

used in the study by Sugiyama et al. (2010). 

Changes to the nervous system caused by spinal cord injury often result in 

severe osteoporosis (Chenu 2004, Morse et al. 2008). Skeletal unloading 

caused by disuse is an obvious culprit, although a 2008 study suggested a 

neural contribution (Liu et al. 2008). A hind-limb cast immobilisation (HCI) 

model was compared with bone loss induced by spinal cord injury (SCI). All 

measured properties were lower in the SCI group including BMD, cortical 

thickness, ultimate compressive load, and Young’s modulus. These results 

show an additional mechanism for bone loss over and above that which results 

from disuse. It is worth noting however that the HCI model allows some limited 

continuation of muscle activity which may explain why bone loss was less 

severe than in the SCI group.  

Sciatic neurectomy (SN) has been suggested as a more suitable disuse model 

than hind-limb suspension (HLS) due to the confounding factors originating 
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from stress experienced by the animal in HLS (Huang et al. 2011). De Souza et 

al. (2005) applied cyclic loading to mouse tibias 5 or 100 days after SN (de 

Souza et al. 2005). It was shown that cortical bone formation in response to 

loading was increased following SN and more so when loading was applied 

later. This implies that bone’s sensitivity to mechanical loading is increased 

following unloading and that this effect is increased with a longer period of 

unloading. Another facet of the study was blockade of the sympathetic 

nervous system (SNS) using propranolol administered via drinking water. This 

was found to have no measurable effect, suggesting that increased cortical 

formation following SN is not regulated by the SNS. 

A strong case has been made in the literature for the role of the SNS in 

regulation of bone metabolism (Chenu & Marenzana 2005, Elefteriou 2005, He 

et al. 2011). An important factor appears to be the influence of leptin 

(Elefteriou et al. 2005). Leptin is a hormone produced by fat cells which 

contributes to the regulation of bone remodelling by acting on hypothalamic 

neurons (Chenu & Marenzana 2005). This triggers release of epinephrine and 

norepinephrine by the SNS. The former stimulates osteoclastogenesis and the 

latter binds with β2-adrenergic receptors (β2-AR) expressed in osteoblasts to 

inhibit bone formation (He et al. 2011). Mice lacking the necessary β2-AR 

receptor were found to be immune to the bone reducing effect of leptin 

(Elmquist & Strewler 2005). It was also noted that the β2-AR deficient mice had 

higher baseline bone mass, suggesting that the SNS helps regulate bone mass 

in normal conditions. In addition β2-AR deficient mice showed no bone loss 

after ovariectomy, suggesting that post-menopausal bone loss could be 

influenced by the SNS (Elefteriou 2005). The involvement of the SNS was 

further evidenced by reduced innervation of bone following ovariectomy in 

rats (Burt-Pichat et al. 2005).  

The precise mechanism by which the SNS is involved in bone metabolism 

remains a topic for investigation. Using chemical interventions to block β2-AR 

receptors has been found to have a preventative effect on bone loss in a 

variety of conditions (Bonnet et al. 2006, Zhang et al. 2007, Huang et al. 2011). 
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Some investigators however, have produced conflicting results in the use of 

propranolol as a β-blocker (Marenzana et al. 2007, Bouxsein et al. 2009). Other 

studies have suggested that dosage may be an important factor as high doses 

of propranolol can cause a double-deletion effect whereby β1 and β2 

receptors are blocked causing overall bone loss (Bonnet et al. 2008, Pierroz et 

al. 2012). A lower dosage allows β2 receptors to be targeted more accurately 

and promote bone formation (Huang et al. 2011). The role of the nervous 

system in bone mass regulation it seems is not simple, and research is ongoing  

Many of the studies cited in the paragraph above have investigated how neural 

control regulates bone’s response to loading. There is not so much evidence 

however, for the potential role of nerves as regulators of bone’s mechanical 

environment via the muscles. If muscle activity is indeed coordinated to 

minimise bending of the long bones, there must needs be some means by 

which the state of loading in bone is detected, be it tension or compression. It 

would be wholly impossible for muscle activity to minimise bending in bone 

without an appropriate feedback mechanism.  

The study conducted on rabbit tibias by Hert and colleagues applied loads 

under general anaesthesia, ruling out any effect of muscle activity (Hert et al. 

1971). The loads applied to innervated and denervated tibias were the same. 

Thus it would be expected that the remodelling signals coming from osteocytes 

in both cases would also be identical. Where loading of the bones is 

automatically regulated in vivo, the absence of nerves results in unloading and 

therefore bone loss. Even if nerves do not directly regulate bone remodelling, 

they may be involved in the regulation of muscle loads – the loads to which 

the bone adapts via the remodelling cycle.  

2.4 Changes to the Musculoskeletal System 

Having established the importance of muscular loading for bone health, it is 

important to understand how changes to muscle function occur, what is their 

impact on bone mass, and what interventions are effective. Skeletal muscle 

contractions originate as electrical impulses delivered through the nervous 
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system to the neuromuscular junction. There, chemical processes are 

activated which cause muscle contraction by shortening of the muscle fibres. 

The amount of force produced by a muscle depends on the size and number 

of fibres which are recruited as well as the frequency of the signals arriving 

from the nervous system.    

There are 30 muscles crossing the hip and knee joints which are responsible 

for loading the femur. The location and function of each muscle is shown in 

Table 2.1. The current work is concerned with how age-related changes to 

skeletal muscle influence bone health. The effect of ageing on muscle is well 

documented and a summary will be presented here.  

A reduction in force producing capability has been shown with ageing. This 

reduction comes by several mechanisms, namely, changes in muscle cross 

sectional area (CSA), changes to the amount of contractile tissue within 

muscle, and changes to neural control of muscle firing. There is also evidence 

to suggest that muscle fibre atrophy is more pronounced in fast-twitch type II 

fibres. 

A longitudinal study examined muscle size and strength initially in 12 healthy 

sedentary men (aged 65.4 ± 4.2 years) and followed up 12 years later with 9 of 

the participants (Frontera et al. 2000). The researchers observed a 20-30% loss 

of muscle strength of knee extensors and flexors. This corresponded with an 

overall 14.7% reduction in CSA in all thigh muscles. It was concluded that 

reduction in muscle CSA is one of the main contributors to age related muscle 

strength losses. It has been reported that reduction in whole muscle size is 

small (10%) between the ages of 24 and 50, and much more pronounced (30%) 

between 50 and 80 years of age (Lexell et al. 1988). The cause of these changes 

appears to be a reduction in fibre number, with a 35% drop being reported 

between the ages of 52 and 77 (Lexell et al. 1986). The amount of contractile 

tissue within muscle has also been shown to be reduced in elderly subjects, 

although the percentage of non-contractile area was reported to be linearly 

related to physical activity (Kent-Braun et al. 2000). 
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Table 2.1 - Muscles crossing the hip and knee joints with their respective points of origin, insertion, and actions (Moore et al. 2011) 

Muscle Origin Insertion Actions 

Adductor Brevis Body and inferior ramus of pubis 
Pectineal line and proximal part of linea 
aspera of femur 

Adducts thigh and to some extent flexes it 

Adductor Longus Body of pubis inferior to pubic crest Middle third of linea aspera of femur Adducts thigh 

Adductor Magnus 
Adductor part: inferior ramus of pubis, 
ramus of ischium. Hamstring part: 
ischial tuberosity 

Adductor part: gluteral tuberosity, linea 
aspera, medial supracondylar line. 
Hamstring part: adductor tubercle of femur 

Adducts thigh; its adductor part also flexes thigh, 
and its hamstring part extends it 

Biceps Femoris 
Caput Breve 

Linea aspera and lateral supracondylar 
line of femur 

Lateral side of head of fibula 
Flexes leg and rotates it laterally when knee is 
flexed; extends thigh 

Biceps Femoris 
Caput Longus 

Ischial tuberosity Lateral side of head of fibula 
Flexes leg and rotates it laterally when knee is 
flexed; extends thigh 

Gastrocnemius 
Lateralis 

Lateral aspect of lateral condyle of 
femur 

Posterior surface of calcaneus 
Plantarflexes ankle when knee is extended; raises 
heel during walking, and flexes leg at knee joint 

Gastrocnemius 
Medialis 

Popliteal surface of femur, superior to 
medial condyle 

Posterior surface of calcaneus 
Plantarflexes ankle when knee is extended; raises 
heel during walking, and flexes leg at knee joint 

Gemellus Inferior Ischial tuberosity 
Medial surface of greater trochanter of 
femur 

Laterally rotates extended thigh; abducts flexed 
thigh; stabilises hip joint 

Gemellus Superior Ischial spine 
Medial surface of greater trochanter of 
femur 

Laterally rotates extended thigh; abducts flexed 
thigh; stabilises hip joint 

Gluteus Maximus  
Ilium posterior to posterior gluteal 
line; dorsal surface of sacrum and 
coccyx; and sacrotuberous ligament 

Most fibers end in iliotibial tract, which 
inserts into lateral condyle of tibia; some 
fibers insert on gluteal tuberosity of femur 

Extends thigh and assists in its lateral rotation; 
steadies thigh and assists in rising from sitting 
position 
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Muscle Origin Insertion Actions 

Gluteus Medius 
External surface of ilium between 
anterior and posterior gluteal lines 

Lateral surface of greater trochanter of 
femur 

Abducts and medially rotates thigh; keeps pelvis 
level when opposite leg is raised 

Gluteus Minimus 
External surface of ilium between 
anterior and inferior gluteal lines 

Anterior surface of greater trochanter of 
femur 

Abducts and medially rotates thigh; keeps pelvis 
level when opposite leg is raised 

Gracilis Body and inferior ramus of pubis Superior part of medial surface of tibia 
Adducts thigh; flexes leg, and helps rotate it 
medially 

Iliacus 
Iliac crest, iliac fossa, ala of sacrum, 
and anterior sacro-iliac ligaments 

Tendon of psoas major, lesser trochanter, 
and femur distal to it 

Flexes thigh at the hip and stabilises hip joint; 
helps control deviation of the trunk during 
standing 

Obturator 
Externus 

Margins of obturator foramen and 
obturator membrane 

Trochanteric fossa of femur 
Laterally rotates thigh; steadies head of femur in 
acetabulum 

Obturator Internus 
Pelvis surface of ilium and ischium; 
and obturator membrane 

Medial surface of greater trochanter of 
femur 

Laterally rotates extended thigh; abducts flexed 
thigh; stabilises hip joint 

Pectineus Superior ramus of pubis 
Pectineal line of femur, just inferior to 
lesser trochanter 

Adducts and flexes thigh; assists with medial 
rotation of thigh 

Piriformis 

Anterior surface of the 2nd-4th sacral 
segments; superior margin of greater 
sciatic notch and sacrotuberous 
ligament 

Superior border of greater trochanter of 
femur 

Laterally rotates extended thigh; abducts flexed 
thigh; stabilises hip joint 

Plantaris 
Inferior end of lateral supra-condylar 
line of femur and oblique popliteal 
ligament 

Posterior surface of calcaneus 
Weakly assists gastrocnemius in plantarflexing 
ankle 

Popliteus 
Lateral surface of lateral condyle of 
femur and lateral meniscus 

Posterior surface of tibia, superior to soleal 
line 

Weakly flexes knee and unlocks it by laterally 
rotating femur on fixed tibia, or medially rotating 
tibia of unplanted limb 
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Muscle Origin Insertion Actions 

Psoas Major 
Sides of T12-L5 vertebrae and discs 
between them; transverse processes 
of all lumbar vertebrae 

Lesser trochanter of femur 
Flexes thigh at the hip and stabilises hip joint; 
helps control deviation of the trunk during 
standing 

Quadratus Femoris Lateral border of ischial tuberosity 
Quadrate tubercle on intertrochanteric 
crest of femur and area inferior to it 

Laterally rotates thigh; stabilises hip joint 

Rectus Femoris 
Anterior inferior iliac spine and ilium 
superior to acetabulum 

Base of patella; indirectly via patellar 
ligament to tibial tuberosity 

Extends leg at knee joint; steadies hip joint and 
helps flex thigh 

Sartorius 
Anterior superior iliac spine and 
superior part of notch inferior to it 

Superior part of medial surface of tibia 
Flexes, abducts, and laterally rotates thigh at hip 
joint; flexes leg at knee joint 

Semimembranosus Ischial tuberosity Posterior part of medial condyle of tibia 
Extends thigh; flexes leg and rotates it medially 
when knee is flexed 

Semitendinosus Ischial tuberosity Medial surface of superior part of tibia 
Extends thigh; flexes leg and rotates it medially 
when knee is flexed 

Tensor Fascia Lata 
Anterior superior iliac spine; anterior 
part of iliac crest 

Iliotibial tract, which attaches to lateral 
condyle of tibia 

Flexes thigh 

Vastus 
Intermedius 

Anterior and lateral surfaces of shaft 
of femur 

Base of patella; indirectly via patellar 
ligament to tibial tuberosity 

Extends leg at knee joint 

Vastus Lateralis 
Greater trochanter and lateral lip of 
linea aspera 

Base of patella; indirectly via patellar 
ligament to tibial tuberosity 

Extends leg at knee joint 

Vastus Medialis 
Intertrochanteric line and medial lip of 
linea aspera of femur 

Base of patella; indirectly via patellar 
ligament to tibial tuberosity 

Extends leg at knee joint 
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In addition to a loss of muscle fibres, muscle atrophy of individual fibres has been 

observed in the elderly (Lexell et al. 1988, Hortobagyi et al. 1995). Although changes to 

fibre number occur equally in type I and type II fibres, age-related fibre atrophy only 

affects type II fibres (Lexell et al. 1988). The work by Lexell et al. (1988) showed no 

change to CSA of type I fibres but type II fibres exhibited a 26% reduction between 20 

and 80 year olds. Type II fibres are more commonly known as fast-twitch fibres and are  

responsible  for  producing  “explosive” power by means of rapid contractions. They are 

separated into moderately fast type IIa fibres and very fast type IIb fibres. Type I fibres 

are often referred to as slow-twitch fibres. They contract more slowly and are more 

fatigue-resistant. Coggan et al. found that atrophy is more pronounced in type IIb fibres 

than type IIa (Coggan et al. 1992a). They compared muscle fibre size in young and elderly 

men and women. Type IIa fibres showed 13% atrophy in men and 24% in women, while 

type IIb fibres exhibited 22% atrophy in men and 30% in women.  

The reported atrophy of type II fibres is of particular interest in connection with the 

previously cited work on loading rate as an essential factor for bone maintenance. It may 

be that the loading rate of type I fibres on bone is insufficient to stimulate bone 

effectively and type II atrophy therefore plays a significant role in the development of 

osteoporosis. Terracciano et al. compared muscle fibre atrophy in age matched subjects 

with osteoporosis and osteoarthritis and found type II atrophy to be prevalent in 

osteoporosis, whereas atrophy in osteoarthritis was evenly spread between fibre types 

(Terracciano et al. 2013).  

In the osteoarthritis group, the degree of muscle atrophy corresponded with the level 

of disuse imposed by the disease severity and duration. This was not the case in the 

osteoporotic group as no limitations to regular physical activity had been reported. Data 

collected from the osteoporotic subjects showed an inverse correlation between type II 

fibre atrophy and BMD (see figure 2.12). This reinforces the evidence for the role of 

muscles – particularly type II fibres – as an essential part of maintaining bone mass. It 

was also found that levels of Akt were reduced in osteoporotic subjects as a result of 

changes to circulating hormones in ageing. Akt is a protein kinase which helps regulate 

muscle protein synthesis (Perrini et al. 2010). The results of Terracciano et al. show a 

mechanism for osteoporosis-related muscle atrophy, independent of age-related or 

disuse-induced changes, and highlight a close relationship between muscle atrophy and 



  

37 
 

BMD (Terracciano et al. 2013). This relationship has also been demonstrated in a study 

showing reduced back flexor/extensor strength in women with spinal osteoporosis 

compared to those without (Cunha-Henriques et al. 2011). 

 

Figure 2.12 - Linear regression plot showing inverse correlation between type II muscle 

fibre atrophy and BMD in osteoporosis (Terracciano et al. 2013). 

With a reduction in fast-twitch fibre strength, muscle power is reduced more than 

overall muscle strength (Izquierdo et al. 1999). This is of particular interest in considering 

osteoporosis, as risk of falling (the main cause of osteoporotic hip fractures (Carter et al. 

2001)) relates to loss of muscle power in the elderly (Skelton et al. 2002). 

Another age-related change to muscle contractile properties occurs in the number and 

size of motor units (MU’s). Older people have fewer overall MU’s although they are 

often larger due to reinnervation of denervated muscle fibres by nearby MU’s (Campbell 

et al. 1973, Roos et al. 1997). Some variability has been observed in MU firing rates, 

which may be due to reinnervation of type II fibres by type I MU’s (Roos et al. 1997). 

This produces potential deficiencies in motor control (Williams et al. 2002). 

Exercise has been shown to mitigate loss of muscle strength and power to some extent, 

depending on the type and duration of exercise program (Coggan et al. 1992b, Rogers & 

Evans 1993, Hurley & Hagberg 1998). Modest gains in muscle CSA are often associated 

with much larger gains in force-producing capability (Williams et al. 2002). This is 

attributed to the fact that most studies have been conducted with untrained individuals, 
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and neural adaptations cause the greatest gains in force production during the early 

stages of training (Kraemer et al. 1996). Increased muscle strength and power due to 

training have been associated with positive effects on BMD (Sinaki et al. 1996, Nguyen 

et al. 2000) 

If compression is the dominant form of loading on bone, this study is interested in what 

age-related changes to muscle activity mean for the maintenance of overall 

compression. Degradation of neuromotor control and firing rate of muscles must surely 

inhibit the ability to reduce bending through synergistic muscle activity. The following 

section presents a review of some proposed techniques for studying the effect of 

changes to muscle loading on bone. 

2.5 Musculoskeletal Modelling 

As outlined in the previous chapter, a detailed study of muscular loading on bone 

requires the use of numerical methods. Early models consisted of two-dimensional 

studies of idealised joints using very few muscle strands. The development of computer 

technology and advanced computer modelling techniques has allowed increasingly 

complex models to be developed. A number of ambitious projects are underway which 

aim to make accurate and reliable modelling of the human musculoskeletal system a 

reality (Delp et al. 2007, Andersen et al. 2009). A general description of common 

features and considerations in musculoskeletal modelling will be given in this section. 

Typically, external loads (such as gravitational loads) are applied to an anatomically 

accurate model of the system being studied, and muscle loads are calculated to maintain 

static equilibrium or produce a desired movement (Sverdlova & Witzel 2010, Modenese 

et al. , Modenese et al. 2013). Due to the complexity of the human musculoskeletal 

system, this creates a large number of possible muscle activation patterns, each capable 

of producing the required resultant joint moments. In order to produce a single optimal 

solution, a cost function related to some aspect of muscle performance must be 

included (Crowninshield & Brand 1981, Praagman et al. 2006, Ojeda et al. 2011).  

The factors guiding optimal muscle activation patterns in vivo are unknown and may 

depend on the goal of a particular movement. A large number of optimisation cost 

functions have been tested during a wide variety of movements and isometric 



  

39 
 

contractions, often being compared with EMG patterns or validated using recorded joint 

reaction forces (Erdemir et al. 2007). Some of the simplest and most commonly used 

among these include minimising total muscle force, or the sum of muscle stresses 

(Crowninshield & Brand 1981, Glitsch & Baumann 1997). 

Calculating muscle stress requires measurement of the physiological cross-sectional 

area (PCSA) of each muscle. This is usually obtained by CT, MRI, or cadaver studies. 

Brand et al. predicted muscle forces by optimisation using 3 different sets of PCSA values 

(Brand et al. 1986). They reported a high level of sensitivity of muscle force predictions 

to PCSA. Percentage activation requires some estimate of the maximal muscle force. 

This is often based on PCSA data and combined with force-length-velocity characteristics 

to provide a maximum potential activation at each given moment (Arnold et al. 2010). 

Other cost functions are more complex and include consideration for the distribution of 

muscle fibre types, muscle energy consumption, and fatigue (Prilutsky et al. 1997, 

Praagman et al. 2006).  Prilutsky et al. compared six cost functions in a model of force 

sharing in cat ankle extensor muscles (Prilutsky et al. 1997). In addition to functions 

involving total muscle force and stress, they investigated a function for minimising 

muscle fatigue developed by Dul et al. (Dul et al. 1984). This last function was shown to 

predict muscle force sharing most accurately, favouring fatigue resistant muscles with a 

high percentage of type I fibres.  

Praagman and colleagues used near infrared spectroscopy to measure muscle oxygen 

consumption as a measure of muscle energy expenditure (Praagman et al. 2006). They 

compared two cost functions (the sum of muscle stresses squared and a newly 

developed energy-related function) with the experimental results using an inverse-

dynamic shoulder and elbow model. The muscle stress cost function showed good 

correlation with recorded data for the elbow extensors but differed significantly from 

the flexor muscles. The proposed energy-related cost function demonstrated better 

correspondence with recorded data. This function was based on the two major energy 

consuming processes in muscle namely detachment of cross-bridges and re-uptake of 

calcium. For full details of the derivation of this function the reader is referred to the 

original work. The function used is given below where the constants c1 and c2 are such 

that the contribution of each term is 50-50 at 50% of muscle activation. 
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Before formulating the optimisation problem, the system to be studied must be 

accurately modelled in an appropriate format depending on the desired output.  Several 

dedicated musculoskeletal modelling packages are available for this purpose. OpenSim 

is an open-source software system for the development of musculoskeletal models 

which aims to foster collaboration within the biomechanics community (Delp et al. 

2007). This modelling system is commonly used in gait simulations (Viceconti et al. 2012, 

Lerner et al. 2014). The AnyBody Modelling System (AnyBody Technology, Aalborg, 

Denmark) is a commercial product originally developed at the University of Aalborg, 

Denmark. The managed model repository is ever developing and contains a detailed 

lower extremity model based on cadaver data which is fully scale-able for subject 

specific models (Andersen et al. 2009, Schwartz et al. 2010).  

Multibody Dynamics Analysis (MDA) is a more generally applied computer modelling 

technique which allows rigid body simulations of large movements and complex 

systems. Its suitability for musculoskeletal analysis is evidenced by its ability to model 

complex interactions between a large number of forces and rigid bodies without 

requiring a great deal of computing power. This becomes essential as complexity of 

models increases. Using rigid bodies does not allow simulation of stress and strain in an 

object. Fortunately most MDA packages allow models to be exported for finite element 

analysis. 

MDA has been used extensively within our research group for modelling of bite forces 

and muscular loading in lizard and macaque skulls (Moazen et al. 2008, Curtis et al. 2008, 

Groning et al. 2013). Sellers and Compton used MDA to study human bite forces and 

highlighted the importance of conducting sensitivity studies on models to identify which 

outputs can be relied upon (Sellers & Crompton 2004). In demonstration of this 

principle, Gröning and colleagues carried out a study on lizard skulls and concluded that 

accurate muscle measurements are crucial to building realistic models (Groning et al. 

2013). Carbone used the AnyBody lower extremity model to assess the effects of errors 

in muscle origin and insertion points (Carbone et al. 2012). The effect of small errors in 

muscle geometry on muscle force predictions was found to be significant. 
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Knowledge of musculoskeletal modelling continues to increase and new data collection 

methods allow models to be improved. As musculoskeletal models become more 

widespread, a need has been identified for development of standardised validation 

methods (Lund et al. 2012). If suitably robust models exist with appropriate validation 

procedures, there exists a wealth of possibilities for development of targeted subject 

specific treatments of musculoskeletal disorders.  

Following collection of anatomical data, conversion of that data into a model, and 

selection of a suitable cost function, there remains a choice to be made on appropriate 

optimisation techniques. In simple terms, optimisation consists of finding the solution 

to a problem which best meets a defined objective. This typically means finding the 

maximum or minimum of the objective function by adjusting input variables. It is 

normally desirable to do this with the minimum number of iterations and this is achieved 

by using an optimisation algorithm to guide perturbations of the variables towards an 

improved solution until no more improvement can be made. This process is complicated 

in some instances by inclusion of a large number of inter-dependent variables, multiple 

objectives, and constraints. 

The weight of calculation required in optimisation of a complex system can be lightened 

by application of response surface methodology (RSM) (Bezerra et al. 2008). RSM is a 

set of techniques which involves approximation of a system response by relating inputs 

to outputs directly using a series of polynomials. These polynomials are based on a best-

fit of the true system response. Before the system can be approximated, a series of 

sample simulations must be completed which build up a picture of system response 

across the range of variables under study. A mathematical approximation of a system is 

in a format which can be more easily interrogated by an optimisation algorithm and thus 

allows optimisation studies to be carried out more quickly as opposed to direct 

optimisation which requires a new simulation to be run each time input variables are 

perturbed. 

This time saving at the optimisation stage comes at the cost of an earlier investment 

when sample simulations must be run. Variable values for these simulations are 

determined by a selected sampling method. These sampling methods are often referred 
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to as experimental designs and are a way of ensuring that the data collected is sufficient 

to provide a complete picture of the system response. 

Monte Carlo sampling methods take a pseudo-random sampling of factor values for 

each simulation run with the aim to determine the effect of real world variations on the 

performance of the system. Latin Hypercube sampling is similar but stratifies the data 

such that each variable is sampled across the full range of available values (McKay et al. 

1979). Latin Hypercube sampling is popular with computationally demanding models 

and is more efficient than Monte Carlo methods – requiring less simulation runs to 

model the system response (Helton & Davis 2003, Helton et al. 2006). 

Whether optimising directly or via a response surface, a number of optimisation 

algorithms are available depending on the problem being studied. The generalised 

reduced gradient method was developed by Lasdon in 1974 (Lasdon et al. 1974). This 

method consists of creating a linear approximation of the objective function at the point 

under study and moving towards minimisation of this linear function. The selection of 

an optimisation algorithm is dependent upon the problem to be optimised and some 

algorithms may perform better than others for a given problem or throughout the 

course of an optimisation study. A recently developed algorithm employs numerous 

methods simultaneously to a single optimisation problem and intelligently selects the 

most suitable method at each optimisation stage. This algorithm is known as SHERPA 

and is the main feature of HEEDS optimisation software (Red Cedar Technology, USA). 

Such developments show the promise of improved results and reliability over any single 

optimisation algorithm. 

In summary, this review has brought together research on a range of topics relevant to 

the current study. It was demonstrated that bone adapts to its mechanical environment 

and that many factors play a role in this adaptation including health of the osteocyte 

network, frequency of loading, and rate of loading. There is a body of evidence to 

suggest that bone is loaded primarily in compression and this work aims to further 

investigate that theory.  

It is clear that nerves play a role in the maintenance of bone health although work is 

ongoing to clarify this. Nerves may affect bone indirectly by regulating muscle activity 

and degradation of muscular health is inseparably connected with declining bone 
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health. These effects occur during aging but can be reduced or stopped by muscle 

strengthening activity. 

The musculoskeletal system has been studied extensively using computer simulation 

and although these studies face limitations, advances in this field are allowing for ever 

more complex models and increasing confidence in model based results. 
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Chapter 3 

A Multibody Dynamics 

Musculoskeletal Model 

 

 

3.1 Introduction to the Modelling 

This chapter describes the development of a multibody dynamics musculoskeletal 

model of the lower limb. The model was developed to determine whether it is possible 

to maintain compression in the shaft of the femur during gait, and if it was, to investigate 

the resulting muscle activation patterns. This was explored by carrying out a series of 

static simulations at various points in the gait cycle in which muscle forces were 

optimised according to a cost function in order to reduce the resultant torques in the 

hip and knee joints to zero, and maintain compression at a given point in the shaft of 

the femur.  

The model development process began with simple models to test the optimisation 

method and model features. Accurate anatomical data was obtained, and a more 

complex model was subsequently developed, and further increased in complexity until 

it was deemed that the level of anatomical accuracy in the model and its operation was 

acceptable. Sensitivity studies were carried out, the results of which are presented here.  

3.2 Model Development 

The model was developed using ADAMS multibody dynamics software (MSC Software 

Corp, USA). The software allows representation of 3D shapes as rigid bodies and the 
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modelling of complex mechanical systems. ADAMS is an industry-leading multibody 

dynamics tool which has previously been used for biomechanical analysis (Moazen et al. 

2007, Moazen et al. 2008, Curtis et al. 2008, Shi et al. 2008, Shi et al. 2009). Of particular 

use in this study was ADAMS Insight which is an integrated tool for experimental design 

and optimisation. The experimental design capabilities allowed an approximation of 

model behaviour to be represented mathematically, so that optimisation studies could 

be carried out quickly. This provided the option of varying objective values and 

constraints without having to repeat simulation runs.  

The input to the model was the external (non-muscular) loads acting on the femur. The 

purpose of the model was to vary muscle forces in order balance external loads and 

maintain compression in the shaft of the femur. In order to determine whether or not 

the femur was in compression, the proposed femur model included a cut mid-shaft, 

creating two separate parts with sensors used to detect the state of loading at the 

interface between those parts. This is illustrated in Figure 3.1. 

 

Figure 3.1 - Load sensing of interface between two halves of the femur. The femur was 

cut into two parts which were joined using force sensing connectors to monitor the 

state of loading, and thereby allowing compression to be monitored/enforced. Several 

types and configurations of force sensors were used. These are discussed later in this 

chapter. 
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Test Model 1 

Simulations using simple shapes were carried out initially to become familiar with the 

operation of the software and as a means of testing the simulation/optimisation 

methods. This simple model consisted of two cuboids on top of one another, 

representing the two parts of the femoral shaft. They were connected with flexible 

force-sensing connectors (see Figure 3.2) which allowed the load distribution between 

the parts to be monitored. The bottom part was fixed in position and several forces were 

applied to the top part as shown by the red arrows in Figure 3.2. The forces were 

optimised using a sum of forces cubed cost function such that the load transferred 

between the two parts was evenly distributed between the connectors, resulting in axial 

compression. Due to the simplicity of this system, the results produced by the 

optimisation method were easily verifiable by observation and found to be correct. This 

confirmed that the method of sensing and optimising loads worked well in a simple 

model. This allowed a more complex test model to be created with confidence that the 

results would be accurate. 

 

Figure 3.2 - Simple model with flexible connectors (blue ovals) between two parts, 

with two forces (red arrows) acting on the upper block. 

Test Model 2  

Geometry of a femur was obtained from the BEL Repository (Christian Desmarais-

Trépanier, composite femur 3rd gen solid model; BEL Repository, www.tecno.ior.it/VRLAB/) 
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and used for a model in which a small number of forces were optimised to balance the 

femur about a supporting structure of springs on its shaft (see Figure 3.3). The forces 

applied at this point were representative of the hip joint load and a few muscle groups. 

The points of application and direction of the forces were approximated and did not 

come from any specific measured data.  

 

Figure 3.3 - Simple femur model acted on by one fixed load representing the hip joint 

reaction force, and four variable muscle forces, supported at its base by springs. 

Six vertical springs were arranged in a ring centred on the centre of geometry of the 

cross section of the femoral shaft. Additional horizontal springs were added to stabilise 

the structure. It was supposed that an even distribution of load across the vertical 

springs would indicate axial compression. 

The model was increased in complexity by adding more muscle forces. This was done 

initially somewhat arbitrarily in order to prove the functionality of the model. The goal 

of adding muscle forces to the model at this stage was to ensure that solutions could be 

reached under more complex loading scenarios. When this was accomplished, attention 

was shifted towards developing a more realistic model.  
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Test Model 3 

Any output predicted by a model is only of value if the model can be validated 

successfully. With this in mind, the next step was to build an anatomically accurate 

model. Anatomical data was not collected as part of this study and so an appropriate 

data set was sought which would include the following: 

 Bone geometry (pelvis, femur, patella, tibia) 

 Muscle origin/insertion points 

 Path of muscles wrapping around bony structures 

 Muscle physiological cross sectional areas (PCSA) 

 Gait motion data 

 Ground reaction forces 

The Twente Lower Extremity Model (TLEM) consists of a complete data set collected 

from a single cadaver including muscle geometry and bony landmarks of the lower limb 

(Klein Horsman et al. 2007). This is the data set used in the creation of the Gait Lower 

Extremity Model for the AnyBody modelling system (AnyBody Technology, Aalborg, 

Denmark)(Andersen et al. 2009). The AnyBody model includes all muscles of the lower 

limbs which have their insertion on the femur or below. Each muscle is divided into a 

number of strands with larger muscles comprising a larger number of strands. 

Unfortunately the bone geometry included in the dataset is representative of the bony 

structures, but does not correspond to the exact bone geometry of the original subject. 

This fact will be discussed in more detail later as it relates to the final model. 

Thus Test Model 3 was the first multibody dynamics model developed as part of the 

current research which used accurate anatomical data. It was created using the default 

gait data stored in the AnyBody model repository as part of the Gait Lower Extremity 

model (AnyBody Managed Model Repository version 1.4.1). Bony geometries were 

exported from AnyBody as .stl files which can be imported directly into ADAMS. Muscle 

origin and insertion points were exported as lists of coordinates which were used to 

create markers in ADAMS to which muscle strands were then attached. By this method, 

the model was created in ADAMS based on the TLEM data set.  
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Positions of the bones and muscles at each point of interest throughout the gait cycle 

were obtained by stopping the AnyBody simulation at the appropriate time step and 

exporting the data. Models were created at 5% increments from 0 to 100% of gait. PCSA 

(Physiological Cross-Sectional Area) values recorded in the TLEM data set were used to 

calculate the maximum force producing capability of each muscle strand as per the 

literature (Brand et al. 1986, Sverdlova & Witzel 2010). This calculation involved 

multiplying the recorded PCSA values by an experimentally obtained intrinsic stress 

value, which in this case was 50N/cm2 (Sverdlova & Witzel 2010).  

Test Model 3 followed the same loading and constraint regime presented in figure 3.3, 

where the load through the shaft of the femur was distributed over six springs. For 

simplicity, the tibia, patella, and foot in this model were represented by a single red 

block which provided a reference point for attaching muscle insertion points. This part 

was fixed in position. The pelvis was constrained to the femur at the hip using a spherical 

joint, and the femur was constrained by the springs along its shaft. The springs on the 

shaft of the femur were anchored to another reference object (the green disc in Figure 

3.4) which could be moved with the femur to ensure the springs were always parallel to 

the femoral shaft. A bodyweight load was applied to the centre of mass of the pelvis, 

and muscle forces were optimised to balance the load evenly across the springs at the 

cross-section of the femur. 
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Figure 3.4 - The model using anatomical data where the red block represents the 

tibia/patella and the green disc is a reference object to allow springs to remain parallel 

to the femur when in different positions. 

When results from this model were analysed, the spring method of load sensing was 

found to be inadequate, inasmuch as torsional loads could not be accounted for. No 

resistance to torsional loading was provided and so the structure of springs was free to 

twist, leaving the springs no longer parallel to the shaft of the femur. The axial forces 

measured by the springs were consequently not an accurate representation of the axial 

force acting through the shaft of the femur.  

Further consideration of the constraints applied to the femur led to the conclusion that 

in order to accurately model loads through the femur, the knee joint reaction force had 

to be included. This would allow the reaction force from the tibial plateau to act on the 

femur and the knee joint reaction to be monitored as a potential means of validation. It 

was also concluded that adding a non-physiological constraint on the femur, such as the 

springs, would alter muscle action and invalidate the model. This led to the decision to 

separate the femur into two parts and monitor the state of loading at the cut between 
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the two parts. This meant that the femur as a whole was only constrained about the hip 

and knee joints, allowing muscle actions to be represented more accurately. 

Adding the knee joint to the model also required the addition of the patella to allow load 

produced in the quadriceps to be transferred across the knee. The model was enhanced 

further by the addition of more muscle strands and in the interests of visualisation, the 

tibia and foot segments were added.  

As results were collected and analysed, further refinements to the model were made. 

Details of these refinements and a description of the final model is presented in the 

following section. 

3.3 Final Model Description 

The completed model as shown in Figure 3.5, consisted of six rigid body segments; 

pelvis, proximal femur, distal femur, patella, tibia, and foot. The pelvis was fixed in 

position with the measured ground reaction force being applied to the foot.  

 

Figure 3.5 - The completed model, frontal view, consisting of six rigid body segments; 

pelvis, proximal femur, distal femur, patella, tibia, and foot. 
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With earlier versions of the model, the foot was fixed and input to the model was 

provided by a force representing bodyweight applied to the pelvis. However, as the 

model includes only one leg, that loading scenario was only valid during the single leg 

stance phase of gait unless compensation was included during the double leg stance 

phase to account for the load carried by the other leg.  

Possible solutions included adjustment of the magnitude and position of the 

‘bodyweight’ force, or application of a compensatory load to the pelvis to represent the 

load carried by the missing leg, however it would have been difficult to determine how 

these loading adjustments should be carried out during the gait cycle. Perhaps the most 

obvious solution was to model both legs, but this would have added additional 

complexity to the model, increasing simulation time and still requiring adjustment of the 

bodyweight load.  

Aside from bodyweight, the only other measurable external load is the ground reaction 

force, which is measured routinely using force plates during the collection of gait data. 

It gives an accurate measure of the reaction force applied under one foot and 

consequently the force transferred through one leg. Fixing the pelvis and applying an 

experimentally measured ground reaction force to the foot, ensures that only the load 

transferred through the right leg is applied to the model. This approach was therefore 

adopted here. 

The hip joint was represented by a spherical joint with the location of the hip centre 

obtained computationally in AnyBody by finding the centre of rotation between the 

pelvis and thigh segments. Three orthogonal torsional springs were applied in ADAMS, 

centred on the hip joint, allowing the joint torque about each axis of the joint to be 

monitored and specified as a design constraint during optimisation (see Figure 3.6).  
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Figure 3.6 - Torques (red arrows) are measured about 3 axes of the spherical joint at 

the hip (light blue wireframe sphere). The same torque sensing method was used in 

the spherical joint between the proximal and distal femur segments. 

The knee joint was represented by a revolute (simple hinge) joint which was positioned 

initially according to the AnyBody data, which unfortunately happened to be shifted 

posteriorly and proximally from the joint surface. In this position, equilibrium of the 

knee joint was only possible by near full activation of the gastrocnemius muscles, and as 

a result, the resulting knee joint load was unrealistically large. It was decided therefore 

that the knee joint load would be more appropriately measured at the point of contact 

at the joint surface. This was to allow a more reasonable comparison to be made 

between the loads predicted by the model, and those measured by instrumented 

prostheses. The knee joint position was determined by placing two markers on the tips 

of the femoral condyles at the points where the gap between each condyle and the tibial 

plateau was observed to be narrowest. The line between these two markers was 

specified as the axis of rotation about which the knee was to be placed in equilibrium. 

Two revolute joints were placed along the axis, each joint placed under a condyle as 

shown in Figure 3.7. Although the use of two joints introduces mechanical redundancy 

in terms of the knee rotation, it does allow the distribution of force through each 

condyle to be recorded. A single torsional spring at the knee also allows the joint torque 

to be monitored and controlled as with the hip.  
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Figure 3.7 - Knee joint consisting of two hinges (light blue) on a single axis (red line) 

constrained by a single torsional spring (red arrow indicating direction of torque about 

the axis). 

The patella was also included and allowed to slide over the distal femur by means of a 

translational joint placed on the posterior surface of the patella over its centre of mass. 

Initially a hinge joint was used to link the patella to the distal femur, with the joint 

positioned according to the Anybody data, but again this proved to be problematic as 

the knee mechanism was prone to “locking up”, causing simulations to terminate in 

error. The final configuration also had the benefit that it allowed the quadriceps muscle 

loads to be transferred across the patella, without causing errors. 

The two femur segments were united by a spherical joint placed at the centre of mass 

of the cross section at the point of interface as shown in Figure 3.8. This joint, as with 

the hip, was spanned by three torsional springs to allow sensing of sagittal bending, 

frontal bending, and torsion. This arrangement proved to be much more reliable and 

accurate than the earlier system that used a circle of evenly spaced springs to record the 

state of compression, since it easily allowed the calculation and monitoring of all loads 

at the femur cross-section.  
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Figure 3.8 - Spherical joint between femur segments constrained by three orthogonal 

torsional springs. 

The stiffness and damping coefficients of the torsional springs crossing the joints were 

determined by trial and error and effectively set sufficiently high to limit any movement 

at the joint (stiffness: 1x1012 N/mm, damping: 1x1012 N/mm/s). It was found that any 

slight deviation in the line of action of the muscles, caused an oscillatory behaviour in 

the model and made it impossible to reconcile the results at the optimisation stage. As 

a result, significantly higher or lower coefficients resulted in simulation errors.  

The foot segment was attached to the tibia using a fixed joint. This study was only 

concerned with the loading on the femur, and so the muscles selected were only those 

crossing the hip and knee joints, i.e. those which only directly impacted the loading on 

the femur. For this reason, it was not deemed necessary to model the ankle joint. A 

summary of the segments and joints included in the model is given in Figure 3.9. 
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Figure 3.9 - Exploded view of the model showing the joints between each segment and 

the external load applied to the foot. 

Overall the model included 32 muscles as shown in Table 3.1, which were divided into 

65 strands. Each strand was referenced to a design variable with limits determined by 

the PCSA of each muscle, as reported by Klein Horsman (Klein Horsman et al. 2007). A 
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description of the specific muscles, their points of attachment, and main function, was 

given in Table 2.1.  

Table 3.1 - List of 32 muscles, the number of strands used for each, and the 

abbreviations used. Muscle PCSA and maximum muscle force are included, as well as 

the abbreviation used for the (passive) ligamentous Iliotibial band 

Muscle (# of strands) Abbreviation 
PCSA 
(cm2) 

Maximum Force 
(N) 

Iliotibial band (2) ITB   

Psoas major (0) PM 19.5 975 

Iliacus (1 – includes PM) IL 27.2 1360 

Gluteus maximus inferior (3) GMax-Inf 22.5 1125 

Gluteus maximus superior (3) GMax-Sup 49.7 2485 

Gluteus medius anterior (3) GMed-Ant 37.9 1895 

Gluteus medius posterior (3) GMed-Post 60.8 3040 

Gluteus minimus medial (1) GMin-Med 14.05 702.5 

Gluteus minimus lateral (1) GMin-Lat 11.45 572.5 

Tensor Fascia lata (1) TFL 8.8 440 

Piriformis (1) Piri 8.1 405 

Obturator externus inferior (1) OEI 5.5 275 

Obturator externus superior (2) OES 24.6 1230 

Obturator internus (1) OI 25.4 1270 

Gemellus inferior (1) GI 4.1 205 

Gemellus superior (2) GS 4.1 205 

Quadratus femoris (3) QF 14.6 730 

Pectineus (3) Pect 6.8 340 

Adductor brevis (3) AB 10.5 525 

Adductor longus (3) AL 15.1 755 

Adductor magnus (9) AM 53.6 2680 

Rectus femoris (1) RF 28.9 1445 

Sartorius (2) S 5.9 295 

Gracilis (2) G 4.9 245 

Vastus medialis (3) VM 59.9 2995 

Vastus intermedius (1) VI 38.1 1905 

Vastus lateralis (3) VL 69.7 3485 

Semitendinosus (1) ST 14.7 735 

Semimembranosus (1) SM 17.1 855 

Biceps femoris caput longus (1) BFL 27.2 1360 

Biceps femoris caput breve (3) BFB 11.8 590 

Gastrocnemius medialis (1) GM 43.8 2190 

Gastrocnemius lateralis (1) GL 24 1200 
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Of the 65 muscle strands, 55 pass in a straight line from origin to insertion. The 

remaining 10 were connected using via points attached to rotational bodies which 

allowed the strands to wrap around bony structures and other muscles (see Figure 3.10).  

 

Figure 3.10 - Muscle via points were used for muscle strands which do not pass from 

their origin to insertion in a straight line. This allows for wrapping around bones or 

other muscles. a) Muscle via point schematic. b) Example of a muscle via point in the 

model. 

The muscles that were considered, were those that crossed the hip and/or knee joints 

and which influence the state of loading of the femur. The plantaris muscle was not 

included as its influence is small and its action is similar to the much larger 

gastrocnemius. The popliteus muscle was also excluded from the model. Its function as 

a knee flexor is weak and its role in rotating and unlocking the knee is irrelevant in the 

hinge knee model used. The table shows that the psoas major and iliacus muscles were 

modelled as a single strand. Although these are both large muscles which merit the use 

of several strands, their distal portions run together from their point of wrapping around 

the anterior inferior iliac spine to their attachment on the lesser trochanter of the femur. 

As the trunk in this model is in a fixed position, the wider spread of the proximal muscle 

attachments across the ilium and lumbar vertebrae would have no influence on the 

action created on the femur and so a single strand was considered sufficient.  
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Modelling of the ilio-tibial band (ITB) was a matter which required some attention as 

the Klein Horsman dataset did not include an accurate description of the ITB anatomy. 

The ITB however is important as it has been implicated as a tension band for maintaining 

compression in the femur (Sverdlova & Witzel 2010). It is a thick ligamentous band on 

the lateral thigh into which the tensor fascia latae (TFL) muscle inserts as well as a 

portion of the gluteus maximus. The ITB inserts on both the lateral condyle of the femur 

and the lateral condyle of the tibia (Vieira et al. 2007). The ITB in this model was 

represented by 3 strands. One a continuation of the TFL muscle from its point of origin 

to the ITB insertion point. The other two connected the insertion of the gluteus maximus 

to the ITB insertion point as shown in Figure 3.11. One strand originated in the centre of 

the insertion of the superior portion of the muscle, and the other attached similarly to 

the inferior portion. The ITB insertion point was placed on the lateral femoral condyle. 

Although, the ITB also attaches on the tibia, the proportion attached to each bone is 

unknown and since the action on the femur is of primary concern in this study, only a 

femoral attachment was considered. 

 

Figure 3.11 - Detailed view of the muscle strands considered in the model. The 

posterior view, on the left, shows the superior GM in green and the inferior GM in 

yellow. Two of the three ITB strands (blue) can be seen extending from the insertion 

points of the GM to the lateral condyle of the femur. The anterior-lateral view, on the 

right, shows the TFL-ITB strand originating at the anterior superior iliac spine. 
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Simulation Method 

Briefly, the simulation method works as follows: Optimisation objectives and constraints 

are defined in the model. The relevant model variables and output measures are 

selected and used to create a DOE (Design of Experiment) study which involves a series 

of simulation runs. The simulation results are compiled and used to create a response 

surface. An optimisation is then carried out using the response surface to find an 

approximation of the optimal solution. Finally, the approximation is used as the starting 

point in a direct optimisation study. A process flow showing the entire simulation 

process from recorded gait data to an optimised muscle loading pattern is shown in 

Figure 3.12.This method was the product of some development work which is described 

below.  

A number of additional model parameters, referred to as factors and responses, had to 

be defined before the simulations and optimisation analysis could be undertaken. The 

factors or design variables were in this case, muscle force values. The responses were 

the objectives to be examined during the optimisation. These included joint torques and 

reaction forces (including the joint between the two femur segments). The relevant cost 

functions described later in this section were also defined as responses. A Latin 

Hypercube sampling method was used, as this approach allows the full range of factor 

values to be tested against each other in random order across a series of runs (McKay 

et al. 1979). A response surface was then defined using cubic polynomials to relate the 

factors to the responses, with ADAMS Insight using a least-squares fit of the 

polynomials. The response surface then allows rapid calculation of optimal muscle 

activation patterns for a given set of output conditions specified during the optimisation, 

with the optimisation tool searching the response surface using a generalised reduced 

gradient (GRG) method (Lasdon et al. 1974). Other approaches, such as sequential 

quadratic programming and stochastic design improvement methods, are also available 

in ADAMS Insight, but GRG is the default search method and was selected as the most 

robust and the one which produced the best results. All three approaches were tested 

and GRG converged upon a solution using less iterations than the other two methods. 
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Gait motion and force data AnyBody motion and parameter 

optimisation 

Bone and muscle positions at 
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with corresponding force data 
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picture of system behaviour  

Calculation of response surface 
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 optimal muscle loading 

pattern  

Figure 3.12 – Process flow showing each step of the simulation process with 

its inputs and outputs. The main input and output of the process are 

displayed in the green boxes. Process steps are shown in blue and the 

input/output of each step is shown in grey.  
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Although the response surface method was extremely useful for optimising the system 

in many different ways quickly, there were some issues to contend with. Firstly, as the 

number of factors included in the simulations increased, the number of runs required to 

generate an accurate response surface increased significantly. This made the use of large 

numbers of variables (i.e. muscle strands) impractical. Additionally it must be 

remembered that the response surface represents an approximation of the system and 

not the true system response. Although in most cases the response surface provided a 

very good approximation of system behaviour, the inclusion of certain more complex 

functions – such as those used to monitor the resultant state of loading in the femur – 

caused a reduction in response surface accuracy, invalidating the results. 

To combat these problems, a direct optimisation method was applied. HEEDS (Red Cedar 

Technology, USA) is a piece of optimisation software which uses the SHERPA algorithm. 

SHERPA stands for Simultaneous Hybrid Exploration that is Robust, Progressive and 

Adaptive. SHERPA simultaneously uses multiple search methods, both local and global, 

to hone in on an optimal solution. The most effective search methods for a given 

problem are selected automatically as the algorithm “learns” about the design space. 

The benefit of direct optimisation is that the simulation is run directly in the ADAMS 

solver without approximating the system response, allowing more complex objective 

functions to be calculated accurately, and a large number of variables to be included. 

One drawback is that simulations must be re-run for each set of optimisation criteria, 

increasing the amount of time taken when multiple optimisations are to be performed. 

Using the response surface method to obtain an initial approximation as a starting point 

for each optimisation helped to speed up the process and find better solutions faster. 

ADAMS is capable of running optimisation studies in the ADAMS View environment, 

without the need for additional software. Before electing to use HEEDS, this 

functionality was investigated thoroughly, however, experimentation with each of the 5 

available algorithms and various settings did not lead to a single feasible solution. These 

difficulties arose due to the large design space and extremely high ratio of infeasible to 

feasible designs, and led to the decision to use the dedicated optimisation software, 

capable of dealing with such complex optimisation problems. 
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Simulation Objectives and Constraints 

The following section describes the constraints applied to the model, including their 

derivations, and the cost functions that are minimised during the optimization. 

The aim of the constraints placed upon the hip and knee joints was to maintain static 

equilibrium about those joints by coordination of muscle forces. This was implemented 

in the model by applying limits to the torque in the torsional springs. If the torsional 

springs crossing each joint were carrying close to zero torque, then equilibrium in the 

joint was being maintained by muscle forces. The limits were set as the point at which 

the torque in the joint (T) - as measured in the torsional springs - was equal to the 

minimum torque required to overcome the static friction and cause movement in the 

joint. The static friction was calculated as a function of the joint reaction force (Fj), using 

a coefficient of static friction (µ) reported in the literature (Caligaris & Ateshian 2008). 

This yielded the following for each joint: 

 𝑇 − 𝜇𝐹𝑗𝑑 < 0      (Constraint 1) 

where d is the distance from the joint surface to the joint centre of rotation. This was 

approximated as 30mm for both the hip and knee joints, based on a visual assessment 

of the model. With this and the other constraints applied to the model, muscle forces 

were free to violate the constraints, but the muscle force combinations which did so 

were discarded as infeasible. 

A guideline value of maximum stress for the combined bending and axial load was 

calculated based on a hollow cylinder with outer diameter 20mm and inner diameter 

10mm as shown in Figure 3.13, being an approximate representation of the femoral 

shaft. The cylinder was given a Young’s modulus of 18.6GPa in accordance with values 

reported for cortical bone in the literature (Cuppone et al. 2004). The maximum 

allowable stress was calculated as follows based on a maximum strain value of 3000 µε, 

this being the upper limit of the envelope of minimum effective strain as defined by 

Frost (1988).  
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Figure 3.13 - Cross sectional dimensions of the cylinder used to calculate maximum 

allowable stress. 

The maximum allowable principal stress is given by:  𝜎𝑝𝑚𝑎𝑥 = 𝐸𝜀𝑚𝑎𝑥 

Substituting in values:  𝜎𝑝𝑚𝑎𝑥 = (18.6 × 109) × (3 × 10−3) = 55.8𝑀𝑃𝑎 

The maximum stress on the femoral shaft is a combination of axial (σa), bending (σb) and 

torsional stresses (τ). These are given as follows: 

𝜎𝑎 =
𝐹𝑎

𝐴
                               𝜎𝑏 =

𝑀𝑇𝑟

𝐼
                                 𝜏 =

𝑀𝑡𝑟

𝐽
 

Where A, r, I, and J are respectively the area, outer radius, second moment of area and 

polar moment of area of the cross section of the approximated femur. Fa is the axial 

force measured through the joint in the femur; Mt  is the torsional moment measured 

by the torsional spring in the transverse plane at the cut in the femur; and the resultant 

bending moment MT  is given as:  𝑀𝑇 = √𝑀𝑠
2 + 𝑀𝑓

2 , where Ms and Mf  are measured 

by the torsional springs at the cut in the femur in the sagittal and frontal planes 

respectively.  

The maximum combined axial and bending stress is given as:  𝜎𝑚𝑎𝑥 = 𝜎𝑎 + 𝜎𝑏  

Thus, the maximum principal stress can be obtained by: 

𝜎𝑝𝑚𝑎𝑥 =
𝜎𝑚𝑎𝑥

2
+ √(

𝜎𝑚𝑎𝑥

2
)

2

+ 𝜏2 

This leads to the constraint:  
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 55.8 × 106 ≥
𝜎𝑚𝑎𝑥

2
+ √(

𝜎𝑚𝑎𝑥

2
)

2

+ 𝜏2 (Constraint 2) 

The degree of bending in the shaft of the femur was constrained in order to maintain 

overall compression in the bone. To achieve this, the maximum allowable bending stress 

was set equal to the axial stress. Thus, the combination of axial and bending stress 

always resulted in overall compression. 

Figure 3.14 shows how bending and axial loads are combined. The minimum combined 

bending and axial stress is given by:  𝜎𝑚𝑖𝑛 = 𝜎𝑎 − 𝜎𝑏  

 

Figure 3.14 - a) A representation of a column under pure axial load where the axial 

stress is represented by σa b) A cylinder under pure bending with maximum load σb at 

the outer surface. c) Column under combined axial and bending load. 

In order to maintain compression in the femur σmin must be greater than or equal to 

zero, i.e.  𝜎𝑎 ≥ 𝜎𝑏 

Substituting for σa and σb, we obtain:    
𝐹𝑎

𝐴
≥

𝑀𝑇𝑟

𝐼
 

And thus:  (𝑀𝑇)𝑚𝑎𝑥 =
𝐼𝐹

𝐴𝑟
 

The constraint becomes:  0 > 𝑀𝑇 −
𝐼𝐹

𝐴𝑟
                                         (Constraint 3)

  

With these constraints in place a variety of minimisation cost functions were applied in 

turn to find the optimum muscle loading patterns. These included minimising the force 
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through the hip and knee joints, minimising the sum of muscle stresses cubed and 

minimising muscle energy expenditure using the function described by Praagman et al. 

(2006). A summary of the cost functions and constraints used in the model is given in 

Tables 3.2 and 3.3 respectively. 

Table 3.2 - Summary of cost functions investigated during optimisation studies  

Cost function Function 

Joint reaction forces Hip and knee joint reaction forces both set up as 
objectives with equal weighting 

Muscle stress cubed 
∑ (

𝑭𝒎

𝑷𝑪𝑺𝑨𝒎
)

𝟑𝒏

𝒎=𝟏

 

Muscle energy 
expenditure 
 

∑ 𝒎𝒎 {𝒄𝟏

𝑭𝒎

𝑷𝑪𝑺𝑨𝒎
+ 𝒄𝟐 (

𝑭𝒎

𝑷𝑪𝑺𝑨𝒎𝝈𝒎𝒂𝒙
)

𝟐

}

𝒏

𝒎=𝟏

 

 

Only one cost function was used at any one time. Simulations minimising muscle stress 

cubed were carried out across the entire gait cycle, whereas investigations using the 

other cost functions were only completed at select points during gait. 

Table 3.3 - Summary of constraints applied to the model 

Constraint Function Simulation type 

Unconstrained 
femoral loading 

Compression 
enforced 

Hip joint torque 𝑻𝒉𝒊𝒑 − 𝝁𝑭𝒉𝒊𝒑𝒅 < 0 Yes Yes 

Knee joint torque 𝑻𝒌𝒏𝒆𝒆 − 𝝁𝑭𝒌𝒏𝒆𝒆𝒅 < 0 Yes Yes 

Maximum stress 
in femur 

𝟓𝟓. 𝟖 × 𝟏𝟎𝟔 ≥
𝝈𝒎𝒂𝒙

𝟐

+ √(
𝝈𝒎𝒂𝒙

𝟐
)

𝟐

+ 𝝉𝟐 

No Yes 

Compression at 
cut in the femur 

𝟎 > 𝑴𝑻 −
𝑰𝑭

𝑨𝒓
 

No Yes 

Note: Constraints were selected for each simulation type depending on whether or not 

compression in the femur was enforced. 
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The model was tested for sensitivity to certain key parameters as described in the 

following section. All simulations described here were carried out using the minimum 

muscle stress cost function.  

3.4 Sensitivity Studies 

Four sensitivity studies were carried out at 15% of gait on the following model 

parameters: 

- Study 1:  anterior-posterior position of the knee point of contact. 

- Study 2:  rotational position of the knee joint in the transverse plane. 

- Study 3:  direction of the ground reaction force in the sagittal plane. 

- Study 4:  position of the spherical joint between femur segments in the transverse 

plane. 

Studies 1-3 were carried out under conditions of enforced compression as outlined in 

the right hand column of Table 3.3. Study 4 was carried out under a similar set of 

constraints except that instead of Constraint 3 (enforcing compression in the femur), 

bending in the femoral shaft was reduced to zero. This was done to ensure that 

sensitivity to variations in the position of the spherical joint between femur segments 

was not compensated for by varying degrees of bending across the joint. 

In Study 1, the position of the hinge joint representing the knee was varied in the x-

direction (as shown in Figure 3.15), because the precise points of contact in the knee 

throughout gait were not known. Therefore they had to be approximated by visually 

identifying the position of the narrowest gap between each femoral condyle and the 

tibial plateau, as previously described. This was identified as a potential source of error 

in the model.  

The rotational position of the knee joint in the transverse plane was also varied (Study 

2) through a series of simulations for the same reason. Both hinge joints were rotated 

about the green highlighted y-axis shown in Figure 3.15.  
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Figure 3.15 - Sagittal view of the knee joint showing the x-axis along which the knee 

joint was moved in the sensitivity study, and the green y-axis about which it was 

rotated. 

As the ground reaction force (GRF) provides the only input to the model, sensitivity to 

variations in its line of action was also of interest, to determine the importance of 

precise GRF measurements. The line of action of the force was rotated in the sagittal 

plane about its point of application by 5° in each direction (Study 3). This is illustrated in 

Figure 3.16.  
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Figure 3.16 - The direction of the GRF vector in the sagittal plane is represented here 

by the green arrow. The direction vector shown reflects the GRF data recorded in 

AnyBody at 15% of gait. The red circle under the foot represents the centre of pressure 

(COP), also being the point at which the GRF was applied to the model. The direction 

vector was rotated about the COP in the saggittal plane. The anti-clockwise direction 

was taken as positive. 

Finally, in Study 4 the position of the spherical joint between the two halves of the femur 

was recognised as a potential error in the model. This arose from the fact that the femur 

was obtained as a solid shape, not hollow as is the case in reality. The joint was placed 

at the centre of mass of the cross section so as to correspond with the neutral axis of 

bending. However, it was noted that without accounting for the medullary cavity, this 

did not represent the true centre of area of the cross section of a real femur. 

Furthermore, the bone geometry used in this model did not match the cadaver from 

which the TLEM dataset was collected. Thus the joint was moved in the transverse plane 

through the cross section of the femur positively and negatively in the z and y directions 

as shown in Figure 3.17.  

All of the above sensitivity studies were carried out at 15% of the gait cycle, where the 

first peak loads typically occur. The minimum muscle stress cost function was used in all 

cases. 
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Figure 3.17 - Cross section of the cut in the femur showing the local coordinate system 

within which the position of the joint between the femur segments was moved. 

 

3.5 Sensitivity Study Results 

The performance of each simulation was based on how well it met the constraints and 

minimised the value of the sum of muscle stresses cubed. As the actual value of the cost 

function is difficult to relate directly to any real-world parameter, joint reaction forces 

were selected as a convenient way to evaluate results, and are presented as multiples 

of bodyweight as per the standard approach. Lower values of joint reaction forces 

equate to lower overall muscle stress and therefore improved performance. The utility 

of using joint reaction forces as a means of evaluating results was further enhanced by 

the fact that comparative data exists in the literature. The force passing through the 

femoral shaft at the cut in the femur was also measured and recorded as an additional 

output. 

Study 1:  Anterior-posterior position of the knee point of contact. 

The results of Study 1 are shown in Figure 3.18. The means of determining the original 

position of the rotational joint at the knee has been described previously. When the joint 

was moved from this position 10mm anteriorly, it resulted in a slightly increased hip 
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joint reaction force, and an increase in knee joint and femoral shaft forces of more than 

1 times bodyweight. A posterior shift in the knee joint position had little impact on the 

hip joint reaction force, but led to a reduction on the knee and femur forces of 

approximately 0.5 times bodyweight per 10mm across the range studied. 

 

Figure 3.18 - Impact of moving the knee joint in the anterior-posterior direction, where 

anterior is positive. 

Study 2:  Rotational position of the knee joint in the transverse plane. 

Figure 3.19 shows how the axis of rotation of the knee was varied in the transverse plane 

for Study 2. The impact of this variation on joint and femur forces is shown in Figure 

3.20. A positive rotation of 5° had very little impact on hip, knee and femur forces. 

Similarly, a negative rotation had little impact on hip forces, but caused an increase in 

knee and femur forces of approximately one quarter of bodyweight. 
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Figure 3.19 - The axis of rotation of the knee as it sits on the tibial plateau in its original 

position (0) and showing how it was rotated in the transverse plane. 

 

Figure 3.20 - Variations in hip, knee, and femur forces with rotation of the knee axis in 

the transverse plane (see Figure 3.19). 

Study 3:  Direction of the ground reaction force in the sagittal plane. 

The results of Study 3 are shown in Figure 3.21. Rotating the GRF clockwise decreased 

the moment of the GRF acting about the knee joint. Changes in the knee and femur 

forces were not significant, but we see an increase in hip force of approximately 1.3 

times bodyweight. Anti-clockwise rotation of the GRF increased the knee joint reaction 
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by 1 times bodyweight and the femur force by 2.7 times bodyweight. There was also a 

slight reduction in hip force as seen in Figure 3.21. 

 

Figure 3.21 - Hip, knee, and femur forces with variations in direction of the GRF. 

Study 4:  Position of the spherical joint between femur segments in the transverse 

plane. 

Knee joint reaction force was selected as the most appropriate output value to be 

reported in Study 4. The majority of muscles crossing the cut in the femur also cross the 

knee, and so the knee joint reaction force is significantly affected. By contrast, very little 

difference was observed in the hip joint reaction force with a shift in the femur joint. As 

highly detailed bone geometries were not available, the exact centre of mass of the cross 

section of the femoral shaft could not be calculated. It was therefore decided to vary 

the position of the joint in four directions. The results of this variation are seen in Table 

3.4. 
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Table 3.4 - Impact on knee joint reaction force of moving the spherical joint between 

femur segments in the transverse plane 

Knee Joint Reaction Force in Multiples of Bodyweight 

Direction  Posterior  Anterior 

 Shift (mm) - 2 0 +2 

Medial + 2 - 3.45 - 

 0 3.43 3.8 4.24 

Lateral - 2 - 4.24 - 

 

3.6 Discussion 

Study 1 shows that knee joint position has a significant impact on the performance of 

the model. The knee centre of rotation can be estimated by tracking the motion of the 

thigh and shank segments, but an accurate estimation of the point of contact would 

require more complicated methods. It is evident that the current knee model is over 

simplified and may not produce accurate results. This is owing to the fact the joint hinges 

on a single axis, about which the balance point is extremely sensitive.  

Variations in position of the knee joint alter the muscle moment arms acting across the 

knee. Consequently, the muscle activation must change to compensate. Thus the total 

force across the knee joint is varied and this impacts in turn upon the joint reaction 

force. The femur joint is similarly affected as the majority of muscles crossing the knee 

joint also cross the femur joint as previously mentioned. Any changes in the activation 

of one muscle require compensatory action from other muscles and so we see that the 

muscles crossing the hip joint are also affected, but to a lesser degree. There are of 

course some muscles included in the model which cross both joints and contribute to 

the impact of a change in the knee joint affecting the hip. 

The lack of anatomical accuracy in the modelling of the joints is a limitation of this study 

and care must be applied when interpreting the results. However, although the joint 

reaction forces are used as an indication of model performance, being directly 

influenced by the degree to which muscle forces are minimised, calculating accurate 

joint reaction forces is not the goal of this study. 
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The results of Study 2 show that the angle of the knee joint axis in the transverse plane 

is less sensitive to variation. Large rotations from the original position were not 

investigated due to the fact that the correct angle of the axis is somewhat easier to 

estimate by inspection than the antero-posterior position varied in Study 1. The small 

rotations applied here represent comparatively (compared to Study 1) small variations 

in muscle moment arms and consequently we see a smaller impact on joint forces. 

The large impact of changing the GRF direction in Study 3 is somewhat predictable. 

Rotating the force to give a posterior bias (positive rotation) results in a large increase 

of the moment about the knee caused by the GRF. Increased activation of the knee 

extensors compensates for this change. As the muscle moment arms are small 

compared to the moment arm of the GRF, the increase in muscle action is substantial. 

Quadriceps muscle forces with a 5° positive rotation were approximately double those 

with a 5° negative rotation. Rotating the GRF in the anterior direction (negative rotation) 

reduced the moment of the GRF about the knee joint. The force was thus directed 

anterior to the hip joint, requiring increased activation of the gluteal muscles. This 

explains the increased hip force with anterior rotation of the GRF. The sensitivity to 

these changes highlights the importance of having accurate input data. The data used 

here was taken from the AnyBody Gait Lower Extremity model. This was later replaced 

with data collected in our own lab, as described in the following chapter 

As with Studies 1 and 2, Study 4 examines a parameter which cannot be accurately 

determined in the current model. Due to this fact, limited conclusions can be drawn 

from the results obtained. It can be seen however, that the location of the joint between 

femur segments has an impact on the results, again due to variation in muscle moment 

arms as with Study 1.  

If the muscles act to reduce or eliminate bending in bone in order to maintain 

compression, then the resultant force through the femoral shaft would pass directly 

through the centre of mass of the cross section. If we assume that the musculoskeletal 

system is designed efficiently, then it follows that the muscles should be capable of thus 

directing the load through the femur without placing undue strain on the surrounding 

joints.  
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We do see a variation in the knee joint reaction as a result of changes to the estimated 

centre of mass of the femoral cross section. The position of this centre of mass then 

becomes a parameter of some importance in this study as the study aims to determine 

to what extent muscles can maintain compression in the shaft of the femur during gait. 

Lower knee joint reaction forces occur when the centre of mass of the femoral shaft 

cross section is shifted posteriorly and medially. Inspection of the cross section of real 

femurs suggests that this may be closer to the true centre of mass, thus showing that 

the musculoskeletal system may indeed be organised in such a way as to reduce bending 

in the femur and therefore maintain compression in the bone. 

3.7 Conclusions 

The model which has been developed is based on accurate anatomical data and provides 

opportunities to study the loading of the femur. The results collected thus far show that 

it is possible to maintain compression in the shaft of the femur at 15% of gait. 

Many simplifications have been made in the development of this model which impact 

upon the validity of the results, and these will be discussed in greater detail in 

subsequent chapters of this thesis.  

The model development process itself has been an incremental one, and developments 

to the model have been in response to various factors. These have included efforts to 

increase anatomical accuracy and improve results, as well as the need to overcome 

simulation errors. As the model had to be rebuilt at each position in the gait cycle, the 

model creation process was automated as much as was practical. The process of creating 

each model is outlined in Appendix A. 

Much of the data used in this model came by necessity from external sources. As much 

as possible, this was supplemented with data collected in our lab. This allowed the 

origins of the data to be verified and documented. The next chapter describes the 

collection of gait data which was incorporated into this model, and then presents the 

results obtained using the updated subject specific model. 
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Chapter 4 

Multibody Dynamics Gait Simulation 

 

 

4.1 Introduction 

The model described up to this point was based on the default gait data in the Anybody 

Model Repository. The origin and reliability of this data is unknown, therefore in the 

interests of thoroughness and traceability, gait data was collected in our own lab and 

fed into the model. The model was scaled to fit our subject in AnyBody using the 

standard built-in scaling feature (Schwartz et al. 2010). EMG data was also collected for 

comparison with model predictions of muscle activation. 

This chapter includes a description of the data collected and its use. The process of 

scaling the model is outlined as well, with an explanation of the optimisation studies 

carried out.  

4.2 Data Collection 

Data was collected from a healthy 27 year old male using 10 Oqus infrared cameras 

(Qualysis, Gothenburg, Sweden) recording at 100 frames per second. Ground reaction 

forces were recorded using two Kistler force plates (Kistler, Winterthur, Switzerland) 

sampling at 2000Hz. Reflective markers were placed on the subject’s lower limbs and 

pelvis similar to the Helen Hayes marker setup as shown in Figure 4.1 (Kadaba et al. 

1990).  
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Figure 4.1 - Marker setup used for static trials. Red markers are those visible from the 

front of the body as shown here, blue markers are behind.  

This marker setup was chosen due to the low number of markers used compared with 

other setups which use marker clusters on the thigh and shank segments. Less markers 

allowed space for EMG electrodes to be attached. Several of the markers shown in 

Figure 4.1 were removed during motion trials. The markers used in both static and 

motion trials are shown in Table 4.1. For each marker listed, one was placed on the right 

side of the body and one on the left. 
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Table 4.1 - List of marker locations and their inclusion in static/motion trials 

Marker location Static trials Motion trials 

Anterior superior iliac spine Yes Yes 

Posterior superior iliac spine Yes Yes 

Thigh Yes Yes 

Lateral knee Yes Yes 

Medial knee Yes No 

Shank Yes Yes 

Lateral malleolus Yes Yes 

Medial malleolus Yes No 

Calcaneus Yes Yes 

5th metatarsal head Yes Yes 

2nd metatarsal head Yes Yes 

2nd metatarsal base Yes No 

 

The subject walked barefoot across the force plates at a self-selected pace. Qualysis 

Track Manager (Qualysis, Gothenburg, Sweden) was used to acquire the data.  

Surface electrodes were placed on the skin over 10 muscles of the right lower limb 

according to SENIAM guidelines (www.seniam.org). The muscles included were GMax, 

GMed, TFL, ST, BFL, VL, RF, VM, GL, and GM (see Table 3.1 for a definition of these 

abbreviations). The skin was prepared by shaving and rubbing with alcohol prior to 

attachment of standard ECG electrodes made by Ambu (Ambu, Ballerup, Denmark).  

The EMG data was recorded using an 8 channel wireless Noraxon system (Noraxon, 

Scottsdale, Arizona, USA). As only 8 EMG signals could be recorded at one time, two sets 

of trials were undertaken, with 2 channels being switched to other muscles in the second 

set of trials to collect all 10 EMG signals. Each set consisted of 5 trials and EMG 

measurements were collected as shown in table 4.2. 
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Table 4.2 - EMG data collected from 10 muscles using 8 channels over 2 sets of trials 

EMG Channel Muscle 

Trial set 1 Trial set 2 

1 GMax GMax 

2 GMed GMed 

3 TFL TFL 

4 RF RF 

5 VL VL 

6 VM VM 

7 ST BFL 

8 GM GL 

 

The EMG signal was recorded at 1500Hz and amplified with a gain of 1000 which was 

down sampled to 500Hz for transmission via the wireless system, and then interpolated 

back up to 1500Hz. Common mode rejection rate was 100dB and input impedance was 

1mega-ohm. 

The raw data was imported into Visual3D for processing (C-Motion, Germantown, 

Maryland, USA), and a fourth-order high-pass Butterworth filter (cut-off 50Hz) was 

applied to remove DC bias from the signal. This was then full-wave rectified and 

smoothed with a low-pass filter (fourth order Butterworth filter, cut-off 5Hz). Processed 

EMG signals were averaged over 5 trials. 

 

EMG signals were normalised according to maximal voluntary contractions (MVC). These 

were tested by having the subject exert a maximal effort against resistance in a series of 

exercises designed to isolate each of the particular muscle groups being studied. The 

exercises and diagrams below follow guidelines described in “The ABC of EMG – A 

Practical Introduction to Kinesiological Electromyography” by Peter Konrad (2005), with 

the exception of the gastrocnemius test which was adapted according to the equipment 

available. Several of the exercises were completed with the subject lying on a 

physiotherapy table as shown in figures 4.2, 4.3, and 4.4. Figure 4.2 shows hip extension 

with a straight leg to isolate the gluteus maximus. Resistance was applied by 

investigators as indicated by the hollow arrows. The subject pushed against the 

resistance as indicated by the black arrow. 
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Figure 4.2 - Extension of the hip to test MVC of the gluteus maximus.  

The gluteus medius was tested by abduction of the hip against resistance as shown in 

Figure 4.3. The tensor fascia lata muscle was difficult to isolate and so data for this 

muscle was collected during the abduction test. As before, the resistance to the 

movement was applied manually by the investigator as indicated by the hollow arrow. 

The subject pushed against the resistance in the direction indicated by the black arrow. 

 

Figure 4.3 - MVC of the gluteus medius tested by abduction of the hip.  

Hamstring MVC was tested by flexion of the knee (see Figure 4.4). Both biceps femoris 

and semitendinosus muscles were tested using this method. Resistance was again 

applied manually as indicated by the hollow arrows, with the subject pushing their foot 

in the direction indicated by the black arrow whilst keeping the knee stationary. 



  

82 
 

 

Figure 4.4 - Hamstring MVC tested by flexion of the knee with resistance applied as 

shown. 

The quadriceps were tested as a single muscle group as shown in Figure 4.5. Resistance 

in this case was applied by having the subject sit facing a wall. An attempt to extend the 

knee was made by pushing the foot forward against the wall. During this exercise, 

electrodes were placed on the vastus medialis, rectus femoris and vastus lateralis 

muscles.  

 

Figure 4.5 - MVC of quadriceps tested in a seated position by extension of the knee 

against fixed resistance. 

The test for the gastrocnemius is shown in Figure 4.6. EMG was collected for the medial 

and lateral portions simultaneously. The investigator stood behind the subject and 

applied downward pressure on the shoulders as the subject attempted to raise the 

shoulders by plantarflexing the ankle and keeping the rest of the body straight. 
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Figure 4.6 - Gastrocnemius MVC tested by plantarflexion of the ankles against 

manually applied resistance on the shoulders. 

MVC signals were processed in the same manner as the gait trials described previously. 

Three MVC trials were completed for each muscle group. The maximum value of the 

processed signal was taken for each trial and these were averaged. EMG amplitudes 

across the gait cycle were then expressed as a percentage of these MVC values. These 

are presented in Section 4.5 below.  

4.3 Subject Specific Model 

Model scaling is a relatively straightforward process in the AnyBody modelling system. 

Gait data was imported directly in the c3d file format, and the model setup file then 

modified to include the height and weight of the subject, in addition to an initial 

estimate of joint angles. Setup required some reorientation of the model to account for 

the difference between our lab coordinate system and that of the AnyBody model. 

Running a motion and parameter optimisation matched the model trajectory to the 

recorded marker trajectories whilst varying the size of the body segments to best match 

the model to the recorded data.  

The force plate data was included in the model by specifying the type of force plate used 

and which data channels in the c3d file contained the relevant force components. 
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Once the AnyBody model was appropriately scaled and the force plate data 

incorporated, the model was exported for use in ADAMS as described in the previous 

chapter. 

4.4 Simulations Carried Out  

Static optimisations were carried out on the model for each set of constraints described 

in Chapter 3. These sets are designated as “Unconstrained femoral loading” and 

“Compression enforced”. In the case of unconstrained femoral loading, the resultant 

torques in the hip and knee joints were controlled (as per Constraint 1 in Chapter 3), but 

no constraint was placed on loading of the femur itself. In the compression enforced 

case, constraints were added to ensure that the load at the cut in the femur was only 

compressive and did not exceed a predefined limit. 

The initial run of simulations was carried out using the minimised sum of muscle stresses 

cubed as the cost function. The optimal muscle loading pattern was calculated for each 

set of constraints in 20 different positions spread evenly across the gait cycle. Optimal 

in this case referred to the solution which best met the constraints and minimised the 

cost function. Note this is not necessarily representative of optimal conditions in vivo. 

The simulations included 31 muscle strands, which required 6500 runs to build a 

response surface. The response surface was optimised to obtain an approximation of 

the best solution for each set of constraints. This initial optimisation was carried out in 

ADAMS Insight as described in Chapter 3.  

Unfortunately the constraint for maintaining compression in the femur could not be 

accurately represented by the response surface. This was highlighted by a feature in the 

software which evaluates how well the response surface approximation matches the 

true output for each response. This was rechecked by feeding the muscle force values 

calculated in ADAMS Insight back into the ADAMS modelling environment. A single 

simulation was carried out with these muscle force values, which did indeed show 

different values for the resultant load at the cut in the femur than that predicted by the 

response surface.  

To investigate this, the compression constraint was broken down into component parts 

and tested through the DOE optimisation process. It was found that although the 
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directly measured outputs (such as joint torques) were accurate, system responses 

which were a function of multiple outputs could not be represented accurately in the 

response surface. The compression constraint involved the combination of several 

torque components and an axial force. ADAMS technical support were consulted, 

including an expert in DOE and optimisation methods. However, no root cause for this 

problem was determined and therefore an alternative method was applied. 

Instead of controlling the allowable levels of torque across the cut in the femur using a 

function, the torque components in the sagittal and frontal planes were simply set to 

zero. This ensured that the resulting muscle load pattern would not violate the 

constraints applied. However, the compression constraint was exceeded, which 

removed the solution from the optimal condition. 

The response surface results were used as the starting point for a direct optimisation in 

HEEDS which included the correct constraint for maintaining compression and allowed 

the optimal solution to be found. Each optimisation study was set to complete 10000 

runs, but these were monitored and stopped if 2000 runs had been completed without 

improving upon the best solution. 

Joint load and muscle force data was collected for all simulations carried out. These 

results were collected and plotted using Microsoft Excel. 

4.5 Results 

The results of both the simulations and the EMG collection are presented here. A large 

number of model parameters were measured and consequently a massive amount of 

data was output from the model, hence the results presented here are those deemed 

to be most relevant. Results not included here are contained in Appendix B. 

As previously described, the hip and knee joints in the model are highly simplified. 

Nevertheless, the hip and knee joint loads still yield useful information regarding the 

level of overall muscle activation and whether or not the loads predicted by the model 

are reasonable compared to those measured using instrumented prostheses. 

Each graph of output from the model contains two data series, one with unconstrained 

femoral loading, and the other with compression enforced. These are designated by 

different colours as shown on each graph. The purpose of showing these together is to 
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highlight the differences in output under the two constraint conditions. As the model 

output was taken at only 20 points across the gait cycle, each data point is marked with 

a dot to make clear the data points which were examined. 

Hip and knee joint reaction forces are shown in figures 4.7 and 4.8 respectively. We can 

see that there is little difference in hip joint reaction forces whether compression is 

enforced or not. In contrast, the knee joint load shows a significant difference 

throughout the stance phase of gait (0-60%) with a particularly pronounced peak at 50%. 

Even under conditions of unconstrained femoral loading, the knee joint load during push 

off is higher than expected. 

 

Figure 4.7 - Hip joint reaction force across the gait cycle for two constraint conditions. 
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Figure 4.8 - Knee joint reaction force across the gait cycle for two constraint conditions. 

Consideration of this unusually large peak led to examination of the measured ground 

reaction forces. A difference was discovered between the right and left sides, with the 

right side having a much higher ground reaction force during push off than the left side. 

This is presented graphically from the recorded data in Figure 4.9, where the results 

presented here were averaged across 3 trials. The results are shown with standard 

deviation included for each line. Unfortunately, kinetic data was only collected for a 

single stride and so no information is available on whether or not this asymmetry was 

repeated, or perhaps a result of making a single deliberate step to land on the force 

plates. 
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Figure 4.9 - Ground reaction forces for the right and left side across the gait cycle. 

These results were averaged across 3 trials and standard deviations are shown. 

The following results show EMG profiles compared against model predictions of muscle 

activity. It should be noted that accurate MVC values are difficult to obtain and 

consequently, the shapes of the EMG profiles are of more interest than the magnitudes. 

In some cases the EMG signal recorded during gait exceeds the MVC value. This is most 

likely due to difficulty in isolating a single muscle, as many of the exercises used to 

determine MVC require the involvement of several muscles.   

It is not expected that EMG profiles will match muscle activation profiles from the 

model, but that some similarities may be observed and provide stimulus for discussion. 

In spite of efforts to place electrodes on the belly of the muscle being studied, some 

cross-talk from nearby muscles may have occurred. With these points noted, the EMG 

and muscle activations predicted by the model will now be presented.  

Figure 4.10 shows the EMG profile for the gluteus maximus muscle. Although a certain 

level of activity is recorded throughout, the most defined peaks occur during the loading 

response phase of gait, and just after toe off. The position of these peaks is repeated in 

the model predicted muscle activations shown in Figure 4.11, although with much more 

activity during the loading response phase than after toe off. The two curves shown in 
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Figure 4.11 are similar, with slightly higher muscle activation during loading response 

when compression is enforced. 

 

 

Figure 4.11 - Gluteus maximus activation as predicted by the model with each of two 

sets of constraints. 

The gluteus medius EMG profile is similar to gluteus maximus but with the peaks 
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Figure 4.10 - Gluteus maximus EMG profile across the gait cycle from 5 trials 

with standard deviation. 
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Figure 4.12). The first peak is also considerably larger than the second and the standard 

deviations are smaller.  

Model-predicted gluteus medius activity bears little resemblance to the EMG profile 

save for the peak during loading response (see Figure 4.13). Figure 4.13 shows total 

gluteus medius activity, but it is worth considering that the gluteus medius is separated 

into anterior and posterior portions. These have been separated and presented in 

Figures 4.14 (anterior) and 4.15 (posterior). 

 

Figure 4.12 - Gluteus medius EMG profile across the gait cycle. 

 

Figure 4.13 - Gluteus medius muscle activity as predicted by the model. 

0

20

40

60

80

100

120

140

0 20 40 60 80 100

%
 M

V
C

% gait cycle

0

5

10

15

20

25

30

35

40

45

0 20 40 60 80 100

%
 a

ct
iv

at
io

n

% gait cycle

Unconstrained femoral
loading

Compression enforced



  

91 
 

An examination of Figures 4.14 and 4.15 shows that the anterior portion of the gluteus 

medius is largely responsible for the second peak shown in Figure 4.13, and the posterior 

portion accounts for the first peak. Due to the placement of the electrodes used to 

collect EMG from the gluteus medius, it is likely that the EMG signal is dominated by the 

posterior portion of the gluteus medius. A comparison of Figures 4.12 and 4.15 shows 

similarities except that the model predicted much higher gluteus medius activity 

throughout the mid-stance phase of gait for both sets of constraints. 

 

Figure 4.14 - Gluteus medius anterior muscle activity as predicted by the model. 

 

Figure 4.15 - Gluteus medius posterior muscle activity as predicted by the model. 
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Figures 4.16 and 4.17 show the EMG profile and model results for the tensor fascia lata 

muscle. This muscle has its origin on the anterior part of the iliac crest and inserts into 

the ilio-tibial band, which in turn inserts on the lateral epicondyle of the femur and 

lateral condyle of the tibia. There appears to be very little similarity between the EMG 

profile and model-predicted muscle activation. Although the magnitude of the model-

predicted muscle force increases when compression is enforced, the muscle activation 

pattern has the same basic shape in both constraint conditions presented in Figure 4.17. 

 

Figure 4.16 - Tensor fascia lata EMG profile across the gait cycle. 

 

Figure 4.17 - Tensor fascia lata muscle activity as predicted by the model. 
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EMG data for the rectus femoris muscle is shown in Figure 4.18. It is evident that the 

MVC test for this muscle produced a very strong contraction as shown by the small 

percentage of MVC recorded across the gait cycle. The maximum contraction during gait 

occurs immediately following heel strike. We see activation increase towards the end of 

the cycle as the knee is extended and peak as the muscle contracts to prevent the knee 

from collapsing following heel strike.  

The activation profile predicted by the model shows almost no resemblance to the EMG 

profile, with a very definite peak during the push-off phase of gait (see Figure 4.19). This 

is mirrored both when compression is enforced and when femoral loading is 

unconstrained. 

 

Figure 4.18 - Rectus femoris EMG profile across the gait cycle. 
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Figure 4.19 - Rectus femoris muscle activity as predicted by the model. 

The vastus intermedius lies under the rectus femoris and acts with the rest of the 

quadriceps group as a knee extensor. EMG was not collected for this muscle due to its 

deep location. The model prediction of vastus intermedius activation shows greater 

activation when compression is enforced (see Figure 4.20). The muscle strand 

representing the vastus intermedius in the model lies lateral of the mid-line of the 

femur. 

 

Figure 4.20 - Vastus intermedius muscle activity as predicted by the model. 
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Both the vastus lateralis (see Figure 4.21) and vastus medialis (see Figure 4.22) muscles 

show EMG profiles similar to the rectus femoris, but with a more definite lack of activity 

between 20 and 80% of the gait cycle. It appears from these results that the quadriceps 

group functions largely as a whole during the gait cycle to extend the knee prior to heel 

strike and control knee flexion during loading response. 

 

Figure 4.21 - Vastus lateralis EMG profile across the gait cycle. 

 

Figure 4.22 - Vastus medialis EMG profile across the gait cycle. 
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is not present in the EMG. There are also significant differences between the two sets 

of applied constraints. Where loading of the femur was unconstrained, activation of the 

vastus lateralis remains relatively low, with activity during loading response, push-off, 

and toe-off. Where compression of the femur was enforced, activation of the vastus 

lateralis is significantly higher and continues throughout the stance phase of gait.  

The force produced in the vastus medialis under conditions of unconstrained femoral 

loading, is almost identical to the vastus lateralis under the same condition. This 

contrasts with the difference observed between the medial and lateral sides under 

enforced compression. When compression was enforced, activation of the vastus 

medialis was almost non-existent as shown in Figure 4.24. This difference between the 

medial and lateral muscles, shows that the vastus lateralis played a role in maintaining 

compression in the femur.  

 

Figure 4.23 - Vastus lateralis muscle activity as predicted by the model. 
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Figure 4.24 - Vastus medialis muscle activity as predicted by the model. 

As previously mentioned, many of the exercises used to test MVC did not adequately 

isolate the muscle to be studied. This is evidenced by the fact that EMG activity in the 

semitendinosus muscle during gait far exceeded the MVC value against which it was 

normalised (see Figure 4.25). In terms of the shape of the graph, a similarity can be 

observed between the EMG profile in Figure 4.25 and the model-predicted muscle 

activity in Figure 4.26. Both graphs show activity during the loading response phase of 

gait (0-20 percent) and during the early swing phase (60-80 percent).  

 

Figure 4.25 - Semitendinosus EMG profile across the gait cycle. 
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Figure 4.26 - Semitendinosus muscle activity as predicted by the model. 

The biceps femoris muscle shows four peaks of activity spread across the gait cycle (see 

Figure 4.27). The largest peak occurs during the loading response phase of gait which 

also corresponds with the largest standard deviation. Figure 4.28 shows a similar initial 

peak of activity during loading response for both constraint conditions, with the burst of 

activity dropping off sooner when compression is enforced. The unconstrained femoral 

loading case matches the first three peaks of the EMG profile. The compression enforced 

case matches peaks one and three. It should be pointed out that the muscle loads given 

here for the model are for the long head of the biceps femoris muscle. The model 

showed very little activity for the short head of the muscle, and the EMG was collected 

from the more superficial long head. It is unknown to what extent the EMG signal may 

have been influenced by cross-talk from the deeper portion of the muscle.  
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Figure 4.27 - Biceps femoris EMG profile across the gait cycle. 

 

Figure 4.28 - Biceps femoris muscle activity as predicted by the model. 
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Figure 4.29 - Gastrocnemius medialis EMG profile across the gait cycle. 

 

Figure 4.30 - Gastrocnemius medialis muscle activity as predicted by the model. 

The lateral portion of the gastrocnemius (as shown in Figure 4.31) exhibits a similar EMG 

profile to the medial portion. This time however, the model prediction under enforced 

compression varies (see Figure 4.32). Although the duration of muscle activity is similar, 

there is a sharper rise and more sustained activation during the stance phase. Where 

femoral loading was not constrained, activity of the lateral portion of the muscle is 

identical to the medial portion. This medial-lateral difference further shows an overall 
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Figure 4.31 - Gastrocnemius lateralis EMG profile across the gait cycle. 

 

Figure 4.32 - Gastrocnemius lateralis muscle activity as predicted by the model. 

These results prompted further examination of model performance and lead to 

identification of potential improvements which will be discussed in the following 

section. 
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4.6 Discussion 

The primary purpose of the model which has been developed was not to replicate the 

workings of the musculoskeletal system perfectly. That would indeed be desirable but 

remains an elusive goal for the musculoskeletal modelling community. It is recognised 

that this model has several simplifications and limitations which have been described in 

the previous chapter. The purpose of this model is to evaluate whether or not 

compression of the femoral shaft enforced by muscular loading is feasible and if so, 

under what conditions is this state of loading achieved. With this goal in mind, 

evaluation of the results which have been presented will be more comparative than 

absolute.  

Little difference is observed between the two constraint cases for the hip joint load. This 

is not unexpected, due to the fact that most of the muscles influencing the hip joint load 

do not cross the cut in the femur and do not influence the state of loading at that point.  

Typical peak hip joint loads are in the region of 3 times bodyweight but may be higher 

or lower depending on the individual. The double peak pattern shown in Figure 4.7 is 

similar to the hip loading patterns collected using instrumented prostheses (Bergmann 

et al. 2001). 

Figure 4.8 tells a different story regarding the knee joint. The additional constraints 

applied to the loading of the femur (compression enforced), result in greater activation 

of the muscles crossing the knee and consequently a higher knee force. This rises to a 

maximum of 12 times bodyweight during push-off, which is far above typical knee joint 

reaction force values. This can be explained in part by limitations to the model. 

The results presented in Chapter 3 (study 1) highlighted the sensitivity of the model to 

correct placement of the hinge joint representing the knee. As pointed out then, the 

position of this joint was determined manually for each simulation and is almost 

certainly open to error. Even if the joint was positioned correctly, a single hinge point is 

a gross simplification which requires a fine balance of forces. This model included 31 

muscle strands. This limitation in the number of strands required that some muscles act 

along a single line of action rather than being spread over larger areas. This caused the 

existing forces to increase in order to compensate for those absent from the model. An 
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increase in one force is followed by compensatory action by antagonistic forces and so 

we can see how this may result in unusually high knee joint reaction forces.  

The problem caused by the limited number of muscle strands was the subject of further 

investigation which will be presented in the next chapter. 

The reasons given thus far are not the only contributors to the large knee force. During 

processing of the recorded gait data, it was observed that ground reaction forces during 

push-off were higher during right-legged stance than during left-legged stance (see 

Figure 4.9). The peak GRF measured under the right leg was in excess of 1.5 times 

bodyweight, which exceeds typical GRF values in the literature (White et al. 1998, Cross 

1999). A previous study measured GRF during gait of 18 adult males aged 18-38 years 

(Hunt et al. 2001) who walked over force plates at a self-selected pace. The results are 

shown in Figure 4.33. We see from this example that GRF patterns tend to match what 

was measured for the left leg of the current study, as shown in Figure 4.9. Thus, it would 

appear that the right leg GRF, which was used as input for the model, is unusual and 

contributes to the unusually high joint reaction forces seen during push-off. 

 

Figure 4.33 - GRF measured in 18 adult males by Hunt et al. (2001). Vertical GRF is 

given in units of bodyweight across the stance phase of gait. 

Several of the measured EMG profiles show similarities in shape to model predictions of 

muscle activity, in particular the semitendinosus and gastrocnemius medialis. This helps 
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in making a case for the validity of the model. However, many of the predicted muscle 

forces are in stark contrast to EMG profiles. This in turn raises questions over whether 

or not these muscle force predictions are of value.  

The most striking differences are seen in the quadriceps muscles. The rectus femoris, 

vastus medialis, and vastus lateralis, all show a peak of EMG activity at heel strike, with 

very little activity during the remainder of the gait cycle. The model-predicted muscle 

forces show activation of varying levels, particularly during the stance phase. The most 

obvious difference is the activation seen in the rectus femoris during push off. This large 

peak of activity is seen in both constraint conditions and so must be in response to the 

constraints applied to the hip and knee joints. In the case of the vastus intermedius, it is 

clear that almost all activation during the stance phase is in response to the constraint 

applied to enforce compression in the femur. If the large peak in rectus femoris activity 

was to support the knee, we would expect this load to be shared by the vastus 

intermedius which it is not. This suggests then that the model activates the rectus 

femoris during push-off to stabilise the hip.  

Several other muscles show peaks of activity during the push-off phase. These are the 

gluteus medius anterior and TFL shown in Figures 4.14 and 4.17 respectively. Not shown 

in the results are the adductor longus, obturator externus, quadratus femoris, and 

sartorius muscles. All of these cross the hip and show their largest peaks of activity 

during the push-off phase. This period of the gait cycle is the time when the direction of 

the GRF is posterior to the hip joint.  

As mentioned before, increase in one muscle force results in compensatory action by 

other muscle strands. The simplified hip joint model balances about a single point and 

so requires a very precise combination of muscle forces to keep the net joint moment 

within the limits specified in the constraint. In this case, some of the muscles activating 

to balance the hip also cross the knee. This has a knock on effect for the knee joint and 

additional muscle activation is required there. Of course, this push-off phase of gait is 

also where we see an unusually large GRF, further exacerbating the problem. 

Further to the causes outlined above, a fundamental difference exists between the 

model and actual human gait. That difference is motion. The model seeks to keep the 

overall joint torques close to zero, whereas in reality a net moment exists about each 
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joint which produces the required motion. The largest joint torques calculated from the 

recorded gait data occur during the push-off phase. This is the point at which the model 

requirement of keeping the joint torques close to zero is furthest from the case 

encountered in vivo. Using the GRF as input does account for the movement of body 

mass but does not explain how torques are applied across each joint. 

An examination of the gluteus maximus and TFL EMG profiles shows near constant 

activity throughout gait. These are the muscles which insert into the ITB. If the ITB acts 

as a tension band as has been suggested (Sverdlova & Witzel 2010), it may be reasonable 

to suggest that a level of tension is required whenever the femur is loaded and that this 

tension is provided by activation of the TFL and a portion of the gluteus maximus.  

In addition, the ITB was represented in a simplified way in the model, as described in 

Chapter 3. No information was available on the portion of the gluteus maximus which 

inserts into the ITB and to what degree force is transferred between the two structures.  

This is therefore a limitation of the model. The way in which the TFL-ITB unit was 

modelled also varies from human anatomy. The load which originates in the TFL muscle 

does not pass independently in a perfectly straight line to the ITB point of insertion. It is 

unclear how the various loads applied to the ITB interact. Figure 4.34 shows a simplified 

representation of the current ITB model, and suggests a more anatomically accurate 

alternative. This alternative could have been implemented if accurate data had been 

available; it should be the focus of future work. 
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Figure 4.34 - Simplified diagrams of two options for modelling of the ITB imagined from 

a sagittal perspective. Muscles are shown in red and the ITB in blue. The image on the 

left shows how the ITB is represented in the current model. The gluteus maximus 

passes from its origin to insertion. A strand of the ITB originates at the point of 

insertion of the gluteus maximus but there is no load transfer between the two. The 

TFL and corresponding strand of the ITB are treated as a single unit, passing from the 

origin of the TFL to the insertion of the ITB. The image on the right shows a more 

accurate way of representing the ITB where the gluteus maximus and TFL insert into 

the thick band of the ITB.  

Both the vastus lateralis and vastus intermedius muscles show increased activation 

when compression is enforced. Both of these muscles originate laterally to the mid-line 

of the femur and so may be acting to provide some of the tension band force normally 

attributed to the ITB. It is highly likely that changes to the way in which the ITB is 

modelled would alter the degree to which these lateral muscles activate under enforced 

compression. 

Overall the results presented here show that compression can be maintained in the shaft 

of the femur throughout the gait cycle by coordinated muscle activation. Simplifications 

in the model - such as the limited number of muscle strands - increase the difficulty of 

producing an optimal muscle activation pattern. It is anticipated that a more complex 
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model with increased anatomical accuracy will have the capability to maintain 

compression without forcing large increases in joint loads.  

With this in mind, a new simulation method was developed to allow the use of more 

muscle strands. The updated method will be presented in the next chapter along with 

the results it produced. 
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Chapter 5 

Improved Model 

 

 

5.1 Introduction 

Results from the previous chapter raised the question of whether or not using a larger 

number of muscle strands would allow compression to be maintained in the femur 

without a large increase in overall muscle stress and joint loads. This chapter presents 

results obtained using a further improved simulation method which allowed the use of 

many more muscle strands.  

The decision to repeat simulations using an improved model was taken after running 

exploratory trials with the new method at 15 and 50% of gait. These are the points where 

the peak GRF values occur.  Both of these trial runs showed that compression could be 

achieved with a much lower knee joint reaction force than was previously seen in the 31 

strand model. Figure 5.1 shows the difference in joint reaction forces between using 31 

and 67 muscle strands at 50% of gait. Compression was enforced in both cases. 
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Figure 5.1 - Hip and knee joint loads at 50% of gait comparing the 67 and 31 strand 

models. 

The rationale behind repeating simulations with 67 strands was that a more 

anatomically accurate model should produce more reliable results. If the model could 

maintain compression more efficiently with more muscle strands, then it might be 

reasonable to suppose that the human musculoskeletal system can maintain 

compression more efficiently still, provided muscle activation is appropriately 

coordinated. In this case maintaining compression efficiently means without large 

increases in muscle and joint loads.  

As mentioned previously, running optimisations using 67 strands required some 

modification of the optimisation method. This will be outlined in the following section. 

5.2 Method 

A slight change to the simulation and optimisation method was implemented to allow 

the inclusion of additional muscle strands. The main constraint on the number of muscle 

strands in the previous model was the amount of runs required to build a response 

surface. The 31 strand model required a minimum of 5984 runs. This increased to 54740 

using 67 strands and the same settings. This number of runs was not feasible for two 

reasons; the excessive amount of time required to build and run that many simulations, 
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and an inability to compute the response surface without software crashes. The cause 

of these crashes could not be determined by ADAMS technical support. It is possible that 

the software was unable to access sufficient memory to calculate such large response 

surfaces. Reducing the order of the response surface polynomials from cubic to 

quadratic allowed a 67 strand response surface to be built using only 2346 runs. The 

result of this was the potential for a less accurate initial response surface i.e. a larger 

difference between actual model output and model output approximated by the 

response surface.  

However, this compromise was acceptable because the response surface method is 

merely used as a starting point for the HEEDS optimisation. The cost of this compromise 

was that the optimisation carried out in HEEDS had more to do to reach an optimal 

solution and this step in the process became critical. The optimisation settings were 

examined in an effort to improve the reliability of the optimisation. 

Various optimisation parameters were tested in order to reach a suitable solution. This 

required varying normalisation factors and increasing the number of runs for each 

optimisation study. When running the 31 strand model the HEEDS optimisation was 

allowed to continue until 2000 design evaluations had been completed without 

improvement upon the best design. Following advice from the software developers it 

was decided to allow each optimisation study to complete the allocated number of runs. 

This is due to the fact that the search methods selected at various points during the 

study depend on the total number of runs specified at the outset. For example, global 

search methods will be employed earlier in the optimisation study, and local methods 

will become the focus during the final runs. 

The next step was to determine the number of optimisation runs required to give 

confidence that the solution was optimal. Investigations were carried out at 50% of gait, 

being the point at which the fewest feasible solutions were found. Several optimisation 

studies were carried out with an increasing number of runs. The resolution of the muscle 

force values was also reduced to a maximum of 2 decimal places. This did not have a 

significant effect on the results obtained but greatly reduced the number of possible 

variations and therefore narrowed the design space. At 20000 runs and in the 

compression enforced case, the optimisation was found to consistently settle on an 
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optimal solution prior to its completion. When less constraints were applied, an optimal 

solution was reached faster and so 10000 runs were used in the case of unconstrained 

femoral loading.  

The 67 strand model was also run with the alternative cost functions described in 

Chapter 3. These were run using the output from previous optimisations as a starting 

point and so were given only 5000 runs. This was deemed acceptable due to the fact 

that the starting point was already close to the optimum. 

All the optimisation studies carried out using the 67 strand model are summarised in 

Table 5.1. 

Table 5.1 - Optimisation studies carried out using 67 strand model 

Cost function Constraint 
condition 

Starting values Number of runs 

Muscle stresses cubed Unconstrained 
femoral loading 

Response surface 
optimisation 

10000 

Muscle stresses cubed Compression 
enforced 

Response surface 
optimisation 

20000 

Hip and knee joint loads Compression 
enforced 

Muscle stresses 
cubed optimisation 

5000 

Muscle energy Compression 
enforced 

Muscle stresses 
cubed optimisation 

5000 

 

The results from the 31 strand model show very little variation in muscle loading during 

the swing phase of gait whether compression was enforced or not. As a result, the swing 

phase was excluded from the 67 strand study, and therefore all optimisations described 

in this chapter were carried out only for 0 to 60% of the gait cycle. Where muscle stress 

cubed was minimised, optimisations were completed at 5% increments to allow fair 

comparison with results from the 31 strand model. The other cost functions used were 

examined at 15% increments in order to reduce the already large number of 

optimisation studies required. 

5.3 Results 

The first set of results presented here used the muscle stresses cubed cost function and 

are similar in format to those shown in Chapter 4. This allows comparisons to be drawn 

which will demonstrate the effect of the changes made to the model and optimisation 

parameters. As before, additional results can be found in Appendix B. 
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Hip joint loads across the stance phase of gait are shown in Figure 5.2. Some differences 

are seen in the two constraint cases although they follow the same general trend. Values 

for unconstrained femoral loading are similar to what was seen in the 31 strand model 

but there appears to be more variation when compression is enforced. The difference 

between the two constraint cases shown here reaches a maximum of 1 times 

bodyweight at 45% of gait.  

 

Figure 5.2 - Hip joint reaction forces across the stance phase of gait with and without 

enforced compression. 

The calculated knee joint loads shown in Figure 5.3 display far less variation between 

the two constraint cases than was seen in the 31 strand model, with the exception of 

the large peak at 15% of gait when compression is enforced (this is discussed further in 

Section 5.4). The maximum load seen here at 50% of gait is just over 7 times bodyweight 

compared with 12 times bodyweight in the 31 strand model. 
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Figure 5.3 - Knee joint reaction forces across the stance phase of gait with and without 

enforced compression. 

The activation profile of the gluteus maximus shown in Figure 5.4 is more in keeping 

with the recorded EMG in that muscle activity is more sustained across the stance phase 

of gait. The most obvious peak still occurs during the loading response phase of gait but 

there is also a much larger variation between the two constraint cases, with enforced 

compression causing an increase in muscle activation. 

 

Figure 5.4 - Gluteus maximus muscle activation across the stance phase of gait with 

and without enforced compression. 
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The comparison between the 31 and 67 strand models with compression enforced is 

more clearly seen in Figure 5.5. The 67 strand model has an earlier peak and subsequent 

activity throughout the stance phase. It should also be noted that the peak activation is 

lower in the 67 strand model.  

 

Figure 5.5 – Gluteus maximus activation with compression enforced in both the 31 and 

67 strand models. 

No significant difference is observed in the model-predicted muscle activation of the 

posterior gluteus medius whether compression is enforced or not (see Figure 5.6). A 

large initial peak is seen with continued activity which gradually reduces over the stance 

phase of gait. Model-predicted muscle activity of the anterior portion of the gluteus 

medius is shown in Figure 5.7. This muscle strand is active throughout the gait cycle with 

a peak at 45% of gait and a more pronounced difference between the two constraint 

sets than the posterior portion.  
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Figure 5.6 - Gluteus medius posterior muscle activation across the stance phase of gait 

with and without enforced compression. 

 

Figure 5.7 - Gluteus medius anterior muscle activation across the stance phase of gait 

with and without enforced compression. 

Figures 5.8 and 5.9 compare muscle activation with compression enforced in the 31 and 

67 strand models for the posterior and anterior portions of the gluteus medius 

respectively. In both cases the graphs show the same general trend although the 

anterior portion has a lower peak and more sustained activity in the 67 strand model.  
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Figure 5.8 - Gluteus medius posterior activation with compression enforced in both 

the 31 and 67 strand models. 

 

Figure 5.9 - Gluteus medius anterior activation with compression enforced in both the 

31 and 67 strand models.  
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way in which the tensor fascia lata and ilio-tibial band were modelled were discussed in 

the previous chapter and these limitations persist in the 67 strand model. 

 

Figure 5.10 - Tensor fascia lata muscle activation across the stance phase of gait with 

and without enforced compression. 

Rectus femoris muscle activity follows a similar pattern to that observed in the previous 

model with the addition of some activity between 10 and 20% of gait (see Figure 5.11). 

The large peak seen during the push-off phase of gait is mirrored using both sets of 

constraints and was discussed in detail in the previous chapter. It was noted that this 

differs significantly from the EMG profile which was recorded. The same is true of the 

entire quadriceps muscle group in both the 31 and 67 strand models. 
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Figure 5.11 - Rectus femoris muscle activation across the stance phase of gait with and 

without enforced compression. 

The model-predicted muscle activity of the vastus medialis and vastus lateralis muscles 

are shown in Figures 5.12 and 5.13 respectively. The vastus medialis appears somewhat 

erratic with sharp peaks and troughs spread across the stance phase of gait and little 

correlation between the compression enforced and unconstrained femoral loading case. 
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the previous one in that enforced compression has less of an effect on the magnitude of 

muscle activation. 
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Figure 5.12 - Vastus medialis muscle activation across the stance phase of gait with 

and without enforced compression. 

 

Figure 5.13 - Vastus lateralis muscle activation across the stance phase of gait with and 

without enforced compression. 

Both the semitendinosus (see Figure 5.14) and biceps femoris (see Figure 5.15) muscles 

show muscle activation patterns similar to the EMG and the 31 strand model. In both 

cases muscle activity is evident during the first 20% of gait and reduced thereafter. In 

the case of unconstrained femoral loading, there is a small burst of activity in both the 

biceps femoris and semitendinosus at 40% of gait.  

0

1

2

3

4

5

6

7

8

9

10

0 10 20 30 40 50 60

%
 a

ct
iv

at
io

n

% gait cycle

Unconstrained femoral
loading

Compression enforced

0

5

10

15

20

25

30

35

0 10 20 30 40 50 60

%
 a

ct
iv

at
io

n

% gait cycle

Unconstrained femoral
loading

Compression enforced



  

120 
 

 

Figure 5.14 - Semitendinosus muscle activation across the stance phase of gait with 

and without enforced compression. 

 

Figure 5.15 - Biceps femoris muscle activation across the stance phase of gait with and 

without enforced compression. 

In the 31 strand model, gastrocnemius activity followed a similar pattern to the EMG. 

This pattern consists of gradually increasing muscle activity which reaches a peak during 

the push-off phase and drops off sharply thereafter. The 67 strand results follow this 
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Figure 5.16 shows the activity of the gastrocnemius lateralis which shows sharp peaks 

at 15% when compression is enforced and at 20% when femoral loading is 

unconstrained. Otherwise the muscle activation pattern is similar to that described 

above and seen in the previous model. 

The gastrocnemius medialis displays increased activity from 10 to 15% of gait when 

compression is enforced (see Figure 5.17). There is a particularly sharp peak of activity 

at 50% using both sets of constraints. 

 

Figure 5.16 - Gastrocnemius lateralis muscle activation across the stance phase of gait 

with and without enforced compression. 
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Figure 5.17 - Gastrocnemius medialis muscle activation across the stance phase of gait 

with and without enforced compression. 

The overall sum of muscle stresses cubed across the stance phase of gait is shown in 
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causes a large increase in muscle stress. The largest difference between the two 

constraint cases occurs at 15% of gait where the sum of muscle stresses cubed is almost 

eight times higher than in the case of unconstrained femoral loading. The second peak 

occurs at 45-50% of gait, and although it is higher under enforced compression, the 
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Figure 5.18 - The sum of muscle stresses cubed across the stance phase of gait with 

and without enforced compression. 
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Figure 5.19 - Maximum principal stress at the cut in the femur with and without 

compression enforced. These values were calculated based on idealised geometry as 

described in Chapter 3 using torque measurements at the joint in the femur. 

The remainder of the results to be presented here show a comparison between the 

three cost functions which were described in Chapter 3. These are the sum of muscle 

stresses cubed, the sum of muscle energy and joint loads. When presented in the graphs 

below these are abbreviated to “Stress”, “Energy”, and “Joints” for convenience. All 

comparisons are made in the case of enforced compression.  
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Figure 5.20 - Hip joint reaction forces across the stance phase of gait compared using 

three different cost functions. 

A comparison of the knee joint loads is shown in Figure 5.21. The results are again very 

similar regardless of the cost function used. The exception is as 45% of gait where the 

knee force resulting from minimising muscle stresses cubed is larger than the values 

calculated using the other two cost functions. The difference between the “Stress” and 

“Energy” values at 45% of gait is 0.43 times bodyweight. 

 

Figure 5.21 - Knee joint reaction forces across the stance phase of gait compared using 

three different cost functions. 
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The following series of graphs (Figures 5.22, 5.23, 5.24, and 5.25) show examples of 

muscle forces calculated using each of the three cost functions. The values are 

presented as a percentage of maximum muscle activation. For each of the muscles 

shown there is very little difference between the three cost functions across the points 

examined. 

 

Figure 5.22 - Gluteus maximus muscle activation across the stance phase of gait 

compared using three cost functions. 

 

Figure 5.23 - Gluteus medius muscle activation across the stance phase of gait 

compared using three cost functions. 
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Figure 5.24 - Tensor fascia lata muscle activation across the stance phase of gait 

compared using three cost functions. 

 

Figure 5.25 - Rectus femoris muscle activation across the stance phase of gait 

compared using three cost functions. 
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circumstances. It should be noted that the maximum activations shown in these graphs 

are however only 3-4%, and so the variations between the cost functions are actually 

very small. 

 

Figure 5.26 - Semitendinosus muscle activation across the stance phase of gait 

compared using three cost functions.  

 

Figure 5.27 - Semimembranosus muscle activation across the stance phase of gait 

compared using three cost functions. 
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As with the previous chapter, the results which have been selected for presentation are 

those deemed to be most relevant. A more detailed discussion of the results presented 

here will be given in the following section. 

5.4 Discussion 

With the exception of the number of muscle strands used, and the optimisation method, 

the 67 and 31 strand models are identical. Simplifications made to the model and their 

potential impact on the results have been discussed in the previous two chapters, so 

they will not be discussed here. Instead, the impact of changes made to the model will 

be analysed. 

In considering the results obtained by minimising muscle stresses cubed, there remains 

some doubt as to whether the optimisation method is capable of finding a single optimal 

solution. This is highlighted in the results at 15% of gait when compression was enforced 

(see Figure 5.3). The knee force given here is 5.32 times bodyweight. The equivalent 

knee force calculated by the 31 strand model (see Figure 4.8) was 4.20 times 

bodyweight. The 67 strand model includes all of the same strands as the 31 strand 

model, with an additional 36 strands. It would be expected that the increased options 

for direction of forces crossing the knee would result in lower magnitudes i.e. reduced 

overall muscle activation and consequently a lower knee force. At the very least we 

would expect an equivalent solution to be reached. 

An important point to bear in mind is that the maximum activation for each muscle 

strand was different in the 67 strand model compared to the 31 strand model. This was 

due to the maximum allowable force in each muscle being divided by the number of 

strands representing that muscle. For example, if a single muscle strand in the 31 strand 

model had a maximum activation of 900N, and was represented by three strands in the 

67 strand model, each of those strands would have a maximum force of 300N. The 

values for muscle PCSA were also divided in a similar manner. This would be expected 

to affect the behaviour of the minimised muscle stress cost function and may explain 

the differences observed between the 31 and 67 strand models. 

In the 31 strand model, the output from ADAMS Insight was far closer to the optimal 

solution than in the 67 strand model owing to the fact that the response surfaces built 
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using cubic rather than quadratic polynomials were far more accurate. This meant that 

the HEEDS optimisation had more work to do to reach an optimal solution. The inclusion 

of more muscle strands added to this problem; although it increased the possible 

number of feasible solutions (muscle loading patterns which satisfied all constraints), it 

also added a significant number of infeasible solutions, resulting in a much larger design 

space to be searched by the optimisation algorithm. The combination of these two 

factors required a large increase in the number of runs to be completed for each 

optimisation study. The number of runs was determined using the method outlined in 

Section 5.2.  

The compression enforced optimisation at 15% of gait was the only position which did 

not appear to settle on an optimal solution during the given number of runs. It is possible 

that increasing the number of runs may have improved the solution but due to long 

simulation times, it was not practical to do so indefinitely. Some additional optimisation 

runs were carried out, but the incremental improvements to the solution were 

sufficiently small that the result obtained was deemed to be acceptably close to the 

optimal solution. 

With the exception of the point at 15% of gait, the knee joint load when compression is 

enforced (see Figure 5.3) matches the unconstrained loading case much more closely 

than in the 31 strand model (see Figure 4.8). In the 31 strand model, the knee joint load 

with compression enforced was on average 2.06 times bodyweight higher than with 

unconstrained femoral loading. This difference was reduced to 0.90 times bodyweight 

in the 67 strand model. The same values for the hip were 0.07 times bodyweight for the 

31 strand model and 0.35 times bodyweight for the 67 strand model. Although, the 

difference in hip joint loads is slightly more pronounced in the 67 strand model, the 

difference in knee joint loads between the two models is significantly smaller in the 67 

strand model. This shows that in general terms, the availability of more muscle strands 

allows compression to be maintained in the femur without large increases in joint loads.  

Maintaining compression does result in increased overall muscle loading. Figure 5.18 

shows increases in the sum of muscle stresses cubed. On average, this value increases 

by a factor of 3.32 when compression is enforced. This increase in muscle loading 

corresponds with a reduction in the maximum principal stress acting on the femur at the 
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point of interest (the cut in the femur as described in Chapter 3). This is shown in Figure 

5.19. The stress on the femur at the point measured is reduced on average by a factor 

of 1.78. This supports the view that coordinated muscle activity may protect bone from 

high peak stresses due to bending. 

The comparison of three different cost functions shows that when compression is 

enforced the different cost functions perform similarly. It may be that the added 

constraint of maintaining compression narrows the range of feasible solutions to a point 

where the cost function is of less importance. If the aim of the optimisation was to 

predict muscle forces accurately in vivo, the cost function used would be pivotal as this 

ultimately determines which muscle should be selected over another where both are 

capable of providing the required loading. This study aims to investigate the feasibility 

of maintaining compression in the femur by coordinated muscle activity. This is achieved 

by comparative analysis of results obtained by applying different constraints to the 

model. It is not within the scope of this study to provide accurate predictions of muscle 

loading patterns in vivo. With this in mind, it can be concluded that the minimised 

muscle stress function used in the majority of simulations is fit for purpose in the context 

of this study. 

In summary, the results presented in this chapter show that compression can be 

maintained in the femur throughout the gait cycle. This loading regimen causes a 

reduction in peak stresses in the shaft of the femur, and where more muscle loading 

options are available, this can be achieved without any detrimental effect on joint 

reaction forces. The next step in this investigation is to assess the effect of limitations in 

muscle activity, for example as a result of ageing, on the ability to maintain compressive 

loading. 
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Chapter 6 

Effect of Limited Muscle Activity on State of 

Loading in the Femur 

 

 

6.1 Introduction  

There are a variety of changes to the musculoskeletal system which may impact muscle 

function and bone loading. Surgical interventions caused by disease or in response to 

trauma may require removal of muscle, ligamentous tissue, or even bone. In addition to 

wide ranging musculoskeletal pathologies, changes to the musculoskeletal system also 

occur under physiological conditions as a natural consequence of ageing. One study 

reported a 20-30% loss of muscle strength over a 12 year period in men who were aged 

65.4±4.2 years at the start of the study (Frontera et al. 2000). A reduction of muscle size 

of up to 30% has also been observed in men between the ages of 50 and 80 years (Lexell 

et al. 1988). These studies examined changes occurring in the course of normal ageing. 

It is likely that this loss of muscle could be more severe under pathological conditions. 

Loss of muscle function is associated with an increased risk of fragility fractures and it 

has been suggested that age related loss of muscle forms a vicious cycle with worsening 

osteoporosis (Perrini et al. 2010). This chapter aims to investigate the impact of reduced 

muscle activity on the ability to maintain compression in the femur.  

6.2 Method 

A set of optimisations was carried out to simulate age-related limitations to muscle 

activity. Maximum muscle forces were reduced by 50% to represent a worst case 

scenario. The muscle stresses cubed cost function was used and PCSA values were also 
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reduced by 50%. In reality, the loss of muscle strength is often more pronounced than 

the loss of muscle mass due to a reduced percentage of contractile tissue (Kent-Braun 

et al. 2000). However, precise data for the difference between the percentage losses of 

strength and mass was not available and so a uniform 50% reduction was applied to all 

muscles. 

The GRF remained as recorded for our subject. People tend to gain weight with age and 

so we may expect GRF values to increase, although it has also been observed that there 

is an age-related redistribution of torques during gait (DeVita & Hortobagyi 2000).  

Simulations were carried out from 0 to 60% of gait at 15% increments. The starting 

values used were taken from the previous 67 strand model results for minimised muscle 

stresses cubed. The purpose of these simulations was to determine whether or not 

compression can be maintained with reduced muscle forces and so all optimisation 

studies carried out were with compression enforced. Each optimisation was given 5000 

runs. 

6.3 Results 

The results presented show a comparison between optimisation results carried out as 

described in Chapter 5 using the minimum muscle stresses cubed cost function, and 

otherwise identical optimisation results with maximum muscle forces and PCSA values 

reduced by 50%. These are designated on the graphs below as “100%” and “50%” 

respectively.  

Figure 6.1 displays hip joint forces at the points studied with both sets of muscle force 

limits. There is very little difference in the hip joint loads at 0, 15, 30, and 60% of gait 

when muscle forces are limited. Where the joint load is highest at 45% of gait, we see 

an increased hip joint load as a result of limitations to muscle activity. At 45% the hip 

load increases by 0.82 times bodyweight. 
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Figure 6.1 - Hip joint loads across the stance phase of gait with and without limitations 

to maximum muscle forces. 

The knee joint loads for each set of muscle force limits are shown in Figure 6.2. Again, 

there is very little difference at 0, 30, and 60% of gait. Additionally, the difference at 45% 

of gait is small, with the limited muscle force case showing a knee joint load of 0.03 times 

bodyweight less than when muscle force values were allowed to vary up to their 100% 

max. The only notable difference is at 15% of gait where the knee joint load is 0.25 times 

bodyweight higher when muscle forces are limited. 

 

Figure 6.2 - Knee joint loads across the stance phase of gait with and without 

limitations to maximum muscle forces. 
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The starting values used when optimising with limited muscle forces were taken from 

previous optimisations carried out using full muscle force maximum values. This meant 

that some of the starting values were out of range when muscle forces were limited, i.e. 

values output from the previous optimisation were greater than 50% of muscle 

activation. The values which were out of range at 15% of gait were gluteus medius 

posterior, and vastus lateralis superior. At 45% of gait, the rectus femoris was the only 

muscle force value out of range. 

These muscle force values were changed manually to fit within the limited range and 

other muscle strands had to compensate. The differences in muscle activation were 

more pronounced at 45% of gait. Some of the differences in muscle activation at 45% of 

gait are presented in Figures 6.3 and 6.4.  

The labels for each muscle strand represented are as per Table 3.1. The suffixes added 

to some muscle designations are to differentiate between different portions of a muscle. 

These portions are proximal (Prox), distal (Dist), posterior (Post), anterior (Ant), superior 

(Sup), middle (Mid), and inferior (Inf). Where multiple muscle strands for one muscle 

portion are displayed separately, each strand is designated by a number. Although 

different values were used for the maximum force in each muscle, all forces were 

normalised as a percentage of the 100% maximum to allow comparison between the 

muscle forces in each case. 

The reduction of the rectus femoris muscle was compensated for at the knee joint by 

activation of other muscle strands. The proximal sartorius and vastus lateralis inferior 

show large increases in their percentage activation. More modest increases are seen in 

the tensor fascia lata, vastus intermedius, vastus lateralis superior, and vastus medialis 

superior. 
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Figure 6.3 - Activation of the anterior muscles of the thigh at 45% of gait with and 

without limitations to maximum muscle forces. 

The changes to activation of the muscles crossing the knee have a knock-on effect for 

muscles crossing the hip. In Figure 6.4 we see a slight increase of the gluteus maximus 

superior but little change in the gluteus medius posterior. The remaining 7 muscles 

shown here exhibit increased activation to compensate for changes in muscle force 

limits. 
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Figure 6.4 - Activation of the muscles surrounding the hip at 45% of gait with and 

without limitations to maximum muscle forces. 

A point of interest in this study is the effect of these changes to muscular loading on 

stresses placed on bone. Figure 6.5 displays the maximum principal stress for each set 

of muscle force limits at each stage of gait studied. Negligible difference is observed at 

0 and 60% of gait when overall loading is low. For all other points studied we see that 

limiting muscle activity results in increased stress on the bone at the point of 

measurement. 
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Figure 6.5 - Maximum principal stress in the femur with and without limitations to 

maximum muscle forces. These values were calculated at the cut in the femur and 

based in idealised cylindrical geometry. 

6.4 Discussion 

As with previous chapters, the results presented here should be evaluated 

comparatively. By comparing the results with and without limitations to maximum 

muscle forces, we can elicit several points for discussion.  

Figures 6.1 and 6.2 show that reducing the maximum muscle forces results in relatively 

small changes in joint reaction forces. This is most likely due to the number of muscle 

loading patterns capable of producing the required net joint moments and in this case 

femoral state of loading. There is however an overall increase in joint loads at 15 and 

45% of gait where the peak loads occur. This suggests that although muscle forces can 

activate differently to compensate for limitations, the efficiency with which they provide 

the required joint moments may be reduced. It is unclear whether or not this reduced 

efficiency is mirrored in vivo. 

In Figures 6.3 and 6.4, we can see that more muscles are recruited to deal with 

limitations to muscle forces. Many of those muscles are activated at levels approaching 

their reduced maximum limit. This scenario if repeated in vivo would likely result in an 

increased metabolic cost of walking and cause muscle fatigue. Muscle fatigue may 

increase the risk of falls and therefore fractures.  
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The main point of concern in this investigation of limiting muscle forces is what this 

limitation means for the stresses placed on the femur. We can see in Figure 6.5 that the 

redistribution of muscle activation caused by limiting maximum muscle forces translates 

into higher levels of stress in the femoral shaft. It should be noted again that these 

results were produced with compression enforced and so we may expect maximum 

principal stress in the femur to be higher still in the case of unconstrained femoral 

loading. Additionally, the calculation of maximum principal stress was based on a 

cylinder of cortical bone with 20mm outer diameter and 10mm inner diameter. The 

values shown here remain far below the minimum effective strain described by Frost 

(Frost 1988) but it should be remembered that the shaft of the femur is not cylindrical 

and may be of varying wall thickness. Maximum principal stresses in the shaft of the 

femur in vivo will be different to what has been calculated here and may be much higher. 

This is particularly true in the case of advanced ageing where bone size and strength are 

reduced. 

Even with a 50% reduction in the maximum allowable force in each muscle, compression 

of the femoral shaft was maintained in each of the five optimisation studies completed. 

In the case of limited muscle forces and where external loads were higher at 15-45% of 

gait, there was a cost associated with maintaining this state of loading. That cost was in 

terms of increased joint loads and femoral stress. 

 

 

  



  

140 
 

 

 

Chapter 7 

Discussion 

 

7.1 Background and Scope of This Study 

The aims of this study as stated in Chapter 1 are to investigate the feasibility of 

maintaining compression in the femur as the dominant state of loading. The study also 

set out to explore the impact of changes to the musculoskeletal system on this loading 

regime. The method of investigation was by means of a multibody dynamics 

musculoskeletal model of the lower limb that was informed by a review of the relevant 

literature.  

The literature presented in Chapter 2 provides a wealth of evidence for the adaptation 

of bone to its mechanical environment. Magnitude, frequency, and direction of loading 

are key components influencing the way in which bones adapt (Frost 1988, Robling et 

al. 2006, Lam et al. 2011, Saparin et al. 2011). The loads that a bone experiences in vivo 

result from a combination of joint reaction forces, ground reaction forces and muscle 

activation (Judex & Carlson 2009, Robling 2009).  The latter of which produces the 

largest loads to which bones must adapt. As a consequence, the complex patterns of 

muscular loading are a key consideration in any study in the adaptation of bone.  

There is a long standing theory that bone is loaded primarily in compression and that 

this is achieved by coordinated muscle activity (Pauwels 1980, Sverdlova & Witzel 2010). 

This study employed a model that compared optimisations of muscle loading with, and 

without, enforced compression in the shaft of the femur. The purpose of these 

optimisation studies was not to accurately predict patterns of muscle activation in vivo, 

but to comparatively assess the feasibility and cost of maintaining compression in the 

femur.  
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The remainder of this chapter provides a critical evaluation of the model and a detailed 

discussion of results obtained. The results are placed in context of the relevant literature 

relating to the compression theory of bone and neural feedback of bone loading. Finally, 

it discusses implications for healthy loading in the femur and disease conditions such as 

osteoporosis.  

7.2 Limitations of the Study 

Several limitations of this study have been discussed in previous chapters. These relate 

to gaps in the data available, practicalities of computer simulation, and boundaries 

guided by the scope of this research. Each of these will be briefly reviewed below before 

comment is made on the overall suitability of the model and implications for the 

interpretation of results. 

The joints in the model, whether revolute or spherical, turn on a single infinitesimal 

point. This makes the model extremely sensitive to some variations in muscle forces.  

This sensitivity requires precise balance of muscle forces acting about the joints in 

question. The need for such precision resulted in increased joint reaction forces and 

increased the difficulty of finding feasible solutions to the optimisation problem. This 

was to some extent mitigated in the hip and knee joints by allowing a tolerance in the 

target value for joint torques. This tolerance was calculated to replicate the small 

amount of friction present in the joints in vivo.  

No tolerance was set on the torque about the joint between the two parts of the femur. 

This was unnecessary due to the fact that when compression was enforced the target of 

the torque about this joint was not a set value, but was designed to exceed a threshold 

value dependent upon the axial loading of the joint. Nevertheless, the joint in the femur 

was sensitive to small perturbations in muscle forces as with the hip and knee, further 

increasing the difficulty of finding feasible optimisation solutions. When femoral loading 

was unconstrained torque about the joint in the femur was ignored.  

The model only examined the state of loading at one precise point in the bone. 

Therefore, the results do not allow conclusions to be drawn on the feasibility of 

maintaining compression throughout the entire femur. The primary mechanism for 

maintaining compression is reduced bending. Even when measuring at a single point, 
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bending stress in adjoining areas of the same structure will naturally be reduced. We 

can therefore assume that some extrapolation of these results is appropriate at least 

insofar as the mid-section of the shaft of the femur is concerned.  

Another point of discussion concerning the joint in the femur, is the position of the joint 

as it relates to the cross section of the femur in the transverse plane. This was the topic 

of Study 4 in Chapter 3. It was shown that a 2mm transverse shift of the position of the 

joint can result in a change to knee joint reaction force of 0.44 times bodyweight. This is 

of interest because if compression is to be maintained by reduced bending, the pivot 

point for this reduction should be the neutral axis of bending which corresponds with 

the centre of area of the cross-section. Whether or not the location of the joint in the 

femur corresponded with the neutral axis of bending could not be verified. This was due 

to several factors. Firstly, the centre of mass was calculated based on the solid shape 

bounded by the outer geometry of the femur. In reality, the shaft of the femur houses 

the medullary cavity and the wall thickness is not uniform. Unfortunately inner 

geometry of the femur was not available. Secondly, the bone geometries used in the 

model were representative only and did not match the subject from whom muscle origin 

and insertion points were mapped. It is therefore impossible to comment on the degree 

to which the spread of muscle moment arms about the pivot point in the femur matched 

the subject from whom data was sourced. Finally, even if the cadaver-collected muscle 

data from the Klein-Horsman data set perfectly matched the bone geometries in the 

model, there is no guarantee that this match would be preserved when the model was 

scaled to fit our gait data subject. 

As loading of the femur was under consideration, only the muscles with an attachment 

on the femur were included in the model. However, variations in activation of muscles 

crossing one joint may result in compensatory effects in other muscles, causing a ripple 

effect throughout the model. This observation raises the question of whether or not it 

was acceptable to omit the ankle joint and its surrounding musculature. The 

gastrocnemius muscle has a function as a plantarflexor of the ankle which was ignored 

in the model. Changes to the activation of the gastrocnemius may have altered the 

overall muscle activation patterns predicted by the model. Inclusion of the ankle joint 

and associated muscles would have greatly increased the number of muscle strands in 

the model. This in turn would have increased the difficulties associated with the 
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optimisation procedure as outlined in Chapter 5. In the first paragraph of Section 4.6 it 

was explained that the goal of the model was not to reproduce accurate physiological 

muscle loading patterns, but to allow comparative assessment of whether or not 

compression can be maintained in the femur under varying conditions. With this 

rationale it was decided that inclusion of the musculature surrounding the ankle was not 

required. The ankle was therefore represented by a fixed joint, effectively creating a 

single unit comprised of foot and shank. 

Various methods exist for the modelling of muscle. Rather than single dynamic 

simulations, this study comprised a series of static simulations. It was therefore deemed 

unnecessary to include details of muscle dynamics. Maximum forces were calculated as 

a function of muscle PCSA and each muscle strand was modelled as a point to point 

tensile force. In reality, maximum muscle forces during any given movement depend on 

a force-length relationship. The speed at which muscle activation reacts to changes in 

external forces may also come into play when considering ageing muscle, since fast 

twitch muscle activity is reduced. It is unlikely that muscles are activated close to their 

maximum potential during low level activity such as gait. It appears therefore that the 

sensitivity of the model has led to some over-estimation of muscle forces. 

Gait data was collected from a single subject. Results in Chapter 4 showed large 

variability between the left and right sides of that subject. It is likely that significant inter-

subject variability would be present in a model of this type due to variations in muscle 

moment arms about the joints.  The different positions of the model and GRF across the 

gait cycle were extracted from a single trial run. It is possible that differences between 

trials may have resulted in significant variation of output from the model. However, 

results in Chapter 4 show a level of consistency between trials for ground reaction 

forces, and to a lesser extent EMG. The scope of this research called for an initial 

assessment of the feasibility of maintaining compression in the femur during gait and so 

it was not deemed necessary to create models based on numerous trials and different 

subjects. 

Anatomical data was extracted from a cadaver study, which mapped origin and insertion 

points of muscles (Klein Horsman et al. 2007). These points were incorporated into the 

AnyBody model and scaled to fit bony landmarks to marker positions on our subject. It 
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is expected that although the scaled model is similar in size to our subject, some 

differences exist in muscle lines of action. This may cause differences between model 

predicted muscle activity and actual muscle activity in the subject.  

The model used recorded GRF data as input. Chapter 3 (Study 3) showed that results 

were sensitive to the ground reaction forces and that large differences in joint reaction 

forces were produced by small variations in GRF direction. The methods of data 

collection used were outlined in Chapter 4. These methods are well established in 

biomechanics research and involved the use of highly sensitive specialised equipment. 

The recorded data is therefore assumed to be accurate and Chapter 4 showed that the 

results were consistent across trials. 

Other limitations to the model exist and these have been discussed in previous chapters. 

It is evident that any interpretation of the results produced by the model should be 

made with caution. No assurance is given that predictions of muscle loading and the 

resulting joint reaction forces are consistent with those in vivo. However, when viewed 

comparatively across the range of simulations carried out, the results provide a useful 

stimulus for discussion and invite further research whether by improved computer 

modelling techniques or by experimental methods. 

7.3 Compression in the Femur 

The primary aim of this research was to determine the feasibility of maintaining 

compression in the femur during gait. The results presented in Chapter 4 collectively 

show that compression can be maintained in the shaft of the femur by coordinated 

muscle activity. This generally means an overall increase in muscle activation and the 

loads placed on joints, although increasing the number of muscle strands allows 

compression to be maintained with significantly less impact on joint loads. This was 

demonstrated in Chapter 5. If adding muscle strands to a simplified model can allow 

compression to be maintained more easily, then it follows that the even more complex 

human musculoskeletal system can maintain compression without placing undue strain 

on muscles and joints.  

Compressive loading of bone is an attractive proposition in that it provides the best 

environment to allow lightweight optimised adaptation whilst maintaining a relatively 
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even strain distribution about the neutral axis of bending. Where tensile and 

compressive loading exist in tandem, there is an under-loaded area closer to the neutral 

axis of bending. We know from the extensive body of evidence that unloaded bone 

rapidly loses mass (Gross & Rubin 1995, Baldwin et al. 1996, Carmeliet et al. 2001). It is 

therefore desirable to force the neutral axis of bending away from the bone to avoid 

under-loaded areas. Figures 5.18 and 5.19 show that when compression is enforced, not 

only are under-loaded areas avoided, but the maximum principal stresses are reduced 

significantly. These results agree with the work undertaken by Sverdlova and Witzel who 

found that an optimised compression-enforced muscle load case produced a strain 

distribution which matched the material distribution in the femur and that the 

maximum stress in the bone was reduced under enforced compression (Sverdlova & 

Witzel 2010). They found that the ITB-TFL unit was an important contributor in 

maintaining the lateral tension required to counteract the bending load imposed by the 

weight of the body on the hip. 

The current study also found a role for laterally placed muscle strands in maintaining 

compression in the femur. The TFL, ITB, vastus intermedius, and vastus lateralis all 

showed increased activation when compression was enforced. It is however impossible 

to draw firm conclusions from these results regarding the precise role of the ITB or any 

of these muscles. This is due to the fact that the modelling of the ITB-TFL unit, as 

discussed in Chapter 5, was found to be deficient. Strands of the ITB were allowed to 

vary between 0 and 5000N but no account was given for passive tension in the unloaded 

state and it is unclear how load is transferred by the TFL and gluteus maximus muscles. 

At the very least the model demonstrates that a tension force on the lateral aspect of 

the femur is essential in maintaining compression during gait. This supports the theory 

of a counter-bending force provided by a tension cord as described by Pauwels (Pauwels 

1980). 

Activation of the adductors changed very little when compression was enforced. The 

hamstrings showed reduced activation during the early stance phase of gait. This may 

have been to allow the increased lateral quadriceps forces to be more effective in 

maintaining compression. With increased quadriceps activity coupling with reduced 

activation of the hamstrings we would expect a change in the torque about the knee 

joint. This appears to have been compensated for by the increase in forces applied by 
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the gastrocnemius during the early stance phase. Reduced hamstring activity also results 

in a net increase in hip flexion moment, which itself was compensated for by an 

extension moment provided by the gluteus maximus. 

Another muscle showing increased force production when compression was enforced 

was the anterior portion of the gluteus medius. This follows a line of action from the 

anterior superior iliac spine to the greater trochanter of the femur. As discussed in 

Chapter 5, the TFL-ITB unit does not pass in a straight line from its origin on the pelvis to 

its insertion on the tibia. The TFL is angled in a more posterior-lateral direction before 

meeting the ITB which extends distally to the tibia. This aligns the TFL more closely with 

the anterior portion of the gluteus medius. Compensation for the incorrect function of 

the TFL may explain why increased activation of the gluteus medius anterior is seen 

under enforced compression. The gluteus medius anterior and TFL are shown in Figure 

7.1 highlighted in yellow and blue respectively. 

 

Figure 7.1 - Gluteus medius anterior (yellow) and TFL (blue) showing disparate lines of 

action which may not be replicated in vivo. 

The model has demonstrated the possibility of maintaining compression in the femur 

throughout the gait cycle and suggested muscle activation patterns to achieve this. 
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Minimisation of a cost function governed the recruitment of various muscle strands 

provided constraints were met. Loading on the bone was measured computationally and 

constraint limits were set as targets for the optimisation. 

If compression is maintained, the question remaining for the human musculoskeletal 

system is: how is the state of loading detected and what feedback mechanism exists to 

set targets for muscle activation? 

7.4 Control of Muscular Loading 

Chapter 2 explained the role of osteocytes as mechanosensors in bone. Osteocyte cell 

processes are strained by fluid drag on tethering filaments within canalicular tunnels 

(You et al. 2001). These strains elicit a biochemical response which is transmitted via the 

osteocyte network to the bone surface where bone remodelling activity is promoted or 

inhibited (Chen et al. 2010). The need for fluid flow to stimulate osteocytes offers an 

explanation for the lack of bone growth seen in the application of constant or low 

frequency loading (Lanyon & Rubin 1984). 

Although this offers an explanation as to how bone loading is sensed to control bone 

remodelling, no explanation is offered by this process as to how bone loading is 

regulated in the first place. The detection of nerves in bone has led to investigations into 

their role and the influence of nerves on bone mass regulation. A review of some 

relevant literature was given in Section 2.3 which will be briefly summarised here. 

Interestingly, the distribution of nerves in bone shows the highest concentration of 

nerve endings in the most highly stressed areas (McCredie 2007). This suggests a 

contribution of nerves to bone mass regulation but a 1971 study demonstrated no 

difference in bone’s response to mechanical loading in the presence or absence of 

nerves (Hert et al. 1971). An experiment conducted on 246 rats found that loading of 

the right ulna caused increased bone mass in surrounding bones and the contralateral 

limb even though these were not loaded directly (Sample et al. 2008). This effect was 

cancelled by anaesthesia of the nerve supply to the right limb, suggesting a centrally 

controlled neural signalling mechanism based on feedback from the loaded bone. 

The results from the model show that changes to muscular loading about one joint cause 

a ripple effect of compensatory muscle action which affects surrounding bones. It 
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follows that the response to a bone loading feedback signal would involve multiple 

muscles affecting multiple bones. An interruption to this feedback signal, would cause 

the loaded bone to respond directly to the load applied via the osteocyte network 

without any effect on nearby or distant bones. This suggests a double feedback loop. 

One loop controlling the response of a bone to its mechanical environment via osteocyte 

signalling to control modelling and remodelling. The other loop providing neural 

feedback to control bone’s mechanical environment via appropriate muscle activation. 

A graphical representation of these feedback loops is shown below in Figure 7.2. 

 

Figure 7.2 - A suggested double feedback loop for the regulation of healthy bone mass. 

Bone is loaded primarily in compression (1). Osteocytes (2) monitor bone’s loading 

history and send biochemical signals to the bone surface where osteoclast cells (3) 

begin the remodelling process. By this method, bone geometry is maintained or 

altered to suit the bone’s mechanical environment. On the other side of the loop, 

nerves (4) detect the state of loading in bone and provide feedback which governs 

muscle activation (5) and produces the loading pattern necessary to maintain 

compression in bone. 

This is a suggested feedback mechanism and requires clarification through further 

research. What can be said with some certainty is that if compression is the dominant 

state of loading in the long bones and is achieved by coordinated muscle activity, then 
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there must be an appropriate feedback loop to control muscle activation. The correct 

operation of this feedback loop would then become of paramount importance in the 

maintenance of healthy bone. 

7.5 Ageing and Osteoporosis 

Maintenance of healthy bone requires the contribution of a number of factors. Many of 

these have been implicated in the development of osteoporosis including diet, hormone 

imbalances, vitamin D and calcium deficiency. Post-menopausal women are the group 

at highest risk of osteoporotic fractures. This is largely attributed to changes in 

circulating hormones but the sympathetic nervous system (SNS) has also been shown to 

play a role as discussed in Section 2.3. The literature presented in Section 2.3 provides 

evidence for a hormonal signalling pathway which influences bone mass regulation via 

the SNS. Reduced innervation of bone following ovariectomy in rats may be an indicator 

for post-menopausal bone loss (Elefteriou 2005, Burt-Pichat et al. 2005).  

Of all the potential influences on the development of osteoporosis, this study is most 

interested in bone’s mechanical environment. The speed of bone loss which occurs in 

the case of inadequate loading makes this a key consideration. Muscle loads are 

essential in maintaining bone mass and therefore age related weakening of the muscles, 

or sarcopenia, is the main point of interest in this study as it relates to bone mass. 

The review presented in Section 2.4 highlighted the fact that muscle force producing 

capability is reduced with age. This is caused by reduced muscle mass and changes to 

the innervation of muscle motor units. Changes to the way in which motor units are 

innervated may cause deficiencies in motor control (Williams et al. 2002). In the context 

of the current work, this has implications for the ability of muscles to maintain 

compression of bone. The difference between the 31 and 67 strand models shows that 

limited loading options may result in higher loads being placed on bony structures.  

Figure 5.19 shows the consequences of bone being loaded without any feedback. Peak 

stresses are increased and in the case of bending, unloaded areas of bone will be 

introduced. If nerves provide this feedback then reduced innervation of bone has 

implications for increasing peak stresses. The effectiveness of the osteocyte network is 

diminished with ageing as apoptosis causes interruptions in cell communication 
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(Bonewald 2007). These factors combined suggest a vicious cycle of declining ability, to 

provide both ideal loading conditions, and to respond appropriately to the loading 

applied. 

The muscle atrophy associated with ageing is more pronounced in type II muscle fibres 

(Lexell et al. 1988). Terracciano et al. discovered a prevalence of type II fibre atrophy in 

osteoporosis over and above normal age related atrophy (Terracciano et al. 2013). This 

suggests that the frequency and rate of loading provided by muscles may be equally if 

not more important than loading magnitudes. Research on loading frequencies applied 

using dynamic muscle stimulation found that muscles stimulated at 20-50Hz were most 

effective in maintaining bone mass (Lam & Qin 2008). Slower muscle firing rates may 

not be capable of adapting to changes in bone loading with sufficient speed to maintain 

compression, resulting in momentary high bending loads. Sudden large loads may be 

the result of a stumble or fall. The loss of type II muscle fibres is associated with a loss 

of muscle power (Izquierdo et al. 1999). This is in turn related with a higher risk of falling 

(Skelton et al. 2002).  

Not all fractures are associated with falls however, and spontaneous fractures have been 

reported (Viceconti et al. 2012). Martelli found that sub-optimal motor control can 

result in large increases in hip reaction forces (Martelli et al. 2011). A follow up study 

determined that where weakened bone due to osteoporosis and sub-optimal motor 

control exist together, spontaneous fractures are possible (Viceconti et al. 2012). The 

results taken from the current model show increased stresses on bone in the case of 

sub-optimal muscle activation – assuming that overall compression is the goal of optimal 

loading patterns.  

Activation of a larger number of muscles is required to maintain compression in the 

femur when maximum muscle forces are reduced. This was shown in Figures 6.3 and 

6.4. The reduction in maximum forces means that those active muscles are functioning 

at a higher percentage of their maximum activity. The combination of more muscles 

being active at a higher percentage of their maximum, is likely to cause muscle fatigue 

and increase the relative metabolic cost of walking. A person with fatigued muscles is 

also more likely to stumble, leading to falls. 
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Several intervention methods have been demonstrated to mitigate the effects of age 

related changes to the musculoskeletal system. There are many commonly used 

pharmacological treatments which have been shown to have some positive impact on 

bone mass (MacLean et al. 2008, Chen & Sambrook 2012). These do not address changes 

to muscle or neuromuscular control. The overwhelming evidence showing that bone 

adapts to its mechanical environment, points to the fact that no treatment for 

osteoporosis will be entirely successful without consideration of the mechanical loading 

of bone. 

The differences in bone loading and corresponding muscle activation observed with and 

without compression show that coordination of muscle activity is a key factor in 

maintaining a particular state of loading in bone. Comparing the results between the 31 

and 67 strand models we see that less options for muscle loading increase the difficulty 

of maintaining compression. This was evidenced by the large difference in knee joint 

reactions between the two constraint cases (unconstrained femoral loading vs 

compression enforced) seen in Figure 4.8 compared with the smaller differences 

observed in Figure 5.3. Figure 7.3 contains the same data as Figure 6.1 with the addition 

of hip joint loads from the 31 strand model with full maximum muscle forces. The 31 

strand model results show slightly lower hip joint loads throughout the mid-stance 

phase of gait. 
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Figure 7.3 - Hip joint reaction force across the stance phase of gait. Results from three 

models are compared; the 67 strand model with original maximum muscle force 

values, the 67 strand model with muscle force values limited to 50 percent, and the 31 

strand model with original maximum muscle force values. 

The same data for the knee joint is shown in Figure 7.4. This time we see increased loads 

across the mid-stance phase of gait with the 31 strand model, except at 15% of gait. The 

potential reasons for the apparently poor performance of the 67 strand model at 15% 

of gait were discussed in Chapter 5.  
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Figure 7.4 - Knee joint reaction force across the stance phase of gait. Results from three 

models are compared; the 67 strand model with original maximum muscle force 

values, the 67 strand model with muscle force values limited to 50 percent, and the 31 

strand model with original maximum muscle force values. 

The more interesting point of this comparison is the effect of reducing the number of 

strands on the stress in the femur. This is shown in Figure 7.5. Although both hip and 

knee reaction loads were lower in the 31 strand model at 15% of gait, the resultant stress 

on the bone at the point measured differs very little. At 30 and 45% of gait, the stress in 

the femur is higher in the 31 strand model than even the limited muscle loading case 

from the 67 strand model. This suggests that limiting options for muscle recruitment is 

more detrimental than limiting loading magnitudes. 
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Figure 7.5 - Maximum principal stress at the cut in the femur across the stance phase 

of gait. Results from three models are compared; the 67 strand model with original 

maximum muscle force values, the 67 strand model with muscle force values limited 

to 50 percent, and the 31 strand model with original maximum muscle force values.  

Re-innervation of denervated muscle fibres by adjacent motor units in the elderly results 

in fewer but larger motor units (Campbell et al. 1973). This effect is crudely simulated 

by reducing the number of available muscle strands in the model and the effects on 

bone loading are seen in Figure 7.5. It is possible that the reduced number of motor 

units in aged muscle causes difficulties for the fine-tuning of muscular loading required 

to maintain a particular state of loading such as compression.  

Muscle strengthening weight bearing exercise has been shown to be of some benefit by 

mitigating loss of muscle strength (Coggan et al. 1992b, Rogers & Evans 1993, Hurley & 

Hagberg 1998). During the early stages of training, neural adaptations cause the greatest 

gains in muscles’ force-producing capability (Kraemer et al. 1996). In the context of the 

current discussion, this effect is likely to be more important than strength gains caused 

by increased muscle mass. Tai Chi as a form of exercise has been linked with improved 

outcomes for osteoporosis, although one review found no consensus on the effects of 

Tai Chi on BMD (Lee et al. 2008). A study by Murphy and Singh found that regular 

practice of Tai Chi resulted in increased balance confidence and performance, functional 

strength, and mobility (Murphy & Singh 2008). It is proposed that this type of low-impact 
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coordinated exercise improves neuromuscular control, but fails to provide sufficient 

skeletal loading to stimulate bone mass gains. 

Dynamic muscle stimulation has been proven effective in combating muscle and bone 

atrophy caused by disuse (Lam & Qin 2008, Qin et al. 2010). A positive effect on bone 

mass has also been demonstrated through the use of vibrating platforms (Judex & Rubin 

2010). Although these treatments are effective in maintaining or improving bone mass 

when administered, the author is unaware of any lasting improvements on neuromotor 

control which is an essential factor in autonomous maintenance of healthy bone.  

The study by Terracciano et al. uncovered a potential cause of muscle atrophy in 

osteoporosis independent of changes caused by age or disuse (Terracciano et al. 2013). 

They found reduced levels of protein kinase Akt in osteoporotic subjects which interacts 

with insulin-like growth factor 1 (IGF-1) to promote muscle protein synthesis and 

prevent muscle atrophy. As concluded in that study, this may invite the development of 

pharmacological interventions which target muscle atrophy rather than bone as a 

treatment for osteoporosis. 

Thus, there are several mechanisms which appear to be responsible for the 

development of osteoporosis. It is difficult to determine which of these prevail over the 

others, whether they be hormonal, neural, or mechanical. It is clear however that 

muscular loading should be a key consideration in the development of treatments. The 

results discussed in this chapter show that muscles are capable of coordinated activity 

to maintain compression in the shaft of the femur, and demonstrate the benefit of such 

a loading regimen. Limitations to muscle activity simulated by reduced maximum muscle 

forces and fewer muscle strands show the threat posed by age-related muscular 

changes to the control of femoral loading, and by extension general loading of the long 

bones. 
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Chapter 8 

Conclusions and Future Work 

 

 

8.1 Conclusions 

The aims of this research were to better understand muscular loading of the femur and 

its impact on bone health particularly as it relates to osteoporosis. The simplified nature 

of the model demands that care be taken in the interpretation of results. We cannot 

assume that model predictions of muscle activity or bone loading reflect conditions in 

vivo. However, proceeding with this cautionary caveat in mind we can make a reasoned 

comparative assessment of the results and, with support from the literature, draw 

tentative conclusions and invite further work.  

Maintenance of overall compression of the femur has obvious benefits in terms of 

lightweight optimisation and reduction of peak stresses as described by Pauwels 

(Pauwels 1980). This research shows that compression can be maintained in the shaft of 

the femur throughout the gait cycle and it is associated with a reduction in peak stresses 

at the point of measurement. These results are an example of stress reduction by 

counter-bending or “active unloading” as this principle has been described (Munih et al. 

1992). There is perhaps insufficient evidence to unequivocally declare that bones are 

preferentially loaded in compression, but the evidence provided both in this study and 

wider literature suggests that compressive loading of the long bones by coordinated 

muscle activity is not only a logical scenario but a likely one. 
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Reduction in muscle force producing capability was associated with increased difficulty 

in maintaining compression in the shaft of the femur. Limitations to the number of 

muscle loading options available (i.e. muscle strands) also inhibited the stress reducing 

effect of maintaining compression. These results promote the idea that compressive 

loading of the femur, if indeed the preferred loading scenario, would be less effective in 

reducing peak stresses where limitations to muscle strength or neuromuscular control 

exist. These limitations occur as a consequence of ageing, pointing to potential 

difficulties in maintaining compressive loading of the long bones in the elderly. 

The prevalence of type II muscle fibre atrophy observed in osteoporotic subjects 

(Terracciano et al. 2013) highlights an osteoporosis-specific limitation to muscle activity. 

In the context of the current study, this muscular deficiency is likely to reduce the ability 

of the musculoskeletal system to react to changes in bone loading. The combined 

evidence shows muscular loading and neuromotor control of the same to be key 

considerations in the development of osteoporosis. It is suggested that understanding 

osteoporotic changes in muscle loading may provide a clearer picture of what causes 

the disease and how it can be treated more effectively. The remainder of this chapter 

focuses on possible areas of future research which are suggested as a means to improve 

understanding of the loading of bone and potential causes of osteoporosis. 

8.2 Musculoskeletal Modelling 

Detailed discussion of limitations to the current model has been presented throughout 

this thesis. Many of these limitations were the result of gaps in the available data. Others 

were simplifications imposed in order to comply with the realities of computer 

modelling. Barriers presented by limitations in technology are gradually being eroded 

and making way for more complex anatomically accurate models. This section highlights 

several areas for future development of the current model. 

Modelling of the ITB was shown to be lacking detail in the current model. This was 

discussed in Section 4.6. A detailed anatomical study would be required to yield usable 

information on the load transferred to the ITB by the TFL and gluteus maximus muscles. 

This should include all attachments of the ITB, the degree to which it is pre-tensioned, 

and the way in which load is transferred to the distal femur and proximal tibia. This 

would allow more accurate modelling of the ITB as a single unit, following the correct 
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path over the lateral surface of the thigh, and avoiding the confounding factor of 

incorrect ITB modelling on the surrounding muscles. 

The muscles themselves should be represented more accurately. The results from the 

current model show significant differences caused by changing the number of muscle 

strands. Even with a large number of strands, representing muscles as a point to point 

tensile force is still a gross simplification and this has been found to be insufficient to 

represent the complex and varying directions of muscle loading (Röhrle & Pullan 2007). 

More detailed muscle models have been developed based on magnetic resonance 

images and implemented in musculoskeletal models (Blemker & Delp 2005, Teran et al. 

2005). It is recommended that future studies of the effect of muscular loading on bone 

consider implementing a more anatomical approach to the modelling of muscle. 

The main obstacle to including more detailed muscle models in this work was limitations 

in the optimisation method. A more computationally efficient method of simulating the 

model and a more focused optimisation problem would allow more detail to be 

included. This may be more effective as a multi-stage process which uses simpler models 

to narrow the design space for more detailed models and analyses. 

Another component of the current model which is lacking in detail is the modelling of 

the hip and knee joints. Studies which include detailed contact geometries of joints tend 

to focus on a single joint due to the computational cost of modelling contact forces 

between deformable structures with varying properties. The simplified joint models 

used in this study increased the sensitivity of the model to variations in joint position. 

Future models should aspire to include detailed contact geometry of the hip and knee 

joints including ligaments and menisci. This would likely force the need for realistic 

articulation of the joints which would in turn improve the accuracy of muscle force 

predictions. 

Consideration of realistic articulation of the joints leads to a need to model dynamic 

motion. This study consisted a series of static simulations. Although the GRF input to the 

model accounts for acceleration of the body towards the ground, the specific dynamic 

requirements of each joint were not specified. Optimisation of a forward dynamics gait 

simulation to match recorded gait data is an alternative method to ensure that the 

predicted muscle forces produce the effect of muscle forces in vivo.  
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A dynamic simulation of gait provides the platform to consider muscle activation 

dynamics. This is particularly important in the context of osteoporosis and ageing. It may 

be possible to determine whether or not changes in muscle activation dynamics hinder 

the ability of muscles to maintain compressive loading of the femur. If so, there may be 

observable consequences such as momentary high peak stresses as muscles react to 

changes in loading. 

The state of loading in the femur was measured in this study at a single point in the mid-

shaft. This does not allow conclusions to be drawn about the state of loading elsewhere 

in the bone and whether or not it is possible to maintain compressive loading 

throughout the entire femur simultaneously. Future work may consider several points 

of interest, or include a finite element analysis of the entire femur similar to the work 

by Sverdlova and Witzel (Sverdlova & Witzel 2010). It would be desirable to combine 

such analysis with a dynamic simulation of gait. The time and computing power required 

to resolve detailed finite element models makes it difficult to perform simulations 

involving large deformations. The solution may be to perform a multibody dynamics 

analysis using a low resolution flexible femur. This would allow stress patterns to be 

measured throughout the bone and fed into more detailed finite element analyses of 

key positions.   

Several possible modelling improvements have been touched upon which would 

potentially improve the accuracy and reliability of the model. The ideal situation would 

be to combine each of these improvements into a single study, provided the identified 

gaps in anatomical data could be accounted for. Accurate muscle and bone geometry 

matching gait subjects would lead to a significant improvement on model accuracy and 

outcomes. 

8.3 Compression of Bone 

Computer modelling studies can provide comparative data and comment on the effect 

of varying certain parameters, but definite conclusions require the support of 

experimental data. Further development of the compression theory of bone demands 

demonstration of the principle of coordinated muscle activity in vivo. A carefully 

designed animal study may allow demonstration of this principle by introduction of a 

bending load on a long bone and concurrent monitoring of surrounding musculature to 
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detect a reactionary counter-bending load with and without resection of the nerve 

supply to the bone under study. There are several difficulties anticipated with this type 

of study, not least of which is a way to introduce the required bending load without 

disturbing the surrounding musculature. In addition, there is the question of anaesthesia 

and whether or not muscle function can be preserved without causing undue stress to 

the animal. 

An alternative may be to conduct a human study using functional muscle stimulation. 

By stimulating a certain muscle in an otherwise relaxed limb and monitoring EMG 

activity in surrounding muscles, it may be possible to map agonist-antagonist pairs and 

recognise a pattern of bending reduction. A great deal of care would be required to 

measure each individual muscle accurately and this would likely require the use of fine-

wire EMG. The difficulty associated with fine-wire EMG is the highly localised nature of 

the recorded measurement of a single point within a muscle. Imaging methods such as 

ultrasound may be able to detect muscle contraction in a less invasive and potentially 

more reliable way. A study of this type would likely benefit from a concomitant 

modelling study using detailed muscle geometry and contraction characteristics to 

simulate observed muscle activation patterns and assess their impact on bone loading. 

8.4 Changes to the Musculoskeletal System 

The changes which occur in the musculoskeletal system due to ageing and osteoporosis 

have been discussed in Chapters 1, 2, and 7. Two significant changes have been 

identified which impact muscle function and control. The first is re-innervation of 

denervated muscle fibres by adjacent motor units, resulting in fewer but larger motor 

units. The model showed that more muscle strands with lower maximum forces were 

more effective in loading the femur in compression than fewer muscle strands. It would 

be useful to determine what level of neuromotor control is lost by the creation of larger 

motor units, what impact this has on bone loading, and what could be done to prevent 

this change. 

The second change which was identified is atrophy of type II muscle fibres. It is 

anticipated that a reduction in fast-twitch muscle activity may slow the response of 

muscle to changes in bone loading. This could be tested by a study involving detection 

of agonist-antagonist muscle activity similar to that described in Section 8.3. The 
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difference would be the time between stimulation of the agonist muscle and activation 

of the antagonist. Some effort should then be made to quantify the level or lack of type 

II muscle fibre atrophy in each subject and correlate with the agonist-antagonist 

response times. 

These suggestions are offered to stimulate further thought and identify possible 

avenues of research. Although osteoporosis is a large and growing problem, it is only 

one of many musculoskeletal disorders which could be helped by an increased 

understanding of the musculoskeletal system. It is hoped that continued research will 

lead to better treatments and better quality of life for those affected. 
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Appendix A 

Model Creation 

This appendix gives a step by step account of the creation and simulation process for 

each model.  

The GaitLowerExtremity model was opened in AnyBody and linked to the appropriate 

recorded gait data. The .c3d file containing the gait data was previously trimmed so that 

the final frame of the AnyBody simulation would be the frame of interest to be studied, 

be it at 0, 5, 10 percent of gait etc. The correct data file was included by modifying 

“TrialSpecificData.any” as highlighted below in Figure A.1. 

 

Figure A.1 – Editing AnyBody model to match recorded data. 
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The name of the file to be used was inserted as shown below in Figure A.2. 

 

Figure A.2 - Editing the trial specific data. 

Some manipulation of the other parameters shown here (body mass, height, and 

segment lengths) was required initially in order to fit the AnyBody model to the recorded 

data. A motion and parameter optimisation was run in AnyBody, followed by an inverse 

dynamics simulation. Bone geometries were exported from AnyBody in the final position 

(frame of interest) and saved as .stl files. 

A line of text was added to the AnyBody model for each data point to be extracted. 

These data points included the origin and insertion points of muscles, joint locations, 

and centre of pressure under the foot. These were automatically saved into a 

spreadsheet. The text added to the AnyBody model is shown in Figure A.3. 

AnyFloat gastroclatfemur = 

..Main.Studies.HumanModel.BodyModel.Right.Leg.Mus.Gastroc

nemiusLateralis1.Org.r; 

 

Figure A.3 - Code to export muscle origin and insertion points from AnyBody. 

Data points were reorganised in Microsoft Excel into lists of X, Y, and Z coordinates. Lists 

of coordinates for all the points attached to each bone segment were saved as .dat files. 
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Bone geometries were imported into a new database in ADAMS and a command file was 

run which called a macro to import the points listed in the .dat files. A portion of the 

command file is shown in Figure A.4. This portion was repeated for each bone segment. 

!---import macro 

macro read  & 

   macro_name = .MAC  & 

   file_name = "point_macrofemurprox.mac"  & !---calls the relevant macro 

   wrap_in_undo = yes  & 

   create_panel = yes 

 

!---execute macro 

run_point  & 

   data_prox = "femurprox.dat"  &  !---references the data points to be drawn 

   part_prox = .Femur_basic_solid.Femur_prox  & !---the target part in the 

model 

   part_nom = .Femur_basic_solid.Ground  

 

Figure A.4 - Command file to manage creation of data points In ADAMS. 

The macro "point_macrofemurprox.mac" called by the above command file is shown in 

Figure A.5. This was modified from a macro provided on the ADAMS knowledge base. 

!USER_ENTERED_COMMAND run_point 

!WRAP_IN_UNDO NO 

!$data_prox:T=file(*.dat) 

!$part_prox:T=part 

 

defaults model model_name=($part_prox.parent) 

analysis create analysis_name = ajs_scr 

 

!---create working variables 

var set var=$_self.my_name string="$data_prox" 
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var set var=$_self.find_spot  & 

  int= (STR_FIND_N($_self.my_name, "/", STR_FIND_COUNT($_self.my_name, "/"))) 

var set var=$_self.fname & 

  

str=(STR_SUBSTR($_self.my_name,($_self.find_spot+1),STR_LENGTH($_self.my_na

me)-$_self.find_spot-4)) 

 

!---import the 3 column data 

file testdata read measures & 

  file_name = $data_prox & 

  analysis=ajs_scr &  

  units = length,length,length & 

  use_file_column_labels = yes   

 

!---set default part as point destination part 

defaults model part_name=$part_prox 

 

!---loop and create points  

for variable=h start=1 inc=1 end=(COLS(ajs_scr.X.Q.values)) 

marker create marker = (UNIQUE_NAME((eval($_self.fname))//"_PT")) & 

    location = & 

(eval( (STACK((STACK((ajs_scr.X.Q.values[h]),(ajs_scr.Y.Q.values[h]))), 

((ajs_scr.Z.Q.values)[h]) ))) )  & 

    rel=$part_nom 

end 

 

!---delete analysis representing input data 

analysis delete analysis_name=ajs_scr 

measure delete measure_name=X, Y, Z 

 

!---clean-up temporary variables 

var del var = $_self.* 
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! 

 

Figure A.5 - Macro to create points in ADAMS. 

Another ADAMS command file was used to create muscle via points around the newly 

created points. As the complete file is large, a section of this for one muscle via point is 

shown in Figure A.6. 

!---------------------------------- PART_10 -----------------------------------! 

! 

! 

defaults coordinate_system  & 

   default_coordinate_system = .Femur_basic_solid.ground 

!---details of the part to be created 

part create rigid_body name_and_position  & 

   part_name = .Femur_basic_solid.PART_10  & 

   adams_id = 10  & 

   location = 0.0, 0.0, 0.0  & 

   orientation = 0.0d, 0.0d, 0.0d 

! 

defaults coordinate_system  & 

   default_coordinate_system = .Femur_basic_solid.PART_10 

! 

! ****** Markers for current part ****** 

!---centre of mass of the part and also position for rotational joint 

marker create  & 

   marker_name = .Femur_basic_solid.PART_10.cm  & 

!---location referenced to existing point 

   location = (.Femur_basic_solid.ground.viac_PT_7)  & 

!---orientation defined to ensure the joint created is orientated correctly 

   orientation = 0.0d, 0.0d, 0.0d 

!---marker to allow rotational joint between via part and relevant bone 

segment 
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marker create  & 

   marker_name = .Femur_basic_solid.TIBIA.MARKER_vp7  & 

   location = (.Femur_basic_solid.ground.viac_PT_7)  & 

   orientation = 0.0d, 0.0d, 0.0d 

!---via point through which muscle strand will attach 

marker create  & 

   marker_name = .Femur_basic_solid.PART_10.via_PT_7  & 

   adams_id = 100  & 

   location = (.Femur_basic_solid.ground.via_PT_7)  & 

   orientation = 0.0d, 0.0d, 0.0d 

! 

part create rigid_body mass_properties  & 

   part_name = .Femur_basic_solid.PART_10  & 

   material_type = .Femur_basic_solid.steel 

! 

! ****** Graphics for current part ****** 

! 

geometry create shape ellipsoid  & 

   ellipsoid_name = .Femur_basic_solid.PART_10.ELLIPSOID_46  & 

   center_marker = .Femur_basic_solid.PART_10.cm  & 

   x_scale_factor = 50.0  & 

   y_scale_factor = 50.0  & 

   z_scale_factor = 50.0 

! 

part attributes  & 

   part_name = .Femur_basic_solid.PART_10  & 

   color = RED  & 

   name_visibility = off 

! 

!********************************************* 

!---create rotational joint  

constraint create joint revolute  & 
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   joint_name = .Femur_basic_solid.JOINT_1  & 

   adams_id = 1  & 

!---creates a joint between two previously created markers 

   i_marker_name = .Femur_basic_solid.PART_10.cm  & 

   j_marker_name = .Femur_basic_solid.TIBIA.MARKER_vp7 

!---generic information regarding the joint 

constraint attributes  & 

   constraint_name = .Femur_basic_solid.JOINT_1  & 

   visibility = on  & 

   name_visibility = off  & 

   size_of_icons = 20.0 

! 

 

Figure A.6 - Creation of muscle via points. 

Following this, the ground reaction force was created manually using the recorded value 

and direction. 

This was followed by creation of the knee joints as described in Chapter 3. 

Torsional springs around the hip, knee, and femur joints were placed manually. 

The ADAMS model at this point is shown in Figure A.7. The red spheres are the muscle 

via points. 
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Figure A.7 - ADAMS model ready for import of remaining model components 

The following command file was then imported which created all remaining components 

of the model. A sample of the command file is shown here (Figure A.8) which has been 

reduced to show the content of the file without repeating the script for every muscle 

strand and objective. 

!---------------------------------- Requests ----------------------------------! 

!---creates output requests 

!---as with all sections of this sample script, this was repeated many times but is only 

!---shown here once. 

output_control create request  & 

   request_name = .Femur_basic_solid.HipT1  & 

   adams_id = 2  & 

   comment = hip1  & 

   f2 = "" 

! 

!---------------------------- Adams/View Variables ----------------------------! 

!---creates design variables and assigns a range 

!---the range for each variable was determined by muscle PCSA 
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variable create  & 

   variable_name = .Femur_basic_solid.VasMedSup_10  & 

   units = "no_units"  & 

   range = -1345.0, 0.0  & 

   use_allowed_values = no  & 

   real_value = 0.0 

! 

! 

!-------------------------- Adams/View UDE Instances --------------------------! 

!---this section creates a spring to represent a muscle strand 

! 

defaults coordinate_system  & 

   default_coordinate_system = .Femur_basic_solid.ground 

! 

undo begin_block suppress = yes 

! 

ude create instance  & 

   instance_name = .Femur_basic_solid.TFL2  & 

   definition_name = .MDI.Forces.spring  & 

   location = 0.0, 0.0, 0.0  & 

   orientation = 0.0, 0.0, 0.0 

! 

ude attributes  & 

   instance_name = .Femur_basic_solid.TFL2  & 

   color = BLUE 

! 

! 

!-------------------------- Adams/View UDE Instance ---------------------------! 

!---this section assigns properties to a muscle strand/spring 

!---the points listed below are the origin and insertion points of the muscle 

variable modify  &u 

   variable_name = .Femur_basic_solid.TFL2.i_marker  & 
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   object_value = (.Femur_basic_solid.PELVIS.pelvis_PT_22) 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.j_marker  & 

   object_value = (.Femur_basic_solid.TIBIA.tibia_PT_8) 

!---the remainder of spring parameters are as default with one exception  

!--- highlighted below 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.stiffness_mode  & 

   string_value = "linear" 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.stiffness_coefficient  & 

   real_value = 0.0 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.stiffness_spline  & 

   object_value = (NONE) 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.damping_mode  & 

   string_value = "linear" 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.damping_coefficient  & 

   real_value = 0.0 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.damping_spline  & 

   object_value = (NONE) 

! 

variable modify  & 
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   variable_name = .Femur_basic_solid.TFL2.free_length_mode  & 

   string_value = "Design_Length" 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.free_length  & 

   real_value = 1.0 

!---the preload value is tied to the relevant variable for each muscle strand 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.preload  & 

   real_value = (.Femur_basic_solid.TFL_2) 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.i_dynamic_visibility  & 

   string_value = "On" 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.j_dynamic_visibility  & 

   string_value = "Off" 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.spring_visibility  & 

   string_value = "depends" 

! 

variable modify  & 

   variable_name = .Femur_basic_solid.TFL2.damper_visibility  & 

   string_value = "depends" 

! 

ude modify instance  & 

   instance_name = .Femur_basic_solid.TFL2 

! 

!---------------------REQUESTS------------------------------------------------- 

!---the requests previously created are referenced to a function or measure 
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output_control modify request  & 

   request_name = .Femur_basic_solid.HipT1  & 

   f2 = ".Femur_basic_solid.TORSION_SPRING_1.torque" 

! 

! 

!---------------------------------- Measures ----------------------------------! 

!---all measures and functions are defined here 

!---a measure such as the one below was created for each design variable in  

!---order to facilitate calculations at the optimisation stage 

measure create function  & 

   measure_name = .Femur_basic_solid.FUNCTION_MEA_AddBrevDist_6  & 

   function = ""  & 

   units = "no_units"  & 

   create_measure_display = no 

! 

data_element attributes  & 

   data_element_name = .Femur_basic_solid.FUNCTION_MEA_AddBrevDist_6  & 

   color = WHITE 

! 

!---other measures are referenced to functions such as the one below 

measure create function  & 

   measure_name = .Femur_basic_solid.FUNCTION_COMPRESSION_RESULTANT  & 

   function = ""  & 

   units = "no_units" 

! 

data_element attributes  & 

   data_element_name = .Femur_basic_solid.FUNCTION_COMPRESSION_RESULTANT  

& 

   color = WHITE 

! 

!---torque in joints is measured by means of the torsional springs in the model 

measure create computed  & 
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   measure_name = .Femur_basic_solid.TORSION_SPRING_1_MEA_1  & 

   text_of_expression = "0"  & 

   create_measure_display = no 

! 

entity attributes  & 

   entity_name = .Femur_basic_solid.TORSION_SPRING_1_MEA_1  & 

   color = WHITE 

! 

!--------------------- Adams/View Optimization Objective ----------------------! 

! 

!---objectives are defined in this section and referenced to measures 

optimize objective create  & 

   objective_name = .Femur_basic_solid.OBJECTIVE_HIP1  & 

   measure_name = .Femur_basic_solid.TORSION_SPRING_1_MEA_1  & 

   output_characteristic = last_value 

! 

!---------------------------- Function definitions ----------------------------! 

! 

!---here functions are defined 

!---in the function below the design variable measure is referenced to the relevant 

!---variable 

measure modify function  & 

   measure_name = .Femur_basic_solid.FUNCTION_MEA_AddBrevDist_6  & 

   function = ".Femur_basic_solid.AddBrevDist_6" 

!---the function to calculate the resultant state of loading in the femur is given 

!---as an example below 

measure modify function  & 

   measure_name = .Femur_basic_solid.FUNCTION_COMPRESSION_RESULTANT  & 

   function = 

"SQRT(((.Femur_basic_solid.TORSION_SPRING_4.torque/1000)*(.Femur_basic_solid.

TORSION_SPRING_4.torque/1000))+((.Femur_basic_solid.TORSION_SPRING_5.torqu
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e/1000)*(.Femur_basic_solid.TORSION_SPRING_5.torque/1000)))-

((.Femur_basic_solid.FEMUR_JOINT_MEA_X*1.1781E-7)/1.88496E-5)" 

! 

measure_display create  & 

   mea_display = .Femur_basic_solid.FUNCTION_COMPRESSION_RESULTANT_display  

& 

   measure_name = .Femur_basic_solid.FUNCTION_COMPRESSION_RESULTANT 

!—the example below shows the muscle stress cubed for only one muscle strand 

!---in the complete file, this calculation is repeated and summed for all muscle  

!---strands 

measure modify function  & 

   measure_name = .Femur_basic_solid.FUNCTION_MUSCLE_STRESS_cubed  & 

   function = 

"((.Femur_basic_solid.FUNCTION_MEA_AddBrevDist_6/3.2)*(.Femur_basic_solid.FU

NCTION_MEA_AddBrevDist_6/3.2)*(.Femur_basic_solid.FUNCTION_MEA_AddBrevD

ist_6/3.2))+",  & 

! 

!WRAP_IN_UNDO NO 

variable set variable_name=Model_Name & 

object=(eval(db_default(.system_defaults,"model"))) 

!############################################################# 

!#############################################right muscle 

!---the code below changes the spring graphic to a cylinder 

for var=a object_name=* TYPE=spring_damper_graphic 

geometry modify shape spring_damper  & 

   spring_damper_name = (eval(a))  & 

   diameter_of_spring = 0  & 

   damper_diameter_at_ij = 5,5  & 

   tip_length_at_ij = 0.0,0.0   

end !for 

 

Figure A.8 - Command script to import main components of the model. 
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The point of insertion of the ITB was moved manually to attach on the lateral epicondyle 

of the femur. The reason for this was outlined in Chapter 3. This is shown in Figure A.9. 

 

Figure A.9 - Final position of ITB insertion. 

With the model complete, the solver output settings were modified by selecting the 

menu options shown in Figure A.10. The model was set to output results files for the 

ADAMS Insight study and request files for the HEEDS optimisation. 

 

Figure A.10 - Editing solver output settings. 
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Due to a recurring error, completed models were exported in their entirety as a 

command file and then re-imported into a new model database. This prevented errors 

in the database from causing crashes during simulation. Another command script was 

then run to allow a set of simulation runs to continue if one run failed. This was obtained 

from the ADAMS knowledge base.  

Under the design exploration tab, the model was exported to ADAMS Insight. The 

relevant button is shown by the mouse pointer in Figure A.11.  

 

Figure A.11 - Preparing to export the model to ADAMS Insight. 

When prompted, a new simulation script was created to carry out a static calculation 

using ADAMS Solver commands. 

The experiment file was then created in ADAMS Insight and the factor and response 

values to be included in the study were selected. The design specification was selected 

from the options available as shown in Figure A.12. At this point the number of runs to 

be completed in preparation of the response surface was given. 
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Figure A.12 - Selection of design specification for ADAMS Insight study. 

The next step was to generate the workspace, which maps out the factor values to be 

used for each simulation run. When this was complete, the experiment file was saved 

and ADAMS Insight was closed, returning to ADAMS View. 

The following menu path was used to begin the design study by launching the process 

of building the model files for each run: 

Tools>command navigator>mdi>insight>build 

This opened a dialog box where the experiment file previously created in ADAMS Insight 

was selected. A model file for each simulation run was then created in the working 

directory including a master batch file to run all the simulations. When the batch file was 

run, output files for each simulation run were written into the working directory. 

The following menu path was then used to load the results back into ADAMS Insight: 

Tools>command navigator>mdi>insight>load 

When the loading process was complete, ADAMS Insight was opened and the response 

surface was created by clicking “fit results”. 

Completion of this process then allowed the response surface to be optimised by setting 

targets for response values as shown in Figure A.13. 
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Figure A.13 - ADAMS Insight response surface optimisation. 

Results from this optimisation were exported into a spreadsheet to be used as the 

starting point for optimisation studies in HEEDS.  

An ADAMS Solver Dataset (.adm) file was exported from ADAMS View for each model 

to act as the main input file for the HEEDS optimisation. 

This was associated with a command file to call the simulation script, which referenced 

the .adm file and output the results into a request file. A list of variables and responses 

was created in HEEDS to match those in the model. The variable values were then tagged 

in the .adm file and the response values were tagged in the request file. The constraints 

and objectives to be used in each study were specified along with the number of 

optimisation runs to be completed. Figure A.14 shows a HEEDS study running with 

minimum, maximum, and best values shown on the right, other studies available on the 

left, the details about the current study in the middle. 
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Figure A.14 - Example of a HEEDS study running. 

Results from completed optimisation studies were copied into spreadsheets for further 

analysis. 

This is a very brief description of the creation and simulation process relating to the final 

version of the model to supplement what is contained in the thesis.  
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Appendix B  

Additional Results 

 

This appendix contains results from the model which were not included in the thesis. 

Although many results were included and discussed, it was not practical to show model-

predicted muscle activation for every muscle. Although the content of each figure is 

clearly indicated, no detailed explanation of the results is given as these are provided 

for information only. 

B. 1 Thirty-One Strand Model 

 

 

Figure B.1 - Activation of adductors across the gait cycle with and without compression 

in the femur. 
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Figure B.2 - Acitvation of bicep femoris short head across the gait cycle with and 

without compression in the femur. 

 

Figure B.3 - Activation of gemellus across the gait cycle with and without compression 

in the femur. 
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Figure B.4 - Activation of gluteus minimus anterior across the gait cycle with and 

without compression in the femur. 

 

Figure B.5 - Activation of gluteus minimus posterior across the gait cycle with and 

without compression in the femur. 
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Figure B.6 - Activation of iliacus across the gait cycle with and without compression in 

the femur. 

 

Figure B.7 - Activation of ITB 1 across the gait cycle with and without compression in 

the femur. 
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Figure B.8 - Activation of ITB 2 across the gait cycle with and without compression in 

the femur. 

 

Figure B.9 - Activation of obturator externus across the gait cycle with and without 

compression in the femur. 
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Figure B.10 - Activation of piriformis across the gait cycle with and without 

compression in the femur. 

 

Figure B.11 - Activation of quadratus femoris across the gait cycle with and without 

compression in the femur. 
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Figure B.12 - Activation of Sartorius across the gait cycle with and without compression 

in the femur. 

 

B. 2 Sixty-Seven Strand Model 

 

 

Figure B.13 - Activation of adductor brevis across the stance phase of gait with and 

without compression in the femur. 
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Figure B.14 - Activation of adductor longus across the stance phase of gait with and 

without compression in the femur. 

 

Figure B.15 - Activation of adductor magnus distal across the stance phase of gait with 

and without compression in the femur. 
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Figure B.16 - Activation of adductor magnus middle across the stance phase of gait 

with and without compression in the femur. 

 

Figure B.17 - Activation of adductor magnus proximal across the stance phase of gait 

with and without compression in the femur. 
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Figure B.18 - Activation of biceps femoris caput breve across the stance phase of gait 

with and without compression in the femur. 

 

Figure B.19 - Activation of gemellus inferior across the stance phase of gait with and 

without compression in the femur. 
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Figure B.20 - Activation of gemellus superior across the stance phase of gait with and 

without compression in the femur. 

 

Figure B.21 - Activation of gluteus maximus inferior across the stance phase of gait 

with and without compression in the femur. 
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Figure B.22 - Activation of gluteus maximus superior across the stance phase of gait 

with and without compression in the femur. 

 

Figure B.23 - Activation of gluteus minimus anterior across the stance phase of gait 

with and without compression in the femur. 
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Figure B.24 - Activation of gluteus minimus posterior across the stance phase of gait 

with and without compression in the femur. 

 

Figure B.25 - Activation of gracilis across the stance phase of gait with and without 

compression in the femur. 
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Figure B.26 - Activation of iliacus across the stance phase of gait with and without 

compression in the femur. 

 

Figure B.27 - Activation of ITB 1 across the stance phase of gait with and without 

compression in the femur. 
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Figure B.28 - Activation of ITB 2 across the stance phase of gait with and without 

compression in the femur. 

 

Figure B.29 - Activation of obturator externus inferior across the stance phase of gait 

with and without compression in the femur. 
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Figure B.30 - Activation of obturator externus superior across the stance phase of gait 

with and without compression in the femur. 

 

Figure B.31 - Activation of obturator internus across the stance phase of gait with and 

without compression in the femur. 
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Figure B.32 - Activation of pectineus across the stance phase of gait with and without 

compression in the femur. 

 

Figure B.33 - Activation of piriformis across the stance phase of gait with and without 

compression in the femur. 
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Figure B.34 - Activation of quadratus femoris across the stance phase of gait with and 

without compression in the femur. 

 

Figure B.35 - Activation of sartorius across the stance phase of gait with and without 

compression in the femur. 
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Figure B.36 - Activation of vastus intermedius across the stance phase of gait with and 

without compression in the femur. 
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Figure B.37 - Direction of hip joint reaction force in frontal plane at 15 % of gait in 

various loading conditions. Direction is indicated by a line originating at the centre of 

the hip and extending in the direction of the hip reaction force. Each coloured line 

corresponds with a particular simulation type. Blue: Unconstrained femoral loading in 

67 strand model, Orange: Compression enforced in 67 strand model, Red: 

Compression enforced in 67 strand model with max muscle forces reduced by 50%, 

Yellow: Compression enforced in 31 strand model. 
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Figure B.38 - Direction of hip joint reaction force in sagittal plane at 15 % of gait in 

various loading conditions. Direction is indicated by a line originating at the centre of 

the hip and extending in the direction of the hip reaction force. Each coloured line 

corresponds with a particular simulation type. Blue: Unconstrained femoral loading in 

67 strand model, Orange: Compression enforced in 67 strand model, Red: 

Compression enforced in 67 strand model with max muscle forces reduced by 50%, 

Yellow: Compression enforced in 31 strand model. 
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