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Abstract 

 

The research studies the highly dynamic and transient behaviour of ultrasonic 

bubbles in liquids of different physical properties, including water, silicone oil, 

and liquid metals. A novel ultrasound solidification apparatus as well as the 

special sample containers and the relevant control systems were designed, 

built and commissioned for this research. 

 

Systematic in situ experiments were conducted using this novel apparatus at 

the ultrafast synchrotron X-ray imaging (271,554 fps) beamline, the sector 

32-ID-B of Advanced Photon Source (APS) and the high speed X-ray imaging 

beamline, I12 of Diamond Light Source (DLS) in 2011-2015. 

 

A huge amount of real-time images were obtained in this research, a 

procedure and the relevant in-house Matlab code were developed to analyse 

those images and extract the key information for understanding the highly 

dynamic behaviour of the nucleation, oscillation, implosion, coalescence of 

ultrasonic bubbles and bubble cloud. The ultrasound induced acoustic flows 

coupled with bubbles and particles were also investigated, and their effects on 

liquid-solid interface during the solidification of a Bi-8%Zn were analysed and 

quantified. 

 

The experiments were complemented by the modelling and simulations of the 

acoustic pressure field, the bubble dynamics using the classical Helmholtz 

Equation and Gilmore model, providing more quantitative understanding for 

the interactions of ultrasonic waves and bubbles with the liquids and the solid 

phases in the liquids.  

 

The key research findings are:  

 

 For bubble implosion: For the first time, bubble implosion in liquid metal 

was captured in real-time and in situ. In both water and liquid Bi-8%Zn, 

compressed gas cores were found at the centre of the imploding bubble 

with shock waves emitted outwards from the centre. 
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 For bubble oscillations at quasi-steady state condition, the measured 

bubble radii agree well with the predictions made by Gilmore model for all 

liquids studied in this research.  

 

 For bubble coalescence, the time needed for liquid Bi-8%Zn cannot be 

predicted using either the no-slip or the free interface model. A new power 

law model is developed and the prediction made using this new model 

agrees well with the experiments.  

 

 For the first time, in metal alloys, the in situ and real-time studies proved 

that the ultrasonic bubbles and the acoustic flows are capable of fracturing 

and detaching the solid phases from the liquid-solid interface. 

 

 Temperature fluctuations caused by applying ultrasound in Bi-8%Zn during 

solidification is capable of detaching the solid phases from the liquid-solid 

interface. However, it is less important and slower than acoustic flows and 

ultrasonic bubbles. 

 

 Ultrasound power is a dominant parameter for the interactions of ultrasonic 

bubbles, acoustic flows, temperature fluctuations with liquid-solid 

interface. 
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Chapter 1: Introduction  

1.1 The background of the research 

Ultrasonic waves, and their transmission and attenuation in a solid medium 

and the interactions with the constituents inside the solid are well understood. 

Built upon those well-developed understandings and theories, ultrasound-

based imaging, non-destructive testing techniques and the relevant 

instruments have been well developed and widely used in human society and 

industry [1-4].  

 

Similarly, theories regarding the propagation of ultrasonic waves in a single 

phase liquid medium are also well developed. However, above a certain 

acoustic pressure threshold  the Blake’s threshold [5], ultrasound can 

generate bubbles in a liquid medium. The bubbles, driven by the alternating 

acoustic pressure field in the liquid, oscillate, grow, coalesce, and split, and 

under certain conditions collapse violently. This is a process commonly known 

as ultrasonic cavitation and bubble implosion [6] which has found very diverse 

applications in ultrasonic cleaning, chemical synthesis and medical treatments 

[3, 6-14].  

 

Most of the previous research on studying the dynamics of ultrasonic bubbles 

were carried out in visible-light transparent liquid media such as water, or 

water based solution illuminated using visible light. For example, the physics 

of bubble oscillation in water were intensively studied in the past 50 years as 

reviewed by Lauterborn and Kurz [6]. Previous studies in the field of 

sonochemistry [8, 9, 15, 16] revealed that bubble implosion can generate a 

shockwave with an extremely high pressure (>1000 atm) and temperature 

(>5000 K) immediately adjacent to the bubble surface, leading to complicated 

sonochemical reactions. Ohl and Ikink [17] also reported that, when bubble 

implosion occurs near a rigid interface, microjets with extremely high velocity 

can be created near the interface. Although very high imaging acquisition rate, 

i.e. up to two million frames per second, was used in the imaging studies, 

visible light illumination often suffer the light absorption, reflection and 

multiple scattering problems, especially at the bubble boundaries, i.e. the air-

liquid interface. Therefore the boundaries of the bubbles are often blurred, 
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making it difficult to study the details of the oscillation, coalescence, violent 

implosion of the bubbles. For example, in the bubble coalescence process, 

visible light illumination cannot “see” though the details of the breaking up and 

then joining of the two touching boundaries of two bubbles, and therefore 

misinterpretation were often found in previous papers. [6, 14, 18-27]. 

 

Furthermore, visible light is not suitable for none-transparent materials, such 

as opaque polymers, liquid metals, etc. For example, Tischer, et al [28] found 

that ultrasound treatment of polymer materials leads to the formation of 

different nanostructures that is suitable for making new scaffolds for tissue 

engineering. Huang , et al [29] also reported that ultrasound treatment of a 

resin liquid with impregnated fibres enhance the interfacial interactions 

between a carbon fibre and the epoxy matrix. However, due to the opacity of 

those materials, the mechanisms of how ultrasonic waves interact with those 

viscous liquids are not fully understood. 

 

Ultrasound has been long found to be beneficial in metallurgical processes 

such as liquid metal degassing, grain refinement, welding, etc. Laboratory-

based research in ultrasound treatment of metallic alloys started in 1930s, and 

a wide range of fundamental and applied research on ultrasonic processing of 

metal alloys had been conducted in Russia from the 1960s to the 1980s as 

comprehensively reviewed in the new book by Eskins [5]. However, almost all 

previous research were conducted using post-mortem microstructural 

characterisation of the solidified alloys and the empirical correlation between 

the measured grain size and the input ultrasonic power [5, 30]. This is mainly 

because of the opacity of metallic alloys and the difficulty in conducting any 

sensible real-time observation of the effect of ultrasound in a high 

temperature alloy melt. Hence, many in situ solidification studies have been 

made using organic transparent alloys instead [31-33], and then applied the 

findings obtained from the organic transparent alloys to real metal alloy 

systems. However, compared with metal alloys, organic transparent alloys 

often have huge difference in density, viscosity, surface tension, heat/mass 

transfer coefficient, and sound velocity which will lead to different behaviors in 

solidification, especially for the phenomena when an ultrasound is present [6]. 

Hence real-time and in situ studies of the solidification of metal alloys at the 

presence of an ultrasound are very necessary for understanding the complex 
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and transient physical phenomena during the ultrasound processing of metal 

alloys. 

In the past 20 years or so, the worldwide advances in the third generation 

synchrotron X-ray facilities and the associated development of a vast number 

of experimental devices and scientific instruments made the in situ and real-

time investigations of metal solidification under conventional condition become 

possible [34-37]. Funded by the Royal Society, Dr Mi’s group (where I am one 

of the researchers) came the first in using Synchrotron X-rays to study the 

dynamics of ultrasound cavitation and bubbles in liquid metals [38]. The 1st 

experiment was conducted in 2-4 July 2011 using the ultrafast synchrotron X-

ray imaging facility (up to 271,554 frame per second) at sector 32ID-B of 

Advanced Photon Source (APS), Argonne national laboratory, USA. I am one of 

the key researchers heavily involved in the in situ experiments conducted 

since September 2011 after I joined Dr Mi’s group. This thesis reported the 

key research findings obtained from those experiments with the details listed 

in Table 3.1 of Chapter 3. 

    

1.2 The objectives of the research 

Considerable progress has been made in studying the mechanism and 

effectiveness of using ultrasonic waves to manipulate liquid or semisolid 

alloys; However, uncertainties remain in both the underlying physics of how 

ultrasonic waves interact with liquid and semisolid metals, and the solidifying 

microstructures, and the best technological approach to control the final 

microstructure to achieve the optimal mechanical properties. 

 

The objectives of this research are:  

 

1. To design, build and commission a laboratory scale experimental apparatus 

and the sample environments for studying in situ and in real time the 

solidification of metal alloys under the applied ultrasonic waves. 

2. To carry out a series of in situ experiments and study systematically the 

underlying mechanisms of how ultrasonic waves interact with the liquids or 

semi-solid metals during the solidification.  
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3. To analyse the huge amount of image data set and use the modeling and 

simulation tools to interpret and explain the multiphysic phenomena found 

in the experiments, providing more insight on understanding quantitatively 

the dynamics of ultrasound bubbles in liquids of very different physical 

properties, including during the solidification process of metals under 

ultrasound. 

1.3 The structure of the thesis 

The thesis consists of 8 chapters as detailed below. 

 

Chapter 1 is a brief introduction of the research background, the objectives 

and the structure of the thesis. 

 

Chapter 2 reviews the literatures that are directly relevant to the research, 

and they are grouped into five sections as detailed at the very beginning of 

Chapter 2. 

 

Chapter 3 describes, in details, the design, making and commissioning of the 

in situ experimental apparatus and the sample environment, as well as the 

capability of the X-ray beamlines used in the research, and how the 

experiments were carried out at APS and DLS. 

 

Chapter 4 presents the X-ray images obtained from different liquids (water, 

silicone oil, and liquid metals) for ultrasound bubble nucleation, oscillation, 

implosion, coalescence and bubble cloud.  

 

Chapter 5 describes the effects of ultrasound bubbles and acoustic flows on 

the liquid-solid interface of a metal alloy. 

 

Chapter 6 presents the modelling and simulation of the acoustic pressure 

field, the dynamics of single bubble in a acoustic pressure field for the cases of 

water, silicone oil, and metallic alloys. 

 

Chapter 7 discusses, in details, the bubble dynamics in different liquids with 

an emphasis on the bubble implosion and coalescence, and the effect of 
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ultrasound induced multiphase flows, and temperature fluctuations on the 

liquid-solid interface during the solidification process of metallic alloys.  

 

Chapter 8 summarise the major findings and contributions of the research to 

this important research field. Possible future directions to continue this work 

are also briefly discussed. 
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Chapter 2: Literature Review 

In this chapter, the literatures that are directly relevant to this research are 

critically analysed and reviewed. It consists of five parts: (1) the basic theory 

of ultrasonic waves and its propagation in liquids, (2) ultrasound induced 

cavitation and the dynamics of ultrasonic bubbles, including bubble nucleation, 

oscillation, implosion, bubble coalescence and multi-bubble cloud, (3) 

ultrasound induced acoustic flows in the presence of ultrasonic bubbles and 

solid particles, (4) ultrasound treatment of metallic alloys, and (5) the X-ray 

imaging techniques for in situ studies of metal solidification processes and the 

methods for processing those images.  

 

2.1 Ultrasound, the intensity and pressure field  

Sound wave is a mechanical wave of pressure and displacement that 

propagates through a medium (gas, liquid, solid) in periodic compression and 

expansion (rarefaction) cycles [39]. The numbers of the wave periods counted 

in a second is called frequency, f. Fig. 2.1 shows the frequency range for the 

sound waves commonly found in nature and used in industries. That of a 

frequency > 20 kHz is often called ultrasound because it is beyond the 

detection capability of a human ear. However, in nature, some animals, e.g. 

bats and dolphins use ultrasound (about 14-100 kHz and 40-150 kHz, 

respectively) to navigate their environment.  

 

 

 

Fig. 2.1. The approximate frequency range for different sound 

waves, and the typical sources or applications [40].  

 

The energy density of an ultrasound travelling in a medium is defined as the 

ultrasound intensity (I, W/m2). For a simplest plane wave that is passing 

through a given section in one direction, I can be calculated by [41]: 
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𝐼 =
𝑁𝑎𝑐

𝑆
=
1

2
𝜌𝐶𝑣2 =

1

2
𝜌𝐶(𝐴𝑚𝜔)

2                                 (2. 1) 

 

where Nac is the power flux of ultrasound, S is the area, 𝜌 and 𝐶 are the 

density and speed of sound of the liquid medium. v is the maximum value of 

oscillation velocity. 𝐴𝑚 is the amplitude of the ultrasound vibration, 𝜔 = 2𝜋𝑓 is 

the angular frequency and f is the frequency of ultrasound. 

 

Dependent on the level of intensity, ultrasound falls into three categories [41]: 

(1) low intensity ultrasound (I <104 W/m2), (2) middle intensity ultrasound 

(104 < I < 105 W/m2), and (3) high intensity ultrasound (105 < I < 106 W/m2). 

The ultrasound used in this research is high intensity ultrasound. In Eq. 2.1, 

the product of ρ and C (ρC) is called the wave, or acoustic, impedance of the 

given medium. 

 

Assuming a time harmonic vibration and ignoring the effect of cavitation flow, 

the cyclic ultrasonic acoustic pressures can be calculated using the Helmholtz 

equation [33, 42]. 

 

(𝝎/C)2

ρ
Pa+∇∙ (

1

ρ
∇Pa)=0                                          (2. 2) 

 

 Pa=PAcos(ωt)                                                           (2. 3) 

 

 PA=√2ρCW/A                                                         (2. 4) 

 

Where Pa is the alternate pressure at the sonotrode wave emitting surface, PA 

is the amplitude of the pressure wave, W is the input ultrasound power, and A 

is the area of the ultrasonic wave emitting surface. 

 

2.2 Cavitation, ultrasound cavitation and bubbles in liquids 

Cavitation is the formation of vapour cavities (bubbles or voids) in a liquid 

when the liquid is subjected to rapid changes of pressure. Cavities often form 
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at relative low pressure, but may collapse (implode) at higher pressure, 

generating an intense local shockwave surround the cavities [43]. 

 

2.2.1 A brief history on cavitation research 

The phenomena of cavitation in liquids were reported as early as in the end of 

19th century. In 1894, the British torpedo boat destroyer “HMS Daring” 

achieved a top speed of 24 knots, despite the theoretically designed speed of 

27 knots [44]. Barnaby [44] led the investigation of the problem, and 

concluded that the limit of the propeller speed is related to the maximum 

tensile strength of water, beyond which the propeller inflow broke down, 

creating discontinuity of the flow. In 1895, Froude proposed the term 

“cavitation” for such a phenomenon, derived from the Latin word “cavus, -a, -

um” – “hollow”. Between 1908 and 1924, cavitation studies became essential 

for the design and testing of propeller for fast boats, and cavitation tunnels 

were built in 1911 to facilitate the photographic observation of cavitation. 

However those early experiments had not been able to address the central 

question on “how cavitation is actually corroding the propeller surfaces”.  

 

It was not until 1917 when Lord Rayleigh published “The theory of sound” 

[45], the theoretical framework for cavitation began to be established. 

 

In 1920’s, Boyle and others [46, 47] were probably the first to identify 

acoustic cavitation in water produced by ultrasound. Since then, cavitaiton in 

ultrasound fields had become an intensive research field because the very 

diverse and exponential growth in applications of ultrasound technologies in 

modern society and industries. 

 

Since 1920’s, numerous technologies had become available for studying a 

single bubble in liquids in a very precisely controlled manner. For example, (1) 

electrically induced sparks from electrode immersed into liquids in the 1940’s, 

(2) pulsed laser beams in the 1960’s, (3) single bubble sonoluminescence 

phenomenon found in 1980’s. Huge scientific advances have been made in 

cavitaiton research, and those directly relevant to the research in this thesis 

are reviewed in the following sections in this chapter. 
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2.2.2 Ultrasound cavitation and bubble nucleation 

When the applied acoustic intensity in liquids is above a certain level (the 

cavitation threshold) [5], bubbles or cavities are created, and this is a process 

commonly known as bubble nucleation [3] which occurs either homogeneously 

or heterogeneously. 

 

Homogeneous nucleation of cavitation arises from microscopic voids in liquids 

due to thermal fluctuations [48] (Fig. 2.2a). Under ultrasonic irradiation the 

growth of the nucleated bubbles in a liquid can occur through the following 

mechanisms [49, 50]: (1) with high-intensity low frequency ultrasound (20 

kHz), cavitation nuclei may grow rapidly through inertia effects and (2) with 

low-intensity high frequency ultrasound ( > 50 kHz) a cavity may also grow, 

but slowly, this process is called rectified diffusion. This occurs because the 

cavities surface area is slightly greater during expansion than during 

compression. The cavity can reach a critical size where it can no longer 

efficiently absorb energy from the sound field to sustain itself [3]. This size is 

determined by the frequency of the ultrasound. For instance, the critical size in 

water is around 170 μm in diameter at 20 kHz. 

 

In contrast, heterogeneous nucleation of cavitation (Fig. 2.2b) originates from 

the presence of sub-microscopic air pockets at the solid/ liquid interface on the 

wall of the substrate or on particles present in the liquid [51]. Theoretically, 

liquids can resist pressures of 3 x 104 Pa to 3 x 105 Pa. In reality, however 

tensions of just 100 times less can induce cavitation because the imperfections 

or “weak points” [52] present inside the liquids which provide the point for 

nucleating cavitation heterogeneously. For example, pre-existing bubbles 

present in liquids, impurities or particulates (may contain gases) that cause 

discontinuity or liquid-solid interfaces in the medium. Other possible sources 

for cavitaiton nucleations is electromagnetic radiation, which may be mediated 

by ionisation, or thermal motion of the molecules [53].  

 

In summary, the most common sites for heterogeneously nucleating cavitation 

are: boundaries and surface (particularly structural defects such as cracks, 

crevasses and debris material), suspended particles, small pre-existing 
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bubbles (nanobubbles) and external electromagnetic radiation, such as lasers 

[53].  

 

 

(a) 

 

(b) 

Fig. 2.2. Schematic diagrams, showing (a)  homogenous and (b) 

heterogamous nucleation of bubbles in liquids [54]. 

 

 

Fig. 2.3. A sketch, showing the balance of energy for a bubble 

nucleated at the substrate inside a liquid [3]. 

 

Fig. 2.3 schematically illustrates a bubble nucleated at a wettable surface if 

the surface tension of the solid-vapour interface (σs) is smaller than the 

surface tension of the vapour-liquid interface (σ) [55], because, for small 

contact area, the free energy reduction of the nucleus due to the contact with 

the surface is larger than the loss in free energy due to cutting off of the 

otherwise spherical cap of a non-contacting nucleus. For this reason cavitation 
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occurs exclusively at the surface. Mossop et al. [56] and Turnbull [57] 

assumed that the heterogeneous nucleus is a spherical cap of the nucleating 

phase on a flat substrate (Fig. 2.3). The energy E(R) of a growing vapour 

bubble of radius R can be computed in the same way as that for the 

homogeneous case except that the interface-creating work is comprised of two 

parts: the gas-liquid part and gas-solid part. Therefore, E(R) is the sum of the 

work for volume expansion, gas-liquid interface creation and gas-solid 

interface creation. The volume of the spherical cap (Vb), the interfacial area of 

gas-liquid (AGL) and that of gas-solid (AGS) can be obtained as follows: 

 

𝑉𝑏 =
1

3
𝜋𝑅3(2 + 3𝑐𝑜𝑠𝜃 − 𝑐𝑜𝑠3𝜃)   (2. 5) 

 

𝐴𝐺𝐿 = 2𝜋𝑅
2(1 + 𝑐𝑜𝑠𝜃)     (2. 6) 

 

𝐴𝐺𝑆 = 𝜋𝑅
2(1 − 𝑐𝑜𝑠2𝜃)     (2. 7) 

 

By combining these equations, the critical radius r* and the corresponding 

critical energy E(r*) can be calculated by: 

 

𝐸(𝑟∗) =
16𝜋𝜎3𝑔

3(𝑃−𝑃𝑒)
2
      (2.8) 

and  

 

𝑔 =
1

4
(2 − 𝑐𝑜𝑠𝜃)(1 + 𝑐𝑜𝑠𝜃)2    (2.9) 

 

The parameter g is a shape factor of the gas bubble on the surface, and P and 

Pe are the pressure inside and outside the bubble, respectively. Critical sizes in 

different solvents can be calculated from their cohesion energy [3].  

 

For a bubble formed under an ultrasound, the pressure P has to perform work 

on the gas with volume Vb. Thus the pressure P includes the difference from 

the outside hydrostatic pressure of the liquid resulting from possible entrapped 
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gas with partial pressure PG, vaporized liquid with partial pressure PV, the 

largest contribution being the acoustic pressure upon rarefaction PA: 

 

𝑃 = 𝑃𝐴 + 𝑃𝐺 + 𝑃𝑉                                                     (2.10) 

 

According to Flynn’s criterion [58], the partial pressure of gas in the cavity 

equals the vapour pressure of the cavitating media at the operating 

temperature at the adiabatic collapse phase.  

 

Furthermore, an addition of the chemicals can enhance the bubble nucleation 

by promote the heterogeneous nucleation. For example, presence of surface 

active materials or polymers can influence the cavitation process at the 

surface. For instance, Nanjo et al. showed that the forms and processes of the 

cavitation damage pits in specimens in a polymer solution are totally different 

from those in water [59]. Oblique and pot-shaped damage pits are formed on 

a flat, smooth surface of a specimen in a polymer solution. If the specimen 

has artificial pits such as small conical or cylindrical holes, the parts with small 

radius of curvature are apt to be damaged, although the smooth surfaces are 

not.  

 

Experimental studies on bubble nucleation were also conducted by many 

researchers. for example, in 2007, Mettin [54] captured bubble nucleation 

from a single bubble to bubble clusters under a continuous acoustic field. 

 

2.2.3 Bubble oscillation, implosion and coalescence 

2.2.3.1 Bubble oscillation 

Once a bubble is nucleated and grows bigger than the critical size, the nucleus 

becomes a mature bubble, and its size and shape oscillate in response to the 

periodic sound field. At relatively low acoustic pressures (Pa) where the 

pressure wave oscillates in a sinusoidal waveform between compression and 

rarefaction cycles, the radial motion of the bubble responds linearly [8] to the 

pressure field, characterised by nearly equal rates of expansion and 

contraction with no shift in phase relative to the pressure field. In fact, under 

this condition, bubble expansion is slightly larger than bubble compression, 
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simply because the surface area of the bubble on expansion (gas flow in) is 

slightly larger than the surface area on compression (gas flow out). This 

growth process for long-lived bubbles is called rectified diffusion [43, 60]. For 

example, the well-known degassing of liquids by ultrasound is actually based 

on the rectified diffusion processes [54].  

 

 

Fig. 2.4. The calculated radial response of a bubble driven by a 

sinusoidal acoustic field. The bubble is assumed to be in equilibrium 

with respect to mass transport across the interface (i.e., no net 

change in intra-cavity mass over any single acoustic cycle). Thus, the 

bubble maintains the same spatial parameter space and shows no 

phase shift from one cycle to the next [8]. 

 

At a higher Pa, bubble motion becomes highly nonlinear [43, 60, 61] in 

response to the cyclic acoustic pressure. Fig. 2.4 shows a bubble of a radius of 

Rn at rest, and this is at ambient conditions. As the acoustic pressure wave 

enters the rarefaction phase, the bubble begins a relatively slow volume 

growth, essentially a linear growth, lasting for roughly half the cycle. As the 

acoustic pressure wave enters its compression phase, the bubble motion starts 

to deviate from the linear compression. However, at a lower compressive Pa, 

the bubble continues to expand inertially, resulting in an energetically 

unfavourable situation until the bubble growth is quickly arrested at a higher 

compressive Pa, i.e. the maximum bubble radius, Rmax, is reached. The bubble 

then begins a very rapid and eventually a catastrophic collapsing or imploding 

event. The velocity of the implosion at the last stage can be enormous and in 

some instances can be several times the speed of sound in gas at ambient 

temperature and pressure conditions [62]. As the compression phase 
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continues, the bubble rapidly passes through Rn on its way to Rmin, the 

minimum bubble radius. The gas and vapour trapped inside the bubble are 

then strongly compressed at Rmin, making the bubble to rebound and expand 

quickly. The bubble then goes through a series of secondary compression and 

expansion cycles until finally coming to rest again at Rn. 

 

For a bubble that is in equilibrium with respect to mass transport (Fig. 2.4), 

the same radial motion is repeated almost exactly from one cycle to the next 

for an isolated bubble far from any surface or interface. 

 

 

 

Fig. 2.5. A sketch of the bubble oscillation in liquid with its parameters. 

 

For a spherical bubble, the variables to describe its size and shape can be 

reduced to just one, the bubble radius, R. The time-evolved bubble radius, 

R(t), can then be calculated by the Rayleigh model [6]:  

 

𝜌𝑅𝑅̈ +
3

2
𝜌𝑅̇2 = 𝑝𝑖 − 𝑝𝑒      (2. 11) 

 

Where pe is the external pressure in the liquid, pi is the pressure inside the 

bubble. ρ is the density of liquid. The overdot (𝑅̇) means differentiation with 

respect to time. The pressure difference, (pi – pe) is the driving force for the 

bubble motion.  
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The form of the inertial terms on the left-hand side is due to the spherical 3-D 

geometry that is transformed to one radial dimension in the differential 

equation. Both, pi and pe are functions of radius R and time t, when gas and 

vapour fill the bubble, and when surface tension σ, liquid viscosity μ and a 

sound field, p(t), are taken into account. With these considerations, the 

Rayleigh model takes the form [63, 64]:  

 

𝜌𝑅𝑅̈ +
3

2
𝜌𝑅̇2 = 𝑝𝑔𝑛 (

𝑅𝑛

𝑅
)
3𝑘
− 𝑝𝑣 − 𝑝𝑠𝑡𝑎𝑡 −

2𝜎

𝑅
−
4𝜇

𝑅
𝑅̇ − 𝑝(𝑡) (2. 2) 

 

and 

𝑝𝑔𝑛 =
2𝜎

𝑅𝑛
+ 𝑝𝑠𝑡𝑎𝑡 − 𝑝𝑣        (2. 3) 

 

pgn is the gas pressure inside the bubble at rest, pstat the static pressure and pv 

the (here constant) vapour pressure. The pressure p(t) is an external pressure 

applied at the bubble wall. In the case of a single frequency ultrasonic 

excitation of the bubble, it can be written in the form of 

 

𝑝(𝑡) = −𝑝𝑎sin (2𝜋𝑓𝑡)       (2. 14) 

 

It varies sinusoidally with frequency f and has a pressure amplitude pa. The ‘−’ 

sign is convenient for starting the oscillation at t = 0 with an expansion of the 

bubble at rest. 

 

This model and some variants are called Rayleigh–Plesset models. A more 

advanced model is the Gilmore model [23] that incorporates sound radiation 

into the liquid from the oscillating bubble, whose surface acts like the 

membrane of a spherical loudspeaker. For strong oscillations, i.e. strong 

compression of the gases inside the bubble, the model is further augmented 

by a van der Waals law to account for a non-compressible volume of the inert 

gas inside the bubble [65]. This bubble model reads: 

 

(1 −
𝑅̇

𝐶
)𝑅𝑅̈ +

3

2
𝑅̇2 (1 −

𝑅̇

3𝐶
) = (1 +

𝑅̇

𝐶
)𝐻 +

𝑅𝑅̇

𝐶
(1 −

𝑅̇

𝐶
)
𝑑𝐻

𝑑𝑅
 (2. 15) 
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𝐶2 =
𝑛(𝑃+𝐵)

ρ
(
𝑃+𝐵

𝑃0+𝐵
)
−
1

𝑛
       (2. 16) 

𝐻 =
𝑛

𝑛−1

(𝑃0+𝐵)
1
𝑛

𝜌
[(𝑃 + 𝐵)

𝑛−1

𝑛 − (𝑃∞ + 𝐵)
𝑛−1

𝑛 ]   (2. 17) 

𝑃 = (𝑃0 +
2𝜎

𝑅0
) (

𝑅0

𝑅
)
3𝛾
−
2𝜎

𝑅
−
4𝜇𝑅̇

𝑅
     (2. 18) 

 

where R, P, H and C is the radius, pressure at the bubble wall, enthalpy and 

sound speed of the liquid, respectively; R0 is the initial bubble radius, B and n 

are empirical constants that depend on the particular liquid, P0 is the liquid 

ambient pressure at 1 atm and P∞ = P0 + Pa is the pressure at infinite distance 

from the bubble. 

 

Another model is the Keller–Miksis model [66] that also incorporates sound 

radiation from the oscillating bubble, but features a retarded time t − R/c in 

the equations, and c is the sound velocity in the liquid, and dispensing with 

the retarded time, it reads as [67]: 

 

(1 −
𝑅̇

𝐶
)𝑅𝑅̈ +

3

2
𝑅̇2 (1 −

𝑅̇

3𝐶
) = (1 +

𝑅̇

𝐶
)
𝑝1

𝜌
+

𝑅

𝜌𝐶

𝑑𝑝1

𝑑𝑡
  (2. 19) 

 

and 

 

𝑝1 = (
2𝜎

𝑅𝑛
+ 𝑝𝑠𝑡𝑎𝑡) (

𝑅𝑛

𝑅
)
3𝛾
− 𝑝𝑠𝑡𝑎𝑡 −

2𝜎

𝑅
−
4𝜇

𝑅
𝑅̇ −  𝑝(𝑡) (2. 20) 

 

𝑝(𝑡) = −𝑝𝑎sin (2𝜋𝑓𝑡)      (2. 21) 

 

The connection between the different bubble models has been explored by 

Prosperetti and Lezzi [68, 69]. 

 

The radius of the bubble at rest, Rn, is applicable to a wide range of bubble 

radius (from sub-micrometre to microbubbles to millimetre bubbles). It may 

be also useful for large bubbles found in underwater explosions, either by 

underwater sparks or by explosions. The frequency, f, can take values from a 
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few hertz to a few megahertz. While the pressure, pa, may vary between zero 

(no sound field) and several MPa. 

 

The three basic bubble models (Rayleigh–Plesset; Gilmore; Keller–Miksis) have 

given astonishing precise descriptions of most experiments on spherical bubble 

oscillations. Among them, Gilmore model is the most commonly used in the 

studies of bubbles in the past decades, and has been proved to be valid in 

water and water solutions [6, 18, 64, 70-72]. For instance, Geisler [70] has 

validated the Gilmore model by comparing it with the experimental results of 

the bubble oscillation.  The experiment was conducted by using a simple 

arrangement consists of a rectangular glass cuvette with just one piezoelectric 

transducer glued to the bottom for producing the ultrasound, as shown in Fig. 

2.6a. The thin platinum wire sticking into the cuvette from the upper right side 

produced bubble via a current pulse. A stably trapped bubble was seen by its 

bluish-white light emission. 

 

The bubble can be photographed with high resolution in time and space [73] 

by the use of a long distance microscope, a short exposure time and sampling 

the oscillation by shifting the phase at which the picture is taken with respect 

to the driving ultrasound. Fig. 2.6b shows one cycle of a bubble oscillation 

driven at 21.4 kHz and taken in backlight conditions [70]. The time interval 

between frames is 500 ns. The spherical bubble is black on a brighter 

background as the illuminating light is scattered at bubble surface. A slow 

expansion of the bubble and a fast collapse with several bounces afterwards 

was observed and captured. 

 

Fig. 2.6c is the comparison of the bubble sizes measured from Fig. 2.6b with 

the modelled ones by using the Gilmore model (see [72] for more details). The 

measured and modelled radius agreed well. However, the event of bubble 

collapsing or implosion occurs in such a short time scale, even the 500 ns 

exposure time cannot resolve the highly transient event. 
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(a) (b) 

 

(c) 

Fig. 2.6. (a) A photo of a bubble trap with a transducer glued to the 

bottom. The bluish-white spot in the middle of the upper part of the 

water filled cuvette (cube with an inner edge length of 5 cm) is the 

light emitted by a stably oscillating bubble. (b) Image sequence of a 

trapped bubble driven at 21.4 kHz in one acoustic cycle (500 ns 

interframe time, frame size 160μm × 160μm). (c) the oscillation 

curve (solid line) of a trapped bubble calculated using the Gilmore 

model  with the experimental data (circular marker) measured from 

the images showed in b. [70]. 
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2.2.3.2 Bubble implosion 

For any growing bubble inside an acoustic field, if the surface tension of the 

liquid is no longer able to support the pressure difference under the 

compression wave, the bubble collapses or implodes as schematically 

illustrated in Fig. 2.7. 

 

 

Fig. 2.7. The formation, growth and implosion of a bubble under a 

cyclic acoustic pressure field [74]. 

 

Many previous studies [8, 9, 16, 75, 76] had confirmed that, at bubble 

implosion, a shockwave is produced by the gas trapped inside the bubble 

because the gas is compressed so rapidly, and the heating due to the rapid 

compression is nearly adiabatic with no time to flow out, resulting in the 

formation of a localized, transient hot spot companied by an extreme 

pressure. Suslick, et al  [8, 76, 77] argued that the pressure is in a range of a 

few thousands bars occurring in a few nanoseconds, responsible for driving a 

wide variety of reactions in chemistry and physics, and producing products not 

typically accessible by other standard means. This is typically known as the 

sonochemistry domain as illustrated in Fig. 2.8 where extreme conditions 

(heat and high pressure) lead to a new type of interactions or reactions 

between energy and matters at nano or sub-nanosecond scale [8]. 
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Fig. 2.8. A schematic diagram of the distinct domains of chemistry, 

showing that acoustic cavitation and the corresponding 

sonochemistry method provide an unusual means to access a unique 

parameter space for exploring new and interesting chemistry and 

physics [8]. 

 

Currently, the highly transient events occurring at the last stage of bubble 

implosion is not well understood, and this is still the centre of bubble physics 

research. Generally two methods were often used in the studies on bubble 

implosion: (1) high speed optical imaging under the illumination of a visible 

light [6, 14, 18, 19, 21, 24, 33], and (2) spectroscopic measurement of the 

light emission spectrum due to the sonoluminescence effect at bubble 

implosion [8, 9, 16, 75] or measurement of the chemical reaction rate [9]. All 

reported experiments were conducted in a transparent liquid media such as 

water or water based solutions under visible light illumination. 

  

Using the first method, Lauterborn and Ohl [17, 18, 78] captured the 

shockwave emitted at bubble implosion in a view field of about few square 

millimetres as showed in Fig. 2.9 using an exposure time of 10 ns. 
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Fig. 2.9. A series of photographs (1.5×1.8mm2) captured using 20.8 

million fps (interframe time of 48 ns, exposure time of 10 ns), 

showing the dynamics of a laser produced bubble in water and the 

shock wave produced at implosion. The bubble reaches its maximum 

radius of 1.1 mm at 99.5 μs before the first frame [78]. 

 

 

 

Fig. 2.10. The comparison of the measured bubble radius (from the 

images in Fig. 2.9) with that calculated using the Gilmore model. 

The bubble radius around implosion (around t = 0) cannot be not 

obtained [6]. 

 

Fig. 2.10 shows that the measured bubble radius from the images (Fig. 2.9) 

agreed well with the Gilmore model calculation. However, at the very instant 

of bubble implosion, clear images of the bubbles were not able to be captured 

because the shock wave deflects the light and does not give an undisturbed 
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view on the bubble surface. Therefore the key radius information at bubble 

implosion is missing.  

 

Although the shockwave has been captured, the intra-cavity condition cannot 

be analysed because the illumination often suffers strong light absorption, 

reflection and multiple scattering problems, resulting in general two problems 

in the obtained images: (1) cannot “see” through the bubble, therefore the 

dynamic event occurring inside the bubble cannot be revealed; (2) often have 

a blurred bubble boundary, hence any dynamic events involving the 

movement of boundaries, such as the breaking up or coalescence of bubbles 

cannot be studied in great details [6, 14, 18, 19, 21, 24, 33]. The above two 

problems can be avoided if the synchrotron X-ray is used as the light source 

as detailed later.  

 

In liquids other than water [79], the bubble behaviour will be, of course, 

different due to the different liquid properties. Comparison of experiment  and 

theory of bubble oscillation in the silicone oil with a viscosity of 0.485 Pa∙s 

have been done and a fairly good fit was obtained [6, 18]. However, the fit for 

even higher viscosity silicone oils (higher than 1 Pa∙s) [80] is not good,  as 

viscoelastic properties come into play during the fast motion [81]. 

 

When a bubble is collapsing in a non-spherically symmetric environment, e.g. 

near a rigid boundary, the collapsing behaviour are remarkably different [78], 

and this is generally categorised as bubble-boundary interactions which is the 

fundamentals for ultrasound cleaning/erosion, and medical applications, e.g. 

drug delivery. 

 

Both experiments and simulations illustrated that the bubble implosion near a 

rigid boundary produce a microjet towards the boundary [82-84], and the 

morphology of the microjet is linked to the distance between the bubble and 

the boundary [71, 85, 86]. The distance is usually defined as a normalized 

distance, i.e. the distance from the bubble centre to the boundary over the 

maximum bubble radius during oscillation [6]. 
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Fig. 2.11. The microjet of a laser-generated spherical bubble in 

water in the vicinity of a plane solid boundary at the bottom, 

observed at 300, 000 fps. The frame size is 6.7 × 2.7 mm2 [78]. 

 

Fig. 2.11 shows a typical image sequence [78] of a laser-generated bubble 

collapsing near a plane boundary. Immediately after the collapsing and in the 

first rebound phase, a funnel-shaped protrusion pointing downwards the 

boundary was observed. It is actually the elongated bubble wall containing a 

high-speed liquid jet. The momentum of the liquid jet drives the funnel-shaped 

protrusion into a tube-shaped bubble until its energy is used up. Then the tube 

becomes unstable and decays into many tiny bubbles, while the main bubble 

surface snaps back to its former spherical shape.  

 

However, laser beam has, in general, an elongated conical shape, larger in the 

longitudinal direction than in the transverse direction. So whether the laser-

generated bubble is spherical in 3-D are still subject to active debating and 

investigation [78]. This uncertainty, however, can be removed if an ultrasound 

sonotrode is used to generate the spherical bubbles, as described in details in 

the experiment in this research later. 

 

To measure the pressure and temperature created at bubble implosion, 

Flamnnigan and Suslick [8, 16] analysed the sonoluminescence spectrum 

produced from a single bubble imploded in an aqueous solution of a modest 
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acoustic pressure of (Pa ≈ 1.5 bar). The calculation indicated that a shockwave 

with a pressure of >4000 bar and temperature of >5000 K was created, 

leading to complicated sonochemical reactions. They argued that an optically 

opaque plasma core is formed at implosion. However, it is very difficult to 

reveal the intra-cavity [16] event occurs at bubble implosion, especially under 

visible light illumination.   

 

Suslick, et al used the "comparative-rate chemical thermometry" technique [9] 

to determine the effective temperature reached during bubble implosion. The 

sonochemical ligand substitutions of volatile metal carbonyls were used as the 

comparative rate probes (Eq. 2.22). 

 

𝑀(𝐶𝑂)𝑋
)))
→ 𝑀(𝐶𝑂)𝑋−𝑛 + 𝑛𝐶𝑂

𝐿
→𝑀(𝐶𝑂)𝑋−𝑛(𝐿)𝑛  (2. 22) 

 

where M = Fe, Cr, Mo, W; L represents a substituting ligand; and the symbol 

)))
→  represents ultrasonic irradiation of a solution. 

 

These kinetic studies revealed that there are in fact two sonochemical reaction 

sites as shown schematically in Fig. 2.12: the first (dominant site) is the 

bubble's interior gas-phase. While the second is an initially liquid phase. The 

latter corresponds either to the heating of a shell of liquid around the 

collapsing bubble or to the injection of liquid droplets into the hot spot by 

surface wave distortions of the collapsing bubble [87]. 

 

 

 

Fig. 2.12.  Two-site models for sonochemical reactions [87]. 

 

The effective local temperatures in both sites were determined by combining 

the relative sonochemical reaction rates for Eq. 2.22 with the known 
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temperature behavior of these reactions. The effective temperatures of these 

hot spots were measured at about 5200 K in the gas-phase reaction zone and 

around 1900 K in the initially liquid zone [9]. This two-site model has been 

confirmed by other reactions [88].  

 

2.2.3.3 Bubble coalescence 

The extensive studies on the dynamic behaviour of a single bubble in the past 

few years have provided much insight into the underlying physics of bubble 

nucleation, oscillation and implosion. However, in reality, many ultrasonic 

bubbles appear in liquid simultaneously, and evolve collectively. When two or 

more bubbles make contact with each other, they may join together to form 

bigger bubbles, a process commonly known as bubble coalescence. It plays an 

important role in the formation of cavitation patterns, and consequently the 

heat transfer, gas-liquid or liquid-liquid mass transfer in the liquids [24, 89]. 

 

Bubble coalescence is of great significance in industrial applications, such as 

multiphase reactors in chemical and biochemical processes [90, 91], 

degassing of liquid metals during melting, as well as in separation processes 

like absorption and distillation. Ultrasound induced bubble coalescence has 

potential clinical applications in harmonic imaging, non-invasive blood 

pressure measurements and targeted drug delivery [21].  

 

To understand quantitatively the process of bubble coalescence, the basic 

theories and models are reviewed and discussed here. 

 

In 1969, Marrucci [92] proposed that bubble coalescence occurs in 5 steps: 

 

(1) Approaching: two bubbles in the liquid approach to each other.  

 

(2) Flattening of contact surfaces: the approaching bubbles come in 

contact, forming a thin film (a quasi equilibrium film of an initial typical 

thickness of 1-10 µm) between the two bubbles in contact. This step is driven 

by the hydrodynamics of the bulk liquid.  
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(3) Liquid film drainage: this is a process of thinning of the film by draining 

away of the liquid trapped inside the film. The process is driven by the 

combined effects of (i) capillary pressure, (ii) plateau border suction, and (iii) 

disjoining pressure [93]. The process is also influenced by the properties of 

the liquid, such as surface tension and viscosity.  

 

When the thickness of the film is reduced to ~100 nm, Van der Waals 

attraction increases the draining rate, while the electrostatic double layer 

repulsive force decreases the draining rate. On further thinning to a thickness 

of 50-10 nm, some films may collapse, while others may become metastable 

dependent on the balance among the border suction, Van der Waals attraction 

and double layer repulsive forces. Instability occurs when the attraction forces 

predominate [94].  

 

(4) Rupture of the film: when the film is reduced to below 10 nm, it 

ruptures, leading to coalescence. Unstable films (often called transient films) 

rupture spontaneously at the ‘critical thickness’. However, if the contact time 

is less than the time needed for a complete film drainage, film rupture does 

not occur, and the bubbles will bounce off each other and separate [89]. 

 

(5) Spherical recovery: the new bubble formed by coalescence may inherit 

the shape from the parent bubbles. It tends to become spherical driven by 

surface tension, especially when it continually grows bigger under the 

expansion cycle of the acoustic pressure. Fig. 2.13 demonstrates the 

coalescence process schematically. The liquid film drainage step is highlighted 

in Fig. 2.14, showing two modelled bubbles (R1 and R2, with the internal 

pressure of p1 and p2 respectively), and the liquid film (h) in between the two 

bubbles. 
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Fig. 2.13. A schematic diagram, illustrating the process of bubble 

coalescence. 

 

 

 

 

Fig. 2.14. The model and parameters for calculating film drainage 

during bubble coalescence. 

 

(i) Flattening of the bubble surfaces and liquid film 

For the two colliding bubbles (Fig. 2.14), flattening of the contacting surfaces 

occurs when the liquid inertia overcomes the capillary pressure, and this can 

be assessed by the Weber number for two colliding bubbles which is defined as 

the ratio of inertial force relative to the surface tension force: 

 

𝑊𝑒 =
𝜌𝑣2

𝜎

𝑅𝑒

      (2. 23) 

 

where 𝑣 is the relative approach velocity of the bubble walls, 𝜌 is the fluid 

density, 𝜎 is the surface tension. 𝑅𝑒 is the mean bubble radius  calculated by: 

 

2

𝑅𝑒
=

1

𝑅1
+

1

𝑅2
      (2. 24) 
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For bubbles with a constant center-to-center distance, the relative approach 

velocity of bubble wall is given by:  

 

𝑣 =  Ṙ1 + Ṙ2     (2.25) 

 

When 𝑊𝑒 < 0.5, bubble coalescence always occur without flattening of the 

adjacent surfaces prior to contact [95]. However, when 𝑊𝑒 ≥ 0.5, surface 

flattening occurs and a thin layer of residue liquid, i.e. a liquid film, forms in 

between the contacting surfaces [95]. Coalescence is then controlled by the 

mechanisms and the time needed to completely drain out the liquid film - the 

film drainage process.  

 

(ii) Film drainage 

The driving force for draining the liquid film is the difference between the film 

pressure, 𝑝𝑓 = 
1

2
(𝑝1 − 𝑝2), and the liquid ambient pressure,𝑝0. At equilibrium, 

the pressure difference is balanced by surface tension (by ignoring the 

disjoining pressure [88]): 

 

𝑝 = 𝑝𝑓 − 𝑝0 = 𝜎 (
1

R1
+

1

R2
)         (2. 26) 

 

Two models had been proposed to calculate the time needed for film drainage: 

(a) no-slip (rigid) bubble interface where a laminar flow is assumed for the 

film drainage. The typical examples are the liquids with surfactant or 

electrolytes [96]; (b) Free (mobile) bubble interface where and a plug flow (no 

boundary layer near the boundary) is assumed for the film drainage, e.g. for 

pure water. 

 

No-slip interface assumes zero tangential velocity for the interface and the 

plug flow contribution is zero [97]. The velocity for film drainage can be 

calculated by using the laminar flow model given by the Reynolds equation 

[98] : 
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−
∂h

∂t
=
2ph3

3µRf
2      (2. 27) 

 

where µ is the viscosity and Rf is the radius of the film surface. 

 

The drainage time, 𝑡𝑑, between the initial film thickness hi and the critical film 

thickness hc (the film thickness at the instant of rupture as shown in Fig. 2.14 

can be determined by integration of Eq. 2. 27, 

 

∫ −
𝑑ℎ

ℎ3

ℎ𝑐
ℎ𝑖

= ∫
2𝑝

3µRf
2

𝜏𝑑
0

𝑑𝑡    (2. 28) 

 

 

    𝑡𝑑 =
3µ𝑅𝑓

2

4𝑝ℎ𝑐
2 (1 −

ℎ𝑐
2

ℎ𝑖
2)          (2. 29) 

 

Furthermore, if assuming  ℎ𝑐
2 ≪ ℎ𝑖

2, then: 

 

𝑡𝑑 ≈
3ηRf

2

4𝑝ℎ𝑐
2       (2. 30) 

 

Substituting Eq. 2.26 into 2.30:  

 

𝑡𝑑 ≈
3ηRf

2

4𝜎(
1

R1
+
1

R2
)ℎ𝑐
2
        (2. 31) 

 

Apparently, viscosity is taken into account in this case [99, 100], which means 

any surfactant can affect the process [21, 98, 101, 102]  

 

Free interface assume that the drainage is inertial [103]. The velocity for 

free radial surfaces is given by the equation below regardless of viscosity 

[104]:  

 

−
𝜕ℎ

𝜕𝑡
= √

8𝑝

𝜌

ℎ

𝑅𝑓
     (2. 32) 
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Assuming a quasi-static condition for p and Rf, the drainage time can be 

calculated by [21]: 

 

𝑡𝑑 ≈ 𝑅𝑓√
𝜌

8𝑝
𝑙𝑜𝑔 (

ℎ𝑖

ℎ𝑐
)    (2. 33) 

 

(iii) Film rupture 

For the plane-parallel configuration with tangential immobility, the drainage 

time can be predicted well using the no-slip interface model at room 

temperature and pressure of 1 atmospheric pressure [89]. However, at micro 

level, the bubble surface adjacent to liquid film is non-flat surface (Fig. 2.14), 

composing of a combination of hydrodynamic surface wave (low frequent, 

large amplitude) and thermal perturbation (high frequent, small amplitude) 

[93].  

 

Sheludko Angarska et al [105] measured the thicknesses and radii of liquid 

films of different surfactant concentration, and found that, for film radii of 60 

µm < Rf  < 160 µm, the critical thicknesses is in the range of 20 nm< hc < 40 

nm.  

 

Many efforts have been made to study the bubble coalescence in different 

liquids [89], for example, water, water solution of electrolytes or surface 

active agents (surfactant solution), and even non-Newtonian fluid of high 

viscosity [106]. A major emphasis has been on understanding the influence of 

electrolytes and/or surfactants on the time for coalescence and bubble size. 

For example, Postema et al [21] studied the ultrasound (0.5 MHz) induced 

microbubble coalescence in water with electrolytes by using a microscope 

coupled with a high speed camera.  

 

Very recently, Bi, et al. [107] studied the bubble coalescence affected by the 

nucleation site arrangement and spacing, and Fig. 2.15 illustrates that bubble 

coalescence on three nucleation sites in a triangular pattern. In most pure 

solvents, bubbles tend to coalesce faster, while the additions of electrolytes or 

surfactants lead to suppression of bubble coalesecence, resulting in lower 



Chapter 2 

 

31 

average bubble size, higher gas hold-up and interfacial area. Similarly, 

temperature and pressure have a significant influence on the bubble size, the 

gas hold-up and the associated flows as reported in [90, 108].  

 

 

 

Fig. 2.15. Bubble coalescence on three nucleation sites in a 

triangular pattern [107]. The interframe time is 1 ms. 

 

However, quantitative predictions on the bubble size, its distribution, 

coalescence time, turbulence structure, interfacial area, and gas hold-up as a 

function of operating conditions and properties of a system are still very 

difficult, especially in the field of design of multiphase reactors involving 

bubbles. This is largely due to the lack of quantitative understanding of the 

mechanisms of bubble break-up and coalescence and the physical processes 

involved in it [89], especially for the case of liquid metals.  

 

2.2.4 Bubble cloud and cavitation zone in liquids 

Cavitation in liquids starts at relatively low acoustic pressures, forming a 

cavitation region or zone, typically close to the vibrating source.  

 

The size and geometry of the cavitation zone is not a very well-studied 

subject. The average dimensions of the cavitation zone are on the same scale 

as the diameter of the sonotrode. The dimensions of the cavitation zone can 

be estimated by observing cavitation erosion of a thin foil placed under the 

sonotrode, or by measuring the loss of mass of special samples immersed into 

the liquid. When cavitation is established, the cavitation region has a volume 

with the cross section ranging approximately from λ/4 to λ/2. For example, 

20–40 mm for water, and 50–100 mm for aluminium melts [109, 110].  

 

Fig. 2.16 illustrates a typical cavitation region generated by a cylindrical horn 

(the type that is frequently used in metallurgical applications). Evidently, there 
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is a very densely cavitating zone close to the face of the sonotrode, which then 

develops into a cone-like structure with blur boundaries. Dubus et al. [111] 

suggest that the thin and concentrated cavitation bubble layer close to the 

surface of the sonotrode grows in thickness with the amplitude of the source 

until it reaches the acoustic half wavelength (estimated to be on order of 1-2 

mm at 20 kHz for a sound velocity in the bubbly medium of 60 m/s). As soon 

as the resonance thickness is reached, the pressure field inside and outside 

the layer dramatically increases, leading to the formation of the cone of 

bubbles. With further thickening of the dense cavitating layer, it goes out of 

the resonance conditions; the pressure and bubble density decrease; and the 

layer becomes thinner, going back to the resonance thickness. The process 

eventually stabilizes with the layer thickness oscillating around the resonance 

size. In addition, the dense bubble layer is not uniform across the surface of 

the radiating face of the sonotrode. It is thicker in the centre, where the 

acoustic intensity is maximum and thinner at the periphery of the sonotrode. 

As a result, the cavitation bubble layer forms a lens-like structure, focusing 

the acoustic field at a short distance. 

 

        

Fig. 2.16. A typical cavitation-zone found in water, the sonotrode 

diameter is 120 mm and acoustic intensity is 8.2 W/cm 2 [112]. 

 

Another interesting phenomenon that has consequences for the formation of 

the cavitation cone is the development of so-called streamers [112]. The 

insert in Fig. 2.16 shows the netlike pattern at the surface of the sonotrode, 

reflecting the bubble trajectories before they leave the surface. The bubbles 

that are formed unevenly at the radiating surface self-organize in several 

3mm
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streamers. The bubbles in the streamer will propagate into the bulk liquid 

under the acoustic force, i.e., the interaction of the bubble and acoustic 

pressure, defined as primary Bjerknes forces,  

 

𝐹𝐵 = −〈𝑉(𝑡)𝛻𝑝(𝑥, 𝑡)〉𝑇     (2. 34) 

 

where the bubble volume V and pressure p is a function of time t and bubble 

position x. The symbol <>𝑇 means the net force on a bubble depends on the 

time average in a period T. 

 

These streamers are not stable in time and space, and they tend to rotate 

around the axis of the sonotrode. Upon increasing the acoustic intensity, the 

streamers multiply and merge, forming the macroscopically stable cone 

structure. The bubbles in the cavitation zone also interact under the acoustic 

pressure, i.e. the attractive or repulsive force, which is termed the secondary 

Bjerknes force [113] and defined as: 

 

𝐹𝐵2
1,2 = −

(𝑥2−𝑥1)

|𝑥2−𝑥1|
3 (𝑉2̇(𝑡) − 𝑉̇1(𝑡))   (2. 35) 

 

where 𝐹𝐵2
1,2 is the force of bubble 1 on bubble 2, and the time average is over 

the time derivatives of the product of both bubble volumes V1 and V2. Under 

secondary Bjerknes force, the bubbles with similar size will attract each other 

while the bubbles with different size are repulse. 

 

In generally, the Bjerknes forces lead to a spatial concentration of bubbles. 

Primary forces drive the cavitation bubbles towards pressure antinodes in 

standing waves and larger (degassing) bubbles to nodes. Neighbouring 

bubbles tend to cluster due to secondary forces. Furthermore, acoustically 

hard object surfaces can attract bubbles due to secondary Bjerknes forces 

from reflections (virtual mirror bubbles) [113, 114]. Driven by these forces, 

bubbles tend to move to their favourable positions and finally results in the 

specific cavitation pattern and structure of the bubble cloud. 
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The experimental observations show that the cone structure is more 

pronounced with wide radiating faces [112], narrow sonotrodes produce more 

turbulent and disturbed jet-like cavitation structure [114] and fixed transducer 

(standing wave emitted) always generate the bubble structure in a filamentary 

streamer, or a double layer structure [54]. Moussatov, Granger, and Dubus 

[112] relate the origin of cavitation cones to the formation of high-pressure 

repulsive zone under the sonotrode, with increasing distance under the 

sonotrode, the high-pressure zone becomes narrower and then disappears, 

transforming to the attractive zone. A cone of bubbles and then a narrow 

downward jet of bubbles are thus created. The entire cavitation cone is an 

active zone where the intensification of processes and liquid phase treatment 

occur. 

 

2.3 Acoustic flow and multiphase flow  

2.3.1 The characteristics of acoustic flow 

Acoustic flow results from the attenuation of the acoustic wave in a medium 

[115]. In reality, the streaming of the liquid is always companied with the 

presence of cavitation bubbles, and sometimes solid-semisolid particles, such 

as when ultrasound introduced into a metallic alloy during solidification, i.e. 

multiphase flows. Acoustic streaming has been shown to enhance both 

thermal convection and mass transport, where convective transport is added 

on top of diffusive transport [116]. Thus the study of the acoustic streaming is 

very important for various ultrasound applications in liquids. 

 

The ultrasound induced flows are represented by (1) acoustic streams that 

originate from the pressure wave caused by high-frequency vibration of the 

sonotrode and pulsation of the cavitation region and (2) secondary, forced 

convective flows. A typical flow pattern induced by an ultrasonic horn in a 

limited volume is shown in Fig. 2.17 [5]. 
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Fig. 2.17. Typical flow pattern in water induced in a limited volume 

by an ultrasonic horn: (left) flow pattern visualized by dye injection; 

(right) streamlines obtained by computer modelling [5]. 

 

The origin of streams relates to the momentum acquired by the liquid when it 

absorbs the wave. Therefore, the velocity of acoustic streams increases with 

the ultrasonic intensity and the sound absorption, and inversely proportional 

to the bulk viscosity and the speed of sound in the medium. Generally, there 

are three types of acoustic streams [117]:  

 

The first is the flows in viscous boundary layers near the solid boundaries or at 

the phase interface. The second originates in the field of standing waves. 

Finally, the third type originates from the absorption of wave momentum of an 

inhomogeneous sound field in the bulk liquid. Most of the experimental and 

modelling work on acoustic and induced convective flows has been done using 

water or transparent liquids. Particle Image Velocimetry (PIV), laser Doppler 

anemometry (LDA), and high-speed filming of liquids with dye, tracers, or 

immiscible liquids have been widely used since the 1960s [117] and most 

intensely in the last fifteen years [118-120]. 

 

15 mm
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(a) (b) 

 

 

(c) (d) 

 

Fig. 2.18. Acoustic stream velocity distribution: (a) velocity 

magnitude of the time-averaged flow; thin dashed horizontal lines 

drawn in (a) represent the downstream positions for the velocity 

profiles showed in (b, c) [120]; (d) The measured velocities in liquid 

aluminium with the amplitudes of: (1) 12 µm; (2) 18 µm; (3) 24 µm) 

[121]. The sonotrode tip is at the centre of the top edge of (a), and 

(a-c) were obtained by using PIV method in water while (d) is using 

probe sensor method to measure the velocity in liquid aluminium. 

 

A combination of PIV and computer modelling nowadays allows researchers to 

get accurate data on the velocity profile and magnitude outside the cavitation 

zone. Fig. 2.18a-c demonstrates the velocity distribution in a water volume 

excited by an 18 kHz, 4 kW magnetostrictive transducer with a Ti horn of 20 

mm in diameter. The linear flow velocity reaches approximately 1 m/s and 

then rapidly attenuates with the distance from the sonotrode tip. Secondary 

flow velocities are in the range of cm/s. These results agree well with earlier 
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estimates of streaming velocities of 2-3 m/s close to the cavitation region 

[122]. The pressure measured in water ahead of a 20 mm horn working at 20 

kHz frequency is from 0.6 to 0.15 MPa over the distance of 40 mm from the 

horn surface [123]. Recent measurements of acoustic pressure in liquid 

aluminium gave concurring results [121]. Fig. 2.18d shows the results on the 

streaming velocity, recalculated from acoustic pressure. These data 

demonstrate very similar velocities to those measured and calculated in water, 

and also illustrate the dependence of the flow velocity on the ultrasound 

intensity (amplitude of vibrations). 

 

Abramov, Astashkin, and Stepanov [124] studied acoustic flows in an 

undercooled transparent analogue of melts, i.e., a 35% naphthalene–65% 

camphor eutectic alloy. The sonication was carried out at frequencies of 45-

250 kHz in order to minimize the effects of cavitation. Fig. 2.19 shows 

schematically the streaming flows in the undercooled transparent melt. Within 

a few seconds of sonication with the amplitude above the cavitation threshold, 

solidification nuclei (crystals) start to form near cavitation bubbles. The 

analysis of the motion of bubbles and crystals allowed the observer to trace 

the development of the acoustic flow. These investigations show that the 

crucial factors determining the nature, velocity, and scale of streaming are the 

ultrasonic intensity, the melt temperature, and viscosity. 

 

2.3.2 Bubbles and particles in acoustic flow 

Bubbles in an ultrasonic filed are driven by the Bjerknes force, and 

understanding of the bubble movement is very important for the applications, 

such as drug delivery, material processing, etc.  

 

Luther, et al imaged (2250 fps) the ultrasound induced bubbles in a relatively 

big view field ~1 x 1 cm2 [125], and the bubbles' trajectories are showed in 

Fig. 2.20. Results showed that, under the 20 kHz ultrasound with an acoustic 

pressure of 200 kPa, the bubbles move in a ‘Y’ pattern, and the velocity of the 

cavitation bubbles reaches ~1 m/s. The average speed is ~0.3 m/s, an order 

of magnitude faster than the average drift velocity of the liquid (~1 cm/s) 

[125]. The results are in consistency with the previous results obtained using 

different techniques [126]. 
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(a) (b) (c) 

 

Fig. 2.19. The development of acoustic streams in an undercooled 

(ΔT = 4°C) transparent material: (a) 10 s, (b) 20 s, and (c) 30 s 

after onset of sonication at 139 kHz with amplitude of oscillation 

velocity = 5 cm/s [124]. 

 

 

 

Fig. 2.20. Bubble trajectory in water [125]. The image centre is 

about 2.5cm below the sonotrode and the image size is 1 x 1 cm2. 

 

There are many studies conducted on the fluid-particles interactions. For 

example, Suslick studied the effect of high intensity ultrasound field on the 

particles (Ni, Cu, Fe powders) in water [127, 128], and found that the 
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ultrasound induced multiphase flow will lead to violent collisions of the 

particles, creating substantial surface damage to the powders, and increasing 

surface areas significantly, and sometimes causing increased particle 

aggregation. 

 

The particle behaviour under ultrasound in a liquid or a semi solid is extremely 

important for the studies of ultrasound treatment of liquid metals and the 

alloys during solidification, however, until now, there are no report on the in 

situ observation of the interactions between ultrasonic bubbles, flows with the 

solidifying metals, which is the central part of this research.  

 

2.4 Ultrasound processing of metallic alloys 

2.4.1 Ultrasound degassing 

Gas porosity is one of the major defects in aluminium ingots or castings. The 

presence of porosity is detrimental to the mechanical properties, notably the 

fatigue resistance and the pressure tightness of a casting [129]. The removal 

of the porosity (mainly due to the dissolved hydrogen in the molten 

aluminium) alloy is critical for the production of high-quality castings. 

 

Several methods are currently in use to degas aluminium. These methods 

include lance degassing using argon or nitrogen, rotary degassing, tablet 

degassing using hexachloroethane (C2Cl6); and vacuum degassing. Rotary 

degassing is the most widely used method for degassing in aluminium alloys. 

The process is efficient but the use of chloride and moving part such as the 

graphite rotor are drawbacks. Vacuum degassing and lance degassing are 

slower processes compared to rotary degassing. None of these methods are 

capable of degassing particulate-reinforced metal matrix composites. 

 

Ultrasonic degassing [129-131], an environmentally clean and relative 

inexpensive technique, uses high intensity ultrasonic vibrations to remove 

hydrogen in molten aluminium. An ultrasonic wave propagating through a 

liquid metal generates alternate regions of compression and rarefaction. When 

the intensity of the ultrasonic vibration is high enough, a large number of tiny 

vacuum cavities are generated in the melt. The dissolved gas diffuses into 

these vacuum bubbles and is removed out of the melt as the bubbles escape 
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from the melt surface [132]. Ultrasound degassing can be combined with the 

traditional lane degassing together to bright the benefits of 1) a reduction of 

dross formation during degassing, 2) much reduced use of inert gases and no 

use of chlorine since the alternating pressure induced by ultrasound creates 

fresh metal/bubble interfaces on the bubbles, and 3) removal of trace 

elements such as Na and Li.  

 

2.4.2 Ultrasound grain refinement 

The mechanical strength of metallic alloys is predominantly governed by the 

size of the grains as described by the Hall-Petch relation [133, 134]: 

 

𝜎𝑦 = 𝜎0 + 𝑘𝑚𝑑
−
1

2     (2. 36) 

 

where σy is the yield strength, σ0 is a material constant for the starting 

strength, km is a material constant and d is the diameter of grain. 

 

Therefore, reducing grain size normally increase the strength of materials 

[134]. 

 

In the past few decades, extensive laboratory results have demonstrated that 

applying ultrasound waves into solidifying liquid alloys can lead to the 

refinement of alloy microstructures [5, 135, 136] as typically showed in Fig. 

2.21 below. Furthermore, the soundness of castings can also be improved due 

to the reduction in shrinkage, hot tearing, and more uniform distribution of 

refined secondary phases and/or microporosity [137]. 

 

 

 

Fig. 2.21. (a) Pure Al grains without grain refiner; (b) with grain 
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refiner, and (c) after ultrasound processed [138]. 

 

Many worldwide researches have been carried out to study the relationship 

between the solidified microstructure and the ultrasound parameters (power, 

frequency, duration, and the melt temperature) applied during the 

solidification of metal alloys, including Al [135], Mg [20, 139], Sn [140], Fe 

[141] based alloys. Eskin, et al also [138] found that the primary phases such 

as the Al3Zr in Al-Zr-Ti alloy can be also refined by using ultrasound (Fig. 

2.22a-b) [142]. Han [143] also confirmed that the eutectic phase can be 

effectively refined by high intensity ultrasound treatments (Fig. 2.22c-d). 

 

 

 

Fig. 2.22. Typical morphologies of primary Al3Zr particles in an Al–Zr 

alloy: (a) cast without ultrasound, (b) with ultrasound [142], and 

typical morphologies of eutectic phases in A356 alloy: (c) cast 

without ultrasound, (d) with ultrasound [143]. 

 

The effectiveness of grain refinement using ultrasound has been demonstrated 

in almost all alloy systems [5, 30]. Generally, three mechanisms have been 

proposed for the underlying physics of grain refinement: (1) enhancement of 

homogeneous nucleation because of bubble implosion induced high pressure 

that effectively increases the melting point of the metal alloy at the region 

very close to the bubble and therefore increase the level of undercooling for 

nucleation [144, 145]; (2) activation of potential inoculating particles for 

heterogeneous nucleation [5, 141], and (3) grain multiplication due to 

dendrite fragmentation [32, 33, 146, 147].  

 

However, almost all previous research has been based on post-mortem 

microstructure analysis made on the solidified samples. There have been 

hardly any systematic studies on in situ observation of the dynamic interaction 

between the ultrasound bubbles and the solidifying liquid and phases, apart 
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from a very limited work on organic-transparent alloys [32, 33]. Hence the 

relevant importance of the above grain refinement mechanisms has never 

been fully clarified. From industry application perspective, there are two basic 

problems: (1) the erosion of the sonotrode in the high temperature melt 

prevents ultrasound from being used for long time and continuous operations, 

i.e. DC casting; (2) the localisation of ultrasound treatment (limited to the 

cavitation zone) make it difficult to be used for large volume mass production. 

  

To tackle the above problems, very recently, Komarov, et al have developed 

[148] sonotrodes made by Si3N4-based ceramics (Fig. 2.23a) which have a 

working life time longer than 700 hours in DC casting of Al-Si alloy ingots 

[149]. They also designed a controlled cavitation zone as showed in Fig. 2.23b 

and force the liquid metal to flow through this zone to maximise the cavitation 

effect. These new developments make ultrasound processing of light metal 

alloys a very promising technology for manufacturing DC casting ingots of light 

alloys without the need of adding of external grain refiners. Other emerging 

and novel technologies include the use of electromagnetic coupling to generate 

ultrasound in the liquid metal in a contactless manner to solve sonotrode 

erosion problems [150]. 

 

 

 

(a) (b) 

 

Fig. 2.23. (a) A barbell-shaped Si3N4-based ceramic sonotrode. (b) A 

schematic, showing the controlled cavitation zone designed for 

ultrasonic treatment of a Al-Si alloy in DC casting [149]. 

 

Of course, ultrasound is also used in welding, manufacturing of nanomaterials, 

and many other materials processing related fields as well, which is outside 
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the scope of this research and therefore those materials are not covered here 

in this literature review. 

 

2.4.3 Real-time imaging of solidification processes 

Metallic alloys are opaque to visible light, hence, the in situ observations of 

solidification processes were historically conducted using a number of organic 

transparent alloys [6, 18]. Jackson [151] defined a dimensionless parameter 

in order to select the organic transparent alloys to mimic metal alloys as 

below, 

 

𝛼 =
𝐿𝜖

𝑅𝑇𝐸
       (2. 37) 

 

where 𝐿 is the latent heat, 𝑅 the gas constant, TE the equilibrium melting 

temperature and 𝜖 is a crystallographic factor which depends on the growing 

face but is always <
1

2
. Jackson and Hunt [152] investigated several 

transparent organic materials with 𝛼 < 1, including camphene, succinonitrile, 

and NH4Cl water solution, and found that they behaved very similar to metals 

during solidification. Among these, camphene and succinonitrile are very good 

working materials since they are readily available, safe, and have low melting 

temperature of 320 𝐾 and 331.23 𝐾, respectively. 

 

Fig. 2.24 shows the typical optical images of the growing dentritic phases 

observed in a NH4Cl water solution [31]. Similar approach had been widely 

used by numerous researchers to investigate the dendrite evolution under 

different thermal conditions [153], including mechanical stirring and/or 

shearing [31, 154], etc., mimicking the conditions often found in the 

processing of metallic alloys. 
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Fig. 2.24. NH4CI dendrites growing from aqueous solution under 

steady state conditions on a gradient stage: growth rate 28 µm/s and 

temperature gradient 5.5 K/mm. Minimum secondary arm necks are 

of diameters 5 to 10 µm [31]. 

 

In 1985, Swallowe, et al. [32] reported firstly the in situ imaging study of the 

effect of ultrasound treatment on the solidification of a transparent metal 

analogue. The ultrasound was transmitted via a glass strip attached to an 

ultrasonic soldering iron working at 35 kHz. Both nucleation of the solid phase 

in the ultrasonic field and fragmentation of growing dendrites by oscillating 

cavitation bubbles were observed, as illustrated in Fig. 2.25. Chow et al [147, 

155] investigated the effect of ultrasound on nucleation of a 15 wt% water 

solution of sucrose. A commercial 20 kHz transducer was used as shown in 

Fig. 2.26. Ice nuclei were formed at a distance from the sonotrode almost 

immediately after an ultrasonic pulse, and they grew to equiaxed crystals. 
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(a) (b) 

 

Fig. 2.25. Effect of ultrasonic processing in a camphene solution on 

(a) dynamic nucleation, where the smaller particles on the left are 

those nucleated in the liquid, while larger particles shown as F are 

fragments; and (b) fragmentation, where B is a cavitation bubble 

inside the dendrite that causes fragmentation by oscillations. [32] 

 

 

 

 

Fig. 2.26. The dynamic nucleation of ice ahead of a sonotrode: (a) 

immediately after ultrasonic pulse and (b) after 5 s. [147] 

 

The fragmentation of the solid phase under dynamic action was suggested by 

many researchers as the main mechanism of structure refinement [4, 32, 156, 

157]. Mechanical fracture and liquid-metal embrittlement [4, 31] and solute 

redistribution and local dendrite branch re-melting [158-160] were considered 

as the main mechanisms. Acoustic and secondary flows assist in transporting 

the formed fragments to the solidification front and in the melt bulk. 

 

A detailed study of fragmentation of dendrites by single cavitation bubble had 

been demonstrated by Shu, et al. [33]. A cold ultrasonic probe working at 20 

kHz with an amplitude of 4 µm was used to induce individual cavitation bubble 

in a transparent succinonitrile–1 wt% camphor solution. Fig. 2.27 shows a 



Chapter 2 

 

46 

quasi-steady state bubble of a diameter ~0.2 mm oscillating or ‘pulsating’ at a 

primary dendrite tip and created a ‘‘cleavage’’ at a secondary dendrite arm 

after 279 wave periods (13.93 ms). This whole sequence occurred over 315 

wave periods, equivalent to 15.77 ms.  

 

 

The findings in transparent metal analogue provide very valuable data to 

understand the mechanism of ultrasound induced refinement in the metallic 

alloys. However, (1) there are only several tens of plastic crystals found 

among millions of organic compounds can be used as proper metal analogue, 

and the melting and boiling point of many metal analogues are too low to be 

suitable for experimental research on solidification processes [152]; (2) the 

liquid property of the metal analogue is very different from the liquid metal, 

such as the surface tension, density, sound velocity, thermal conductivity, 

etc., which are the most dominant parameters for the ultrasound induced 

caviation bubble behaviour and fluid flow. For example, the density of organic 

alloy, succinonitrile-1% of camphor, is 0.97g/cm3 which is much lower than Al 

alloys (2.7 g/cm3
 of pure Al), while the thermal diffusivity of organic alloy 

(1.15 × 10−7 m2/s) is more than 100 times lower than Al alloys (8.418 × 10−5 

m2/s), and the mass diffusivity coefficient (10−5 cm2/s) at least 25 orders of 

magnitude higher than Al-Cu alloy (10−30 cm2/s) [161]; (3) the third reason 

comes from another fact that the enthalpy of transparent alloys and real 

metals are dramatically different when the temperature over a specific level 

[162]. 

   

(a) (b) (c) 

 

Fig. 2.27. The process of fracturing a secondary dendrite arm by a 

quasi-steady state bubble pulsing on the tip of a dendrite at (a) t = 

0, the start; (b) t = 13.93 ms, after 279 periods; and (c) t = 15.77 

ms, after 315 periods. The images were recorded at 8,113 fps [5]. 
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2.5 X-rays and the imaging techniques  

Hence, an in situ observation in the real metals is critically important for 

revealing the underlying physics of ultrasound treatment of metals. Nowadays, 

X-ray or neutron beam are the standard methods to “see” through an optically 

opaque materials, such as liquid metals. In the following sections, the principle 

of lab based X-rays and synchrotron X-rays are described in details, with an 

emphasis on the difference between synchrotron X-rays and lab based X-rays, 

and why it is so important to use synchrotron X-rays with phase contrast 

imaging capability in the research. 

 

2.5.1 A brief history of X-rays 

In November 1895, Rontgen discovered X-rays firstly in his laboratory at the 

University of Würzburg, Germany. Commercial X-ray instruments became 

available in 1912 after Coolidge developed a practical X-ray tube at General 

Electric Research Laboratories in New York. The Coolidge tube served as the 

standard X-ray tube for many decades with only marginal improvements in the 

design and making, and a gradual increase in the X-ray flux until the arrival of 

synchrotron X-rays that provide the exponential changes in the capability of 

the X-ray source (brilliance, flux, coherence, spatial resolution, etc.) and the 

associated experimental devices and instruments. As illustrated in Fig. 2.28, 

the first generation synchrotron light source – the electron-positron colliding 

machine – became available in 1970s. The second generation with the use of 

large storage ring and bending magnets started from 1980s. Nowadays, the 

third generation of synchrotron radiation facilities have a remarkable 

improvement in flux and intensity of the X-rays produced, and are available 

for research in almost all disciplines of sciences [163].  
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Fig. 2.28. The brilliance of X-ray sources as a function of time. 

Source brilliance is defined by Eq.2.38 [164]. 

 

2.5.2 X-ray sources and imaging techniques 

2.5.2.1 Lab based X-ray tube 

Fig. 2.29a illustrates the principle of generating X-ray from the Coolidge tube. 

When a filament, also called cathode, is heated up by using a high voltage 

normally in the range of 20-150 kV, electrons are emitted and then 

accelerated in a vacuum by a high electric field towards to a metal target, 

such as W, Cu, Mo, Ag, etc., which being positive is called the anode and it is 

normally cooled by using a circulation of water. In medical X-ray tubes, the 

target is usually tungsten or a more crack-resistant alloy of rhenium (5%) and 

tungsten (95%), but sometimes molybdenum for more specialized 

applications, such as when softer X-rays are needed as in mammography. In 

crystallography, a copper target is most common [165]. In 1960s, rotating 

anode generator was invented with the use of a higher power as the heat 

could be dissipated over a much larger volume than in a standard tube (Fig. 

2.29b). 
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(a) (b) 

 

 

 

(c) (d) 

 

Fig. 2.29. (a) The standard X-ray tube developed by Coolidge around 

1912. (b) X-ray tube with a rotating anode. (c) The spectrum from an 

X-ray tube with discrete fluorescent lines superimposed on the 

continuous Bremsstrahlung radiation and characteristic X-ray (Kα and 

Kβ). (d) Schematic atomic energy level diagram: the K α line results 

from transitions between an L and K shell, whereas the K β comes from 

an M to K transition [164]. 

 

Fig. 2.29c shows that the spectrum of X-rays generated from electrons 

impinging on a metal anode has two distinct components. The first is a broad 

and continuous spectrum, commonly known as Bremsstrahlung radiation. It 

has a maximum energy that corresponds to the high voltage applied to the 
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tube. The second is sharp line spectra with characteristic energies 

superimposed on top of the broad spectrum. The sharp line spectra are 

produced by the collisions of the incident electrons with the atoms in the 

target material. When an incident electron collides onto an atom, it may also 

cause an electron to be removed from one of the inner shells of the atom, 

creating a vacancy. The subsequent relaxation of an electron from an outer 

shell into this vacancy produce an X-ray with a characteristic energy equal to 

the difference in energy between the two shells. For example, Fig. 2.29d 

shows that the electrons at K shell are knocked off and then the vacancies is 

filled by the electrons from L and M shell. During this process, the extra 

energy of the electrons on L and M shells will be released in the way of 

emitting X-ray with the energy at Kα and Kβ with an intensity few orders higher 

than the Bremsstrahlung spectrum (especially Kα), and this is called 

characteristic X-ray. For experiments requiring a monochromatic beam, the Kα 

line is often used, which is several orders of magnitude more intense (bright) 

than the Bremsstrahlung spectrum. The energy of characteristic X-ray mainly 

depends on the atomic structure of the target materials, and some of the 

commonly used targets are listed in Table 2.1. 

 

Table 2.1. The common anode materials [166] and characteristic X-rays  

Anode 

material 

Atomic 

number 

Photon energy (keV) Wavelength (nm) 

Kα Kβ Kα Kβ 

W 74 59.3 67.2 0.0209 0.0184 

Mo 42 17.5 19.6 0.0709 0.0632 

Cu 29 8.05 8.91 0.157 0.139 

Ag 47 22.2 24.9 0.0559 0.0497 

Ga 31 9.25 10.26 0.134 0.121 

In 49 24.2 27.3 0.0512 0.455 

 

 

2.5.2.2 Synchrotron X-rays  

All the third generation synchrotron X-ray facilities around the world are 

operated in the same principles, therefore the Advanced Photon Source (APS) 

as shown in Fig. 2.30a is used here as an example to explain briefly the basic 

theory, essential configurations and functions. 

http://en.wikipedia.org/wiki/Tungsten
http://en.wikipedia.org/wiki/Molybdenum
http://en.wikipedia.org/wiki/Copper
http://en.wikipedia.org/wiki/Silver
http://en.wikipedia.org/wiki/Gallium
http://en.wikipedia.org/wiki/Indium
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As shown in Fig. 2.30b, an X-ray beam at the APS begins with electrons 

emitted from a cathode heated to ~1100° C, and they are accelerated by 

high-voltage alternating electric fields in a linear accelerator (linac). Selective 

phasing of the electric field accelerates the electrons to 450 million volts 

(MeV). At 450 MeV, the electrons are traveling at >99.999% of the speed of 

light, which is 299,792,458 meters/ second (186,000 miles/second). 

 

Electrons are injected into the booster synchrotron, a racetrack-shaped ring of 

electromagnets, and accelerated from 450 MeV to 7 billion electron volts (7 

GeV) in one-half second. (By comparison, the electron beam that lights a TV 

screen is only 25,000 electron volts.) The electrons are now traveling at 

>99.999999% of the speed of light. The accelerating force is supplied by 

electrical fields in four radio frequency (rf) cavities. In order to maintain the 

orbital path of the electrons, bending and focusing magnets are used to 

increase the electron field strength in synchronization with the rf field. 

 

The 7 GeV electrons are injected into the 1104-m-circumference storage ring, 

a circle of more than 1,000 electromagnets and associated equipment, located 

in a radiation-proof concrete enclosure inside the experiment hall. A powerful 

electromagnetic field focuses the electrons into a narrow beam that is bent on 

a circular path as it orbits within aluminium tube vacuum chambers running 

through the centres of the electromagnets. 
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(a) 

 

(b) 

Fig. 2.30. (a) The aerial view of Advanced Photon Source, 

Argonne National Laboratory, USA. (b) A schematically diagram 

of a typical third generation synchrotron radiation source which is 

composed of (1) an electron gun, (2) a linear accelerator (Linac), 

(3) a booster ring, (4) a storage ring with insertion devices, (5) 

beamlines [167]. 

 

Advanced Photon Source
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Insertion devices (commonly used are wiggler and undulator), consisting of 

periodic magnetic structures, are added in the straight section of storage ring 

to extend the spectral range and increase the ‘brilliance’ of X-rays by 

optimizing the ring. When the electrons pass through the device, they are 

undergo a transverse oscillation under the alternating magnetic fields, and the 

bend and acceleration of electrons associated with this movement result in the 

emission of synchrotron radiation. Brilliance is a quantity determines the 

quality of the X-ray beam, and it is defined as the number of photons per 

second pass through per unit area (mm2) of the radiation source per unit solid 

angle (mrad2) of the radiation cone per unit spectral bandwidth (0.1%BW) as 

shown below. 

 

Brilliance =
Photons/second

(mrad)2(mm2source area)(0.1%BW)
  (2. 38) 

 

It uses the mrad2 to describe how much the beam diverges, or spreads out as 

it propagates. Usually the collimation of the beam is given in milli-radian, both 

for the horizontal and for the vertical direction and uses 0.1%BW to illustrate 

the brilliance at a specific energy range and because the accuracy of 

monochromator used to filter a specific energy is relatively to 0.1%. 

 

Wiggler and undulator are similar in terms of the structure and principle of 

producing synchrotron radiation. However, in a wiggler, the period and the 

strength of the magnetic field is not tuned to the frequency of radiation 

produced by the electrons. Thus every electron in a bunch radiates 

independently, and the resulting radiation bandwidth is broad. While, in an 

undulator, the radiation produced by the oscillating electrons interferes 

constructively with the motion of other electrons, causing the radiation 

spectrum to have a relatively narrow bandwidth. The intensity of radiation is in 

direct proportion to the second power of the number of poles in the magnet 

array. Thus, the undulator performs better in terms of brilliance than Wiggler. 

Fig. 2.31 is the energy spectrum of X-rays produced by different sources. The 

brilliance (flux) of X-ray produced by an undulator (1021) is higher than that 

from a wiggler (1018), and both produce X-rays with much higher brilliance 

than those produced by traditional lab-based X-ray tube (up to 1011) and 

bending magnet (1016). However, due to the narrow bandwidth of the 

http://en.wikipedia.org/wiki/Wiggler_(synchrotron)
http://en.wikipedia.org/wiki/Bandwidth_(signal_processing)
http://en.wikipedia.org/wiki/Undulator
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radiation spectrum, the energy spectrum from an undulator is not continuous, 

while the X-ray from wiggler has a continuous energy. 

 

After the insertion device, a series of crystal and/or mirror optics are put in 

place to tailor the X-ray beam [168, 169] and to direct the beam into a 

specific experimental hutch or station (commonly known as beamlines) that is 

purposely built for housing the specific experimental instruments for any 

specific type of experiments.    

 

 

Fig. 2.31. The X-ray energy (wavelength at the bottom) spectra 

for different light sources [170]. 

 

Synchrotron radiation has a huge range of applications including chemistry, 

cultural heritage, earth science, engineering, environmental science, life 

science and material science. Currently, about 90 the third generation 

synchrotron radiation facilities around the world have been built to serve 

users, for example, the Advanced Photo Source (APS), Diamond Light Source 

(DLS), European Synchrotron Radiation Facility (ESRF), Super Photon Ring - 8 

GeV (Spring-8). 

 

APS Undulater
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The European Synchrotron Radiation Facility (ESRF) in Grenoble, France, is the 

first third-generation hard X-ray sources in operation, coming on line for 

experiments with a 6-GeV storage ring and commissioned beamlines in 1994. 

The ESRF was followed by the Advanced Photon Source at Argonne National 

Laboratory (7 GeV) in late 1996, and SPring-8 (8 GeV) in Harima Science 

Garden City in Japan in late 1997. These machines are physically large (850 to 

1440 meters in circumference) with a capability for 30 or more insertion 

devices, and a comparable number of bend-magnet, beamlines. DLS is the UK 

national synchrotron facility, having 31 beamlines with the range of energy 

from 1.2 eV to 150 keV [171, 172]. Some important information and 

configurations for these outstanding synchrotron radiation sources are listed in 

Table 2. 2. 

 

Many other third-generation synchrotron radiation facilities have been built as 

users all over the world increasingly demand X-ray sources and on-line 

instruments of different capabilities for research in different scientific 

disciplines.  

 

Table 2. 2 The specification of some synchrotron radiation sources. 

 

Facility 

Advanced 

Photon 

Source 

(APS) 

Super 

Photon 

Ring-8GeV 

(SPring-8) 

European 

Synchrotron 

Radiation 

Facility 

(ESRF) 

Diamond 

Light Source 

(DLS) 

Location 
Argonne, 

USA 

Hyogo, 

Japan 

Grenoble, 

France 
Didcot, UK 

Energy 

Number of Beamlines 

Circumference 

7 GeV 

68 

1104 m 

8 GeV 

62 

1436 m 

6 GeV 

56 

844 m 

3 GeV 

31 

561.6 m 

Preparation 

Construction 

User Operation 

1986-1988 

1989-1994 

1996- 

1987-1989 

1991-1997 

1997- 

1986-1987 

1988-1994 

1994- 

1998-2001 

2001-2007 

2007- 

 

http://www.aps.anl.gov/
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2.5.2.3 X-ray absorption imaging 

When X-rays pass through materials, its energy is absorbed or scattered. 

These absorption and scattering are called attenuation. The number of 

photons transmitted through a material depends on the thickness (distance 

travelled), density and atomic number of the material, and the energy of 

individual X-ray photon. The photon flux passing through materials can be 

calculated by Beer-Lambert law [173]: 

 

𝐼 = 𝐼0𝑒
−𝜇𝑙         (2. 39) 

 

where I0 is the original intensity of the beam, I is the intensity of the beam at 

the distance l into the materials, e = 2.718, is Euler's number, µ is the linear 

attenuation coefficient. 

 

µ describes the fraction of an X-ray beam that is absorbed or scattered per 

unit thickness of the absorber. µ is dependent on the density of a material, 

and those for the typical metal elements are showed in Fig. 2.32.  

 

Another useful term is the so called mass attenuation coefficient, which 

measures the intensity of X-rays travelling through per unit mass material, 

and is defined as (𝜇/𝜌) with the unit of cm2/g. 

 

To convert a mass attenuation coefficient (𝜇/𝜌) to a linear attenuation 

coefficient (cm-1), simply multiplying it by the density 𝜌. The data of the mass 

attenuation coefficients of the elements from Z =1 to 92 are available on the 

National Institute for Standards and Technology website [174]. For an alloy 

containing multiple elements, the linear or mass attenuation coefficients can 

be calculated using a mix rule based on the weight ratio of each element:  

 

𝜇𝑚𝑖𝑥 = (𝑤1  ×  𝜇1) + (𝑤2  ×  𝜇2) + ⋯+ (𝑤𝑛  × 𝜇𝑛 )      (2.40) 

 

where 𝑤 is the weight percentage of each constituent element of the alloy and 

𝜇𝑛 is attenuation of each element.  

 

http://en.wikipedia.org/wiki/Beer-Lambert_law
http://en.wikipedia.org/wiki/E_(mathematical_constant)
http://en.wikipedia.org/wiki/Attenuation_coefficient
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Using linear attenuation coefficients, the attenuation or often called absorption 

contrast of the different constituent elements and/or phases in a metal alloy 

can be calculated for the purpose of choosing the suitable alloy composition 

and selecting the appropriate X-ray energy range to achieve the best 

absorption contrast for imaging studies [37]. This is particularly important for 

achieving the best imaging conditions to study the evolutions of the different 

phases during solidification,  because the composition of the phases change 

continuously with temperature changes during solidification. 
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Fig. 2.32. The X-ray linear attenuation coefficients of typical metal elements in the X-ray energy range of 1-

200keV (Data from NIST database). 
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The other important factor in X-ray absorption is the sample thickness [175, 

176], the thickness of the sample (X) can be calculated by:  

 

𝑋 =
−1

𝜇𝑚𝑖𝑥
ln

𝐼

𝐼0
                                                          (2. 41) 

To have sufficient X-ray transmission through a sample for imaging, normally, 

the attenuation length needs to be considered. The attenuation length of a 

specific material is the distance (thickness) where about 
1

𝑒
  (about 37%) of the 

X-rays are not absorbed by the sample as described by Eq. 2.42. 

 

ln
𝐼

𝐼0
= 

1

𝑒
                                                                  (2. 42) 

Thus, at a specific X-ray energy, the higher, the attenuation length, the lower, 

the linear attenuation coefficient for the material. 

 

2.5.2.4 X-ray phase contrast imaging 

In addition to absorption contrast  due to attenuation, synchrotron X-rays can 

create phase contrast [177] and it is very useful for imaging materials with 

very similar X-ray absorption coefficients simply because the absorption 

difference cannot provide enough contrast for imaging. 

 

The contrast is produced when a coherent X-ray beam refracts from two 

materials or structures of different refraction indices because the difference in 

the refractive index causes a phase shift. 

 

Fig. 2.33 depicts an incident X-ray wave interacting with two objects at P and 

O. Due to the different refractive index of the two objects, at an appropriate 

sample-to-detector distance, both are projected at the point D on the 

detector. At the detection point D, there will be a phase difference due to the 

different path lengths experienced by the spherical waves. In the far-field limit 

both spherical waves can be approximated as plane waves of wavevector k’. 

The phase difference in this case is simply Q ∙ r, where Q = k’ − k, and r is the 

vector connecting the two points. In Fig. 2.33a, k is perpendicular to r, so that 

the phase difference in the far-field limit is k’ ∙ r.  
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(a) 

 

(b) 

Fig. 2.33. Schematically diagram of (a) phase contrast imaging 

technique, showing that O and P are two objects with different 

refractive index and vector k is the X-ray source, at a proper sample-

to-detector distance, due to the different refractive indexes, both of 

the refracted waves are projected at D, with an angle of ψ, while for 

the vector of k’ are travelled longer than R, resulting in the phase 

different to the refracted waves at the detection D, thus the contrast 

of the image, and (b) phase contrast effect at the phase boundaries 

when the detector positioned in different region [164]. 
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The far-field limit is also called the Fraunhofer regime. If the detection point is 

closer to the scattering objects, because the path length difference is 

shortened by an amount given by Δ = OF’ − OF in Fig. Fig. 2.33a, with Δ ≈ a2 

/ (2R), a more accurate algorithm is required to calculate the phase difference. 

If Δ is of order λ (wavelength of the X-ray waves) then the far-field 

approximation breaks down and we are in the so-called Fresnel or near-field 

regime. As the detector is brought closer to the sample it becomes 

meaningless to consider the phase difference between the refracted waves. 

This is the contact regime where imaging contrast arises from differences in 

absorption between O and P only. Fig. 2.33b shows that different regions exist 

determined by a, R and λ,  

 

Fraunhofer region :  R >>  a2/λ 

Fresnel region :   R ≈  a2/λ 

Contact region :   R <<  a2/λ 

 

Fig. 2.34 shows an example of the images at different regions from a simple 

model of discs of diameter 5 μm. Two types of idealised discs are considered: 

perfect absorbers (red), and perfect phase objects (blue). In the contact 

region imaging arises from absorption contrast only, so only the read particles 

can be revealed. Moving to the near field (Fresnel regime) and beyond, the 

phase objects become visible without any effect on the absorbers due to the 

refraction index difference at the materials contact interface. Once the 

distance from object to detector is well beyond the Fresnel region, the shape 

of the diffraction image does not change any more, although it gets weaker in 

intensity per unit area of detector as the inverse square of the distance and 

correspondingly covers more detector area. 

 

In summary, phase contrast technique can be used to enhance the contrast of 

hard X-ray absorbing image especially for the low density constituent phases 

within sample. The gradient in the transmitted beam arising from refractive 

index variations in the sample leads to contrast in image. This technique is 

necessary and crucial for our research to reveal the bubbles in water (also 

silicone oil) due to the similar X-ray absorption between air bubble and water. 
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Fig. 2.34. X-ray radiographs simulated to illustrate the transition 

from pure absorption contrast (in the contact regime) via edge 

enhancing phase contrast (near field) to stronger phase contrast 

(Fresnel region) and towards the far-field (near Fraunhofer) 

regime. The phantom object used in this simulation is an ensemble 

of small disk-like objects, some of which are taken to be ideal 

absorbers (red: zero transmission) and the rest ideal phase objects 

(blue: no absorption). The diameter of each disk is 5 μm. The grey 

scale images show simulated radiographs of the phantom, for 

illumination by a monochromatic X-ray plane wave of wavelength 1 

A, at different distances between sample and detector (0.1, 1, 10, 

100, and 1000 mm) [178]. 

 

2.5.2.5 Lab based X-rays versus synchrotron X-rays 

Using a special anode (target), lab-based X-rays can also achieve an X-ray 

energy of few hundred keV which is capable of penetrating thick metals. 

However, the brilliance of the best lab based X-ray is at least 1010 and 107 

lower than the synchrotron X-rays produced at APS and DLS, respectively (Fig. 

2. 31), hence an image captured with exposure time of 1 s at APS would take 

1010 s if a lab based X-rays is used.  
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In order to observe in real-time any ultrasound cavitation and bubbles in 

metallic alloys, which is a highly transient and dynamic phenomenon occurs in 

few tens of nanoseconds as discussed in Section 2.2, the ultrafast 

synchrotron X-rays at APS is the only suitable light source for such a research.  

 

In addition, the synchrotron X-rays is a highly coherent source of parallel 

beam, and can be monochromatized using dedicated X-ray optics, while the 

lab based X-rays are always in a cone shape (Fig. 2.29a-b) which lead to the 

fast divergence of photons after emitting form the targets.  

 

Hence, since synchrotron X-rays become available for researchers in materials 

and engineering in the early 1990s, the in situ imaging studies of the 

solidification dynamics have been mostly conducted using synchrotron X-rays 

as briefly reviewed in the next section.  

 

2.5.3 In situ X-ray imaging studies of metallic alloys 

Mathiesen, et al [37] firstly used synchrotron X-ray radiography to study in 

situ the solidification of metallic alloys using the beamlines ID22 and ID18 at 

ESRF. Fig. 2.35a shows schematically the experiment design and set-up with 

the thin metal samples of 200 μm thickness put in the X-ray path. Fig. 2.35b 

shows the real-time X-ray images of the solidified dendrites of a Sn-10%Pb 

alloy. The monochromatic beam of synchrotron X-rays produce much clearer 

images than those by using lab-based X-rays. 

 

Since then, many researchers used the similar set-up and synchrotron X-rays 

at different facilities to study the directional solidification of aluminium alloys 

[160], the 3-D equiaxed dendrites of Al–Cu alloys [160, 179], etc. Very 

recently, some researchers started to impose external fields onto the samples 

during solidification, for example, Liotti, et al [171] studied the effect of pulsed 

electromagnetic field on the solidification microstructure and dendrite 

fragmentation in an Al–15Cu alloy. By using a similar design as Mathiesen, 

Wang [180] investigated the effect of electricity current on the solidification 

microstructure of Al alloys as well. Attempts to use synchrotron X-ray to study 

ultrasound induced cavitation and bubbles in metallic alloys were firstly made 



Chapter 2 

 

64 

by Mi’s [38, 42, 172] research group in 2012. Some of the key information 

and findings are presented in this thesis.  

 

 

 

(a) 

 

(b) 

Fig. 2.35. (a) A schematic diagram of the experimental set-up at a 

synchrotron X-ray beamline, and (b) the real time X-ray images of 

the columnar dendrites [37]. 

 

Very recently, a few other researchers have also made similar attempts using 

Al-Cu alloys, for example, Huang, et al.[181] of Shanghai Jiao Tong 

University, and Wu, et al  [182] of Manchester University. They used a very 

slow imaging rate, i.e. 2 fps, and 13 fps respectively, which actually cannot 

reveal any of the dynamic behaviour of the ultrasound bubbles in liquid 

metals.  

 

In summary, synchrotron X-rays for metal research have the unique 

advantages of: 

 

(1) Very high brilliance (very high photon flux), making it possible to do time-

resolved research in situ to visualise the dynamic events of materials in a time 

scale down to microsecond 
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(2) Monochromatic beam and nano or micro focusing focusing capability, 

allowing images of micron or even submicron features to be captured for high 

spatial resolution work. 

 

(3) Phase contrast capability, allowing materials containing different phases or 

interfaces (such as air-liquid interface of bubbles, solid-liquid interface during 

solidification) to be resolved with great details.  

 

2.5.4 X-ray image processing and analyses 

2.5.4.1 The processing of X-ray images 

This section describes the image processing procedures for enhancing the 

quality of the X-ray images or video captured by using synchrotron X-rays.  

 

Images acquired from synchrotron X-ray often contain defects, noises, or 

speckeles due to the imperfection of the X-ray optics (scintillator, lens camera, 

etc), and the non-uniformity of the X-ray beam. 

 

The most common image enhancement techniques used for image processing 

are removal of noises, despeckle, edge sharpening, softening, gamma 

correction, contrast and brightness adjustment.  The procedure illustrated by 

Eq. 2.43 and Fig. 2.36 is used for processing the X-ray images. There are 8 

steps, including (1) converting video into image sequence, normally in a ‘tif’ 

format; (2) averaging the flat field images, and then despeckle the original 

images and averaged flat field images; (3) subtracting the flat field images 

from the original image using the equation below: 

 

Result image = (original image – noise) − (flat field image̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ − noise)   (2.43) 

 

(4) removing the outliers of the image by choosing a proper threshold and 

pixel size, the choose of threshold should be follow the rules of avoiding 

remove any useful information (particle or bubbles) from the image; (5) 

Fourier transformation to reduce the periodical noise in the images; (6) 

Inverse Fourier transformation; (7) improving the image quality by using 
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different band pass filters, and enhancement, e. g. adjust contrast and 

brightness, image sharpening; (8) converting the processed image sequence 

back to a video. 

 

2.5.4.1.1 Flat field correction 

In our experiments, the flat field images are actually the X-ray images of the 

sample when it becomes a full liquid inside the quartz containers. While the 

original images are the images of the samples inside the sample container 

when it starts to solidify or when an ultrasound is applied. Hence using Eq. 

2.43, the features found during the solidification or those found when 

ultrasound is applied can be enhanced greatly [183].  

 

In order to remove the most significant noises from the raw images, we have 

to average the flat field images into one image. The averaging of the flat field 

images is the averaging of the pixel value of the flat field images after 

despeckle of both the original and averaged flat field image to remove the 

small noises and defects such as salt and pepper noise, the averaged flat field 

image was then subtracted from the original image. 

 

2.5.4.1.2 Fourier transformation of images 

For periodical noise reduction, Fourier transform is used to decompose an 

image into its sine and cosine components. The output of the transformation 

represents the image in the Fourier or frequency domain, while the input 

image is the spatial domain. In the Fourier domain image, each point 

represents a particular frequency contained in the spatial domain image. 

For the raw image f(x, y) with image size of M x N, the 2-D Discrete Fourier 

Transform is given by [184]: 

 

F (u, v) =  
1

MN
∑ ∑ f(x, y)e

−i2π(
xu

M
+
yv

N
)N−1

y=0
M−1
x=0   (2.44) 

 

Where f(x, y) is the image in the spatial domain and the exponential term is 

the basis function corresponding to each point F(u, v) in the Fourier space. 
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The equation can be interpreted as: the value of each point F(u, v) is obtained 

by multiplying the spatial image with the corresponding base function and 

summing the result. 

 

 

 

 

Fig. 2.36. The flow chart of the procedure of image processing. 
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Note that 
1

MN
 is the normalization term in the forward transformation. This 

normalization is also applied to the inverse transform instead of the forward 

transform, but it should not be used for both. 

 

After the image is converted to the Fourier domain image, the periodical noise 

positions have to be identified. The periodic noise signal always appears as a 

paired high intensity pattern along the vertical axis in the Fourier domain as 

some of the small brighter dots near the centre spot in Fig. 2.37d. But it 

should be very careful to test which of them is the periodic noise and which of 

them is the useful information from the image by compare the image with 

periodic noise and without periodic noise. Once the noise position is identified, 

the bandrejected filter or bandstop filter [184] (fill up the brighter spots by 

using a black patch) is then used to replace the noise pixel as showed in Fig. 

2.37e. 

 

The Fourier domain image is then converted back to spatial image using 

inverse Fourier transform, the periodical noise is therefore reduced. The 

inverse Fourier transform operation is given by: 

 

f (x, y) =  ∑ ∑ F (u, v)e
i2π(

xu

M
+
yv

N
)N−1

v=0
M−1
u=0      (2.45) 
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2.5.4.1.3 Example of image processing 

 

(a) (b) (c) (d) 

 

  (e)       (f) (g) 

Fig.2.37. (a) The original image (despeckled), (b) the flat filed 

image (averaged and despeckled), (c) image of a-b, (d) Fourier 

domain image of c, (e) Fourier transform with bandrejected filter 

on the periodical noise, (f) inverse Fourier transformed image of 

e and (g) bandpass filtered and enhanced image of f. The 

original image is captured at I12 of DLS, 1500 fps, 660ms 

exposure time. 

 

Fig. 2.37 shows the image processing procedure I developed by using ImageJ 

and Matlab® image processing tool box. All the images are applied to subtract 

the image of empty quartz container. The salt and pepper noises from the 

scintillator and also the image of fully liquid alloys with a camera noises at 

high frame rate, then, spot and strip noises are removed from the images 

first. In order to enhance the contrast of the images, we use the band-pass 

filter to process the area of interesting by separating the images into many 

sub-images and then combining them back together. For each sequence of 

images, the same parameters are used, e.g. the minimum and maximum 

processing scale and frequency, so that they are consistent and comparable 

before and after processing. While for different image sequence, we may 

choose the different parameters to achieve the best image contrast. 
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0.5 mm

FFT of c

Bandpass f iltered of  fProcess of  d Inverse FFTof e



Chapter 2 

 

70 

2.5.4.2 Bubbles and particles tracking 

After obtaining a clear image, the key information such as the size, 

morphology, velocity and distribution of the particles and bubbles can be 

extracted using a in-house code developed using Matlab® as detailed in 

APPENDIX 4. 

 

Fig. 2.38 shows the processing of a typical image extracted from an image 

sequence acquired at APS using 5413 fps. After subtracting the flat field 

image, bandpass filtering, and enhancement, the image is clear enough for 

statistical analysis.  The particle and bubble tracking follows the following 

procedure: (1) inputting the image or image sequence into Matlab; (2) 

converting the image from greyscale into binary image; (3) removing the 

noise and filling the holes of the image; (4) Finding out the centre position, 

shapes and size of each particle; (5) tracking the particles and finding out the 

trajectory and velocity of particles. 

 

As Fig. 2.39 shows that the processed image in Fig. 2.38d was binaried by 

using a proper threshold, and then the shape and centre location of particles 

can be found (Fig. 2.38f), trajectory and velocity of each bubble and particle. 

For example, five particles marked P1, P2, P3, P4 and P5 in Fig. 2.38e were 

selected, and their trajectories were calculated using the standard 4 frame 

tracking algorithm [39] (open source of Matlab® code) based on the time-

resolved locations of the target objects in the consecutive images by 

estimating their most probable path and plotted in Fig. 2.38g.  

 

Due to the low X-ray absorption and oscillation of bubbles, we can distinguish 

the bubbles which are brighter and with varied volume from particles. 
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Fig. 2.38. (a) A typical raw X-ray image acquired at APS using 5413 fps, (b) a typical background image 

acquired from a pure liquid Bi–8%Zn, (c) the image obtained by subtracting b from a, (d) the image 

after applying the band-pass filter on c, (e) the binarised image of d, (f) the shape profiles and centroids 

of the particles and bubbles, and (g) the trajectory of five typical particles for the image sequence 

acquired at 2.5mm below the sonotrode tip using an ultrasound input power of 20W. The arrows indicate 

the direction of movement. 
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Fig. 2.39a-d shows that the cavitation bubbles captured in water at the 

position 1.2 mm below the sonotrode, at 5413fps. The contrasts of bubbles in 

water are very similar as the background (water), so the position findings 

cannot be achieved by using thresholding and convert them into binary 

images. However, owing to the phase contrast imaging technique, the bubble 

surface is obviously reveal the shapes and sizes of bubbles, so a very useful 

function in Matlab- ‘imfindcircles’, was found and proved to be suitable to 

reveal the bubble size and position: 

 

[centers, radii, metric] = imfindcircles (Ix, [a,b], 'sensitivity', c)   (2.46) 

 

where Ix is the image name (name of the image matrix) read into the Matlab, 

a and b are the minimum and maximum circle radius we are looking for, 

respectively. Sensitivity means that the circles in the image might not in a 

perfect circular shape. c is the tolerance of the distorted circles to a perfect 

circle, and it is ranged from 0-1. The sensitivity parameter is very useful here 

because many bubbles are distorted due to the strong fluid flow or acoustic 

waves, e.g. the bubbles in Fig. 2.39d. 

 

Fig. 2.39e-h are the resulting images by circling the bubbles detected from 

original images, Fig. 2.39a-d, respectively. The blue and black circles stand for 

bubbles in the different range of size, where blue-line circled bubbles are 

bigger than 10μm while black-line circled bubbles are smaller than 10μm in 

radius. The comparison of the result images and original images shows that by 

using this function in matlab, almost all (>95%) the bubbles in Fig. 2.39a-d 

can be find correctly. 

 

After obtaining the bubble positions, the tracking of bubbles are followed the 

same method as those in metallic alloys, however, because they oscillate, 

most of the time manually tracking and checking are necessary to make sure 

that the bubbles tracking are correctly performed. 
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(a) 0 μs (b) 185 μs (c) 369 μs (d) 739 μs 

 

(e) 0 μs (f) 185 μs (g) 369 μs (h) 739 μs 

 

Fig. 2.39. a-d are the images of ultrasonic bubbles in water at 

the position 1.2 mm below the sonotrode. (e-h) The bubbles found 

for images of a-d, respectively. The blue-line and black circle 

stand for the different bubble range, where blue circled bubbles 

are bigger than 10μm while black-line circled bubbles are smaller 

than 10μm in radius. (Images are captured at APS with 5413fps)  

 

The bubbles or particles velocities can be calculated by using the translation 

distance over the time interval between the consecutive images. However, any 

movement in the thickness direction cannot be obtained because of the nature 

of the 2-D images. Actually the geometrical design of the thin channel ensure 

that the ultrasound wave and the associated fluid move downward directly 

without any noticeable movement in the thickness direction, therefore the 

relative movement of the particles and the bubbles in the thickness direction 

can be ignored. The Matlab in-house code can be found in APPENDIX 4. 

 

200µm
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2.6 Summary 

In this chapter, the literatures that are directly relevant to this research are 

critically analysed and reviewed as already summarised at the very beginning 

of this chapter. 
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Chapter 3: Synchrotron X-ray beamlines and in situ imaging 

experiments  

This chapter describes the synchrotron X-ray beamlines used, and the in situ 

synchrotron X-ray imaging experiments that were conducted at the sector 32-

ID-B of Advanced Photon Source (APS), Argonne national laboratory, USA, and 

the Joint Environmental, Engineering and Processing (JEEP) beamline (I12) of 

Diamond Light Source (DLS), UK. The information in this chapter is directly 

relevant to the results described in chapter 4 and 5, modelling in chapter 6 

and the discussion in chapter 7. 

 

3.1 Fundings and the awarded X-ray beam time 

The in situ experimental studies are parts of the key research agenda defined 

in the projects led by Dr Jiawei Mi, my supervisor, including two Royal Society 

projects, and one EPSRC project as detailed below:  

 

 The Royal Society Research Grant  “Development of a novel sonication 

solidification process for advanced materials (£15 k, 01/05/2011-

30/04/2012)”. It provides the essential fund for the purchase of an 

ultrasound processor, UP100H from Hielscher Ultrasonics GmbH (100W, 30 

kHz), the design and building of an in situ ultrasound solidification 

experimental apparatus.    

 

 The Royal Society Industry Fellowship (for Dr Jiawei Mi)  “Development of 

a sonication solidification technology for Ni superalloys (£97.8 k, 

01/02/2012 - 31/01/2016)”. It funds partially the relevant travels, 

consumables and shipping cost for conducting the experiments at APS.    

 

 The EPSRC project (EP/L019965/1, £308.7 k 01/09/2014 - 31/08/2017)  

“Development of efficient and scalable ultrasound-assisted solidification 

technologies for manufacturing advanced metallic alloys”. It provides 

further fund to support the continuous research on the fundamental studies 

and technological development concerning the ultrasound-assisted 

solidification processes and technologies.  
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Dr Mi is the principal investigator of the above projects and he also authored 

four successful research proposals, winning 24 shifts (1 shift = 8 hours) of 

synchrotron X-ray beam time from APS and 21 shifts from DLS in year 2011 - 

2015 as detailed in Table 3.1. I participated in three of the five experiments 

during my PhD study (the one on 01-05 March 2013 at APS, and the two at 

DLS in 20-25 June 2013 and 11-13 Feb 2015, but missed the one at APS in 29 

Feb - 03 March 2012, because of a visa issue). 

 

Table 3.1. The proposals and synchrotron X-ray beam times awarded 

by Advanced Photon Source and Diamond Light Source 

Proposal 

code 

Proposal title 

 

Beamline & 

X-ray 

facility 

Dates to do 

Experiment 

GUP 

23649 

Ultrafast synchrotron X-ray 

phase-contrast imaging study 

of ultrasound cavitation and its 

effect on nucleation and 

dendritic grain evolution 

32-ID-B 

APS 

02-04/07 

2011 

GUP 

26170 

Ultrafast synchrotron X-ray 

phase-contrast imaging study 

of ultrasound cavitation and its 

effect on nucleation and 

dendritic grain evolution: 

phase 2  investigation on 

metallic alloys 

32-ID-B 

APS 

29/02-03/03 

2012 

01-05/03 

2013 

EE8542-1 

In situ study of optimal 

processing conditions to deliver 

embryonic nuclei for grain self-

refinement in clean metals 

under ultrasound cavitation 

I12 

DLS 

20-25/06 

2013 

NT12131 

In situ, high speed radiography 

of the interactions between 

ultrasound bubbles and 

nucleating particles in 

solidifying metal alloys 

I12 

DLS 

11-13/02 

2015 
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The sector 32-ID-B of APS provides the ultrafast X-ray imaging capability 

(upto 271, 554 fps), while the I12 of DLS provides a high speed imaging 

capability of upto a few thousands of frames per second. Both are the key 

research instruments for the in situ experimental studies. Hence, in this 

chapter, the functionalities of the beamlines are described first, followed by a 

detailed description on the ultrasound solidification apparatus developed, and 

the sample environment; and how they were integrated with the beamlines to 

conduct the in situ experiments.  

 

3.2 The synchrotron X-ray beamlines 

Firstly, the electron filling mode in the storage ring of APS, the specification, 

capabilities and characteristics of the ultrafast synchrotron X-ray imaging 

beamline, the sector 32-ID-B are described in this section. 

 

3.2.1 The sector 32-ID-B of APS 

At APS, the electrons circulating inside the storage ring can be operated in two 

modes: the conventional uniform filling mode or hybrid filling mode as 

schematically showed in Fig. 3.1a. In the conventional uniform filling mode, 

the electrons circulating inside the storage ring consists of 24 uniformly 

spaced electron bunches (singlets) with the total current of 102 mA equally 

distributed in each singlet (4.25 mA/singlet). While in the hybrid filling mode, 

there are two uneven bunches of electrons, one is a single short electron 

bunch containing 16 mA, and the other is a long-and-fat bunch train of 

electrons consisting of 8 electron bunches with the remaining current of 86 

mA. The total time span of the long-and-fat electron bunch train is only 500 

ns, and the X-ray created by this fat, closely packed electron bunches is 6 

times brighter than those obtained from the uniformly filling model [177, 

185]. 

 

The sector 32-ID-B is an undulator insertion device. The X-rays are produced 

by the mechanism schematically showed in Fig. 3.1b as described here. The 

undulator has 72 magnetic periods (144 poles) in a total length of 2.4 m with 

each period having a period length of 3.30 cm. The gap of the undulator (gap 

between the poles) can be adjusted from 1 cm to 3.5 cm. 
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Fig. 3.1. (a) A schematic diagram, showing the electron bunches in the 

hybrid filling mode inside the storage ring of APS. (b) The undulator 

inserted at the position marked by the dash line in a for sector 32-ID-B  

[168]. 

 

When the electrons travelling in the storage ring pass through the device, they 

are subject to a transverse oscillation under the alternating magnetic fields. 

The bending and acceleration of electrons associated with this movement 

result in the emission of synchrotron X-rays. Normally, the gap between the 
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undulator is smaller and magnetic power is higher than other insertion device 

such as wiggler, so the oscillation amplitude of the electrons in undulator is 

smaller, and thus the X-rays produced by the oscillating electrons interferes 

constructively with those from other electrons, causing the X-rays spectrum to 

have a relatively narrow bandwidth. For example, every time the long-and-fat 

electron bunch train of 500 ns duration passes the undulator, an X-ray pulse 

of 500 ns duration is emitted. At 32-ID-B, when the undulator is set at 

different gaps to generate different magnetic fields, different characteristic X-

ray spectra are produced as showed in Fig. 3.18 later for the typical energy 

spectra at different gaps.  

 

Sector 32-ID-B is designed to fully utilise the 500 ns electron bunch train by 

synchronizing the X-ray pulse from the undulator with the X-ray shutter and 

the camera on the beamline using a Stanford DG535 delay generator fed with 

the radio-frequency signal from the storage ring. The 500 ns electron bunch 

train is circulating in the storage ring and comes around in every 3.68 µs 

(1104m / light speed ≈ 3.6825 µs), delivering an X-ray pulse of the duration 

of 500 ns in every 3.6825 µs. Hence, the maximum effective image acquisition 

rate is 271,554 fps (theoretically calculated by: 106 / 3.6825 = 271,554). The 

synchronization ensures that the image of an object is taken within the 500 ns 

exposure time, providing an image temporal resolution of 500 ns regardless of 

the frame acquisition rate. Currently, this is the fastest imaging capability 

among the Synchrotron X-ray based imaging beamlines around the world, only 

inferior to the X-ray free electron laser based imaging technique, such as the 

Coherent X-ray Imaging (CXI) instrument at the Linac Coherent Light Source 

at Stanford University [186, 187]. Sector 32-ID-B can be operated in white 

beam or monochromatic beam in the energy range of 8 - 35 keV for imaging 

and diffraction studies. 

 

3.2.2 The JEEP beamline (I12) of DLS 

 

Fig. 3.2 shows the layout of the X-ray optics and the experimental hutch 1 of 

the Joint Environmental, Engineering and Processing beamline (I12) at DLS. It 

has three different sections: (1) two optics hutches where the X-ray is filtered 

and focused; (2) the experimental hutch 1 and 2 (hutch 2 is not showed here) 
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where the samples sit and the experiments are carried out; and (3) the control 

room where the scientists control the experiments. I12 is a dedicated high 

energy instrument on a 4.2 T wiggler source. 
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(c) 

Fig. 3.2. (a) The layout of the X-ray optics, (b) a 3-D top view and 

(c) a side view of the experimental hutch 1 of I12 at DLS [167]. 

 

A wiggler is also an insertion device commonly used in a synchrotron storage 

ring. Similar to an undulator, it also consists of a series of magnetic dipoles 

that produce high flux X-rays by enhancing the oscillation of the electrons. 

However, because of the fixed gap between the magnetic dipoles in wiggler 

[164], the period and strength of the magnetic field is not tuned to the 

frequency of radiation produced by the electrons, thus every electron in a 

bunch radiates independently and the resulting X-ray radiation bandwidth is 

broader, the beam size is bigger and the X-ray flux is lower than those from 

an undulator source as schematically explained by Fig. 3.3 [164]. 

 

I12 can be operated in white beam condition or monochromatic beam in the 

energy range from 50 to 150 keV for imaging, diffraction and tomography 

experiments. I12 has a large beam size (up to 50 mm × 12 mm in 

Experimental Hutch 1) and an X-ray imaging system with interchangeable 

objective lenses. The imaging system allows users to flexibly select different 

image magnifications and hence fields of view. The relative bigger field of view 

is therefore suitable for studying the collective behaviour of bubble clouds and 

their interactions with the metal flow and semisolid phases.  

 

http://en.wikipedia.org/wiki/Bandwidth_(signal_processing)
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Fig. 3.3. The characteristics of the X-ray radiation generated by (1) an 

undulator and (2) a wiggler. The difference in the performance of the two 

devices arises from the differences in the maximum angles of the electron 

oscillations in the horizontal plane [164]. 

 

 

3.3 The experimental apparatus 

3.3.1 Sample containers and materials 

For the in situ X-ray imaging experiments, the samples and the containers for 

the samples have to be thin enough to allow sufficient X-ray flux to pass to 

form images with sufficient contrast. However, in order to observe the 
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dynamic behaviour of ultrasonic waves inside liquid metal, the samples need 

to be thick enough to accommodate the sonotrode tip (the wave emitting 

surface), and then allow the ultrasonic waves to be transmitted into the 

samples. Finally, the material of the sample containers need to withstand high 

temperature (~1000 K) and with lowest possible X-ray absorption. Hence, the 

thin foil samples (those of a typical thickness of 100 ~ 200 µm sandwiched 

between two carbon plates or Alumina plates) used in the previous in situ 

solidification research as described the literature review [34-37] are not 

suitable for this research.  

 

In order to accommodate the typical sonotrode tips of 0.5 ~ 2 mm in diameter 

(these are the smallest commercially available sonotrodes provided for the 

UP100H ultrasound processor manufactured by Hielscher), and also allow a 

sufficient volume of melt to be around the sonotrode tip for transmitting 

ultrasonic waves, at first, a special miniature liquid metal container (actually a 

special casting mould) was designed. The detailed information and 3-D views 

of the key components and the assembly are showed in Fig. 3.4, which has 3 

main functional parts:  

 

1. An upper reservoir to hold liquid metals with a cylinder-shape recess to 

accommodate a sonotrode for transmitting ultrasonic waves down wards. 

2. A thin channel below the upper reservoir to allow the liquid metal to flow 

into and form a thin section for X-ray imaging. At either side of the thin 

channel, a circular recess is designed to reduce the thickness of the mould 

wall to facilitate the penetration of X-rays. 

3. A lower reservoir to hold any liquid metal flowing down from the thin 

section and also accommodate a brass rod as a chill to create a desired 

thermal gradient within the thin section.  
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(a) 

 

(b) 

Fig. 3.4. (a) left: a sectional view of the outline of the designed 

sample container assembly, right: a photo, showing the machined 

container using either Duratec 750 or Marcor. (b) The container 

assembly in 3-D viewed from different directions (open to show the 

inside). The CAD drawings for all components are in Appendix 1. 
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The container is designed as a casting mould with the partition line in the 

middle. So after each solidification experiment, the sample can be simply 

taken it out by opening the mould (Fig. 3.4b), and then the mould can be used 

repeatedly for following experiments. In addition, a cap is also designed to 

cover the upper reservoir to reduce the heat loss during experiments and also 

help to lock the two half moulds together.  

 

Two materials, Duretec 750 and Macor (purchased from RS component UK®, 

with stock No.248-4630 for Duratec 750 and 158-3203 for Macor) were 

selected because they are machinable ceramics and designed for working in 

high temperature environment. The properties of Duratec 750 and Macor can 

be found in Table 3.2.  

 

Initially, we used a low melting point alloy, Sn-13%Bi to study the effects of 

the sample thickness on the quality of the X-ray images obtained, and tested 

different thicknesses of the thin channel, i.e. 0.2, 0.3, 0.5, and 0.8mm. The X-

ray attenuation length of Duratec (Ca2SO4) [188], and that of Sn-13%Bi [189] 

are showed in Fig. 3.5a and b, respectively. Theoretical calculations indicate 

that at a thickness of 0.5 mm, the X-rays with the energy lower than 95 keV 

are absorbed completely by the alloy, and the image obtained is very dark 

(Fig. 3.6c), containing virtually no useful information at all. At the thickness of 

~0.3 mm, the X-rays of the energy higher than 70 keV can penetrate the alloy 

sample and ultrasonic bubbles were apparently captured and showed more 

clearly on the images (Fig. 3.6b). At the thickness of ~0.2 mm, more X-ray 

will penetrate the sample, however, it is too thin to allow the ultrasonic 

bubbles to move freely into the thin channel (Fig. 3.6a). Hence, based on the 

theoretical calculations and the experimental trials, the samples with the 

thickness of 0.3 mm (sample container with 0.3 mm thin channel) are used in 

the subsequent in situ experiments.  
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(a) 

 

(b) 

Fig. 3.5. The X-ray attenuation lengths for (a) Quartz and Duratec 750 at 

the energy range of 3-30 keV [188], and those for (b) Sn, Bi and Sn-13%Bi 

at the energy range from 50 to 150 keV (Sn-13%Bi is calculated using the 

mix rule from pure Sn and Bi) [13].  
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(a) (b) (c) 

Fig. 3.6. The real time X-ray images of the sonotrode tip and the ultrasonic bubbles captured in a liquid Sn-13%Bi alloy at APS by 

using the sample containers with the thin channel thickness of (a) 0.2 mm, (b) 0.3 mm and (c) 0.5 mm. All the images are taken 

by using 20 W ultrasound under white beam. 
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Fig. 3.7. A quasi-steady state ultrasonic bubble captured using 4526 fps in 

a Sn-13%Bi alloy melt contained inside a Duratec mould at 3 mm below the 

sonotrode tip. The inter-frame time is 0.221 ms. 

 

A series of experiments were carried out using the Duratec mould as the 

sample container. Fig. 3.7 shows the typical X-ray images obtained. The 

images were found to have backgrounds with high level of noises because 

Duratec is a relative porous material and its density is not uniform. Similar 

phenomenon was found in the case of using Macor as the sample containers. 

The high level of background noises causes difficulties in processing the 

images, for example, it blurs the boundary of bubbles, causing error in 

calculating the size of the bubbles (Fig. 3.7). 

 

The CAD drawings for all components of the Duratec and Macor sample 

containers are in Appendix 1. 

 

Because of the above problems, we then studied the possibility of using quartz 

(SiO2) as the sample containers. Quartz has very low X-ray absorption (about 

half of Duratec 750 as shown in Fig. 3.5a) and is uniform in density. Fig. 3.8 

shows a series of X-ray images for a K-type thermocouple of 0.25 mm in 

diameter covered by quartz plates (20 x 20 mm, from Robson ScientificTM) of 

0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5 mm in thickness respectively. The images were 

taken using a lab based X-ray CT scanner (HMX 160CT from X-TEK 

Corporation®) operated at 35 kV and 38 µA (a Tungsten target was used in 
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the X-ray tube). Clearly, the image is getting darker as the thickness of the 

quartz plate increases. However, the background is very uniform and even at 

3.5 mm, the absorption of X-ray is much lower than that by Durtec (Fig. 

3.5a). 

 

(a) (b) (c) (d) 

 

(e) (f) (g) (h) 

Fig. 3.8. A series of X-ray images of a K-type thermocouple of Ø 

0.25mm (with stainless steel sheath) covered by a quartz plate of 

the thickness of (a) 0, (b) 0.5 mm, (c) 1 mm, (d) 1.5 mm, (e) 2 mm, 

(f) 2.5 mm, (g) 3 mm, (h) 3.5mm, respectively.  

 

However, the problem with quartz is that it is non-machinable, and a 

dedicated glass workshop is needed to form it into the container with the 

geometry similar to the mould machined by using Duratec (Fig. 3.4). 
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(b) 

      

(c) 

 

Fig. 3.9. (a) A sketch, showing the design of the quartz sample 

container with a thin channel of ~300 µm in the middle section. 

Three thermocouples (TC1, TC2, TC3) are set at the top, middle 

and bottom of the thin channel. (b) The X-ray image captured by 

using the quartz sample container with Sn-13%Bi alloy at APS 

(20 W ultrasound power and 135,780 fps). (c) The left is a photo 

of quartz container with a ~ 250 µm thick Al-20%Cu slot sample 

inserted inside the thin channel area. The right is an enlarged 

photo of the circled area, showing the details of the slot sample 

and the sonotrode tip on top. 

 

We therefore designed a similar sample container (with ~300 µm thin channel 

in the middle) and made it using quartz tubes and plates by the following 

procedure: 

 

20µm Sonotrode
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1. Firstly, two rectangular thin quartz sheets (15 × 10 × 1.2 mm) were put in 

parallel together with a gap of ~300 µm in between.  

 

2. Secondly, the edges along the 10 mm side of the two sheets were welded 

together using a gas torch to form the thin channel of ~300 µm internal 

gap.  

 

3. Finally, the two openings of the thin channel along the 15 mm side were 

linked and welded onto two 40 mm long quartz tubes (13 mm outside 

diameter and 1.5 mm wall thickness from Robson ScientificTM). Careful 

operations were carried out in the quartz softening temperature range to 

deform one end of the quartz tubes into a wedge-shaped transition area in 

order to fit smoothly and then welded together with the thin channel. 

 

Fig. 3.9a shows the design of the quartz sample containers with the thin 

channel in the middle. The real quartz sample containers are typically showed 

in Fig. 3.9c, and they were made by a specialist, Ms. Julia Malle in the Glass 

Workshop at the Department of Chemistry, University of Hull.  

 

Tests of the quartz sample containers with Sn-13%Bi alloy were conducted at 

32-ID-B, and Fig. 3.9b shows that the ~300 µm internal gap in the thin 

channel area is wide enough to allow the ultrasonic bubbles generated 

immediately under the sonotrode tip to pass through the channel, while thin 

enough to allow X-rays to penetrate the metal alloy held inside the channel 

with enough photon flux to form images at an acquisition rate of up to 135, 

780 fps. All the experimental results concerning metal alloys present in this 

thesis are obtained by using such quartz sample containers. 

 

3.3.2 Selection of sample materials  

Different materials, including water, silicone oil (∼50 mPa.s, 1.062 g/mL at 20 

°C, from Dow Corning®), water mix with 2mg/ml Ge particles (from 

Goodfellows®, 99.999% purity, with maximum particle size of 150 μm), and 

three metallic alloys, Bi-8%Zn, Sn-30%Cu and Sn-13%Bi (weight 

percentage). The materials properties are listed in Table. 3.2. The different 

materials were chosen because: 
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1. water (including water mixed with particles) is the most common 

Newtonian fluid and has been always used as the typical liquid for studying 

the physics of cavitation and fluid flow [6]. 

 

2. Silicone oil has similar surface tension and density as water, but, it has a 

very different viscosity and therefore has been always used as the typical 

liquid in the studies of non-Newtonian fluid, owing to its transparency. It 

has been also used as the typical polymer material in the in situ 

experiment [3]. 

 

3. The metal alloys were chosen because of their low melting temperature 

(their phase diagrams are shown in Fig. 3.10), and the adequate X-ray 

absorption contrast, especially between Bi and Zn, for high speed 

synchrotron X-ray imaging. Furthermore, Bi-Zn alloy has a typical 

eutectic reaction while Sn-Cu alloy has a typical peritectic reaction as 

shown in Fig. 3.10, facilitating the studies of different microstructures 

affected by the applications of ultrasonic waves. Furthermore, Sn-Cu 

system is also the base materials systems for soldering [190] and anodes 

for lithium batteries [191]. Therefore any research findings will have direct 

industry application relevance. 

 

Fig. 3.11 shows that Bi and Sn are heavy X-ray absorption materials. If any 

cavity or bubble (may contain vapour or gas inside the cavity or bubble) 

present in the liquid Bi and Sn. The big absorption contrast will give a clear 

image for the cavity or bubble as clearly seen in Fig 3.9b. Hence Bi and Sn 

based low temperature alloys are ideal systems for studying ultrasonic bubbles 

in liquid metals. Furthermore, the relatively big X-ray absorption difference 

between Bi and Zn (Fig. 3.11a) makes the Bi-Zn alloy a very good (clear X-ray 

image contrast) system to study the interaction of ultrasonic waves with the 

primary phase, in this case the primary Zn phase, during solidification. In 

addition, the relatively big X-ray absorption difference between Sn and Cu 

(Fig. 3.11b) is useful for us to study the solidification process with and without 

ultrasound treatment of the typical peritectic alloy.  
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(a) (b) (c) 

 

Fig. 3.10. The binary phase diagram of (a) Bi-Zn [192, 193], (b) Sn-Cu [194], and (c) Sn-Bi [194] with the dashed line marking 

the Bi-8%Zn, Sn-30%Cu and Sn-13%Bi alloys used in the experiments. 
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(a) (b) (c) 

 

Fig. 3.11. The linear attenuation of (a) Bi-Zn, (b) Sn-Cu, and (c) Sn-Bi in the X-ray energy range of 50-150 keV. 
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3.3.3 Making of the alloys and samples  

The alloys were made in the Advanced Materials Laboratory at the School of 

Engineering, Hull University using high purity elemental Bi (99.999%), Zn 

(99.99%), Sn (99.99%) and Cu (99.999%) purchased from Goodfellows®. 

Firstly, the correct weights of the pure metals were prepared. Secondly, the 

prepared pure metals were melted in an electrical-resistance heating furnace. 

Finally, the alloys were cast into quartz tubes of 9 mm inner diameter (the 

diameter is 1 mm smaller than the tubes used in the in situ experiments) by 

using a small counter-gravity casting system. 

 

When liquid metal is poured into a casting mould under gravity without control 

the mould filling process, surface turbulence always occurs, causing air 

bubbles and/or oxide films to be entrained into the solidified samples [195-

197], and forming bubbles, micro-porosity, cracking, etc. inside the samples. 

These should be avoided as much as possible in our dedicated in situ 

experiments. We designed and made a dedicated small counter-gravity filling 

apparatus [198] to flow the liquid metal alloys against the gravity into the 

quartz tubes and produced a very clean alloy ingots for the subsequent in situ 

experiments. 

 

Fig. 3.12a-b shows a 3-D diagram and a photo of the counter-gravity filling 

apparatus. Basically a vacuum pump is used to firstly pump the air out from a 

desiccator which acts the negative pressure reservoir to subsequently “suck” 

the liquid metal into a quartz tube that is connected to the reservoir. Careful 

operation is needed to adjust the pressure via a ball valve during the “suck” 

operation in order to flow the liquid metal quiescently into the quartz tube and 

solidify as a clean rod ingot subsequently. 

 

To avoid the possibility of sucking the liquid metal into the desiccator due to 

any unexpected operation, a one metre tall borosilicate tube is inserted 

between the quartz tube and ball valve. The low vacuum of the negative 

pressure reservoir cannot provide enough hydrostatic pressure to draw the 

liquid metal up over 1 m high, preventing the liquid metal from entering the 

desiccator. 
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Table. 3.2. The properties of the sample materials and sample containers, 

and the parameters used for the simulations 

Sample properties 

Samples 

 

Water 

 

Silicone 

oil 

Bi-8%Zn 

(700K) 

Sn-30%Cu 

(950K) 

Sn-13%Bi  

(500K) 

Density,  

ρ0 (kg m-3) 
1000 960 9561 7793 7631 

Viscosity,  

µ (Pa s) 
1.002×10-3 50×10-3 

1.5×10-3  

[199] 

1.35×10-3  

[199] 

1.5×10-3  

[199] 

Surface 

tension,  

σ (N m-1) 

7.2×10-2 3×10-2 
0.376 

[200] 
0.4  [199] 0.5  [199] 

sound 

speed, C (m 

s-1) 

1484  980  1790 * 2730* 2730* 

Sample container properties 

Material Duratec 750 Macor Quartz 

Composition Ca2SiO4 

SiO2 (46%),  

MgO (17%), Al2O3 

(16%),  

K2O (10%), etc. 

SiO2 

Density,  

ρ0 (kg m-3) 
1400 2520 2203 

Thermal 

conductivity 

(W/mK) 

0.49 1.46 1.38 

Maximum service 

temperature (K) 
1273 1073 1873 

sound speed, C (m 

s-1) 
4431* 4431* 5300 

Other parameters 

Frequency of ultrasound, f (kHz) 30 

Ultrasound power,W (W) 20 

Diameter of the sonotrode tip, d (m) 2×10-3 

Gas polytropic exponent,  γ 1.4 

Empirical constant, B (bar) 3046 *[10] 

Empirical constant, n 7.025*[10] 

 

*Due to lack of data, the speed of sound in pure Bi was assumed for Bi-8%Zn 

and pure Sn was used for Sn-30%Cu and Sn-13%Bi, respectively. Speed of 
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sound in Duratec and Macor was empirically estimated. The values of empirical 

constants, B and n for water were used. 

 

 

(a) 

 
 

(b) (c) 

Fig. 3.12. (a) A 3-D diagram and (b) a photo of the counter-gravity 

filling system, (c) the sample alloy ingot cast in a quartz tube (inner 

diameter of 9 mm, 110 mm length). 

 

The melting of the alloys was carried out inside the furnace as showed in Fig. 

3.13. The furnace was built based on a cylinder-shaped furnace (CRFC-412, 

from Omegalux®, 100 mm I.D., 200 mm O.D., with the maximum working 

temperature of 1000°C). The furnace is held inside an aluminium tube (5 mm 

wall thickness) casing with stainless steel cap and bottom plate. Ceramic fibres 
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were filled into the gap between the furnace and the aluminium tube casing 

for insulation. A Duratec plate set on top of a Duratec rod was used to hold a 

small crucible (a quartz beaker in this case) for melting the metal alloys. The 

furnace is mounted onto a stainless steel jack, and therefore it is convenient 

to lift up the furnace to melt the alloy in the centre of the furnace, and then 

move the furnace down to expose the crucible and allow the quartz tube to be 

immerged into the melt within crucible for sucking the liquid metal via the 

vacuum filling system. 

 

After casting, the rod bars (∼110 mm long) were cut into 50 mm long and a 4 

mm diameter hole was drilled along the centre of the bars to allow the 

sonotrode to go through the rod bars to facilitate the setting up of the rod bars 

inside the quartz tubes during the in situ experiments. 

 

3.3.4 Cartridge heater furnace 

A special cartridge heater furnace was designed and made for melting the rod 

bars contained inside either the Duratec or quartz sample containers during 

the in situ experiments. 

 

Fig. 3.14a-c shows the furnace assembly, the sample containers and the 

sonotrode for the in situ experiments. The furnace consists of six plates 

machined from the Duratec 750 materials, including 1 front plate and 1 back 

plate with the same dimension of 120 mm (width) × 120 mm (height) × 20 

mm (thickness); and 2 side plates with the same dimension of 35 mm (width) 

× 120 mm (height) × 20 mm (thickness) on each side. Holes of 10 mm in 

diameter were drilled through the thickness of the plates to accommodate six 

cartridge heaters with 2 seated inside the front plate, 2 inside the back plate, 

and 1 inside each of the side plates. Each cartridge heater is 9 mm in diameter 

and 52 mm long with a heating power of 300 W. The plates can be flexibly 

assembled around the sample containers (either a Duratc mould or a quartz 

tube) to form a rectangular enclosure to act as a furnace. The six cartridge 

heaters can deliver a heat power of 1.8 kW and heat the samples to 1073 K 

without difficulty. Two slot windows (5 mm wide and 30 mm long) were 

machined along the central symmetrical lines of the front and back plates to 
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allow X-ray to pass through the furnace and focus onto the liquid alloys held 

inside the sample containers. 

 

(a) 

 

(b) 
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Fig. 3.13. (a) A photo of a custom designed and made furnace (b) a 

sectional view of the furnace. 
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(b) 

 

(c) 

 

Fig. 3.14. 3-D drawings of the furnace with (a) the Duratec sample 

container or (b) the quartz sample container, and the insert is a 2-D sketch, 

highlighting the quartz sample container and the 300 µm thin channel in the 

middle. Three K-type thermocouples (TC1, TC2, and TC3) were positioned 

at the top, middle and bottom of the thin channel to measure the 

temperatures of the liquid metal during melting and solidification. (c) A 

photo of the assembled furnace, sample container and sample on the stage 

at APS. The detailed dimension of each part of the furnace is in Appendix 
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2. 

 

 

Fig. 3.15. Photos of the front view (left) and side view (right) of 

the quartz sample container with a thin channel of ~300 µm in the 

middle section. Three thermocouples (TC1, TC2, TC3) are set at 

the top, middle and bottom of the thin channel.  

 

The cartridge heaters accommodated in the furnace was controlled by using a 

temperature controller (Engineering CN8201-DC1 Temperature & Process 

Controller, from Omega®), with an accuracy of 1°C. In order to obtain the 

accurate temperature distribution of the sample, three K-type thermocouples 

(Ø 250 µm or Ø 500 µm sheathed by stainless steel, from Omega®) were 

placed at the top (TC1, Ø250µm), middle (TC2, Ø250µm) and bottom (TC3, 

Ø500µm) positions of the thin channel (Fig. 3.15) to monitor and record the 

temperatures of the alloys during melting and cooling operations. The data 

was logged into an 8-channel Pico data logger, and recoded into a laptop 

computer. The time intervals for data acquisition used were either 1 ms or 1 s. 

The desired temperature gradient in the alloy inside the thin channel was 

controlled by (1) adjusting the position of the quartz container relative to the 

cartridge heaters, and (2) placing a cold brass rod (ф9 × 15 mm) below the 

thin channel as a heat sink (Fig. 3.15).  

 

The detailed dimension of each part of the furnace is in Appendix 2. 

 

3.3.5 Ultrasound processor and sonotrodes 

An UP100H ultrasound processor (Fig. 3.16a) made by HielscherTM was used in 

the experiment. It has a fixed frequency of 30 kHz, and adjustable input 
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power of 0 – 100 W with a maximum acoustic power density of 600 W/cm2. 

Sonotrodes of 74 mm long with different tip diameter of 0.5, 1, 2 (Fig. 3.16b) 

were used and positioned at the wedge area above the thin channel (Fig. 

3.14c insert) to transmit ultrasonic waves into the liquid metal held inside the 

thin channel. The detailed specification of the UP100H ultrasonic processor and 

the sonotrodes are listed in Table. 3.3. 

 

 

 

  

(a) (b) 

 

Fig. 3.16. (a) A photo of the UP100H ultrasound processor (from 

Hielscher Ultrasonics GmbH) used in the experiments, and (b) the 

sonotrode with 0.5 mm, 1 mm, and 2 mm tip diameters. 

 

Table. 3.3. The specification of the UP100H ultrasonic processor and the 

sonotrodes. 

 

Sonotrode 
Power 

(W) 

Max. 

submerged 

depth 

(mm) 

Tip 

diameter 

(mm) 

Max. 

amplitude 

(μm) 

Acoustic 

power 

density 

(W/cm2) 

MS0.5 

Micro tip 

0.5 

20-100W 5 0.5 140 125 

MS1 20-100W 5 1 140 125 
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Micro tip 1 

MS2 

Micro tip 2 
20-100W 30 2 220 600 

 

3.4. In situ synchrotron X-ray imaging experiments 

3.4.1. Set-up of the experimental apparatus 

The set-up of the experimental apparatus (the furnace with Cartridge heaters, 

the quartz container holding metal alloy, the sonotrode and ultrasound 

processor) on the sample table of the sector 32-ID-B of APS is shown in Fig. 

3.17a. The quartz sample container with the sontorde is highlighted in the 

schematic diagram below (Fig. 3.17b). The furnace was supported by 4 

ceramic pillars that were mounted onto the sample table, and this 

arrangement prevents any possible overheating of the sample table. The table 

is driven by multiple precision motors and can travel in x, y, z directions with a 

spatial resolution of 1 µm. The ultrasound processor with the sonotrode was 

mounted on a precision linear stage (T-LSR075A, 75mm travel, ± 12 μm 

accuracy, from Zaber), and its vertical movement is independent to that of the 

sample table, facilitating the focus of the X-ray beam either at the tip of the 

sonotrodes or at the area of interest within the thin channel. 

 

 

(a) 

UP100H 

ultrasound 
processor

X-ray

Quartz 

tube

Sample 

stage

Camera

Detector

Sonotrode



Chapter 3 

 

105 

 

 

(b) 

Fig. 3.17. (a) A photo and (b) a 3-D schematic diagram, showing the 

experimental set-up at the sector 32-ID-B of APS. The insert is a 2-D 

sketch, highlighting the quartz sample container and the 300 µm thin 

channel in the middle. Three K-type thermocouples (TC1, TC2, and 

TC3) were positioned at the top, middle and bottom of the thin 

channel to measure the temperatures of the liquid metal during 

melting and solidification.  

 

3.4.2. The X-rays and optimal parameters for imaging 

3.4.2.1 The X-rays and ultrafast imaging at sector 32-ID-B 

At sector 32-ID-B, the X-ray energy and flux are controlled by the undulator 

gap as explained in section 3.1.1. Table 3.4 lists the commonly used undulator 

gaps and the resulting X-rays in terms of the peak irradiance, the most 

intensive X-ray energy, its bandwidth and its harmonic number. Fig. 3.18 
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shows the full X-ray spectra of four different undulator gaps, i.e. 11, 18, 27, 

31 mm. Clearly, the X-ray spectrum from the 18 mm undulator gap is very 

different to that of the 27 mm gap. For the 18 mm gap, most of the X-ray 

intensity is located within the first harmonic around 7.7 keV with the peak 

irradiance of 3.4 × 1014 photon/s/mm2/0.1%bw, and a bandwidth of 0.4 keV 

full-width at half-maximum (FWHM). While for the 27 mm gap, the most 

intensive X-ray occurs at the first harmonic around 12.2 keV. Its peak 

irradiance is 1.45 × 1014 photon/s/mm2/0.1%bw, and the bandwidth is 0.35 

keV FWHM. 

  

 

 

  

(a) 11 mm undulator gap (b) 18 mm undulator gap 

   
 

  

(c) 27 mm undulator gap (d) 31 mm undulator gap 

 

Fig. 3.18. The X-ray spectrum produced by the undulator gap of 

(a) 11 mm, (b) 18 mm, (c) 27 mm and (d) 31 mm at sector 32-ID-

B of APS.  
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Table.3.4. The characteristics of the X-rays (white beam) produced by the 

different undulator gaps at sector 32-ID-B of APS  

 

Undulator 

gap (mm) 

Peak irradiance 

(1014 

ph/s/mm2/0.1%bw

) 

Peak  

Energy 

(keV) 

Peak 

Harmonic 

No. 

Bandwidth 

at FWHM 

(keV) 

11 2.59 9.8 2nd 0.2 

14 4.22 5.04 1st 0.3 

17 3.59 7 1st 0.35 

18 3.4 7.7 1st 0.4 

19 3.52 8.4 1st 0.35 

20 3.47 9 1st 0.3 

25 1.9 11.5 1st 0.4 

27 1.45 12.2 1st 0.35 

31 0.7 13.3 first 0.3 

 

The white beams produced by the undulator gaps from 14 to 28 mm were 

tested for imaging the liquid Bi-8%Zn, water and silicone oil samples. Based 

on these tests, it was found that the optimal images were obtained for Liquid 

Bi-8%Zn using 18 mm gap, for water and silicon oil using 27 mm gap; and the 

full spectra of the white beams for both gaps are showed in Fig. 3.18b and c. 

Both were used in the subsequent experiments, and they are very intense and 

powerful X-rays. Hence, a millisecond fast shutter was placed upstream of the 

X-ray path to manage the intense heat load generated by the white beam, 

allowing only few tens of milliseconds exposure of the white beam onto the 

samples when acquiring images to avoid overheating the samples [177, 185].  

 

Fig. 3.19 shows that, using a view field of 1 × 1 mm (1024 × 1024 pixels), the 

spatial resolution is calibrated at ~1 μm / pixel. The images sequences were 

acquired using a fast scintillator crystal (LYSO:Ce) detector and recorded by a 

Photron FASTCAM SA1.1 camera (Fig. 3.17b). In order to achieve the best 

spatial resolution and phase contrast, the sample-to-detector distance (the 

distance between the sample and scintillator as showed in Fig. 3.19b) was 

tested for the different sample materials used in the experiments. Table. 3.5 

summaries the optimised sample-to-detector distances for those materials 
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used. The objective lens used at sector 32-ID-B is 10x. Calibration of the 

images made by using the standard calibrant (Fig. 3.19) indicates that the 

spatial resolution of 1µm/pixel in a view field of 1024×1024 μm can be 

achieved at the image acquisition rate of 5413 fps. The field of view becomes 

smaller when a higher image acquisition rate is used due to the limited data 

readout speed of the camera. The size of the field of view (the image size), 

exposure time and resolution under the different image acquisition rates are 

listed in Table. 3.6 for the imaging experiments at APS and DLS. 

 

 

 

Fig. 3.19. A calibration of the X-ray image made using a standard calibrant 

for the ultrafast imaging experiments at sector 32-ID-B of APS. The image 

is captured by using white beam with a 10x optical objective lens. 
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Table. 3.5. The optimised sample-to-detector distance (SDD) for imaging the 

different sample materials in the experiments at APS and DLS 

 

Beamline X-ray beam Sample materials 

Sample-to-

detector distance 

(mm) 

32-ID-B 

APS 
White 

Water 200 

Water mixed with Ge 

particles 
150 

Silicone oil 200 

Sn-13%Bi 980 

Bi-8%Zn 980 

I12 

DLS 

Monochromatic 
Bi-8%Zn 

900 
Sn-13%Bi 

White 
Bi-8%Zn 

Sn-13%Bi 

 

3.4.2.2 The X-rays and high speed imaging at I12 

At I12, both white beam and monochromatic beam were used. The white 

beam contains the full spectrum of the X-rays delivered by the storage ring as 

showed in Fig. 3.20a (with 6mm Cu filter). Theoretically, the X-ray energy 

used in our experiment is from 50 keV to 3 GeV, but in reality, the energy 

from 50 keV to 300 keV is useful because the flux of the X-rays with the 

energy > 300 keV is too low to penetrate the samples. Compared to sector 

32-ID-B, different method is used at I12 to manage the heat load produced by 

the white beam. In addition to the fixed filters (one 2.2 mm diamond plus one 

5.5 mm SiC filters) along the X-ray path, 6 mm thick Cu filters (2 mm + 4 

mm) were added upstream to reduce the intensity of the white beam to be 

projected onto the samples, allowing longer exposure times to be used without 

heating and damaging the samples [169]. The white beam energy spectrum 

after filtered by 6 mm Cu plate is shown in Fig. 3.20a, and compared to the 

energy spectra of the X-rays at 32-ID-B (Fig. 3.18), the wiggler insertion 

device at I12 delivers X-rays of continuous energy profile. Monochromatic 
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beam was also used in the imaging experiments, and its beam energy profile 

is shownin Fig. 3.20b. 
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Table. 3.6. The objective lenses and the imaging parameters used in the experiments at APS and DLS 

 

Beamline 

 

X-ray beam 

 

The objective lens 

 

Acquisition rate 

(fps) 

Field of view 

(pixel) 

Exposure time 

(µs) 

Resolution 

(µm/pixel) 

32-ID-B 

APS 
White 

10x 271,554 128 x 64 

0.5 1 
10x 135,781  192 x 128 

10x 30,173 448 x 384 

10x 5,413 1024 x 1024 

I12 

DLS 

 

Monochromatic 5x 30 800 x 600 33000 

12.2 White 5x 1000 544 x 440 990 

White 5x 1500 544 x 440 660 
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(a) 

 

 

(b) 

Fig. 3.20. (a) The calculated white beam intensity profile at I12 

after filtered by 6mm Cu plate (the electron current in the storage 

ring is 300 mA). (b) The calculated monochromatic beam intensity 

profile at the sample position with 1x1 mm beam size. 
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Because the sample thickness is fixed at 300 μm, we can use the linear 

attenuation coefficients of the different elements in the alloys to select the 

optimal energy to achieve the maximum absorption contrast for imaging. For 

example, Fig. 3.21 shows the linear absorption coefficients for Bi and Zn in the 

energy range of 50-150 keV. Apparently, the biggest difference in the linear 

attenuation coefficient of Bi and Zn occurs at around 50 keV (~62 cm-1), and 

~90 keV (~68 cm-1) where the absorption edge of Bi occurs. 

 

 

Fig. 3.21. The X-ray absorption coefficient of Bi and Zn, and the 

X-ray flux of the monochromatic beam at I12 in the energy range 

of 50 to 150 keV. 

 

Hence, X-ray energy of 50 keV, 53 keV, 90 keV were chosen to image a Bi-

8%Zn sample of the thickness of 0.3mm. The sample was double-side 

polished to minimize the surface artifacts. Fig. 3.22 shows that monochromatic 

beam of 53 KeV give an image with the best contrast.  Hence, when 

monochromatic beam is used in the subsequent experiments, 53 KeV was 

chosen for imaging. More importantly, at around 53 KeV, the maximum X-ray 

flux (~2 x 1012 ph/s/mm2/0.1%bw) is reached, a condition desired for imaging 

at high speed. At I12, the image detector is a 700 µm thick Lutetium 

Aluminium Garnet detector, doped with Cerium (LuAG:Ce). A PhantomTM V7.3 

high speed camera was used to record the images. The sample-to-detector 
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distance was set at 900 mm. The flexible swap between different viewing 

fields (from 23 mm × 12 mm to 1.8 mm × 1.3 mm with a spatial resolution 

from 29.7 to 2.2 μm/pixel) at JEEP made it a suitable system to study the 

behaviour of fluid flow and their interactions with the solid and semisolid 

phases during solidification. 

 

3.4.3 Synchronisation of ultrasound and image acquisition 

At 32-ID-B, the synchronisation of the switching (on or off) and the duration 

of the ultrasound with the open or close of the X-ray shutter and the high 

speed camera is made via the trigger signals generated using a Stanford 

DG535 delay generator. The ultrasound was switched on 7 ms after the 

solenoid shutter was fully opened, and switched off 4 ms before the shutter 

started to close. In this way, the images before switching on ultrasound and 

those after switching off can be captured. In each acquisition, images 

sequences of ~33 ms duration were captured. 

  

At I12, the synchronisation was controlled by a custom-made relay apparatus 

(designed and made by the electrical technician, Mr. Peter Lobokazinczi of 

School of Engineering, University of Hull) operated from the control room (the 

photos of the relay apparatus are showed in Fig. 3.23a). The trigger signals to 

the high speed camera and ultrasound generator is shown in Fig. 3.23b. Two 

time delay periods, D1 and D2 were used. D1 is the duration when ultrasound 

is switched on at t2 after the camera is turned on at t1, and D1 can be adjusted 

in the range from 0 to 1000 ms. D2 is the duration after the ultrasound is off 

at t3 and before the camera is turned off at t4. D2 can be adjusted between 0 

and 100 sec. Using these trigger signals, the synchronization of ultrasound 

and the imaging acquisition can be achieved. 
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(a) (b) (c) 

 

Fig. 3.22. X-ray images of a double-side polished Bi-8%Zn sample with 0.3 mm thickness taken using monochromatic beam of the 

energy of (a) 90 keV, (b) 50 keV and (a) 53 keV at I12 of DLS. All the images were taken at 1000 fps. 

1mm 90 keV 50 keV 53 keV
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(a) 

 

(b) 

Fig. 3.23. (a) photos of the front view (left) and back view (right) 

of the relay box, and (b) time sequence of the trigger signals for 

the synchronisation of the ultrasound and the imaging. 

 

3.5 Summary 

This chapter describes the synchrotron X-ray beamlines used and the 

experimental apparatus developed for the in situ imaging experiments. The 

characteristics of the X-rays produced at sector 32-ID-B of APS and I12 of DLS 

are presented and analysed. The design, commissioning and set-up of the 

experimental apparatus and the optimal conditions for acquiring high speed 

images at both beamlines are also described in great details.

Time

t1

t3t2

t4
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Chapter 4: The dynamics of ultrasonic bubbles 

This chapter presents the real-time synchrotron X-ray images obtained from 

the in situ experimental studies of the highly dynamic behaviour of ultrasonic 

bubbles, including the nucleation, growth, oscillation, coalescence and violent 

implosion of a single bubble and the collective behaviour of many bubbles, i.e. 

a bubble cloud. Different liquids were used in the experiments, including water 

(a typical Newtonian fluid), silicone oil (a typical viscous polymer-type 

material), and liquid metals. The differences in densities, viscosities, surface 

tensions and sound velocities of the chosen materials (as listed in Table 3.2) 

allow the effects of the dominant physical properties on the dynamic behaviour 

of the ultrasonic bubbles to be investigated in great details. The images 

presented in this chapter were obtained at sector 32-ID-B of APS in 2011, 

2012 and 2013 during the experiments detailed in Table 3.1, except that those 

for the Sn-30%Cu alloy were acquired at I12 of DLS in 2015. 

 

4.1 Real-time observation of sonotrode tip vibration 

When focusing the X-ray beam onto the sonotrode tip, the vibration of the 

sonotrode tip can be “seen” clearly using the ultrafast X-ray imaging capability 

at sector 32-ID-B of APS. For the fixed 30 kHz ultrasound in this research, 

using the fastest image acquisition rate, i.e. 271,554 fps, 9 images can be 

acquired in one wave period. Hence the up-and-down movement of the 

sontrode tip can be tracked with sufficient details. Fig. 4.1a shows 20 

consecutive images for the sonotrode tip captured in water in two wave 

periods. From these images, the micrometre scale vibration (the up-and-down 

movement) of the sonotrode tip can be extracted (the numbered squares 

plotted in Fig. 4.1b). A sine wave function was used to fit those squares and 

the correlation coefficient is R2=0.9876, confirming that the sonotrode tip 

vibrates exactly according to sine wave. These measured vibrating distances 

and the amplitude are very important for validating the Helmholtz equation 

(as described in Chapter 6) used for calculating the acoustic pressure which 

has a dominant effect on the dynamic behaviour of the ultrasonic bubbles as 

explained later in this and the following chapters. In some cases (especially for 

the cases in liquid metals), the view field (128 × 64 μm2) at 271,554 fps is too 

small to capture the whole phenomena occur, hence the second fastest 

acquisition rate, 135,781fps, were used to give a bigger view field of 192 × 
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128 μm2. Fig. 4.2a shows a typical image series for the liquid metal containing 

the sonotrode tip. Although the data points that can be measured from the 

images in one wave period is reduced to a half, the comparison between the 

measurement and the sine wave (Fig. 4.2b, R2=0.9892) indicates that, at this 

acquisition rate, the data points obtained are still enough for tracking the 

highly dynamic vibrating behaviour of the sonotrode tip. Fig.4.3 shows that 

the pressure wave follows a sine function as well, but has a phase shift of 180 

compared to the tip mechanical movement, i.e. the lowest pressure Pmin is at 

the highest tip position, while the highest pressure Pmax is at the lowest tip 

position. 

 

4.2 Nucleation of ultrasonic bubbles  

Fig. 4.4a, b, d show three series of consecutive X-ray images, showing the 

nucleation and growth of ultrasonic bubbles. Fig. 4.4a and b are for water and 

silicone oil (271,554 fps), and the measured sonotrode positions are plotted in 

Fig. 4.4c together with the acoustic pressure wave. Fig. 4.4d is for Bi-8%Zn, 

and 135,781 fps was used to obtain a bigger view field because the bubbles in 

liquid metal are bigger; and the corresponding sonotrode positions and 

acoustic pressure wave are plotted in Fig. 4.4e. 

  

From the 2nd image (a-2, b-2 and d-2) of each image sequence (Fig. 4.4), it 

clearly shows that a tiny bubble (pointed by the white arrow) appears at the 

sonotrode tip. The size of the bubble is measured as approximately 2 µm (in 

water), 3 µm (in silicone oil), and 8 µm (in Bi-8%Zn) in radius respectively. 

Because the spatial resolution of the imaging is 1 µm/pixel, these are the 

smallest possible features that the images can resolve. It is therefore logically 

to assume that the tiny bubbles showed in images a-2, b-2 and d-2 are 

actually growing out of the even smaller bubble nuclei occurred in the 1st 

images (a-1, b-1, d-1) which cannot be seen at the sonotrode tip due to the 1 

µm/pixel spatial resolution. By observing many such videos and images, it is 

very confident to conclude that the sonotrode tip surface is a site for 

nucleating ultrasonic bubbles. 



Chapter 4 

 

119 

(a) (b) 

 

 

a-1 a-2 a-3 a-4 

 

a-5 a-6 a-7 a-8 

 

a-9 a-10 a-11 a-12 

 

a-13 a-14 a-15 a-16 

 

a-17 a-18 a-19 a-20 

 

Fig. 4.1. (a) Real time X-ray images captured in water using 271,554 fps, showing the up-and-down movement of the sonotrode tip. 

(b) The sonotrode positions measured from the images and fitted with a sine function; and the associated acoustic pressure wave. 
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(a) (b) 

 

 

a-1 a-2 a-3 a-4 

 

a-5 a-6 a-7 a-8 

 

a-9 a-10 a-11 a-12 

 

a-13 a-14 a-15 a-16 

 

a-17 a-18 a-19 a-20 

Fig. 4.2. (a) X-ray images captured in Bi-8%Zn (700K) using 135,780 fps, showing the up-and-down movement of the sonotrode tip. 

(b) The sonotrode positions measured from the images and fitted with a sine function; and the associated acoustic pressure. 
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From the 2nd to the 5th images (the 2nd to the 3rd for Bi-8%Zn), It can be seen 

that the nucleated bubbles grow during the half wave period when negative 

acoustic pressure is present because of the up-movement of the sonotrode. 

While a-6, b-6, and d-4 show that in the other half wave period when the 

positive acoustic pressure start to build up due to the down-movement of the 

sonotrode, the grown bubbles are compressed and imploded into a cluster of 

tiny bubbles, some of them disappearing (maybe due to the resolution limit) 

into the bulk liquid, and some of them observed to reattach to the sonotrode 

tip, acting as bubble nuclei for next cycle. Actually, the implosion of the grown 

bubbles creates many more number of tiny bubbles in the liquid than those 

started at the sonotrode surface. This is a very important phenomenon for the 

ultrasound induced bubbles and its mechanism will be further discussed in 

Chapter 7.  

 

 

 

Fig. 4.3. A sketch, showing the correlation between the sonotrode 

position and the resulting acoustic pressure at that position 

immediately below the sonotrode tip. 
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(a) (a)  In water, 271,554 fps 

 

(a-1) 0 (a-2) 3.7 μs (a-3) 7.4 μs (a-4) 11.0 μs (a-5) 14.7 μs (a-6) 18.4 μs (a-7) 22.1 μs 

(b)  In Silicone oil, 271,554 fps 

 

(b-1) 0 (b-2) 3.7 μs (b-3) 7.4 μs (b-4) 11.0 μs (b-5) 14.7 μs (b-6) 18.4 μs (b-7) 22.1 μs 

 

(b) (c)  The sonotrode positions measured from the images showed in (a) and (b) 
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 (c) (d)  In Bi-8%Zn, 135,780 fps 

 

(d-1) 0 (d-2) 7.4 μs (d-3) 14.7 μs (d-4) 22.1 μs (d-5) 29.5 μs (d-6) 36.8 μs (d-7) 44.2 μs 

(e)  The sonotrode positions measured from the images showed in (d) 

 

Fig. 4.4. Three series of consecutive images, showing the nucleation, growth and implosion of ultrasonic bubbles 

immediately below the sonotrode tip in (a) water (271,554 fps), (b) silicone oil (271, 554 fps), and (d) Bi -8%Zn 

(135,781 fps), respectively. The sonotrode positions and corresponding pressure wave are shown in (c) for water and 

silicone oil, and (e) for Bi-8%Zn. The images were captured at 32-ID-B of APS, and the ultrasound power used is 20 

W. The images are captured at the very start of ultrasound to purposely image the instants of bubble nucleation.  
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4.3 Oscillation of ultrasonic bubbles 

Fig. 4.4 indicates that, after nucleated, the bubbles grow near the sonotrode 

tip and behave very chaotically. Most of them cannot survive more than one 

wave period due to the high acoustic pressure at the region. However, at the 

location further below the sonotrode, for example ~2 mm away from the 

sonotrode tip, bubbles can often survive more than one wave period and 

oscillate cyclically under a relatively low acoustic pressure. 

 

Fig. 4.5a, b, d shows the oscillating behaviour of a single bubble in water, 

silicone oil and Bi-8%Zn under the applied ultrasound of 20 W. The view fields 

are at the location ~4.7 mm (water), ~4.25 mm (silicone oil), and ~2.3 mm 

(Bi-8%Zn) below the sonotrode tip respectively. The images in water and 

silicone oil were taken using 135,780 fps and those in Bi-8%Zn using 5413 fps 

in order to track the movements of the bubbles in a relatively bigger view 

field. Apparently, the bubbles in all three cases oscillate cyclically under the 

influence of the cyclic acoustic pressures.  

 

To quantify the oscillating behaviour, the radii of the bubbles are measured 

from the images showed in Fig. 4.5 a, b, d and plotted in c and e. 

 

At 135, 780 fps, ~5 images were captured in a single wave period for the 

cases of water and silicone oil. Fig. 4.5a-c shows that, initially, bubbles with 

the radii of 4.5 µm (in water), and 6 µm (in silicone oil) grow in the first 

expansion cycle of the acoustic pressure wave period until reach ~11 µm and 

~16 µm. Then the bubbles shrink in the subsequent compression cycle with 

the bubble radii decreasing to their initial sizes at the end of the wave period. 

Subsequently, similar phenomena repeat in the next wave period. 

 

While in Bi-8%Zn, a relatively low acquisition rate, 5413 fps, was used and the 

interframe time is about 6 ultrasound wave periods. The images in Fig. 4.5d 

show that, although the bubble behaviour in a single wave period is not able 

to be captured at this acquisition rate. Over a long period of time, such as the 

~50 wave periods in Fig. 4.5d, the steady-state oscillating behaviour of the 

bubble is clearly demonstrated with the bubble radii oscillate between ~7.5 

µm and ~12 µm (Fig. 4.5e). 
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(d) In liquid Bi-8%Zn, 5413 fps 
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(e) The bubble radii measured from the images showed in (d)  

   

Fig. 4.5. Typical X-ray images acquired at APS, showing that a single bubble oscillates in a quasi-steady manner (a) in water in 

the region ~4.7 mm below the sonotrode (an acoustic pressure of 0.118 MPa), (b) in silicone oil in the region ~4.25 mm below the 

sonotrode (0.125 MPa) using 135,780 fps, and (d) in Bi-8%Zn using 5413 fps (700K, ~2.3 mm below the sonotrode, 0.125 MPa). 

The bubble radii as a function of time measured from the images for (c) water and silicone oil; and (e) Bi-8%Zn. 
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4.4 Implosion of ultrasonic bubbles 

Images a-6, b-6 and d-5 in Fig. 4.4 have already demonstrated that the 

collapsing or implosion of the ultrasonic bubbles can be captured by the 

ultrafast X-ray imaging. Encouraged by the initial findings, we carried out a 

series of dedicated observations using the highest possible image acquisition 

rate at sector 32-ID-B of APS, and the observations were focused on the area 

immediately below the sonotrode tip in order to capture the highly dynamic 

event occurring during the implosion of the ultrasonic bubbles. 

 

Fig. 4.6 shows three series of image sequences that contain a single bubble 

and its implosion in water (10 images in a single wave period), silicone oil and 

Bi-8%Zn alloy (at 700K, 10 images in 2 wave periods). The images were 

selected through painstaking image analyses from the real-time videos taken 

when the same sonotrode vibrating amplitude (Am=5μm) was applied to each 

case, all the bubble implosions are immediately below the sonotrode with the 

ultrasound power set as 20 W. The acoustic pressure below the sonotrode tip 

can be calculated using the formula [5].  

 

 PA = 𝜌 𝐶 𝜔 𝐴𝑚                                                  (4.1) 

 

where  is the density of the liquid, and C is the sound speed for the liquid, 

ω=2πf is the angular frequency, f is the frequency of ultrasound, and Am is the 

vibrating amplitude of sonotrode tip. 

 

Fig. 4.7a-c show the corresponding sonotrode positions measured from the 

images in Fig. 4.6a-c. The sonotrode up-and-down movement (indicated by 

the triangle markers) follows sine function with the fitting correlation 

coefficient of >0.95. The measured bubble radii (purple lines and circle 

markers) and the pressure waves calculated using Eq. 4.1 (red lines) for the 

three cases are also showed in Fig. 4.7a-c, respectively.  
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(a) In water, 271,554 fps 
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Fig. 4.6. Typical X-ray image sequences acquired at sector 32-ID-B of APS, showing the bubble implosions immediately below the 

sonotrode tip (a) in water using 271,554 fps, (b) in silicone oil and (c) Bi-8wt%Zn alloy (700K), both using 135,780 fps. 
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(c) Bi-8%Zn 

 

Fig. 4.7. The sonotrode positions are measured from the images 

showed in Fig. 4. 6a-c (marked by the triangle markers and the 

dotted line is the theoretical position calculated using a sine 

function) for (a) water, (b) silicone oil, and (c) liquid Bi-8%Zn. The 

corresponding acoustic pressures (red lines) are calculated using 

Eq. 4.1. The measured bubble radii oscillations (purple lines with 

circle markers) are also showed in each figure.  
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Subsequently, the sonotrode started the downward movement (the 

compression cycle). The bubble was seen firstly compressed and the diameter 

decreased (Fig. 4.6a-7). In all images containing the spherical bubble (Fig. 

4.6a-4 to a-7), a circular interface (the darker line delineating the bubble) is 

clearly showed in all cases.  

 

In the next image, Fig. 4.6a-8 shows that the circular boundary became 

distorted and blurred, and a relative darker core was also found to appear 

near the centre of the bubble. The darker core can be seen more clearly from 

the grey value distribution along the line A-A, passing the darker core (Fig. 

4.8c). The line A-A has 3 pixels in thickness, and the averaged grey values of 

the 3 pixels along the lines are used to minimise the effect of noise signals. 

Subsequently, 3 bubble debris appeared in Fig. 4.6a-9, similar to those 

showed in Fig. 4.6a-1. The 3 bubbles started to coalesce together (Fig. 4.6a-

10), repeating the coalescence-expansion-compression-implosion cycle again. 

The evidence showed in Fig. 4.6a-8 and a-9 indicates that bubble implosion 

occurred between Fig. 4.6a-8 and a-9, and painstaking image analyses of 

many such videos confirmed that there is always a ‘darker core’ at or near the 

centre of the collapsing bubble with a distorted air-liquid interface radiating 

outwards (Fig. 4.6a-8). 

 

4.4.2 Bubble implosion in silicone oil 

Fig. 4.6b shows 10 consecutive images for the ultrasonic bubbles captured in 

silicone oil and the corresponding up-and-down movement of the sonotrode in 

two ultrasound periods. A bubble (an equivalent bubble radius of ~11 µm, 

because it is not spherical) was found to nucleate at the sonotrode tip (Fig. 

4.6b-1). The bubble grew as the sonotrode moved up (from Fig. 4.6b-2 to b-

4), reaching a maximum radius of ~52 µm (Fig. 4.6b-4). As the sonotrode 

moved down (Fig. 4.6b-5), the bubble is compressed and then imploded into a 

cluster of many small bubbles (Fig. 4.6b-6). The small bubbles were seen 

clearly to grow bigger in the subsequent two images before imploded again 

(Fig. 4.6b-9) with a similar cluster of small bubbles formed and seen more 

clearly in Fig. 4.6b-10. Clearly, bubble implosion is a more efficient process to 

create bubble nuclei for the next wave period. 
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(a) (b) 

 

 

 

(c) (d) 

 

Fig. 4.8. The enlarged images of (a) Fig. 4.6a-8 and (b) Fig. 4.6c-5, 

highlighting the bubble implosions in water and Bi-8%Zn. The grey value 

distributions along the lines (c) A-A in (a) and (d) B-B in (b), respectively. 

Line A-A and B-B are 3 pixels lines, and the grey values are the averaged 

values for the 3 pixel lines.  
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4.8d) of bubble. Similar expansion-implosion behaviour repeated in the next 

period as clearly shown from Fig. 4.6c-6 to c-10.  

4.5 Coalescence of ultrasonic bubbles 

As described in section 4.4, bubble implosion is a very efficient process to 

create new bubble nuclei. Subsequently, these bubble nuclei either grow 

individually (typically showed in Fig. 4.6b-7 to b-10 for silicone oil) or coalesce 

together (typically showed in Fig. 4.6a-9 to a-10 for water). The bubble 

coalescence process is a very important dynamic phenomenon for the 

ultrasonic bubbles and it is one of the main governing mechanisms to control 

the size of the bubbles and their distribution in the liquid. Through very 

detailed analyses, a series of typical images containing the bubble coalescence 

events are presented in this section to reveal the dynamics and mechanism of 

the bubble coalescence process. Fig. 4.9a-c shows the typical image 

sequences of bubble coalescence in water (~4.77mm below the sonotrode) 

and silicone oil (immediately below the sonotrode) captured at 271,554 fps, 

and that in liquid Bi-8%Zn (~2.34mm below the sonotrode, 700 K melt 

temperature) captured using 5413 fps. The ultrasound power is 20 W. 

 

4.5.1 Bubble coalescence in water 

Fig. 4.9a shows that, in water, two bubbles (marked 1 and 2 with the similar 

initial radii of ~10µm) expanded and approached to each other. They came in 

touch against each other (Fig. 4.9a-3) and the touched surfaces started to 

flatten and widen with a thin liquid film trapped in between (Fig. 4.9a-4). The 

touched surfaces started to break-up (Fig. 4.9a-5) at the point highlighted by 

the enlarged insert image. In Fig. 4.9a-6 (after 3.7 µs of the initial rupture of 

the liquid film between the bubbles), the two bubbles was seen to join 

together and form a new bubble, completing the coalescence process before 

suddenly imploded as showed in Fig. 4.9a-7.  

 

4.5.2 Bubble coalescence in silicone oil 

Fig. 4.9b-1 shows that, in silicone oil, there are very faint bubble nuclei below 

the sonotrode tip, which were generated from the implosion of previous 

bubbles. They grew bigger and bigger subsequently, and touched each other 

to create a liquid film interface in-between. The phase contrast from the X-ray 
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imaging allows the liquid film to be “seen” clearly and it is a lens-shaped 

feature in the 2-D image projection (Fig. 4.9b-3). 
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(c) In Bi-8%Zn, 5413 fps 
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Fig. 4.9. Three typical image sequences, showing (a) the coalescence of two bubbles in water at the 

location ~4.77 mm below the sonotrode (271,554 fps). The insert is a zoom-in image to show in details how 

the liquid film ruptures. (b) the touching of two bubbles in silicone oil immediately below the sonotrode 

(271,554 fps), and (c) the coalescence and split of  bubbles in Bi-8%Zn the location ~2.34 mm below the 

sonotrode (at 700K and 5413 fps). The ultrasound power is 20 W. 
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During the expending half cycle (the up-movement of sonotrode from Fig. 

4.9b-1 to b-6), the two bubbles grew continuously. While the liquid film in 

between was seen to grow too without rapture, indicating that the liquid 

trapped inside the liquid film is still there to separate the two bubbles. 

Therefore the coalescence is not completed (Fig. 4.9b-6). However, Fig. 4.9b-

7 shows that, when the compression cycle started, both bubbles imploded 

under the acoustic pressure. It should be noted that the phase contrast from 

X-ray imaging allows the touching boundaries of the two bubbles to be clearly 

identified. The two bubbles showed in Fig. 4.9b-6 may be mistakenly 

recognised as a single coalescence bubble if a traditional visible light 

illumination is used. 

 

4.5.3 Bubble coalescence in liquid metal 

Fig. 4.9c shows two bubbles in liquid Bi-8%Zn captured at 700 K (marked 1 

and 2). They oscillated and moved down with velocities of ~0.10 m/s and 0.17 

m/s, respectively, and the 3rd bubble appeared at 0.55 ms. Bubble 2 and 

bubble 3 attracted each other, and became elliptical, and then joined to form a 

new bubble (bubble 4) with a radius of 20 µm. Bubble 4 and 1 moved close to 

each other, touched and formed a flat interface before joining together to 

create bubble 5 with an elliptical shape. However, the elliptical shaped bubble 

was not stable, split again under the cyclic pressure. 

 

4.6 Bubble coalescence versus implosion 

Due to the cyclic nature of the ultrasonic pressure field, the bubbles in the 

middle of performing coalescence maybe subject to the compression of the 

pressure field and implode before completing the coalescence process, 

resulting in non-symmetrical bubble debris.  

 

Fig. 4.10a shows that, in water (consecutive images captured at 271,554 fps 

with ultrasound power of 20 W), two bubbles (marked a and b) approached to 

each other (Fig. 4.10a-2) and came in touch (Fig. 4.10a-3), and about to 

coalesce. But they were compressed (Fig. 4.10a-4) and then imploded (Fig. 

4.10a-5) before completing the coalescence process, creating a micro-jet flow 

in the direction as the two arrows showed in Fig. 4.10a-4, similar to the result 

observed by Bremond, et al. [7]. The bubble nuclei (Fig. 4.10a-6) were formed 
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at implosion along the microjet direction, Taking the rightest bubble nucleus 

(pointed by the right arrow in Fig. 4.10a-6) for example, its average velocity is 

calculated as ~10m/s (the velocity is calculated by its travel distance from the 

microjet position in Fig. 4.10a-5 to the current position in Fig. 4.10a-5 over 

the interframe time, 3.7 µs). Of course, at the instant of bubble implosion, the 

microjet should have much higher velocity. 

 

Fig. 4.10b-1 to b-3 shows two bubbles (again marked a and b) touched and 

started to form a flat surface, however, before film drainage was completed, 

they were compressed (Fig. 4.10b-4) and then imploded (Fig. 4.10b-5), 

producing bubble nuclei as showed in Fig. 4.10b-5 and Fig. 4.10b-6. From the 

two adjacent images containing the bubble nuclei, the velocity of the bubble 

jet is calculated as ~4 m/s.  

 

Fig. 4.10c shows that two bubbles (also marked a and b) completed the 

coalescence process and formed a new big bubble with irregular shape 

(pointed by the arrow in Fig. 4.10c-3). However, it imploded before recovering 

to be a spherical bubble, creating bubble nuclei with irregular pattern as 

shown in Fig. 4.10c-4. New bubbles grew from those bubble nuclei in the 

subsequent expansion cycle of the ultrasound wave. 

 

Fig. 4.10d shows that two bubbles completed the coalescence process (Fig. 

4.10d-1 and d-2) and recovered to become a spherical bubble and continue to 

expand (Fig. 4.10d-4 to Fig. 4.10d-5). The bubble imploded violently (Fig. 

4.10d-6) with a bubble nucleus created at the original bubble centre, and the 

nucleus grew to be a single bubble subsequently, similar to those presented in 

the section Section 4.4 for the implosion of a single bubble. 
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(a) 

 

(a-1) 0 (a-2) 3.7 μs (a-3) 7.4 μs (a-4) 11.0 μs (a-5) 14.7 μs (a-6) 18.4 μs (a-7) 22.1 μs (a-8) 25.8 μs 

(b) 

 

(b-1) 0 (b-2) 3.7 μs (b-3) 7.4 μs (b-4) 11.0 μs (b-5) 14.7 μs (b-6) 18.4 μs (b-7) 22.1 μs (b-8) 25.8 μs 

(c) 

 

(c-1) 0 (c-2) 3.7 μs (c-3) 7.4 μs (c-4) 11.0 μs (c-5) 14.7 μs (c-6) 18.4 μs (c-7) 22.1 μs (c-8) 25.8 μs 

(d) 

 

(d-1) 0 (d-2) 3.7 μs (d-3) 7.4 μs (d-4) 11.0 μs (d-5) 14.7 μs (d-6) 18.4 μs (d-7) 22.1 μs (d-8) 25.8 μs 

 

Fig. 4.10. Bubble implosion at the different stages of bubble coalescence under the acoustic pressure in water (271,554 fps):  

(a) stage 1 ˗ bubble approach and almost touch each other, (b) stage 2 ˗ bubble touched and flattening interface occurs, (c) 

stage 3 ˗ bubble coalesced and formed a irregular shape bubble, (d) stage 4 ˗ bubble coalesced and formed a spherical bubble.  

The ultrasound power is 20W. The 4 stages of bubble coalescence are explained in details in Fig. 2.20. (128 x 64 μm) 
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4.7 Bubble cloud  

4.7.1 Bubble size distribution  

The collective behaviour of bubbles, i.e. the bubble cloud, is actually one of 

the most important phenomena that have not been fully quantified in any 

previous research. To investigate the dynamic behaviour and the 

characteristics of bubble cloud, Low ultrasound power (20 W) and high image 

acquisition rate (135,780fps) were used first to capture as many as possible 

bubbles and used statistic method to quantify the characteristics of the 

bubbles in the compression and expansion cycle ultrasound wave periods. 

 

Previously, researchers can only characterise bubble size distribution 

statistically in a long time duration, however, using the high frame rate, 5 

images within a single wave period can be captured, and we have found that 

bubble sizes vary very differently in the compression cycle and expansion 

cycle, especially at highest negative pressure and positive pressure. Because 

the images captured are immediately below the sonotrode tip, the pressure 

phase can be derived from the sonotrode position by neglecting any phase 

delay or shift in the liquid (Fig. 4.3), that is, pressure reaches the highest 

positive (compression) value (Pmax) when the sonotrode moves to the lowest 

position, but reaches the highest negative (expansion) value (Pmin) when the 

sonotrode moves to the highest position.  

 

Fig.4.11 shows the typical bubbles that were captured in water, silicone oil and 

liquid metal. For all cases, when the sonotrode tip moves to the lowest 

position (the highest acoustic pressure), the bubbles are much smaller (Fig. a, 

c, and e) than those (Fig. b, d, and f) found when the sonotrode tip is at the 

highest position (the lowest acoustic pressure). 
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(a) In water at Pmax 

 

(b) In water at Pmin 

  

(c) In silicone oil at Pmax (d) In silicone oil at Pmin 

  

(e) In Bi-8%Zn at Pmax (f) In Bi-8%Zn at Pmin 

  

 

Fig.4.11. Typical images of the ultrasonic bubbles captured immediately below the sonotrode tip when the sonotrode is at either 

the lowest position (highest pressure, Pmax) or highest position (lowest pressure Pmin) in (a, b) water, (c, d) silicone oil, and (e, f) 

liquid Bi-8%Zn (700K). The images were captured at 32-ID-B of APS, using 135,780 fps, and an ultrasound power of 20 W. The 

image size is 192 x 128 μm. 
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(a) (b) 

 

(c) (d) 

 

(e) (f) 

Fig. 4.12. Bubble size distribution when the sonotrode is at the 

lowest position (the highest acoustic pressure) and the highest 

position (the lowest acoustic pressure) in (a-b) water, (c-d) silicone 

oil, and (e-f) liquid Bi-8%Zn (700K). Each of the figures is 

calculated based on 100 images at the same condition. The typical 

images are showed in Fig. 4.11. 

 

Fig. 4.12a, c, and e show the percentage distributions of bubble radii for the 

highest acoustic pressure, and Fig. 4.12b, d and f show those at the lowest 
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acoustic pressure. The calculation is based on the data gathered from 100 

images at the same condition as typically showed in Fig. 4.11. The statistics 

shows that the majority of the bubble radii at the highest pressure are in the 

range of 2.5-15 µm for water, 5-7.5 µm for silicone oil, and 10-30 µm for Bi-

8%Zn. At the lowest pressure, bubble radii become bigger and especially for 

the case of Bi-8%Zn (almost all bubbles are >20 µm). However, the large 

bubbles have a small percentage in the cases of water and silicone oil. 

 

4.7.2 Bubble cloud and the cavitation zone  

Using 5413 fps and a relatively big view field (1mm x 1mm), the collective 

behaviour of the bubble generated at the central region of the sonotorde can 

be captured. Fig. 4.13 shows some typical image sequences captured at 5413 

fps using different diameter sontrode tips (Ø1 mm in water and silicone oil, Ø 

0.5 in liquid Bi-8%Zn at 700K).  For all cases, Fig. 4.13 show clearly the 

chaotic bubbles created below the sonotrode tip, i.e. the cavitation zone, 

which is mainly dependent on the size of the sonotrode tip and the ultrasound 

input power. At higher ultrasound input powers, the bubbles are stretched and 

distorted by the pressure field, and many layers of bubbles overlapped 

together, making it very difficult to see and separate any individual bubble 

from the bubble cloud. Hence a discrete approach to analyse the 

characteristics of the bubble cloud is no longer feasible. However, from the 

images, the region of the cavitation zone can still be clearly outlined as 

showed in Fig. 4.13.  

 

Using a big view field (4.7 mm x 5.4 mm) and relatively slow acquisition rate 

(1500 fps) at I12 of DLS, We are able to capture the whole cavitation zone 

created below the sonotrode tip. Fig. 4.14 shows three typical snapshots of 

the bubble cloud extracted from a video sequence captured using an ultrasonic 

power of 60 W. It can be seen that, in the area immediately below the 

sonotrode tip, there is a bright region which contains many interconnected 

bubbles. However below this region (1.5 - 4 mm below the sonotrode tip), 

there are many individual bubbles spreading out in the field of view.  
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(a) In water, 5413 fps 

 

(a-1) 0 (a-2) 554 μs (a-3) 1108 μs (a-4) 1662 μs (a-5) 2216 μs (a-6)2770 μs 

 

 

 (b) In silicone oil, 5413 fps 

 

(b-1) 0 (b-2) 554 μs (b-3) 1108 μs (b-4) 1662 μs (b-5) 2216 μs (b-6) 2770 μs 

 

 

 

Sonotrode

Sonotrode
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(c) In Bi-8%Zn, 5413 fps 

 

 

(c-1) 0 (c-2) 554 μs (c-3) 1108 μs (c-4) 1662 μs (c-5) 2216 μs (c-6) 2770 μs 

 

 

Fig.4.13. Typical images of the bubbles and cavitation zone immediately below the sonotrode tip in (a) water, (b) 

silicone oil, and (c) liquid Bi-8%Zn (700K). The images were captured at 32-ID-B of APS using 5413 fps. The 

ultrasound power was set at 100 W. 

Sonotrode
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(a) (b) (c) 

 

Fig. 4.14. The X-ray images acquired using 2000 fps for the liquid Sn-30%Cu alloy at 948 K using an ultrasound 

power of 60 W, at (a) t0 = 5 ms (b) t1 = 25 ms (c) t2 = 45 ms, showing the ultrasonic bubble cloud immediately below 

the sonotrode tip and the individual bubbles at the location 1.5 - 4 mm below the sonotrode tip. 
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(a) (b) (c) 

 

Fig. 4.15. The X-ray images acquired using 2000 fps for the liquid Sn-30%Cu alloy at 948 K using an ultrasound 

power of 100 W, at (a) t0 = 25 ms (b) t1 = 35 ms (c) t2 = 45 ms, showing the ultrasonic bubble cloud.  
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(a) 

 

(b) 

 

Fig. 4.16. (a) The bubble number density for the section 1, 2 and 3 showed 

Fig. 4.14 (60 W), (b) the bubble cloud density for the section 1, 2 and 3 

showed in Fig. 4.15 (100 W). 
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Fig. 4.15 shows a cloud of bubbles captured at 100 W ultrasound power. 

Individual bubble cannot be clearly identified, instead, the bubbles seem to 

form a steam of interconnected bubble strings, indicating that, at 2000 fps, 

the individual bubbles moved too fast to be captured. However, at the location 

away from the sonotrode such as the right bottom corner of Fig. 4.15c where 

the acoustic pressure is much lower than the area immediately blow the 

sonotrode tip, big and individual bubble can still been seen. 

 

Comparison between the images showed in Fig. 4.14 and Fig. 4.15, it is clearly 

seen that, at 60 W, especially at the region away from the sonotrode tip, the 

bubbles separated from each other clearly with a nearly spherical morphology. 

While those generated at 100 W were elongated and interconnected together 

to form a continuous bubble stream. To quantify the characteristics of the 

collective behaviour of the bubbles, i.e. the spatial distribution of the bubbles 

and bubble density, the numbers of bubbles passing though per unit length 

per unit time at a defined location are measured from each image. Fig. 4.14a 

shows the chosen sections, i.e. section 1, 2 and 3, and each section was 

divided into 5 areas, marked A, B, C, D, and E, with each sectional width of 

1.25 mm. A total of 100 images were measured in this way to obtain sufficient 

statistic data and presented in Fig. 4.16a. It clearly shows that there is a 

larger population of bubbles passing through section 3. It also shows the 

maximum bubble flux occurred in the area C and D in Fig. 4.14a.  

 

At 100 W, the interconnection of the bubbles makes it not accurate to 

measure them individually. However, the interconnected bubbles formed a 

nearly continuous bubble cloud and the distribution of the bubble cloud (or 

more accurately the density of the bubbles) passing through a sectional length 

can be measured by the grey value along that section. Therefore, the bubble 

density along the same sections 1, 2 and 3 were calculated from 20 images for 

the 100 W case and presented in Fig. 4.16b. 

 

Before the calculation of grey value, the noise and background of the raw 

images were already removed by subtracting the background image. 

Therefore, the remained brightness was actually due to the ultrasound bubble 

cloud. By subtracting the background image (obtained from imaging the liquid 

metal only) from the flat field (without liquid metal), the difference in grey 
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value was obtained and used as the baseline grey value. When bubble clouds 

were found in the sample, the grey value will be different to the grey value of 

the baseline. The ratio between the bubble cloud grey value and that of the 

baseline actually reflects the bubble density inside the sample. These ratios for 

the section 1, 2, and 3 for the case of 100 W were plotted in Fig. 4.16b. 

 

Clearly although the data showed in Fig. 4.16a is the bubble number density, 

while in Fig. 4.16b, they are the bubble densities themselves, but the trend 

are very similar, indicating that the method we used, i.e. using the grey value 

to represent the bubble density, actually captures the essential characteristics 

of the bubble cloud distribution and flux behaviour. 

  

4.8 Summary 

Using the ultrafast synchrotron X-ray imaging facilities (up to 271,554 fps) at 

sector 32-ID-B of APS, the highly dynamic phenomena of ultrasonic bubbles, 

including the nucleation, oscillation, implosion, coalescence of individual 

bubble, and the collective behaviour of a group of bubbles, i.e. bubble cloud, 

were studied in great details. The key findings are: 

 

 Bubble implosion is the most efficient mechanism for nucleating new 

bubbles. 

 

 Bubbles can oscillate in a quasi-static manner for many wave periods in a 

relatively low acoustic pressure condition. 

 

 Bubble coalescences behave very differently dependent on the properties 

of the liquids and the acoustic pressure during the different stage of 

coalescences. 

 

 The bubble size distribution is strongly dependent on the acoustic pressure 

and the characteristics of the bubble cloud can be quantified by the bubble 

size distribution and the bubble flux. 
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Chapter 5: Bubble and acoustic flow interactions with solid particles 

After two comprehensive imaging experiments at APS in 2011 and 2012 to 

study the highly dynamic behaviour of ultrasonic bubbles. The 2013 

experiment at APS and the two experiments at DLS in 2013 and 2015 were 

focused on the interactions of ultrasonic bubbles and the acoustic flow with the 

solid particles in water and solid phases in liquid metals. A total of 610 videos 

were taken at ASP, while 222 were acquired at DLS as summarized in Table 

5.1. This chapter describes the very typical videos and images acquired in 

those experiments and the key research findings accordingly. 

 

Table 5.1. A summary of the relevant experiments conducted at APS and DLS 

that produce the images presented in this chapter.  

 

Beamline X-ray beam 
Sample 

material 

1S-D 

(mm) 

Experimental 

Objectives  

Number 

of videos  

32-ID-B 

APS 
White 

Water 200 
Bubble 

dynamics 
97 

Water 

containing 

Ge particle 

150 

Bubble 

interact with 

particles 

152 

Silicone oil 200 
Bubble 

dynamic 
57 

Sn-13%Bi 980 
Bubble 

dynamic 
120 

Bi-8%Zn 980 
Bubble 

dynamics 
184 

I12 

DLS 

Mono-

chromatic 

Bi-8%Zn 

900 

Solidification 

process 
20 

Sn-30%Cu Microstructure 10 

White 
Bi-8%Zn 

2UST during 

solidification 
155 

Sn-30%Cu Bubble cloud 37 

1S-D: Sample-to-detector distance                2UST: ultrasound treatment          
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5.1 Microjet flow at bubble implosion 

5.1.1 Microjet flow in water 

Fig. 5.1 shows that a single bubble implodes in water with a microjet created. 

Due to the small view field at 271,554 fps, only half of the bubble is captured 

(Fig. 5.1a-1). At the instant of implosion, there is a microjet created, shooting 

downwards (Fig. 5.1a-2). In the next frame (3.7 μs later), the bubble was 

found to break up into a few bubble debris (Fig. 5.1a-3), then grew up and 

coalesced together (Fig. 5.1a-4). Similar phenomenon was reported by Ohl 

[17] in water and the microjet was captured using ~600,000 fps with its 

velocity estimated as ~150 m/s for the bubble radius bigger than 60 μm. 

 

(a-1) 0 (a-2) 3.7 μs 

 

(a-3) 7.4 μs (a-4) 11.1 μs 

Fig. 5.1.  X-ray images taken in water at APS using 271,554 fps, showing 

bubble implosion with a microjet created (a-2).  

15 µm Microjet

Bubble

Bubble

15 µm Microjet

Bubble

Bubble
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5.1.2 Microjet flow in liquid metal 

Fig. 5.2 shows five consecutive images of an ultrasonic bubble in liquid Bi-

8%Zn (700K, 427°C) captured using 135,780 fps at APS. A single bubble 

appeared below the sonotrode tip at 0 s, and expanded as the sonotrode 

moved up until 14.8 µs. The bubble imploded when the sonotrode moved 

down at 22.2 μs, creating a microjet pointing towards the sonotrode tip before 

breaking up into a few bubble debris at 29.6 μs. Apparently, it is difficult to 

work out the actual velocity of the microjet observed in the liquid metals 

because the relative lower frame rate used in the X-ray imaging experiments. 

 

 

(a-1) 0 (a-2) 7.4 μs (a-3) 14.8 μs (a-4) 22.2 μs (a-5) 29.6 μs 

 

Fig. 5.2. Five consecutive images of Bi-8%Zn (~427 °C) captured at 32-ID-

B of APS using 135,780 fps, showing the implosion of a bubble below the 

sonotrode tip with the creation of a microjet pointing towards the sonotrode 

tip. 

 

5.2 Bubble interaction with solid particles/phases 

In order to investigate the interactions between ultrasonic bubbles and solid 

particles or phases, Germanium (Ge) particles (100 mesh particles with a 

concentration of 2 mg/ml) was added into water held inside a borosilicate tube 

(4.42 mm inner diameter, 5.65 mm outer diameter). Fig. 5.3 shows the 

experimental set-up on the specimen stage of the beamline 32-ID-B of APS. 

The sonotrode tip was inserted into the tube with the tip positioned at 4.95 

mm above the inner bottom surface of the tube as highlighted in the circled 

and enlarged image. 

Sonotrode

Microjet

20 µm
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Fig. 5.3. A Photo of the experimental set-up at APS, and the insert shows the 

enlarged view of the sonotrode tip and the borosilicate tube containing water 

mixed with Ge particles with the size of 100 mesh. 

 

5.2.1 The interaction of bubbles with Ge particles in water 

Fig. 5.4 shows a typical series of images captured in water with Ge particles 

using the set-up showed in Fig. 5.3 at APS with 5413 fps. A bubble was seen 

to sit at the bottom of borosilicate tube (Fig. 5.4a-1) initially. After the 

ultrasound was turned on, the spherical bubble surface starts to be distorted 

(Fig. 5.4a-3) and to form a highly twisted surface morphology. Under the 

cyclic acoustic pressure, the twisted bubble continued to vibrate and stir the 

surround Ge particles sat at the bottom of the tube (from Fig. 5.4a-3.to a-10). 

During this process, the bubble was shown to undergo collapsing, splitting and 

rejoining with more and more mechanical actions on stirring up the Ge 

particles (from Fig. 5.4a-11 to a-15). 

 

Fig. 5.5 is a series of X-ray images captured at 5413 fps, showing the motion 

of a cluster of ultrasonic bubbles and their interactions with the solid Ge 

particles (the black particles) sat at the bottom of the quartz tubes. The 

ultrasound power used was 100 W, and the images were taken at ~4.5 mm 
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below the sonotrode tip. The red arrows point the direction of the bubbles’ 

movement. Firstly, a single bubble appeared in Fig. 5.5a-2, moving 

downwards while oscillating (Fig. 5.5a-3) in responding to the ultrasonic wave. 

The bubble imploded at Fig. 5.5a-4 before hitting the Ge particles at the 

bottom in Fig. 5.5a-5. The Ge particles were disturbed by the imploded bubble 

(Fig. 5.5a-5), and a lot of more Ge particles were stirred up by the continuous 

arrivals of more bubbles from above (Fig. 5.5a-6 to a-15). It is very 

interesting to find that, under the cyclic ultrasonic pressure field, the 

ultrasonic bubbles are pushed downward with a velocity of ~2 m/s while at the 

same time the surround water and the Ge particles floating in the water do not 

move at all. The stirred up of the Ge particles are purely because of the 

bombardment of the imploding bubbles at the bottom, while the Ge particles 

not hit by the bubble do not move at all (Fig. 5.5a-5 to a-10). All evidence 

indicates that (1) the bubbles respond to the acoustic pressure field 

instantaneously and transfer the ultrasound energy into mechanical 

momentum for the movement. (2) The implosions of bubbles at an interface 

create microjet flow that can move micrometre size solid particles very 

effectively, and these are very different to the ultrasound enhanced acoustic 

flow as described in details in section 5.3.  

 

5.2.2 The interaction of bubbles with Zn phases in Bi-8%Zn alloy 

Fig. 5.6 is a typical image sequence, showing an ultrasonic bubble oscillating 

on top of a solid phase observed in the semi-solid Bi-8%Zn melt captured at 

APS using 5413 fps. A single bubble was found to attach onto a solid Zn phase 

at 0s. Under the cyclic acoustic pressure, the bubble kept oscillating and 

interacting with the solid Zn phase. Because a small ultrasound power of 20 W 

was used, the interaction between the bubble and solid phase was found to be 

quite weak. However, after only ~65 wave periods (Fig. 5.6a-13), a small 

piece (~20 μm) was seen to separate away from the original big piece and 

moved downwards (Fig. 5.6a-14 and a-15).  

 

Fig. 5.7a-c show a series of image sequences captured at APS using 5413 fps 

at 0.5, 2.5, and 4.5 mm below the sonotrode tip (an ultrasound power of 20 

W), respectively. 
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(a-1) 0 (a-2) 185 μs (a-3) 396 μs (a-4) 554 μs (a-5) 739 μs 

 

(a-6) 924 μs (a-7) 1108 μs (a-8) 1293 μs (a-9) 1478 μs (a-10) 1663 μs 

 

(a-11) 1847 μs (a-12) 2032 μs (a-13) 2217 μs (a-14) 2402 μs (a-15) 2586 μs 

Fig. 5.4. X-ray images captured in water at APS using 5413 fps, showing an ultrasonic bubble initially sit at the 

bottom of a borosilicate tube where the Ge (the black) particles were present, and its interaction with the Ge 

particles during and after implosion under an ultrasound power of 100 W. The image centre is ~4.5 mm below the 

sonotrode tip. 

300 µm

Bubble
Bubble 

implosion

Ge
particles

Ge
particles
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(a-1) 0 (a-2) 185 μs (a-3)  396 μs (a-4) 554 μs (a-5) 739 μs 

 

(a-6) 924 μs (a-7) 1108 μs (a-8) 1293 μs (a-9) 1478 μs (a-10) 1663 μs 

 

(a-11) 1847 μs (a-12) 2032 μs (a-13) 2217 μs (a-14) 2402 μs (a-15) 2586 μs 

Fig. 5.5. X-ray images captured in water at APS using 5413 fps, showing ultrasonic bubbles bombarding at the 

bottom surface of a borosilicate tube where Ge particles were present. The red dash lines mark the moving 

directions of the bubbles. The ultrasound power is 100W and the image centre is at about 4.5 mm below the 

sonotrode tip. 

300 µm

Bubble
Bubble

Bubble

Ge
particles

Ge
particles
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(a-1) 0 (a-2) 185 μs (a-3) 396 μs (a-4) 554 μs (a-5) 739 μs 

 

(a-6) 924 μs (a-7) 1108 μs (a-8) 1293 μs (a-9) 1478 μs (a-10) 1663 μs 

 

(a-11) 1847 μs (a-12) 2032 μs (a-13) 2217 μs (a-14) 2402 μs (a-15) 2586 μs 

Fig.  5.6. A typical X-ray image sequence captured at APS using 5413 fps, showing an ultrasonic bubble oscillating on 

top of a solid Zn phase observed in the semi-solid melt of a Bi-8%Zn alloy. The ultrasound power used is 20W.

80 µm

Bubble

Solid 
phase

Detachment
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The melt temperatures measured at TC1, TC2 and TC3 were 650 K, 630K, 

600K (377°C, 357°C, 327°C) respectively, indicating that the alloy was in a 

fully liquid state. A sonotrode with a tip diameter of ~ 0.5 mm and 20 W input 

power were used in the experiment to allow the dynamic behaviour of bubbles 

and particles surrounding the sonotrode tip to be imaged within the limited 

field of view, i.e. 1 mm × 1 mm at 5413 fps. Fig. 5.7a-1 shows that, although 

the alloy is in a liquid state, some solid Zn particles (marked by the arrows in 

Fig. 5.7a-1) formed around the sonotrode tip because of the relatively cold 

surface of the sonotrode tip. After applying ultrasound of 20 W, the Zn 

particles were “shaken” off the tip and flew downward together with any 

ultrasound bubbles as shown in Fig. 5.7a-2 to a-3). Due to the limited field of 

view (1 × 1 mm in this case), the behaviour of the bubbles and particles 

further away from the sonotrode tip were imaged separately using the 

identical melt conditions and ultrasound input power as that in Fig. 5.7a. The 

typical image sequences captured at 2.5 mm and 4.5 mm below the sonotrode 

tip are shown in Fig. 5.7b and c, respectively. The image sequences taken at 

the different distances away from the sonotrode tip allowed systematic and 

statistical datasets to be extracted from the images for studying quantitatively 

the dynamic behaviour of the bubbles, the particles and the enhanced metal 

flow under ultrasonic waves.  

 

Firstly, the dynamic behaviour of an individual bubble and a particle were 

studied in detail by extracting 8 images that contained a typical bubble and a 

typical Zn particle at the same condition as those in Fig. 5.7b. The 8 selected 

images were enlarged and shown in Fig. 5.8a with the bubble circled and 

marked B, and the particle boxed and marked P. Using the in-house Matlab® 

code, the movement of B and P were tracked and their velocities were 

calculated and showed in Fig. 5.8b. Clearly, B moved in a zigzag manner, 

while P travelled in a straight line, and the calculated average velocity of B 

(0.26 m/s) was ~70% higher than that of P (0.15 m/s). These results indicate 

that the alternating acoustic pressure affects much more the movement of 

bubbles than that of the particle. Statistical analyses made on all the images 

and videos studied revealed that the trajectories of the particles were either a 

straight line (Fig. 5.8b), or slightly curved paths, further confirming that the 

particles are mainly dragged and moved by the flow of liquid metal, but not 

affected much by the alternating acoustic field. Hence the velocity of the 
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particles calculated can be considered as the actual velocity of the liquid 

metal.  



Chapter 5 

 

162 

 

(a) X-ray images taken at 0.5 mm below the sonotrode tip (an ultrasound power of 20 W) in Bi-8%Zn, 5413 fps  

 

 

(a-1) 0 (a-2) 185 µs (a-3) 370 µs (a-4) 555 µs (a-5) 740 µs (a-6) 925 µs 

 

(a-7) 1110 µs (a-8) 1295 µs (a-9) 1480 µs (a-10) 1665 µs (a-11) 1850 µs (a-12) 2035µs 

 

 

  

Cavitation

Zoom
Sonotrode

Zn Particle

200µm

Zn Particle
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(b) X-ray images taken at 2.5 mm below the sonotrode tip (an ultrasound power of 20 W) in Bi-8%Zn, 5413 fps 

 

 

(b-1) 0 (b-2) 5365 µs (b-3) 5550 µs (b-4) 5735 µs (b-5) 5920 µs (b-6) 6705 µs 

 

(b-7) 6290µs (b-8) 6475µs (b-9) 6660 µs (b-10) 6845 µs (b-11) 7030µs (b-12) 7215 µs 

 

 

 

 

 

200µm

Zn Particle

Bubble
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(c) X-ray images taken at 4.5 mm below the sonotrode tip (an ultrasound power of 20 W) in Bi-8%Zn, 5413 fps  

 

 

(c-1) 0 (c-2) 17205 µs (c-3) 17390 µs (c-4) 17575 µs (c-5) 17760 µs (c-6) 17945 µs 

 

(c-7) 18130 µs (c-8) 18315 µs (c-9) 18500 µs (c-10) 18685 µs (c-11) 18870 µs (c-12) 19055 µs 

 

Fig. 5.7. A series of images captured in liquid Bi-8%Zn alloy with an ultrasound power of 20 W at APS using 5413fps. The images 

were taken at (a) 0.5 mm, (b) 2.5 mm and (c) 4.5 mm below the sonotrode tip, respectively. 
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(a-1) 

0 

(a-2) 

185 µs 

(a-3) 

370 µs 

(a-4) 

555 µs 

(a-5) 

740 µs 

(a-6) 

925 µs 

(a-7) 

1110 µs 

(a-8) 

1295 µs 

 

(a) (b) 

 

Fig. 5.8. (a) Eight typical images extracted from the image captured at 2.5 mm below the sonotrode tip, showing the locations of bubble B  

and particle P, and their trajectories were plotted in (b). 
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Fig. 5.9. The velocities of particles and bubbles at different distances away 

from the sonotrode tip when the ultrasound input power of 20 W was applied. 

The error bar is the standard deviation of the measured dataset (> 20 

particles and bubbles are measured for each point) in the field of view.  

 

Fig. 5.9 shows the calculated velocities for the particles and bubbles in the 

images (> 20 particles and bubbles were measured in each image) captured at 

different locations below the sonotrode tip with the ultrasound input powers of 

20, respectively. At the position close to the sonotrode tip, the bubble velocity 

is 70 - 100% higher than the particle velocity, but the difference in velocity 

reduces gradually as it moves away from the sonotrode tip. 

 

5.3 The effects of bubbles and acoustic flow on microstructures 

5.3.1 The solidification microstructure of Bi-8%Zn 

Three alloys, Bi-8%Zn, Sn-13%Bi and Sn-30%Cu alloys, selected for the real-

time imaging studies. Fig 5.10 shows the typical real-time X-ray images 

obtained for each of them during the controlled solidification trials with the 

aim of selecting the best primary solid phases with the appropriate size and 

morphology for the imaging studies. It was found that Bi-8%Zn alloy has the 
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primary Zn phase of needle shape with the average size of ~250 μm and the 

absorption contrast give a more clearly X-ray images compared to the other 

two cases. Hence Bi-8%Zn alloy was chosen for the subsequent studies. 

 

Fig. 5.11 shows the primary Zn phases (white particles) formed during 

solidification. The area percentages of the Zn phase in the view field were 

measured from the real-time images showed in Fig. 5.12 captured under 53 

keV monochromatic beam at DLS. The Zn phase in the Bi-8%Zn alloy is 

needle-shaped phase and grows as the temperature goes down. When the 

temperature is below 295 °C, the percentage of the solid Zn phase increases 

steeply and reaches 25% at 253°C. This percentage is higher than that 

calculated from the phase diagram using lever rule (Solid Zn phase occupies 

~13.8% of the whole alloy at 254.5°C).  

 

5.3.2 Control of the liquid-solid interface  

Trial experiments were carried out first to carefully control the temperatures of 

the alloys and the temperature gradient in the thin channel area during 

solidification in order to form liquid-solid interface in the view field for imaging 

and to study the effects of the ultrasound bubbles and acoustic flow on the L-S 

interface. Fig. 5.13a shows typical temperature profiles of the Bi-8%Zn alloys 

measured during the controlled cooling process illuminated under the white 

beam. The cooling started at ~ 400 °C (TC1) with a cooling rate in all 

experiments controlled at ~ 0.2 °C/s. Relative stable temperatures can be 

normally achieved after 1500 s with ~47 °C difference between TC1 and TC3, 

giving a temperature gradient of ~5.2 °C/mm. Real-time X-ray images show 

that the solid phase formed during solidification is primary Zn particles 

(needle-shaped white particles, Fig. 5.12) and when TC3 reached at 245°C, 

TC2 will be normally at ~274°C. This temperature gradient allows a clear 

liquid-solid solidification front formed between TC 2 and TC3. The insert in Fig. 

5.13a shows the sudden jump of temperature when the ultrasound was 

switched on, which will be discussed later. The white beam has an equivalent 

heating power of 0.028 W/mm2 (calibrated for the experiment of Bi-8%Zn 

alloy). Hence when the beam is on, the temperatures jump ~1°C at TC2 and 

TC3 as shown in Fig. 5.13b.  
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(a) (b) (c) 

 

Fig. 5.10. Typical synchrotron X-ray image for (a) Bi-8%Zn, (b) Sn-13%Bi and (c) Sn-30%Cu. The samples are double-side 

polished of a thickness of 0.3 mm. 
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Fig. 5.11. The area percentage of the solid Zn phase (white particles) at 

different temperatures during the solidification of Bi-8%Zn alloy in the thin 

channel region of the quartz tube. 

 

 

 

 

 

 

 

(a) (b) (c) 

 

Fig. 5.12. Real time X-ray images obtained using monochromatic beam of 53 

KeV at DLS during the solidification of Bi-8%Zn at (a) 350 °C, (b) 288 °C and 

(c) 253 °C. The images are taken at 30 fps, with the exposure time of 0.3 ms. 

 

In order to investigate the influence of the white beam heating on the 

solidification of alloy, the solidification experiment without ultrasound was 

conducted first. The photos in Fig. 5.13c show that the heat from the white 
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beam (10 minutes) has no obvious influence on the solidification front. 

Therefore, the effect of the white beam heating can be ignored. The procedure 

for achieving the temperature profiles showed in Fig. 5.13a was then used in 

all subsequent experiments of the Bi-8%Zn alloys. 

 

5.3.3 Erosion of the liquid-solid (L-S) interface 

Fig. 5.14 shows, at the ~5.5 mm below the sonotrode where is ~267°C, an 

ultrasound bubble appears at the L-S interface, and keeps pulsing on the top 

of the L-S interface, knocking out the primary Zn particles, and eroded into 

the solid phase. The detached particles are washed away by the streaming 

flow (in an anticlockwise direction) above the L-S interface and delivered to 

the bulk liquid. Please notice that there are also many detachments at the two 

shoulders of L-S interface which is washed away by the streaming flow. In 

order to find out the effect of the pulsing bubble and streaming flow on the L-

S interface, two extreme conditions, that is, the erosion depth of the right 

shoulder of the L-S interface and the depth of the bubble “eating” into the L-S 

interface (by tracing the bottom of the bubble as the bubble-interface contact 

point as marked Fig. 5.14a-4) are measured, and the results are showed in 

Fig. 5.15a. It was found that the velocity of bubble eroding into the L-S 

interface is relatively constant at ~300 μm/s, without considering the 

fluctuation from 0.6 s to 1.2s which was caused by the movement of bubble in 

horizontal direction on the L-S interface. While the streaming flow caused 

erosion of L-S interface at ~200 μm/s. Hence the pulsing of the bubble 

definitely adds an extra contribution to the erosion of the L-S interface on top 

of the contribution from the acoustic flow. 

 

Fig. 5.15b shows the bubble pressure and velocity at bubble wall calculated by 

using Gilmore Model (initial bubble radius is 60 μm, and ambient pressure is 

0.24 MPa [42]), and they are ~50 MPa and ~30 m/s at their maximums within  

the 100 cycles of ultrasonic waves. The bubble pulsing to enhance the solid 

particle fragmentation at the L-S interface will be discussed in more details in 

Chapter 7. 
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(c) 

Fig. 5.13. (a) The measured temperatures at locations TC1, TC2, and TC3 

showing the cooling process and the insert shows the temperature jump 

when ultrasound is turned on. (b) The measured temperature at locations 

TC1, TC2, and TC3 when the white X-ray beam is on and (c) the 

solidification microstructure of Bi-8%Zn at 0 (left) and 10 minutes (right) 

after the white beam is turned on. (The images were captured at 1000 fps, 

with exposure time of 990 μs). 

 

5.3.4 Fragmentation of the solid phases 

Fig. 5.16a shows the real-time fragmentation of a needle-shaped primary Zn 

phase caused by the joint effects of bubble pulsing and acoustic flow. A clear 

L-S interface was formed at the position of 5 mm below the sonotrode. The 

two bright columns are the “fingers” of the Al-20%Cu slot sample (250 µm 

thick) inserted into the thin channel (clearly shown in Fig. 3.9c). When the 

ultrasound (60 W) was switched on, a single bubble was seen to reach the L-S 

interface pulsing on the interface and on the right side of a needle-shaped 

~200 μm long Zn phase (Fig. 5.16a-1). The bubble kept pulsing at the same 

position for ~50 ms (>1,500 cycles of ultrasonic waves), and then passed the 

Zn phase to the left. The long Zn was seen broken up after 55 ms of bubble 

pulsing on it (comparing the circled features in Fig. 5.16a-2 and Fig. 5.16a-3). 

The broken fragment was washed away by the streaming flow to the left, 
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leaving a ~ 60 μm long part still embedded inside the solid phase below the L-

S interface. 



Chapter 5 

 

174 

 

(a-1) 0 (a-2) 0.3 s (a-3) 0.6 s (a-4) 0.9 s (a-5) 1.2 s (a-6) 1.5s 

 

(a-7) 1.8 s (a-8) 2.1 s (a-9) 2.4 s (a-10) 2.7.s (a-11) 3 s (a-12) 3.3s 

 

Fig. 5.14. Image sequence of a single ultrasonic bubble pulsing and eroding into an L-S interface found in Bi-8%Zn alloy captured 

at 1500 fps. (TC3 = 245°C, TC2 = 274°C before starting ultrasound). The center position of the image is ~5.5 mm below the 

sonotrode and ultrasound power used was 60 W. 
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 (f) 

(c) 

 (f) 

(d) 

Fig. 5.15. (a) Measurement of the depth caused by bubble eroding into the 

L-S interface (bubble bottom position) and the erosion depth of right 

shoulder of L-S interface purely due to the acoustic flow as a function of 

time, and (b) the pressure and velocity at bubble wall calculated by using 

Gilmore model (initial bubble radius is 60μm, and ambient pressure is 0.24 

MPa), and the peak values are enlarged in (c) and (d).  
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                                  (a-1) 0 (a-2) 49ms           (a-3) 59 ms 

 

                                  (b-1) 0 (b-2) 5260ms           (b-3) 5266 ms 

 

                                   (b-4) 5261 ms (b-5) 5269 ms           (b-6) 5272 ms 

Fig. 5.16. X-ray images (1500 fps, ultrasound power of 60 W, 5 mm below sonotrode), showing the fragmentation of (a) a needle-shaped Zn 

phase by a bubble and acoustic flow; and (b) a “finger” made by Al-20%Cu alloy. The temperature at the bubble position is ~270°C. 
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In a similar experiment (liquid Bi-8%Zn inserted with a thin Al-20%Cu slot 

sample, 60 W ultrasound power), when imaging was focusing onto the thin 

“fingers” of the Al-20%Cu slot sample, it was found that one “finger” was bent 

after ~ 5.2 s ultrasonic treatment due to the acoustic flow, and then was 

broken up (Fig. 5.16b-5), and flowed away by the acoustic flow with the 

velocity calculated at ~1m/s (from Fig. 5.16b-5 to b-6). The detailed 

dimension of the Al-20%Cu slot sample is in Appendix 3. 

 

Both cases provide very clear real-time evidences that the acoustic flow above 

the L-S interface play an important role in causing the fragmentation and 

detachment of solid particles. In order to clarify the influence of acoustic flow 

on the L-S interface under different ultrasound powers, in situ observations at 

the regions further away from the sonotrode tip (where bubbles are less likely 

to reach and survive) but still inside the thin channel were made.  

 

Fig. 5.17 shows that different ultrasound powers were applied into liquid Bi-

8%Zn during directional solidification to investigate the effects of acoustic flow 

on the solid Zn phases and liquid-solid interface. The images were captured at 

1000 fps and the center position of the images is ~6 mm below the sonotrode 

tip which is between the TC2 and TC3. The temperatures at TC2 and TC3 

before ultrasound are 274°C and 245°C, respectively. The ultrasound time is 2 

s.  

 

Fig. 5.13c already shows that, without ultrasound (0 W), no obvious 

detachment of solid Zn phases were found at the liquid-solid interface. At 20 

W, Fig. 5.17a shows that with 2 s ultrasound applied, only the ‘loose’ particles 

on the L-S interface (marked by the white circle) were washed away by 

acoustic flow. The arrows show the direction of enhanced streaming flow 

obtained by tracking the trajectory of the Zn particles in the bulk liquid. The 

fluid flow is seen relatively symmetric to the sonotrode, and clockwise on the 

left and anti-clockwise on the right. When the power increase to 60 W, instead 

of washing off the individual particles, the streaming flow caused a ‘cleavage’ 

of a big cluster of solid Zn phase as showed in Fig. 5.17b, and the big cluster 

was broken up. Then some of them were washed away by the flow and carried 

back to the liquid region. The initial relatively flat L-S interface was changed 

significantly by the ultrasonic enhanced flow as indicated by the white dash-
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lines marked in Fig. 5.17b. At 100 W (Fig. 5.17c), the L-S interface was 

effectively destroyed by the ultrasonic flow and all the L-S interface in the 

view field collapsed after 1286 ms ultrasound processing, and the knock-off Zn 

particles from the interface were flowed back to the liquid region above.  

 

 

(a) 

 

(b) 

 

(c) 

 

Fig. 5.17. A series of images sequences of Bi-8%Zn, showing the effects of 

input ultrasound powers on the changes of the liquid-solid interface: (a) 20W, 

(b) 60W, (c) 100W.The temperatures of TC2 and TC3 are 274°C and 245°C 

respectively. The white arrows indicate the direction of ultrasound induced 

streaming flow and the movement of the Zn phases in the liquid (1000 fps, 

990 μs exposure time). The center position of the image is about 5.5 mm 

below the sonotrode. 
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 (a) 

       

(b) 

Fig. 5.18. (a) Area percentage of the detached solid phases to the solid phases 

before the start of ultrasound as function of ultrasound processing time. (b) Final 

percentage of the detached solid phases after 2 s ultrasound processing and 

maximum velocity of solid particles in the view field as a function of ultrasound power 

measured from Fig.  5.17.  
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Fig. 5.18a shows that, from the real-time images in Fig. 5.17, the area 

percentage of the detached solid phases (the area of detached solid phases 

divided by the original area of solid phases before the ultrasound is turned on) 

as a function of ultrasound processing time. The calculation was made by 

using an in-house Matlab® script, which can detect the L-S interface according 

to the grey value difference between solid and liquid. Fig. 5.18a shows that, at 

20 W, there is no obvious detachment. At 60 W, the amount of detachment of 

Zn phase increase almost linearly with time before 250 ms, then slow down, 

and finally flatten out in the period of 500 – 2000 ms. The amount of 

detachment at 100 W ultrasound showed a similar trend as that at 60 W, i.e., 

80% of the solid phases detached within the beginning 250 ms, and the 

detaching rate slow down after 250 ms, and all of the solid phase are 

destroyed under 100W after 1286 ms processing.  

 

Fig. 5.18b shows the final area percentage of the detached solid phases and 

the maximum velocity of solid particles in the viewing field under different 

ultrasound power measured from Fig. 5.17. The position of solid phases 

(bright) above L-S interface, including the equaxied Zn particles in the liquid 

and deciduous particles or clusters. The measured velocity is calculated by the 

translation distance over the time interval of images (the particle velocity 

might be underestimated due to the neglect of the motion in the beam 

direction). From Fig. 5.18b, we can see that, at <20 W (the maximum particle 

velocity < 0.2 m/s), there are very a few Zn phase detached from the 

interface. With 2 s ultrasound processing time, the final detachment 

percentage of the solid Zn phases increase dramatically as the input power 

increase beyond 20 W (a particle velocity > 0.2m/s). All of the Zn solid phases 

were washed off from the L-S interface under 100 W before 2 s. The maximum 

velocity of solid particles increases as the increase of ultrasound power, 

reaching ~0.95 m/s at 100 W.  

 

The velocity of Zn particles may not fully represents the velocity of streaming 

flow due to the inertia of the particles; the cavitation bubbles, although not 

appear at the depth of viewing field showed in Fig. 5.17, however, it will play 

an important role in terms of affecting the streaming flow as discussed before. 
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The velocity obtained in metallic alloy is much higher than those reported in 

water [120] and in transparent alloy [201]. The reason is that the intensity of 

the streaming effects is directly proportional to the ultrasonic momentum 

acquired by the liquid when it absorbs the wave energy; therefore, liquid 

metal absorbs more ultrasound wave energy due to its higher density and 

velocity of sound [38].  

 

Thus, the ultrasound enhanced streaming flow is capable of fracturing and 

detaching the solid phase from the L-S interface (Fig.5.17). More importantly, 

many detached solid phases are observed to flow back into the top hotter 

liquid region by the acoustic streaming flow, and survive there for substantial 

period of time. Those surviving Zn phases will, at no doubt, act as embryonic 

grains for atoms in the liquid to grow upon. If in other alloy systems, no 

matter the surviving particles are grain refiners or embryonic grain 

themselves, they will enhance or promote very effectively the grain refinement 

of the solidifying alloys. This striking evidence indicates that the acoustic flow 

is one of the very important mechanisms for ultrasonic grain refinement in 

metallic alloys.  

 

5.3.5 The effect of temperature 

Fig. 19a shows the temperature increment ∆𝑇 (the maxium temperature during 

the ultrasound processing 𝑇𝑀𝐴𝑋 minus the original temperature 𝑇0 before 

ultrasound was turned on) of three thermocouples for the experiment results 

showed in Fig. 5.17 (with 2s ultrasound processing at the power of 20W, 60W 

and 100W). ∆𝑇 increases with the increase of ultrasound power, especially for 

the middle region, which is effective in reducing temperature difference 

between top and middle region. The temperature increment at top area most 

is probably due to the conversion from the acoustic energy to be the inner 

energy of the liquid alloy. However, comparing with the streaming flow 

induced temperature jump in the middle and bottom, this is relatively small 

because the hot liquid at the top will be pushed downwards by the streaming 

flow. The temperature at bottom area has little increment at 20 W and 60 W, 

but a steep jump at 100 W. Referring to the results in Fig. 5.17c, the steep 

temperature jump is actually caused by the acoustic flow delivering the hot 

fluid from the top to the bottom after the L-S interface was destroyed 
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completely. More detailed temperature information is shown for the 60 W case 

in Fig. 5.19b. During the 2 s ultrasound (60W) processing, the temperature 

above the L-S interface was obviously homogenised, that is, the temperature 

gradient between TC1 and TC2 reduced from 4.07 °C/mm to 1.24 °C /mm. 

However, the high speed image sequence (Fig. 5.17b) and the measured data 

(Fig. 5.18a) show that majority of the Zn particles in the view field were 

detached or became loose within 250 ms after applying ultrasound during 

which there was hardly any obvious temperature increase (<2 °C) at the L-S 

interface region (TC 2 in Fig. 5.17b). Hence the hydrodynamic force induced 

by the acoustic flow plays a more dominant role than the temperature in 

dispersing and redistributing solid particles in the liquid metals. 

 

Although the temperature induced re-melt is too slow to be the dominant 

factor in such short period, that is, 2 s ultrasound processing. Our experiments 

have found that it will become an important factor in long time ultrasound 

processing, for example, applying 20 W ultrasound for ~10s above the L-S 

interface. 

 

When ultrasound is switched on temperature increase always occurs as the 

insert shown in Fig.5.13a. To investigate the effect on re-melt of the interface, 

ultrasound with a small power (20W) was applied for a relatively longer time, 

10s (Fig. 5.20a). Consistent with the results showed in Fig. 5.17a, there are 

no obvious acoustic flows observed at ~6 mm below sonotrode. Any detached 

solid particles were seen to move slowly and straightly upwards without any 

interference from any acoustic flows. As the ultrasound processing continued, 

the temperature was obviously homogenized as showed in Fig. 5.20b, the top-

middle (TC1 and TC2) temperature gradient reduced from 4.07°C/mm to 

almost 0, but the middle-bottom (TC2 and TC3) temperature gradient 

increased. There was about 15 °C increase at TC3, resulting in the detachment 

of solid particles from the L-S interface as Fig. 5.20b showed. As the 

temperatures increase in TC2 and TC3 during the ultrasound processing, more 

and more Zn phases are detached from the L-S interface. This temperature 

effect will be effective for more than 15 s, because even after 10 s ultrasound, 

Fig. 5.20b shows that the temperature maintained higher than that before 

ultrasound for a long time. By measuring the velocity of the erosion of L-S 

interface, the temperature induced re-melt was found to erode the interface in 
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a seed of 50 μm/s. The detached Zn particles continued to move straight up 

with a speed of ~0.003 m/s due to buoyancy force, further confirming that the 

influence of the acoustic flow under this condition is trivial. 

 

(a) 

 

(b) 

Fig. 5. 19. (a) The temperature increment ∆𝑇 (∆𝑇 = 𝑇𝑀𝐴𝑋 − 𝑇0) of TC1, TC2, 

and TC3 as function of ultrasound power conresponding to the in situ 

observation in Fig. 5.17, and (b) temperature history after the ultrasound was 

switched on under the ultrasound power of 60W (real-time images shown in 
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Fig. 5.17b).The positions of the thermocouples TC1, 2, 3 are shown in Fig. 

3.17, that is, 4.5 mm between each thermocouple, and TC1 is 0.25 mm below 

the sonotrode. 

 

(a-1) 0 (a-2) 2 s (a-3) 4 s (a-4) 6 s 

 

(a-5) 8 s (a-6) 10 s (a-7) 12 s (a-8) 14 s 

(a) 

 

(b) 

Fig. 5.20. (a) Image sequence of L-S interface for a Bi-8%Zn with 10 s 

ultrasound (20 W) processing. (b) The temperatures history at TC1, TC2, and 

TC3 with 10 s ultrasound processing corresponding to the real time images 
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from (a-1 to a-8). The center position of the image is about 6 mm below the 

sonotrode, and TC2 is ~1 mm above the L-S interface at 0 s. The images 

were taken at 1000 fps and 990 μs exposure time. 

5.4 Summary 

The microjet flows at microscopic level are captured both in water and liquid 

metals. Systematic studies on the interactions between bubbles and acoustic 

flows indicate that bubble implosion and oscillation are very effective in 

stirring up solid particles in liquids. At liquid-solid interface, the energy and 

momentums coming from the imploding bubbles, oscillating bubbles and 

acoustic flows are sufficient to fracture solid phases, at microscopical level, 

ultrasonic bubbles are more energetic then acoustic flow in affecting the liquid-

solid interface due to mainly the microjet flow effects. 
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Chapter 6: Modelling of acoustic pressure field and bubble dynamics  

This chapter describes the modelling of the ultrasonic pressure field, the 

oscillation of ultrasonic bubbles in order to understand more quantitatively the 

dominant governing physics in controlling the dynamics of ultrasonic waves 

and ultrasonic bubbles in the different liquids studied. 

 

6.1 Modelling of the acoustic pressure field 

Fig. 3.17 in Chapter 3 shows that the ultrasonic waves were transmitted into 

the liquid held within the thin channel area via the vibration of the sonotrode 

tip set on top of the thin channel. To quantify the acoustic pressure field 

produced by the ultrasound transmitting through the liquid, finite element 

method and the commercial software, Comsol Multiphysics® were used to 

simulate the acoustic pressure distribution inside the liquid. 

 

6.1.1 The governing equations 

If assuming the ultrasound is a time harmonic vibration without the effect of 

cavitation, the cyclic ultrasonic pressure distribution in the liquid can be 

calculated using the Helmholtz equation [33, 42]. 

 

(𝝎/C)2

ρ
Pa+∇∙ (

1

ρ
∇Pa)=0    (6. 1) 

 

where  and C are the density and sound speed of the liquid respectively. 

ω=2πf is the angular frequency and f is the frequency of sound wave. 

 

Pa is the pressure source at the sonotrode tip, and in this case can be 

calculated by: 

 Pa=PAcos(ωt)     (6. 2) 

 

 PA=√2ρCW/A     (6. 3) 
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where PA is the pressure amplitude at the sonotrode tip surface. W is the 

ultrasound power, and A is the area of the ultrasound wave emitting surface 

(the 2 mm diameter tip has a wave emitting surface of 3.14×10-6m2). 

 

6.1.2 The computational domain and mesh 

The quartz sample container showed in Fig. 3.15 was modelled. The thin 

channel area has the dimension of 10 x 10 x 0.3 mm. By mimicking this 

geometry, the computational domain used in the modelling is shown in Fig. 

6.1a, comprising of a cuboid of 10 mm (wide) x 20 mm (high) x 0.3 mm 

(thick). The domain is 10 mm higher than the thin channel itself which means 

that the liquid of 10 mm above the thin channel is considered in the 

simulation. The sonotrode is simulated by using another cuboid of 2 mm 

(wide) x 5 mm (high) x 0.3 mm (thick). Unstructured triangular mesh [202] 

was generated for the computational domain using the topology mesh function 

in Comsol Multiphysics. The mesh size is in the range from 0.042 to 0.237 mm 

as shown in Fig. 6.1a. The domain for the liquids was meshed using extra fine 

meshes, especially at the corners. The total number of mesh elements consists 

of 18354 domain elements, 8352 boundary elements, and 426 edge elements. 

 
 

(a) (b) 

Fig. 6.1. (a) A 3-D view of the computational domain and meshes for 

simulating the acoustic pressure. The insert shows the enlarged view of the 

mesh at the sonotrode tip. (b) A 2-D view of the domain, showing the 

boundaries with their conditions described in the text. 
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6.1.3 The boundary and initial conditions  

The boundary conditions were set as close as to the conditions used in the 

experiments: 

 

(1) Boundary 1: this is the sonotrode tip, emitting ultrasonic waves into the 

liquid below. A pressure source Pa = PA
cos(wt) is given at boundary 1, PA is 

calculated from the imposed ultrasound input power (20-100W) and the area 

of the sonotrode tip, A (3.14×10-6m2). 

 

(2) Boundary 2: this is the side surfaces of the sonotrode. Sound hard 

boundaries (zero normal derivative of pressure, ∂Pa/∂n=0) are set at boundary 

2. 

 

(3) Boundary 3: this is the liquid top surface exposed to air. Sound soft 

boundaries (Pa=0) is set at Boundary 3. 

 

(4) Boundary 4: this is the wall of the quartz container, a relative “soft glass” 

condition is set for Boundary 4 with the acoustic impedance Z=ϱ *c*, where 

ϱ * and c* are the density (2.203×103 kg m-3) and sound velocity (5300 m s-1) 

of quartz, respectively. 

 

6.1.4 The material properties 

Three materials, i.e. water, silicone oil, and Bi-8%Zn alloy were simulated 

using this model. The properties used in the simulation for the three materials 

and those of quartz container and sonotrode are listed in Table. 3.2.  

 

Room temperature (20°C) was used for water and silicone oil. While for Bi-

8%Zn, the measured temperature of 427°C was used, and its viscosity at 

427°C was referenced from [199]. 

 

6.1.5 The modelled acoustic pressure distributions 

Fig. 6.2 shows the simulated acoustic pressure distributions along the central 

line from the sonotrode tip downwards for the three different liquids with an 

input ultrasound power of 20 W. Immediately below the sonotrode tip surface, 
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the acoustic pressure in Bi-8%Zn is 14.8 MPa, 3.4 times higher than that in 

water (4.35 MPa), and 4.3 times higher than that in silicone oil (3.46 MPa). 

However, it attenuates much faster, dropping to the same level as those in 

water and silicon oil at ~1.8 mm below. Apparently, the higher acoustic 

pressure at the wave emitting surface for Bi-8%Zn is because of the combined 

effect of higher density (9561 kg m-3) and faster sound speed (1790 m s-1). 

While the exponentially attenuation of the pressure is caused by mainly the 

higher density. Eq. 6.1 indicates that the heavy metal consumes the acoustic 

energy much faster than water and silicone oil do, and just ~1.8 mm away 

from the wave emitting surface, the acoustic pressure reached the same level 

as those in water and silicone oil. Fig. 6.2 also shows that, for all three cases, 

~5 mm away from the wave emitting surface, the alternating acoustic 

pressures became very small. 

 

 

Fig. 6.2. The acoustic pressure distributions below the sonotrode tip (along 

the central line of the geometry) in water, silicone oil and Bi-8%Zn, 

calculated by Helmholtz equation with an initial ultrasound power of 20 W.  

 

Fig. 6.3a shows the simulated acoustic pressure distributions along the central 

line in Bi-8%Zn for different ultrasound input powers (20 W, 40 W, 60 W, 80 

W and 100 W respectively). For all cases, the acoustic pressures attenuate 

very fast and become very small 2 mm below the sonotrode tip. 
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Fig. 6.3b shows that, for different ultrasound powers, the acoustic pressure at 

the sonotrode tip is a cosine wave. The maximum acoustic pressures for 

different powers extracted from Fig. 6.3b (arrowed) are plotted in Fig. 6.4, 

with the inserts show the acoustic pressure distributions surrounding the 

sonotrode tip for different powers.  

 

6.2 Modelling of the dynamics of ultrasonic bubbles 

6.2.1 The governing equations 

In this research, the classical Gilmore model [23] was used to simulate the 

dynamic evolution of the bubble radius for the three cases. The governing is:  

 

(1 −
𝑅̇

𝐶
)𝑅𝑅̈ +

3

2
Ṙ2 (1 −

Ṙ

3C
) = (1 +

𝑅̇

𝐶
)𝐻 +

𝑅𝑅̇

𝐶
(1 −

𝑅̇

𝐶
)
𝑑𝐻

𝑑𝑅
  (6. 4) 

 

𝐶2 =
𝑛(𝑃+𝐵)

ρ
(
𝑃+𝐵

𝑃0+𝐵
)
−
1

𝑛
        (6. 5) 

 

𝐻 =
𝑛

𝑛−1

(𝑃0+𝐵)
1
𝑛

𝜌
[(𝑃 + 𝐵)

𝑛−1

𝑛 − (𝑃∞ + 𝐵)
𝑛−1

𝑛 ]    (6. 6) 

 

𝑃 = (𝑃0 +
2𝜎

𝑅0
) (

𝑅0

𝑅
)
3𝛾
−
2𝜎

𝑅
−
4𝜇𝑅̇

𝑅
      (6. 7) 

where R, P, H and C is the radius, pressure at the bubble wall, enthalpy and 

sound speed of the liquid, respectively; R0 is the initial bubble radius, B and n 

are empirical constants that depend on the particular liquid, P0 is the liquid 

ambient pressure at 1 atm and P∞ = P0 + Pext is the pressure at infinite 

distance from the bubble. 
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(a) (b) 

 

Fig. 6.3. (a) The acoustic pressure (at the maximum positive pressure) distribution below the sonotrode tip, and (b) the  

pressure at the sonotrod tip as a function of time for ultrasound powers of 20 W, 60 W, 80 W and 100 W in Bi-8%Zn.  
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Fig. 6.4. The acoustic pressure amplitude at the sonotrode tip in Bi-8%Zn for different ultrasound input powers. The inserts 

are corresponding 2-D colour maps of the acoustic pressure distribution at the middle plane of the sonotrode. 

 

0 20 40 60 80 100
0

5

10

15

20

25

30

35

 

 

A
co

u
st

ic
 p

re
ss

u
re

 (
M

P
a

)

Ultrasound power (W)

33 (MPa)

30

25

20

15

10

5

0

-1.05



Chapter 6 
 

194 

Based on the acoustic pressure distributions simulated in the previous section, 

the external acoustic pressure Pext for a bubble at a specific point can be 

calculated by:  

 

𝑝𝑒𝑥𝑡 = 𝑝 𝑐𝑜𝑠 (𝑤𝑡)      (6.8) 

 

where p is the acoustic pressure amplitude at the location where the bubble is 

found. 

 

6.2.2 Parameters used in the equations solving  

The equation was solving in Comsol Multiphysics® using the model of Ordinary 

Deferential Equation (ODE). The accuracy of the calculation is down to 10-6, and 

the time step is set as 3.33 x 10-9s. By inputting the initial bubble radius 

(measured from the images) and the acoustic pressure amplitude at the location 

where the bubble is found (also from the X-ray images and calculated using 

Eq.6.1), and other parameters, such as the empirical constants B and n, density 

and viscosity of the liquid properties (all listed in Table 3.2), the bubble radius, 

velocity and pressure at the bubble wall can be calculated using Gilmore model. 

 

6.2.3 The simulated bubble radii 

Fig. 6.5a-c shows that the bubble radii measured from the images in Fig. 4.5a, b 

and d were compared with the calculated ones by using Gilmore model for the 

cases of water, silicone oil, and liquid Bi-8%Zn, respectively. An initial bubble 

radii of 4, 6, 8 μm based on experiment measurements, and pressure amplitude 

of 0.118, 0.125, 0.105 MPa at the bubble position were used in the Gilmore 

model for water, silicone oil and Bi-8%Zn. From Fig. 6.5a-c, we can see that in 

all the liquids, the measured and modelled bubble radii agree well when the 

same time intervals from the images (7.4 µs for water and silicone oil, and 

0.185 ms for Bi-8%Zn) were used in the simulation. Fig. 6.5d-f shows that the 

velocity at the bubble wall simulated for the bubble showed in Fig. 4.5a, b and d. 

It was found that the Gilmore model predicts well the oscillation of quasi-steady 

bubbles. 
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Fig. 6.6 show a series of images acquired at 135,780 fps in a liquid Sn-13%Bi 

alloy (~2.65mm below the sonotrode tip) at 327°C and an acoustic pressure 

amplitude is calculates as 0.5 MPa. The dynamic expansion of the bubble and its 

sudden implosion (Fig. 6.6a-6) are clearly demonstrated. At implosion, the 

bubble boundary become blurring because of the pressure shockwave generated 

(as discussed in detail in Chapter 7) push the liquid away from the bubble wall. 

Using the Gilmore model again, the corresponding abrupt change in bubble 

radius and the velocity at the bubble wall are calculated and showed in Fig. 6.6b 

and c, respectively. Fig. 6.6b shows that the measured radii agree well with the 

simulation, and Fig. 6.6c shows that, at implosion, a velocity of the bubble wall 

is emitted in the range of 30 ~ 40 m/s. 

 

6.4 Summary 

Comparisons between the measured and simulated bubble radius indicate that 

the Gilmore model is capable of accurately simulating the quasi-static oscillations 

of spherical bubbles all liquids studied in this research. 
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(a) water (b) Silicone oil (c) Bi-8%Zn 

   

(d) water (e) Silicone oil (f) Bi-8%Zn 

Fig. 6.5. (a-c) Bubble radii measured from the image sequence in Fig. 4.5 and comparison with the calculated bubble radii using Gilmore 

model (the initial radius = 4, 6, 8 μm, pressure amplitude= 0.118, 0.125, 0.105 MPa) for water, silicone oil and Bi-8%Zn, respectively and 

(d-f) the velocities at the bubble wall calculated using the Gilmore model and the same time step as the images showed in Fig. 4.5. 
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(a-1) 0 (a-2) 7.4 µs (a-3) 14.8 µs (a-4) 22.2 µs (a-5) 29.6 µs (a-6) 37 µs (a-7) 44.4 µs 

(a) 

 
 

(b) (c) 

Fig. 6.6. (a) A series of images, showing the expansion and implosion of a single bubble in a Sn-13%Bi alloy (327°C) 

captured at 135,780 fps ~2.65 mm below the sonotrode tip (time interval of 7.36 μs); (b) the simulated abrupt change of the 

bubble radius before and at implosion, and (c) the abrupt change of velocity at the bubble wall at implosion, emitting a 

shockwave. 
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Chapter 7: Discussion 

The large number of real-time X-ray images and simulation results presented 

in chapter 4, 5 and 6 contain a large amount of novel information concerning 

the dynamics of ultrasound bubbles in water, silicone oil and liquid metals. 

Majority of them are revealed for the first time, especially for the case of liquid 

metals because of the uses of the ultrafast X-ray imaging.  

 

In this chapter, the novelties of the research, the key new findings and 

discoveries are discussed by comparing the experimental results with the 

numerical modelling in this research and those published in the open 

literatures by other researchers in the past. The significance on new 

knowledge creation and scientific contribution to the advance of the research 

in this very important field are highlighted in this chapter. 

 

7.1. The novelty of the experimental apparatus 

Real-time imaging of the highly dynamic events of ultrasound bubbles in 

liquids, especially for the case of liquid metals, is not a trivial task. A 

systematic design and experimental trials were carried out in the past four 

years to design and manufacture the suitable experimental apparatus and the 

corresponding control and synchronisation systems for the research. Through 

a steady and progressive improvement, and many iterations of experimental 

trials as described in chapter 3, a very advanced experimental apparatus has 

been successfully designed, manufactured and commissioned for this research 

and used to acquire many thousands of images data in the four past years. 

The key novelties of the designed apparatus are firstly discussed here: 

 

7.1.1 The special sample containers and furnace 

As detailed described in Chapter 3, the sample container is the key element in 

the in situ solidification studies of liquid metals. It needs to have sufficient 

volume to hold the sufficient quantity of liquid metals to allow ultrasound to be 

applied into the melt, and have a large enough X-ray window to allow a 

sufficient number of ultrasound bubbles to pass through that window for the in 

situ imaging studies. Initially, Duratec and Marco materials were chosen 

because they are machinable ceramics and can be machined into the designed 
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geometry as showed in Fig. 3.4 without difficulty to realise the designed 

functions. They can be also made as a tiny casting mould and used repeatedly. 

The experimental trials made in the first two experiments at APS in 2011 and 

2012 indicated that the Duratec and Marco moulds performed well during the 

solidification experiments, and reasonable good quality X-ray images were 

obtained using the two types of mould as typically showed in Fig. 3.6 and 3.7. 

However, the non-uniform background on the X-ray images due to the Duratc 

and Marco mould causes problems in analysing the bubbles captured, 

especially difficult in differentiating clearly the boundaries of the bubbles (Fig. 

3.7). With such smeared bubble boundaries, it is virtually impossible to study 

the details of bubble implosion and bubble coalescence events. 

Encouraged by the success of the designed geometry for the sample 

containers, we then searched for other materials that have a very low X-ray 

absorption properties in order to achieve a clear and uniform background on 

the X-ray images, while at the same time can withstand the high temperature. 

Apparently, quartz is one such material because it has very low X-ray 

absorption coefficient as showed in Fig. 3.5, and its soft temperature is around 

1660 °C [203]. The difficulty is to make a quartz into the similar geometry as 

showed Fig. 3.9a. Through many rounds of discussion with a glass specialist, 

Ms. Julia Malle at the Glass Workshop at our University and many trials 

subsequently, the special quartz containers as showed in Fig. 3.15 were made 

successfully and X-ray images (Fig. 3.9b) with very clear background were 

then acquired in the experimental trials at APS. Other materials such as thin 

sheets of carbon [34-37], boronitride [182], and alumina [181] were all used 

in the in situ solidification experiments conducted by other researchers in the 

past. However, those sheet materials are more difficult to be manufactured 

into the specially designed geometry as showed in Fig. 3.9a. Hence, such 

quartz containers were used in all subsequent experiments to contain liquid 

metals. In addition, the thickness of the thin channel for the X-ray window 

area is set at 0.3 ~0.35 mm thick to allow the ultrasound bubbles to pass 

freely into the thin channel as confirmed again by the experimental trials at 

APS (Fig. 3.6b). In this way, the bubble to be studied will not be restricted 

very much by the thin channel geometry, especially at very high image 

acquisition rate where the bubbles just have a chance to travel a few 

micrometres apart. The 0.3 mm thickness is also thin enough to allow 
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sufficient X-ray flux to pass through the metal samples (Fig. 3.5b and 3.11) to 

form images with good contrast. 

 

Most of the previous in situ imaging studies of solidification microstructures 

used a sample of 0.1~0.2 mm thick [37] which is too thin for any ultrasonic 

bubble to pass through as confirmed by Fig. 3.6. While others used 1 mm 

[182] and 2 mm [181] thick samples to image ultrasound bubbles in Al-Cu 

alloys, which will have many overlapped bubbles in the view field, having 

much less chance to pick up the information from the individual bubble. 

 

For the furnace, a jigsaw type design was used as showed in Fig. 3.14. There 

are 6 plates of ceramic-Duratec 750 (Fig. 3.14), each holding one or two 

cartridge heaters. The can be easily assembled around the sample container 

after the focus of the X-ray beam on the sample is made. This flexibility is 

very important for the in situ experiment because the focus of X-ray can be 

more easily carried out without the obscure of the furnace surround the 

samples. 

 

In addition, the breakdown of any cartridge heater can be promptly replaced 

without wasting the precious beam time during the X-ray imaging 

experiments. By changing the position of the sample containers relative to the 

cartridge heater, different temperature gradients can be achieved for the melt 

held inside the quartz container. For example, Fig. 5.14, Fig. 5.16, and Fig. 

5.17 show that, by using an appropriate thermal gradient, a clear L-S interface 

can be formed in the view field for imaging. 

 

7.1.2 The beamlines and integration with the apparatus  

As mentioned, the beamline in 32-ID-B was a specially designed beamline with 

the advantages of ultrafast imaging by synchronising the camera, shutter, and 

X-ray beam using a Stanford DG535 delay generator fed with the radio-

frequency signal from the storage ring. A relay system which can be 

synchronized with the beamline was also designed and made to control switch 

on/off of the ultrasound relative to that of the X-ray beam, camera, and 

shutter. Fig. 7.1 shows that, the X-ray and camera is on at t1, and at the same 

time, the shutter is started to open, and it takes 5 ms (at t2) to reach the fully 
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open position. The ultrasound is switched on at t3 after the shutter is fully 

opened. The ultrasound is then switched off at t4 before the shutter start to 

close at t5, so the full ultrasound processing procedure (t4-t3) can be imaged. 

Finally, the shutter is fully closed at t6, and at the same time, the camera and 

X-ray is off. By setting the time ∆t1, ∆t2, and ultrasound processing duration 

t4-t3, the entire process of ultrasound processing of the sample can be 

captured in the video. 

 

 

 

Fig. 7.1. A schematic, showing the time sequence for the ultrasound, 

X-ray, camera, and shutter during the experiments.  

 

The hybrid operation mode of APS provides the brightest synchrotron X-rays in 

the west hemisphere and sector 32-ID-B is the dedicated beamline for 

ultrafast X-ray imaging research, for example, the impact of bullets onto 

materials. The combining advantages of the ultrafast X-ray imaging capability 

and dedicated ultrasound solidification experimental apparatus developed by 

Dr Mi’s group make it possible for us to investigate the highly dynamic 

behaviour of the ultrasound bubbles in liquids, especially in the cases of liquid 

metals which have never been achieved at such fast speed, i.e. 271,554 fps 

before. 
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Although I12 of DLS cannot achieve such high image acquisition rate, its 

flexible lenses system allows us to study the phenomena in a relatively large 

field of view, such as bubble cloud and ultrasound enhanced acoustic flow. Led 

by Dr Mi, a total of 68 shifts (22.5 days) of synchrotron X-ray beam time have 

been awarded by APS and DLS for studying the fundamentals of ultrasound 

processing of materials with the emphasis on metal alloys.  

 

I am one of the key researchers who have played an important role in 

conducting the in situ experiments, and analysing the huge amount of images 

obtained. The key findings and the contributions I made are documented here 

as the essential materials for my PhD thesis. 

 

7.2 Novel information concerning bubble dynamics 

7.2.1 Bubble nucleation 

The ultrafast X-ray images clearly illustrates that ultrasonic bubbles are easily 

nucleated at the solid-liquid interface because any voids on the side of the 

solid surface can accommodate tiny air bubbles that act as the nuclei. The 

small bubbles showed in Fig. 4.4a-2, b-2 and d-2 provide the strong evidence 

for this argument. Although bubble nuclei are often well below 1 µm [3], it is 

logically to assume that the small bubbles showed in Fig. 4.4a-2, b-2 and d-2 

are actually growing out the even smaller bubble nuclei that cannot be seen in 

the 1st images due to the limit of 1 µm/pixel spatial resolution. However, the 

number of bubbles nucleated by this mechanism is constrained by the limited 

number of sites on the solid-liquid interface for nucleation. 

 

In addition, bubble coalescence and any subsequent collapsing or implosion is 

another important mechanism for creating new bubbles whatever big or small.  

 

Of course, all the above mechanisms are governed by the acoustic field 

created by the ultrasonic waves which differ hugely depending on the distance 

away from the source of the ultrasound (the sonotrode) and its amplitude. For 

example, Fig. 4.13-4.15 and 5.5 show that the bubble clusters were pushed 

downwards due to the primary Bjerknes force [54] and fluid flow [120] in the 

pressure field into the bulk liquid far away from the sonotrode. These bubbles 

imploded or split to form new bubbles. Fig. 7.2 shows another typical example 
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where a group of bubbles were pushed downwards and spread into the bulk 

liquid. 

 

 

(a-1) 0 (a-2) 1 ms (a-3) 2 ms (a-4) 3 ms 

 

(a-5) 4 ms (a-6) 5 ms (a-7) 6 ms (a-8) 7 ms 

 

Fig. 7.2. Image sequences of bubbles emitted from the sonotrode 

tip in Bi-8%Zn alloys. The temperature is 427°C at TC1 and images 

are captured at 1000 fps with an exposure time of 990 μs at DLS.  

 

Comparing the ultrasound amplitudes showed in Fig. 4.4c and e, it is also 

interesting to find that, in water and silicone oil, bubbles were found to be 

nucleated when the sonotrodes vibrate with an amplitude of ~3 μm; while in 

Bi-8%Zn, the amplitude is ~10 μm, indicating that the bubble nucleation in 

water and silicone oil need less energy than those in Bi-8%Zn due to the high 

surface tension of the metallic alloys [3]. 

 

7.2.2 Bubble oscillation  

Fig. 6.5a-c shows, in water, silicone oil, and Bi-8%Zn, the measured bubble 

radii agree well with the calculated bubble radii at the experimental conditions. 

For the transparent liquids (water and silicone oil in this study) many 

researchers have shown that the bubble radii match well with Gilmore model. 

In this and that published in [38], it shows that the dynamic oscillation of a 
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quasi-steady ultrasonic bubble in liquid metal can also be predicted well using 

Gilmore model. Hence, all variables simulated in the bubble oscillation, 

including the bubble radius, pressure and velocity at bubble wall can be used 

with much confidence on helping to interpret the phenomena observed from 

the experiments. The bubble ambient pressure used in Gilmore model was 

calculated by using the Helmholtz equations. 

 

Of course, the properties of the liquids, such as density and sound speed, are 

the dominant parameters in determining the acoustic pressure distribution in 

the liquids (Eq. 6.1-6.3). Bi-8%Zn has a much higher density and faster sound 

speed than water and silicone oil, the pressure amplitude at sonotrode tip is 

much higher than both water and silicone oil. However, it also attenuates 

faster in Bi-8%Zn because more acoustic energy is dissipated to overcome the 

relatively big inertia of the metal during the wave propagation. 

 

As discussed in the bubble nucleation part, the bubbles that are nucleated and 

growing near the sonotrode tip behave very chaotic and cannot survive more 

than one wave period due to the high acoustic pressure at the region adjacent 

to the sonotrode tip. However, at the location further below the sonotrode, for 

example, ~2 mm away from the sonotrode tip, some bubbles (Fig.4.5) were 

shown to survive more wave periods and its size oscillated in responding to 

the modest acoustic pressure. 

 

Although the bubbles in different liquids respond to the pressure in the same 

manner, that is, bubble is compressed when pressure increases and expanded 

when pressure decreases, the bubble size, velocity and pressure at the bubble 

wall are different because they strongly depend on the acoustic pressure and 

properties of the fluid properties, including surface tension, viscosity, density 

and sound speed. Fig.7.3 shows, using the same initial bubble radius and the 

same pressure amplitude for water, silicone oil, and Bi-8%Zn. The bubble in 

silicone oil and water behave similarly, while the bubble radius in Bi-8%Zn is 

smaller mainly because the surface tension of the Bi-8%Zn is higher, resisting 

the expanding of the bubble. 
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Fig.7.3. Bubble radius evolution versus the time under an ultrasound in water, 

silicone oil and Bi-8%Zn. The same initial bubble radius of R0 =5 µM is used for 

the three liquids, and the pressure amplitude is pa = 0.3 MPa. 

 

The effect of the acoustic pressure on the bubble oscillation have been studied 

and discussed by Kurz and Geisler [204]. As the driving force of bubble 

oscillation, the pressure amplitude affect the life time and maximum size of 

the bubble, because the pressure difference between the bubble inside and 

outside determines the speed of the bubble increase and the bubble collapses 

when the surface tension cannot balance the pressure difference. The initial 

bubble radius is also very important for the bubble oscillation, as the bubble 

might be bigger than the resonant size to the acoustic pressure, which lead to 

a highly instable bubble interface under the acoustic pressure as the example 

showed in Fig. 5.4a-3 to a-7.  
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7.2.3 Bubble implosion  

 

 

(c) (d) 

 

Fig. 7.4. (a) The images obtained by subtracting Fig. 4.6a-7 from a-8. (b) 

The image by subtracting the squared area in Fig. 4.6c-4 from that in c-5. 

The averaged grey values along (c) the marked line C-C in (a) and (d) D-D 

in (b), respectively.  

 

Compared the bubble implosion phenomena in the three liquids, the 

implosion(s) of the non-spherical bubble(s) in silicone oil is not as violent as 

those spherical bubbles in water and liquid Bi-8%Zn, and shockwave was not 

observed in silicone oil. However, the bubble (nuclei) multiplication induced by 

bubble implosion is very clearly demonstrated in silicone oil (Fig. 4.6b). The 

bubble implosions with a darker core in water and brighter core in liquid Bi-

8%Zn are very interesting, thus to further reveal and analyze this 

phenomenon, the imploding bubbles were subtracted by the bubbles in the 

previous images, i.e. Fig. 4.6a-8 minus a-7 for water, and the marked area in 

Fig. 4.6c-5 minus that in c-4 for liquid Bi-8%Zn. The image subtraction 

operations were made by firstly finding the X and Y coordinates of the bubble 

centre for each image, and then positioning the centres of the two bubbles 
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together for the subtraction. In this way, any changes occurred at implosion 

are highlighted. The resulting images are showed in Fig. 7.4a and b, with the 

grey values along line C-C in Fig. 7.4a and line D-D in Fig. 7.4b plotted in c 

and d, respectively. The darker core in water and brighter core in the liquid Bi-

8%Zn are delineated clearly by the different grey values in the central region 

after the image subtraction operations (Fig. 7.4c and d), and they are 

estimated as 1 μm and 3.5 μm in radius respectively.  

 

By using the grey value distribution along the shock wave, the ratio of the 

grey value is normalized by taking the grey value along the centreline of 

imploding bubble as plotted in Fig. 7.4d. This different grey value along the 

image is most probably because some of the gases from the bubble were 

diffused outwards and mixed with the liquid metal, thus lead to a less dense 

material (brighter). This can be confirmed by the ratio curve because the grey 

(gas) ratio in the centre is higher than the outwards. 

 

From the images of bubble implosion in different liquid, actually the darker 

core and brighter core in the central region of the imploding bubbles are the 

compressed hot gas cores occurred at the instant of implosion as argued in 

many papers concerning the studies of bubble physics [16, 205]. It is darker 

in water because the contrast due to refraction is ~10 times bigger than that 

due to absorption between air and water, while it is brighter in metal because 

the contrast due to refraction is less than 1/15 of that due to absorption 

between air and Bi-8%Zn at the experimental condition. 

 

Many publications concerning the studies of bubble physics [16, 87, 205] have 

argued that there exist a hot gas core in the central region of the bubble at 

implosion, and it is therefore logically to assume that the darker core (Fig. 

4.6a-8) and brighter core (Fig. 4.6c-5) captured in the X-ray images are 

actually the hot gas cores for the two cases studied. It appears as a darker 

core in water, but a brighter core in liquid Bi-8%Zn. The reason is that, in 

water (see the grey value distributions in Fig. 7.5), the X-ray phase contrast 

(PC) provides the dominant contrast for the X-ray image, and PC occurs at the 

bubble boundary. The darker core (Fig. 4.6a-8) has a very similar grey value 

to that of the bubble boundary (Fig. 4.6a-7), and this evidence indicates that 

the darker core is most likely the hot gas core generated at bubble implosion. 
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Although the interframe time in the water case is 3.68 µs, the actual imaging 

temporal resolution is 500 ns, because the 8-electron long bunch generates an 

X-ray pulse with the duration of 500 ns, and the information captured is 

actually the highly dynamic event occurred during the 500 ns. The steep 

change of the grey value in the central region of the bubble in Fig. 4.6a-8 

(comparing to that of the bubble in Fig. 4.6a-7) also indicates that a shock 

wave is radiating outwards from the darker core. By viewing all the X-ray 

videos acquired, it is very interesting to find that, in a single wave period, one 

such image frame that contains the highly transient information at implosion 

can be always captured. In the case of liquid Bi-8%Zn, the absorption contrast 

(AC) is dominant and provides the contrast for the X-ray images, while the PC 

across the bubble boundary is very small and therefore can be ignored (Fig. 

7.5b). Furthermore, the grey value in Fig. 4.8d for the imploding bubble shows 

that there exists a small peak at the centre of the bubble (a brighter core of 

~3.5 µm in radius). This means that the brighter core contains less dense 

material, and it is logically to assume that the brighter core is also the hot gas 

core formed at bubble implosion. 
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(a) 

  

(b) 

 

Fig.7.5. The grey value distributions along the lines passing 

through the centres of the bubbles showed in (a) Fig.4.6a-7 and 

a-8; and (b) those in Fig. 4.6c-4 and c-5. 
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(a) 

 

(b) 

 

Fig. 7.6. (a) and (b) The consecutive images acquired in water in 1 

wave period (271,554 fps, interframe time is 3.68 µs), and those in 

liquid Bi-8%Zn at 700K in 2 wave periods (135,781 fps, interframe 

time is 7.36 µs). Bubble implosion in water is showed in image a-

8; and that in liquid Bi-8%Zn is showed in b-5 and b-9 

respectively. The inserts in a and b are the phase retrieved images 

based on a-7, a-8, b-4 and b-5 by using 7.7 keV (the first 

harmonic) for water and 30.5 keV (the fourth harmonic) for liquid 

metal. 
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(a) 

 

(b) 

Fig.7.7. The grey value distributions along the lines the phase 

retrieved images (a) in water and (b)in Bi-8%Zn under different X-

ray harmonic energy (7.7, 15.2, 23.3, 30.5 keV). 
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This is further approved by using ANKAphase (a software for single-distance 

phase retrieval from inline X-ray phase-contrast radiographs [206]), and by 

using the experimental parameters, including the sample to detector distance , 

that is 200mm and 980mm for water and liquid metal), and X-ray energy 

range. The first four harmonic energy (7.7, 15.2, 23.3, 30.5 keV) were used to 

test the energy effect on the phase retrieval results, and with those energies, 

the corresponding rarefaction parameters, that is, delta/beta ratio at such X-

ray energy are 256, 1040, 2100, and 2410 for water and 7.81, 9.16, 13.2, 

18.6 for Bi-8%Zn [207, 208], respectively. An averaged stabiliser value 0.5 

was used to partially compensate the image blurring introduced by the single-

distance phase-retrieval. The process pixel size is defined by using the image 

resolution, 1 µm/pixel. To avoid the inference of the interface of the sonotrode 

with liquid, the sonotrode was cropped off from the images (Fig.7.6a and b) 

and left with only the liquid with bubble. The cropped images were processed 

by using this technique and the results images are showed in the inserts of 

Fig.7.6a and b, which are the images before implosion and at implosion.  

 

We can see that after phase retrieval, the bubble interfaces are smeared and 

the bubbles before implosion are displayed as a integrate object caused by the 

absorption contrast (Fig.7.6a-7* and Fig.7.6b-4*). The grey value distributions 

along the bubble centre after phase retrieve (white lines marked in the inserts 

of Fig. 7.6a and b) under different X-ray energy are showed in Fig. 7.7a and b, 

respectively. We can see that the bubble at implosion after phase retrieve is 

not as integrate as that before implosion, however, cores near the bubble 

centre is still can be detected although the contrasts of the cores are reduced 

after phase retrieve and come with the same regulation with different X-ray 

energy. This indicates that the dark core or the bright core exist due to 

different X-ray absorption coefficient, that is density of the gas. 

 

To analyse the density, pressure, and temperature of the brighter core at 

bubble implosion is on processing, so it will not discuss in this thesis. 

 

 



Chapter 7 

 

213 

7.2.4 Bubble coalescence and interactions 

Fig. 7.8a-b shows that the bubble boundaries are very clear because of the 

phase contrast effect. The overlapped area (arrowed) is brighter than either of 

the bubbles, while there is no such bright area, but just a darker interface 

when the bubbles are just in contact (arrowed). Hence whether the bubbles 

are just in contact or being overlapped can be clearly identified which is a very 

important for the study of bubble coalescence. Fig. 4.9 shows that in the 

different liquids, the bubble coalescence events are different, e.g. the bubble 

lifetime and the coalescence time. 

 

For the coalescence time, the classical bubbles coalescence theories [89, 93] 

argue that, after two bubbles touching each other, the thin liquid film that is 

trapped between the two touching boundaries need to be drained out in order 

to complete bubble coalescence. The time needed to complete the liquid film 

drainage is the dominant parameter in governing bubble coalescence time as it 

is much longer compared to the time needed for film rupture. The time of film 

drainage is determined by the physical properties of the liquid such as surface 

tension, viscosity, and environmental conditions such as temperature, 

pressure [93].  

 

  

(a) (b) 

 

Fig. 7.8. Typical X-ray images, showing the contacted or overlapped 

bubble boundaries (a) in water, and (b) in liquid Bi-8%Zn. The 

phase-contrast allows the overlapped surface to be clearly identified. 
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Thus, in this session, the film drainage times for different liquids by using both 

experimental data and the two classical models are calculated and discussed. 

Two models, namely no-slip interface (Eq. 2.31, as detailed in Chapter 2) and 

free interface model (Eq. 2.33), were used to calculate the film drainage times 

for bubble coalescence. 

 

The mean bubble radius Re is defined as: 

 

2

𝑅𝑒
=

1

𝑅1
+

1

𝑅2
      (7.1) 

 

Eq. 2.31 and Eq. 2.33 can be transformed into: 

 

No-slip (the drainage flow is considered as laminar flow): 

 

𝑡𝑑 ≈
3𝜂

8𝜎ℎ𝑐
2 (𝑅𝑓

2𝑅𝑒)      (7.2) 

 

Free interface (the drainage flow is considered as plug flow): 

 

𝑡𝑑 ≈ √
𝜌

16𝜎
𝑙𝑜𝑔 (

ℎ𝑖

ℎ𝑐
) (𝑅𝑓

2𝑅𝑒)
1

2    (7.3) 

 

Where 𝑅1 and 𝑅2 are the radii of the two touching bubbles, 𝑅𝑓 is the radius of 

the trapped liquid film (Fig. 2.14), 𝜂 and 𝜎 are viscosity and surface tension of 

liquid, respectively. ℎ𝑐 is the critical thickness, i.e. the mean thickness of the 

film at the instant of its rupture, and is set at 20nm according to [105]. ℎ𝑖 is 

the initial thickness of liquid film, and 
ℎ𝑖

ℎ𝑐
≈ 100 referred from [21].  

 

As 𝑅𝑓 is also determined by the bubble radius, in this way, we can use Rf
2Re 

which represents the size of the bubbles at coalescence, as the single variable 

and the results can be analyzed as below. 

 

From Eq. 7.2 and 7.3 we can see that the drainage time of No-slip interface 

case is proportional to Rf
2Re, while the drainage time of free interface case is 
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proportional to (Rf
2Re)

1

2. By using the parameters listed in Table 3.2 for each 

liquid, we can obtain the theoretical drainage time for both liquid, as the lines 

showed in Fig. 7.9a, including the free interface for water, Bi-8%Zn, and no-

slip interface for Bi-8%Zn and silicone oil. 

 

Also, for the experimental results, Rf and Re can be measured or calculated by 

Eq. 7.1 from the images captured immediately before the coalescence, as well 

as the corresponding drainage time by count the duration when two bubbles 

start to touch each other until the completion of the coalescence. The error of 

the measured drainage time is half of the interframe time, i.e., 92.4 µs for 

liquid metal and 1.8 µs for water.  
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(b) 

 

Figure 7.9. (a) A comparison of the calculated film drainage time 

with experimental measurement. The error of the experimental data 

is half of the interframe time (92.4 µs for liquid metal and 1.8 µs 

for water), and (b) the enlarged graph of the squared area in a, 

showing the detailed differences between the measured and the 

calculated data. 

 

Both calculated and measured results are plotted in Fig. 7.9a as a function of 

Rf
2Re. We can see that, in water, the measured film drainage time agrees well 

with the calculation using the free interface model which also agreed with the 

previous findings [21, 89, 95]. However, for the case of liquid Bi-8%Zn, 

neither of the calculations by Eq. 7.2 or Eq. 7.3 matched the measured time 

from the images. The measured time is in between the predictions made by 

Eq. 7.2 and Eq. 7.3.  

 

For silicone oil, as there is no coalescence event observed (not coalescence 

before collapse), so the drainage time of silicone oil more likely follows the no-

slip interface model (the free interface model results of silicone oil is very 

close to those of water). 

 

Eq. 7.2 shows that the drainage time is directly proportional to surface 

tension, but inversely proportional to viscosity. Generally, higher surface 

tension causes stronger resistance to the deformation of bubbles, leading to 
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the formation of smaller area of liquid film, and therefore shorter time to drain 

it out. Apparently, higher viscosity leads to more difficulties in “flowing out” 

(draining) the residual liquid, and therefore more time is needed for reaching 

the critical thickness, which is the prerequisite for film rupture and bubble 

coalescence.  

 

Furthermore, we used power law (𝑡𝑑 = 𝑎𝑅
𝑏) to fit the measured time for Bi-

8%Zn, and it was found out that  𝑡𝑑 = 1.04 (Rf
2Re)

1.6 give the best fitting with 

the correlation coefficient of 0.9941. 

 

Using Eq.7.2, the prediction for Bi-8%Zn would be ~2 orders of magnitude 

longer than the measured time. Fundamentally, Reynolds equation [98] is 

based on the assumption of perfect tangential immobility and plane-parallel 

configuration of the interfaces. However, it was found, in reality, the boundary 

of two touching bubbles, especially for the case of high temperature liquid 

metal, are not perfectly flat and parallel [93]. Fig. 2.14 show that, at 

micrometer level, the touching boundary is a combination of low frequency 

hydrodynamic surface wave plus high frequency thermal perturbation [93]. 

Hence the critical thickness hc has three components:  

 

hc=Asw +Atp+ht      (7.13)  

 

where Asw and Atp are the amplitude of surface wave and thermal perturbation, 

respectively, and ht is the thickness of the film at the thinnest position (Fig. 

2.14) where is the location for film rupture to start. 

 

The wave length and amplitude of thermal perturbations is much less than 

those of hydrodynamic surface wave, but the thermal perturbation at the 

thinnest part of the liquid film will be the dominant factor for the film rupture. 

For the small gas bubble (micrometer range), the initial thermal perturbation 

is of the order of √
𝑘𝑇

𝜎
, where k is Boltzmann’s constant and T is the absolute 

temperature. For liquid Bi-8%Zn at 700K, calculation using the data of surface 

tension versus temperature in pure Bi [200] show that the thermal 

perturbation at 700K is about 75% higher than that at room temperature 
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(from 0.1nm to 0.175nm), and greatly enhancing the possibility of film rupture 

before it reaches the critical thickness.  

 

Moreover, under the influence of 30 kHz ultrasonic wave, the hydrodynamic 

surface wave is greatly amplified in terms of amplitude and frequency, 

enhancing very effectively the ‘pumping’ action of this travelling surface wave 

and the thinning of the liquid film.  

 

This is proved by the observation in water, as showed in Fig. 7.9b, the 

measured drainage time is lower than water of free interface case, and this 

difference become bigger when the bubble size increase, which is 6.6% 

difference at the last point (as the red arrow in Fig. 7.9b). The bubbles in 

liquid metal are bigger than water, so the ultrasound effect on the bubble 

coalescence in liquid metal will be more significant. 

 

The results suggests that in the applications of ultrasound induced bubble 

calescence, e.g. the ultrasonic degassing of Al alloys, the fluid properties, such 

as increasing temperature or reducing viscosity [200] can be utilised to 

increase thermal perturbation of the contacting bubble surface to reduce the 

drainage time, thus enhancing the rate for bubble coalescence. 

 

 

Fig. 7.10 shows the bubble radii measured from Fig. 4.9c during the process of 

bubble coalescence with the bubble radii of bubble 1 simulated by using 

Gilmore model. The calculated radius of bubble 1 (using an initial bubble 

radius of R0=25µm, and pressure at the bubble wall P=0.05MPa), agree quite 

well with the experimental results before 1 ms (the dash line inside the 

square); However, after 1 ms, exactly when the bubble 2 and 3 coalesced and 

approached to bubble1, the oscillation of bubble 1 doesn’t follow the Gilmore 

model any more. This may be due to, during bubble coalescence, the bubbles 

do not respond well to the acoustic wave when a third bubble is present 

nearby. This information is very important for understanding the collective 

behaviour of ultrasonic bubbles [209]. 
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Fig. 7.10. Bubble radii in Bi-8%Zn, measured from Fig. 4.9c. The 

calculated bubble radii using Gilmore model are superimposed.  

 

Fig. 4.10 showed schematically the interaction of the close or touched bubbles 

at different coalescence stage. When the two bubbles are close but not touch, 

due to their small distance and strongly nonlinear oscillation they experience a 

shape distortion upon interaction, similar to the case of bubble–solid-boundary 

interaction. Thus closely spaced bubbles have interaction scenarios similar to 

bubble collapse in the vicinity of a solid boundary as observed and discussed 

by Lauterborn et al [72] and Testud-Giovanneschi et al [210]. The X-ray 

images in this research show that when two bubble are touched with a flat 

surface formed, the pressure has to emit into the direction perpendicular to 

the flatten surface as shown in Fig. 4.10. Hence microjets shooting out 

perpendicular to the touching bubble surface which are really interesting. 

 

The very typical experimental results in Fig.4.10 and the sketch in Fig. 7.11 

indicate that, (1) when the bubble collapse at stage 1 (touch or almost touch), 

the bubble will shoot microjet to each other, and the new bubbles are 

distributing almost in a line along the direction of microjet; (2) when the 

bubble collapse at stage 2 (flat surface formed in-between), the nuclei are 

shot out perpendicularly to the bubbles centreline and if the nuclei are close 

enough, then they will coalesced and finally lead to a single bubble on each 

side; (3) when the bubble collapse at stage 3 (coalesced and form a irregular 
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shape), due to the bubble size difference, the bubble nuclei are formed in a 

arc shape, and most of the nuclei are generated near the side of bigger 

bubble; (4) when the bubble collapse at the 4th stage (coalesced and recover 

to be a spherical shape), the nuclei are located in a the centre of the bubble, 

and very close to each other, as a result, they will coalesce and form a single 

bubble.  

 

 

 

Fig. 7.11. Schematic diagram, showing 4 scenarios of bubble collapsing at 

the different coalescence stage. 

 

7.2.5 Bubble clouds 

As discussed in Chapter 2, many researchers studied the bubble structure 

under the acoustic pressure field, i.e. steamer, filament, cone shape, etc. 

[112] 
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Fig. 4.13 shows the typical bubble clouds formed at the sonotrode tip in all 

three liquids. Similar phenomena were observed by Zhen [211], and 

Moussatov [112]. The acoustic pressure distribution plays an important role in 

the bubble structure, as the bubbles formed near the sonotrode tip are pushed 

away, and undergo attractive and repulsive Bjerknes forces caused by the 

pressure fluctuation and strongly nonlinear oscillations of the bubbles. 

Although macrostructure of the cone shaped bubble cloud remains remarkably 

stable, the bubbles at micro level is highly dynamic. 

 

The bubble flux and its density in metallic alloy were quantified as showed in 

Fig. 4.14-4.16, and they are related to the acoustic pressure and acoustic 

stream. The bubbles movement in the acoustic field is mainly dominated by 

the fluid flow and pressure gradient as further verified by the comparison of 

bubble flux and density under different ultrasound power in Fig. 4.14 and 

4.15, that is, the higher, the ultrasound power, the higher, the fluid velocity 

(Fig. 5.18b). 

 

Previously presented works focused on the bubble size distribution statistically 

in a long time duration, however, in our research, with the advantages of the 

high frame rate, we can capture about 5 images within a single wave period, 

and we have found that bubble sizes vary hugely in the compression cycle and 

expansion cycle, especially at the highest negative pressure and positive 

pressure. Because the images captured are immediately below the sonotrode 

tip, the pressure phase can be derived from the sonotrode position by 

neglecting phase delay as the sketch showed in Fig. 4.3, that is, the pressure 

reach the biggest positive (compression) value when the sonotrode moves to 

the lowest position, and reach the biggest negative (expansion) value when 

the sonotrode moves to the highest position. 

 

Fig. 4.12 shows the distributions of bubble radii when sonotrode at the lowest 

and highest positions in different liquids. When the sonotrode comes to the 

highest position, bubble radii become bigger and especially for the cases of Bi-

8%Zn (almost all the bubbles are > 20µm) as the pressure near the sonotrode 

reduce and reach the lowest when the sonotrode at the highest position.  
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By knowing the single and double bubbles behaviour under ultrasound, the 

collective behaviour can be explained well. The large sized bubbles have a 

small percentage in the cases of water and silicone oil, as they might be 

generated because of the coalescence of the small bubbles, and due to the low 

surface tension, the big bubbles are tend to collapse and generate a huge 

amount of bubble nuclei and tiny bubbles (less than 5μm). Less small bubbles 

in liquid metal because the higher surface tension and large pressure due to 

its density and sound speed, the bubbles can grow quickly and largely. The 

viscosity affects apparently the bubble coalescence in silicone oil and liquid 

metal as confirmed by the different bubble coalescence time measured. These 

certainly influence the collective bubble size distribution. For example, in 

silicone oil, the higher percentage of small bubble (0~5μm) may be due to the 

difficulty in coalescence because of its high viscosity. 

 

7.3 Ultrasonic bubbles and acoustic flow in semisolid metallic alloy 

7.3.1 Bubble interaction with solid phases 

Microjet flows at bubble implosion were captupred in water at 271,554 fps 

(Fig. 5.1), and, for the first time, in liquid Bi-8%Zn at 135,780 fps (Fig. 5.2). 

According to Lauterborn and Ohl [17, 18], the velocity of the micorjet in water 

was estimated at ~150 m/s for the bubble radius bigger than 60 μm. Due to 

the lower frame rate used in our experiment, the obtained average velocity 

(~5.37 m/s calculated from Fig. 5.2a-4 and a-5) of the microjet in the 

interframe time of 7.4 µs far too low than that found in [17]. 

 

The oscillating bubbles (Fig. 5.4 and 5.5) respond to the acoustic pressure 

faster than the particles and fluid flow especially in Fig. 5.5. Hence the 

momentum difference can stir up the solid particles or phases. In liquid Bi-

8%Zn, the oscillation of the bubble on a free solid phase is capable of 

fracturing it within a few tens of wave periods (Fig. 5.6). The implosion is 

more effective in bombarding the solid particles (Fig. 5.5). 

 

Fig. 5.7 and 5.8 show the acoustic flow including bubbles, Zn particles, move 

together downwards in a radiation pattern from the sonotrode tip. As further 

away from the sonotrode tip, the radiation front becomes larger as showed in 

Fig.5.7a-b while the velocities of the bubbles, particles and fluid are reduced 
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as showed in Fig.5.9. Similar phenomenon was also observed by using the PIV 

in water and discussed [120, 212]. 

 

Under ultrasound, bubbles are moving faster than the particles especially at 

the position near the sonotrode. This is because both of the bubbles and 

particles are subjected to the acoustic pressure and fluid field, due to the less 

mass, the bubbles are easier to be motivated than particles. However, as the 

distance below the sonotrode tip increase, the driven force, the pressure 

gradient and fluid velocity, of the motions of bubbles and particles are 

dissipated apparently as we discussed before, thus under the buoyancy, the 

velocity of bubbles and particles are very similar. 

 

7.3.2 Bubble interaction with liquid-solid interface 

The experimental results show that bubbles are capable of fracturing (Fig. 

5.16a) and detaching (Fig. 5.14 and Fig. 5.16a) the solid phases from the L-S 

interface, and all of the detachments and fragments are delivered to the bulk 

liquid by the fluid flow. The mechanism of the fragmentation and detachment 

are: 

 

Firstly, microflows [213] and pressure [38] are generated in the vicinity of a 

bubble. At the presence of solid particles or L-S interface, the pressure and 

microflow are directed towards the particles, leading to the fragmentation or 

detachment of the solid particles [214]. Also, bubble oscillation on the solid 

particles might not be as violent as bubble implosion, but oscillating bubble 

can pulse on the particles for hundreds of wave cycles (Fig. 4.5), likely to 

cause fatigue of the solid phase and the break up (Fig. 5.14) and for the 

transparent alloy described in [33].  

 

Fig. 5.15b shows the bubble pressure and velocity at bubble wall calculated by 

using Gilmore Model (initial bubble radius is 60μm, and ambient pressure is 

0.24 MPa), which is more than 50 MPa within 100 cycles of ultrasound waves. 

According to the method proposed by Frost and Ashby, the yield strength 𝜎𝑦 at 

the melting point can be estimated as [31], 

 

𝜎𝑦 = 10
−3 ∙ 𝐸(𝑇)                                    (7.3) 
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𝐸(𝑇) = 𝐸300 (1 + 𝐵 ∙ (
𝑇−300

𝑇𝑚
))                            (7.4) 

 

where E(T) is the elastic modulus at an absolute temperature T, E300 is the 

modulus at 300 K, and Tm is the absolute melting temperature. We obtained 

the yield strength of Zn particles at 550K is about 56.15 MPa. Thus, the 

pressure induced by the bubble might not able to fracture the primary phase 

directly, but a fatigue effect (as Fig. 5.14 and 5.16a shown) may work, when 

the bubble keep oscillating on the surface of particles for thousands of cycles.  

 

Secondly, as the previous research reported, the solidification process will trap 

some solute-rich liquid between the particles or dendrites [37, 160], the 

oscillation of bubble at the L-S interface, by diluting the liquid trapped in the 

solid phases, and uniform it with the bulk liquid, thinning the root of solid 

particles so that enhances the detachment [31, 171, 215]. This mechanism 

was detailed discussed in [171]. 

 

Thirdly, apart from the fatigue effect of the oscillating bubble on the particle, 

the bubble implosion (the irregular shape of the bubble in Fig. 5.14 and 5.16a) 

will also play an important role in fracturing process. Due to the limitation of 

the acquisition rate in such a big viewing field (Fig. 5.14 and 5.16a), we 

cannot capture the bubble implosion; however, our research from APS has 

captured the clear morphology of bubble implosion in the liquid Bi-8%Zn at 

135,780fps as showed in Fig. 4.6c with a shockwave emitted, and in Fig. 5.2 

with a microjet flow shooting towards the boundary (sonotrode). The 

shockwave in Fig. 4.6c-5 can affect the area about 1 times bigger than the 

bubble showed in Fig. 4.6c-4. As discussed in bubble implosion section in this 

chapter, the pressure of the bubble implosion results in a pressure up to 

59,156 bar in the bubble centre, although this pressure will damp out fast with 

increase of the distance away from the bubble centre, it will be definitely affect 

the structure at L-S interface. Also, the microjet towards the interface (Fig. 

5.2) at bubble implosion will also contribute to the fracture and detachment of 

solid phases at L-S interface. 
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7.3.3 Effect of acoustic flow on the L-S interface during solidification 

Fig. 5.16 shows the 60W power ultrasound induces a considerable strong 

convection in the semisolid Bi-8%Zn (~270°C) and fracture a ~250 µm thick 

Al-20%Cu slot sample (cantilever beam) at position about 5 mm below the 

sonotrode (image centre position) within few tens of millisecond. It has no 

doubt that this strong convection is the dominant factor to break Al-20%Cu 

cantilever beam, accelerating it to be ~1 m/s within 3 ms.  

 

The velocity obtained in metallic alloy is much higher than those reported in 

water [120] and in transparent alloy. The reason is that the intensity of the 

streaming effects is directly proportional to the ultrasonic momentum acquired 

by the liquid when it absorbs the wave energy; therefore, liquid metal absorbs 

more ultrasound wave energy due to its higher density and velocity of sound 

[38].  

 

Thus, the ultrasound enhanced fluid flow is capable of fracturing and detaching 

the solid phase from the L-S interface (Fig.5.17). More importantly, we have 

observed many detached solid Zn phases were delivered back into the top 

hotter liquid region by the acoustic streaming flow but survive there for 

substantial period of time (Fig. 5.7). Those surviving Zn phases certainly will 

act as embryonic grains for atoms in the liquid to grow upon, enhancing and 

promoting very effectively the grain refinement of the solidifying alloys. This 

striking evidence indicates that the acoustic streaming flow is one of the very 

important mechanisms for ultrasonic grain refinement in metallic alloys.  

 

Fig. 5.18a shows that, during 2 s ultrasound processing, almost 80% of the 

detachment occurred within the first 250 ms.[201] This is because the fluid 

flow induced hydrodynamic force destroyed the L-S interface very effectively 

(Fig. 5.17b-c). However much less detachments occurred after 500 ms. As 

showed in Fig. 5.19b, the ultrasound can cause an obvious temperature 

increase and reduce the temperature gradient of the liquid alloy (the 

temperature gradient has been more than 2 times reduced between TC1 and 

TC2). 
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From the video captured, the detachment and fracturing of the solid phase at 

L-S interface are mainly because of the hydrodynamic force from the fluid 

flow. However, the hot liquid that was pushed from the top to the bottom will 

cause an increase of the temperature at the L-S interface, and re-melt the 

solid phases as the ultrasound continued. This is another mechanism which is 

discussed in detail in the following section. 

7.3.4 The coupled effects of fluid flow and temperature  

Fig. 5.20 shows that the temperature increase generated by the applied 

ultrasound is also capable of detaching the Zn particles from the L-S interface. 

This temperature increase is mainly due to 3 mechanisms: firstly, the energy 

from the ultrasonic vibration is absorbed by the liquid metal and converts to 

the inner energy of the metal alloy; secondly, the implosion of ultrasonic 

bubbles; and finally, those liquid of high temperature on the top near the 

sonotrode zone is pushed down by the acoustic flow to the colder zone below, 

which is the most important mechanism for the re-melt of the solid particles at 

the L-S interface. 

 

By measuring the velocity of the erosion of L-S interface, the temperature 

induced re-melt in our experiment was found to be able to erode the interface 

at ~50 μm/s, which is one sixth of the efficiency of the ultrasonic bubble 

showed in Fig. 5.14.  

 

7.4 Summary 

The novel findings from the ultrafast X-ray imaging experiments are discussed 

in details in this chapter, including the prove of the existence of the gas core 

at bubble implosion, the time for bubble coalescence, and the interaction of 

ultrasonic bubbles and acoustic flow with solid particles and phases, as well as 

their coupled effects on the liquid-solid interface. 
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Chapter 8: Conclusions and Future works 

8.1 Conclusions 

A very comprehensive experimental and modelling research have been carried 

out to study the highly dynamic behaviour of ultrasonic bubbles and acoustic 

flows in water, silicone oil, and Bi-8%Zn alloy in different conditions. The key 

conclusions of this thesis are: 

 

 A novel in situ ultrasound experimental apparatus was successfully built 

and used for this research. It is particularly useful for in situ studying 

metal alloy solidification under ultrasonic waves using the most advanced 

synchrotron X-ray beamline, such as 32-ID-B at APS and I12 at DLS. 

 

 For bubble implosion: For the first time, bubble implosion in liquid metal 

was captured in real-time and in situ. In both water and liquid Bi-8%Zn, 

gas cores were found in the bubble centre at implosion. Phase retrieval 

was used to prove the existence of the gas core at bubble implosion. 

 

 For bubble oscillations at quasi-steady state condition, the measured 

bubble radii oscillations agree well with the predictions made by Gilmore 

model for all liquids studied in this research. 

 

 For bubble coalescence, the time needed for water can be predicted using 

the free interface model, while that for liquid Bi-8%Zn cannot be predicted 

using either the no-slip or the free interface model. A new power law 

model is developed and the prediction made using this new model agrees 

well with the experiments. 

 

 For bubble cloud, bubble size distributions at two extreme pressure phases 

were found for water, silicone oil and liquid metals. The bubble flux in 

liquid metal, a Sn-30%Cu alloy, was presented. 

 

 For the first time, real-time experimental evidences in metal alloys were 

presented, showing that the ultrasonic bubbles and the acoustic flows are 

capable of fracturing and detaching the solid phases from the liquid-solid 

interface. 
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 The temperature increase caused by the applied ultrasound in Bi-8%Zn 

during solidification is capable of detaching the solid Zn phases from the 

liquid-solid interface. However, it is a slower effect compared to that 

caused by the acoustic pressure field. 

 

 Ultrasound power is a dominant factor in governing the interactions 

between ultrasonic bubbles, acoustic flows and liquid-solid interface. In 

addition, quantitative information about ultrasound powers versus the 

efficiency of the coupled effects of bubbles, acoustic flows and 

temperatures on the liquid-solid interface erosion has been provided. 

 

8.2 Future works 

It will be valuable to study other alloy systems using the developed in situ 

ultrasound experiment devices, especially for those having different 

solidification phases and structures. Also, the study of collective behaviour of 

bubble cloud which have a direct relevance to industrial scale-up applications 

will be the focus of our research in the next step.  
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Appendix 1: Design of the sample container 

 

Bottom base 

 

Cap 

 

Bottom base

Cap
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Left sample container (0.3 mm)  

 

Right sample container (0.3 mm) 

 

  

Left sample container 
(0.3 mm)

Right sample 
container (0.3 mm)
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Appendix 2: Design of the Furnace 

 

 

Furnace wall 

 

Furnace side wall 

Furnace wall X2
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Furnace side wall with 2 holes 

 

Furnace bottom base 

  

Furnace side wall 
with 2 holes X2

Furnace bottom 
base
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Appendix 3: Al-20%Cu slot sample design 
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Appendix 4: Matlab code for image processing and analysis 

A: Code of particle and bubble position finding and trajectory in liquid 

metal  

clear all 

 

% In put the image sequence into Matlab 

 

 x = which('name of the files'); 

dirOutput = dir([fileparts(x) filesep 'file name_100*.tif']); 

  

 fileNames = {dirOutput.name}; 

numFrames = numel(fileNames); 

I = imread(fileNames{1}); 

 

% Binary the image sequence 

 for k = 1:numFrames 

    Newimage1{k,1}= imread(fileNames{1,k});  

    Ix=Newimage1{k,1}; 

    BW = im2bw(Ix,0.5); 

    BW2 = im2uint8(BW); 

     

% Change the colour 

    BW2=~BW2; 

    BW2 = bwareaopen(BW2, 4); 

    BW3{k,1}=BW2; 

     

 end 

  

for k = 1:numFrames 

    Ix=Newimage1{k,1}; 

% Fill image holes 

    BW4 = imfill(BW3{k,1},'holes'); 

% Find the centre position of the particles 

    s = regionprops(BW4, 'centroid'); 

    centroids{k} = cat(1, s.Centroid); 
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    c{k} = struct2cell(s); 

    imshow(Ix); 

    hold(imgca,'on'); 

    plot(imgca, centroids{k}(:,1), centroids{k}(:,2), 'ro','MarkerFaceColor', 'r', 

'MarkerSize',3); 

    hold(imgca,'off'); 

    saveas(imgca,sprintf('Processed Image # %d.tif',k));  

 

end 
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B: Code of bubble position and size finding in water and silicone oil 

clear all 

 

% In put the image sequence into Matlab 

x = which('name of the file'); 

dirOutput = dir([fileparts(x) filesep 'name of the file_100*.jpg']); 

 fileNames = {dirOutput.name}; 

numFrames = numel(fileNames); 

I = imread(fileNames{1}); 

 

% Analyze the single layer of the grey value matrix (for the greyscale images) 

 for k = 1:5 

    Newimage{k,1}= imread(fileNames{1,k}); 

    Ix=Newimage{k,1}; 

 

% Find the centre position, radius and index of the bubbles 

    [centers, radii, metric] = imfindcircles(Ix,[2 10], 'sensitivity', 0.90); 

    sz=size(centers,1); 

    centersstrong{k,1} = centers(1:sz,:); 

    radiistrong{k,1} = radii(1:sz); 

    metricstrong{k,1} = metric(1:sz); 

    dataoutput{k,1} = cat(2,radiistrong{k,1},centersstrong{k,1}); 

    figure; 

    imshow(Ix); 

    hold on; 

 

%Highlight the selected bubbles to check the accuracy of the results 

     viscircles(centersstrong{k,1}, radiistrong{k,1},'edgecolor','k'); 

     hold on; 

     plot(centersstrong{k,1}(:,1),centersstrong{k,1}(:,2),'yx','color',2); 

     hold off; 

     

end 

 

 


