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Abstract

Metallic glasses and composites are a new class of metal alloys which have unique mechan-

ical and functional properties. The structure of metallic glasses and composites are key to

understand the glass formation ability and also their unique properties. However it is often

very challenging to determine the structure of such amorphous materials using conventional

experiment methods.

The research studies the multi-length scale structures of metallic glasses and composites

with different composition and processing conditions. A novel experimental apparatus were

designed made, and commissioned for in-situ PDFs studies.

The composition dependent atomic structure of binary and ternary metallic glasses were

characterised using synchrotron X-ray pair distribution functions. And a binary vacancy

phase-field crystal model and a ternary model developed based on it, were successfully used

to interpret the atomic structure changes with composition for the binary alloys, CuZr and

NiTi, and also the ternary alloys, CuZrAl and TiCuNi.

Systematic in-situ experiments were conducted using this novel apparatus at the syn-

chrotron X-ray diffraction beamline, I12, Diamond light source. A large amount of real-time

diffraction patterns of Vit1 (Zr41.2Ti13.8Cu12.5Ni10Be22.5) with different thermal conditions,

were acquired in this research. A highly thorough procedure of data reduction, processing

and analysis enables to get high quality in-situ PDFs and extract the key information for

understanding the local structure evolution during the crystallisation from supercooled

liquid and annealed amorphous state, and also that during the glass formation with different

cooling conditions at atomic scale.
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The significant advantage of bulk metallic glass matrix composites (BMGMC) is the

strong atomic bond across the amorphous–crystalline interface which is formed in-situ

during solidification. The transition from an ordered to disordered atomic structure plays

a critical role in determining the mechanical properties in atomic scale. Several HRTEM

image based methods, fast Fourier transformation, auto correlation function, and 2D pair

distribution function, etc, were used to characterise the local ordering from short range to

long inter-atomic range.

Furthermore, the mechanical properties of such BMGMCs are often strongly related

to the complex crystalline dendrites, and a well-understanding of 3D morphologies of the

dendrites is also very important. However, the 3D structures and their morphologies of

such composite at nano and micrometre scale have never been reported before. The high

density electric currents were used to thermally shock a Zr-Ti based BMGMC (DH3) to

different temperatures, and used X-ray micro-tomography, FIB-SEM nanotomography and

neutron diffraction to reveal the morphologies, compositions, and volume fractions of the

nano and microstructures of the thermally-shocked composites and their thermal stabilities

under rapid heating by electric currents.

The key research findings are:

• A binary vacancy phase-field crystal model and a ternary model have been developed

and successfully used to interpret the atomic structure changes with composition for

the binary alloys, CuZr and NiTi, and also the ternary alloys, CuZrAl and TiCuNi.

As the concentration of Cu and Ti increases, the populations of Cu-Cu atomic pairs

/ Ti-Ti atomic pairs increase, which leads to increasing peak intensity of the first /

second peak. The atomic size ratio significantly affects the peak positions and peak

shape of PDFs for binary and ternary alloys. The peak separation of the first PDF

peak for Zr55Cu40Al5 is mainly due to the increasing population of Zr-Cu and Zr-Al

pairs.
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• An dedicated experimental apparatus were designed, made, and commissioned for

the total scattering experiments using Synchrotron X-rays, which can be used to

thoroughly acquire high-quality X-ray scattering data for real time studies of atomic

structure using pair distribution functions.

• The crystallisation of Vit1 during heating is very different to those found during slow

cooling. The crystallisation induced by heating is very rapid, and the crystalline

structure is formed in 6 s, while that occurred in cooling is fairly slow (∼ 21 s),

and the atomic structure are largely determined by the cooling rates. During the

crystallisation induced by heating at 1.5 K/s, Zr2Cu is formed at 270 °C and ZrBe2 is

formed 457 °C. While Zr2Cu and ZrBe2 are formed together during the crystallisation

induced by slow cooling.

• A novel 2D HRTEM image based pair distribution function method was proposed

to characterise the local structure transition within amorphous-crystalline interface

at atomic level. The 2D PDFs, which are very sensitive to ordered and disordered

structure, can provide an alternative approach to characterise the local ordering using

HRTEM.

• The 3D nano and microstructures of the DH3 at different thermal shock conditions

were studied and characterised using X-ray microtomography and FIB-SEM nan-

otomgraphy. It is found that the ductile β -Zr crystalline dendrites are interlocked

3D structures with complex morphology of a few hundreds of micrometres. They

are not the “globular” particles of a few to tens of microns in length, as previously

inferred from 2D imaging. The amorphous to crystalline transition at the interface

under thermal shock by applying electric current is very different to that occurred in

isothermal heating conditions. The large difference in electric resistivities between

the amorphous matrix and the crystalline dendrites resulted in differential heating

across the amorphous-crystalline interface, which led to the nucleation of new crys-

talline phases (Zr2Cu and ZrBe2) preferably at the interface, rather than within the
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amorphous matrix. They grew concurrently to form 3D eutectic network as revealed

by using the FIB-SEM nanotomography.
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Chapter 1

Introduction

1.1 Background of the research

Most naturally occurred metals and man-made metallic alloys have long-range ordered

atomic structures, i.e. crystalline structures [1]. However, most natural materials do not have

such perfect long-range ordered atomic structures, and they are generally called disordered

materials [2]. For example, naturally occurred SiO2 glasses and polymer-based materials are

the typical disordered materials. Natural metals and glasses are very common materials on

earth, and have been used, exploited and developed independently and separately for many

thousand years by human beings until 1959 when the first metallic glass was discovered in

Caltech by Duwez et.al [3] through the rapid quenching of a binary Au75Si25 alloy with a

cooling rate of 107 K/s.

Since then, intensive research activities have been devoted on developing many hundreds

of new metallic glass alloy systems, and to solve the fundamental and applied scientific

issues in structure, properties, design and fabrication, and applications of metallic glasses

[4–6].

Currently the following issues are subject to intensive research [7]:

• Atomic structure is one of the central topics of metallic glasses. Since amorphous

materials often do not have any translational and rotational symmetry in long range, it
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is very challenging to characterise the atomic structure by conventional experimental

methods, such as diffraction, imaging, etc. Therefore, it is essential to exploit ad-

vanced experimental techniques, or develop novel modelling methods to effectively

characterise a given amorphous structure and extract the key structural information

relevant to glass formation and structure related properties.

• It is well known that the properties of materials are determined by the structure of

materials. For the amorphous materials, especially the MGs, it is very difficult to

determine the correlations of structure to properties, since the structure of metallic

glasses is still an unsolved puzzle, which is far from being well understood. Therefore,

the predictions of the macroscopic properties of MGs are still in progress.

• Although there are several alloy design principles being proposed to fabricate the

BMGs, however, there is still a huge difficulty in the component design of new

BMGs. Up to date, The development of the new BMGs is still based on trial and error

methods [7]. The precisely design of the multi-component BMG systems is still very

challenging due to lack of effective alloy design principles.

In this work, we only focus on studying the atomic structure of metallic glasses and

composites using experimental and modelling methods.

1.2 Objectives of the research

• Atomic structure of metallic glasses, and the transition from amorphous structure to

crystalline structure.

• Using advanced experimental methods to study the relationship between structure

and alloy composition and processing conditions.

• Develop numerical model to assist the understanding of atomic structures and the

relationship between alloy composition and processing conditions.
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• Study in-situ the evolution of atomic structures of metallic glasses in conventional

solidification conditions.

• Characterise the multi-length scale, 2D and 3D structures in an unconventional thermal

shock process.

1.3 Structure of the thesis

The thesis consists of 8 chapters, and each is briefly described below.

Chapter 1 is a brief introduction of the research background, the objectives and the

structure of the thesis.

Chapter 2 reviews the literatures that are directly relevant to the research, and they are

grouped into five sections, including a brief review and discussion on (1) the structure of

ordered and disordered materials, (2) metallic glasses and metallic glasses composites, (3)

electron, X-ray and neutron based structural characterisation techniques and the associated

fundamental theories and data analysis methods, (4) Phase-field crystal (PFC) model and

the numerical methods.

Chapter 3 describes, in details, the design, making and commissioning of a novel

apparatus for high temperature in-situ X-ray diffraction studies, the samples used and the

setup of the in-situ X-ray diffraction experiments, followed by the relevant data processing

and analysis methods used in the experiments. The Gleeble thermal shock experiments, and

the high resolution transmission electron microscopy, synchrotron X-ray micro-tomography

and focus ion beam plus scanning electron microscopy nano-tomography methods used to

characterise the atomic, nano and microstructures of the thermally shocked bulk metallic

glass composites are also included in this chapter.

Chapter 4 presents detailed studies on the local atomic structures of CuZr and NiTi

binary metallic glass alloys using pair distribution function; and in-situ studies of the
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evolution of atomic structures of the Vitreloy 1 (Vit1) bulk metallic glass alloy during

different heating and cooling conditions.

Chapter 5 presents a comprehensive structural characterisation result for DH3 alloy (a

ZrTi based metallic glass composite), and then the thermally shocked by using a Gleeble

3500 thermomechanical simulator. The local atomic structure in as-cast condition, and the

structural transition across the amorphous-crystalline interface is presented together with

the compositions, volume fractions and 3D morphologies of the nano and microstructures

formed during thermal shock processing.

Chapter 6 describes the 2D binary vacancy phase-field crystal model, the numerical

and parallel computing scheme used in the research, and the simulation results to show the

effects of composition, atomic size ratio, and thermal conditions on local atomic structures.

The development of a ternary vacancy phase-field crystal model based on the binary model

and simulation results for different cases are described in this chapter as well.

Chapter 7 discusses, in details, the significance of key experimental and modelling

results from this work, with particular emphases on how to use the combined in-situ

experimental studies and phase-field crystal modelling to quantify and understand the

atomic structures of metallic glasses and their correlations with alloys compositions and

processing conditions.

Chapter 8 summarises the major scientific findings and contributions of the research to

this important research field. Possible future directions to continue this work are also briefly

discussed.



Chapter 2

Literature review

2.1 Ordered and disordered materials

All natural or man-made solid materials are made of atoms located in three dimensional

(3D) space. Dependent on whether there is symmetry or correlation in the 3D arrangement

(structure) of the atoms, solid materials can be generally classified as either ordered or

disordered materials [8]. The degree of freedom that is ordered or disordered can be

translational (crystalline ordering), rotational (ferroelectric ordering), a spin state (magnetic

ordering) or compositional ordering [8]. In the context of structural order of atoms, the

order can be in a full crystalline space group symmetry, or in a correlation. The strictest

form of structural order in a solid is lattice periodicity where a certain pattern of atoms (the

arrangement of atoms in a unit cell) is repeated again and again to form a translationally

invariant tiling of space, i.e, a long-range ordered atomic structure [9]. The possible

symmetries have been classified in 14 Bravais lattices and 230 space groups [9]. Most

naturally occurred metals and man-made metallic alloys have such crystalline periodic

symmetries and often called crystalline materials [2, 9].

However, a large group of natural materials do not have such long-range ordered atomic

structures, and they are generally called non-crystalline, disordered, amorphous or glassy

materials. For example, naturally occurred SiO2 glasses and polymer-based materials
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are typical disordered materials. The terminology varies in different contexts, which

sometimes causes confusion. Generally, non-crystalline, disordered, and amorphous are

often used without significant difference when referring to materials without long-range

atomic structure order, while glass is mostly used to describe a disordered solid obtained

from quenching a liquid.

Although lack of long-range atomic order (> 10 Å), most of disordered or amorphous

materials contain short-range (0–5 Å) and medium range (5–10 Å) ordered atomic structures

formed by the chemical bonding in a range of a few to a few tens of angstrom (Å), i.e,

several bond lengths [10].

2.1.1 Thermodynamic description of state of disorder

Generally, materials can be viewed as a thermodynamic system containing a huge number of

atoms, and two competing driving forces are responsible for driving the change of its state.

As illustrated in Fig. 2.1a, any system that is not in equilibrium with its local environment

tends to move to a lower energy state by decreasing its internal energy to a local minimum

state. While, on the other hand, any thermodynamic system has the tendency to become a

more disordered state by increasing its entropy as much as possible according to the second

law of thermodynamics [11]. For any process the thermodynamic system experienced, the

two driving forces compete each other until an equilibrium state is reached.

When the thermodynamic system is a material containing a large number of atoms,

decreasing its internal energy means to move the atoms to distances where the minimum

energy state is achieved for the materials [11]. Such minimum energy state can be, in

principle, calculated based on the inter-atomic potentials and distances of the atoms inside

the materials. Fig. 2.1b shows a general type inter-atomic potential as a function of atomic

distance [12]. Many different types of such potentials have been proposed and used in the

past [12], especially in the field of molecular mechanics, molecular dynamics modelling,

for example the bond order potential [13], the Lennard-Jones potential [12] and embedded
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atom model [14], etc. Apparently, the minimum energy is reached at the distance of bond

length, and this energy is often called the bonding energy of atoms [11].

(a)

(b)

Fig. 2.1 (a) A schematic illustration, showing a potential energy curve with local maxima
and minima, and (b) a general type atomic potential.

The concept of entropy is developed further in the context of statistical mechanics where

a dynamic system can be considered to have a large number of microstates (i.e, microscopic

configurations of individual atoms and molecules).
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Entropy is defined to be proportional to the natural logarithm of the number of mi-

crostates, which can give rise to the observed macrostate of the system [15]. Mathematically,

entropy in statistical mechanics is described as [15]:

S =−kB ∑
i

pi ln pi (2.1)

Where, kB is the Boltzmann constant; the summation is over all possible microstates of

the system, and pi is the probability that the system is in the ith microstate [15].

Apparently, a macrostate with the largest number of microstates is more likely to be

realised in a thermal equilibrium condition. Therefore, the final state of a given dynamic

system (a material system) is determined by the tendency of realising the minimum internal

energy with the maximum entropy.

Glass formation from liquid to solid can be viewed as the evolution of one specific

thermodynamic system over temperature. The competing driving forces are the tendency of

nucleating crystalline grains versus the slowing down of motion of atoms (i.e. increasing

of viscosity) in an undercooled liquid as temperature decreases to below the melting

temperature.

The grain nucleation rate of an undercooled liquid is often described by the classical

nucleation theory [16] below:

R = Ns ·Z · j · exp
(
−∆G∗

kBT

)
(2.2)

Where, R is the nucleation rate; Ns is number of nucleation site; Z is Zeldovich factor.

Essentially the Zeldovich factor is the probability of a cluster at the critical nucleus size

to grow out to form a stable crystal. j is the rate at which molecules attach to the nucleus

causing it to grow. ∆G∗ =

(
16π(γSL)

3
T 2

m

3(∆Hm)
2

)
1

(∆T )2 is free energy barrier of nuclei in which γSL



2.1 Ordered and disordered materials 9

Fig. 2.2 A typical time–temperature–transformation (TTT) diagram.

is the interfacial energy of liquid and solid interface, ∆Hm is latent heat of melting, and ∆T

is undercooling; T is absolute temperature and kB is the Boltzmann constant.

Eq. 2.2 indicates that nucleation rate increases with the increasing of undercooling

(∆T ), however the increase is countered by the slowing down of motion of atoms in the

undercooled liquid, and eventually by configurational freezing [17] of the atoms in the

undercooled liquid, leading to the formation of an amorphous state.

Viscosity, η , is a kinetic parameter [18] often used to measure the slowing down of

motion of atoms and configurational freezing; and η increases exponentially with the

decreasing of temperature T [18]:
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η = η0 · exp(W/kT ) (2.3)

Where η0 is the high temperature limit of η , k is the Boltzmann constant, and W is

an effective activation energy of viscous flow. For natural glasses, W is independent of

temperature, therefore, log(η) and 1/T has a linear relationship.

The atomic structure of a metal alloy formed from a supercooled liquid is determined by

the competition between the tendency of crystalline nucleation and increasing in viscosity,

which can be summarised by the time–temperature–transformation (TTT) diagram as

typically presented in Fig. 2.2. A nose-like boundary (the green curve in Fig. 2.2) separates

the amorphous and crystalline regions [19]. A higher cooling rate (the blue line) leads to

glass formation, while a lower rate (the red line) results in crystallisation. Apparently, alloys

with good glass forming ability have a nose-like boundary shifted to the right. In addition,

a narrow supercooled temperature region, i.e. a smaller (Tm −Tg) coupled with a higher

reduced glass transition temperature, Trg = Tg/Tm can also facilitate glass formation [19].

2.1.2 Mathematical description of geometrical configuration of atoms

For ordered materials, the atomic structure can be well described by crystallographic

lattice periodicity, i.e, the equilibrium positions of all atoms can be regarded as a periodic

extension of the building block - the unit cell, in which the position of the constituent atoms

are well defined [20]. However, an exact determination of the positions of all atoms in an

amorphous or disordered material is mathematically impossible, due to the lack of long

range translational order. In practice, the atoms in an amorphous sample of a macroscopic

size can be described, in principle, by a huge number of different configurations without

any alterations in the physical properties of the bulk sample [21]. As such, the atomic

structure of amorphous solids is normally described in terms of statistical distributions [21].
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(a) H20 [25] (b) SiO2 [25]

(c) Cu64Zr36 [26] (d) Vit1 (Zr41.2Ti13.8Cu12.5Ni10Be22.5) [27]

Fig. 2.3 The bond angles and structures for four cases, where the balls represent the nuclei
and sticks represent the bonds.

For example, bond angle distribution, pair distribution function are often used in metallic

glasses to describe the atomic structure [22].

2.1.2.1 Bond between atoms and their bond angles

Atoms are bonded together with chemical bonds, i.e, covalent bond, ionic bond, metallic

bond, etc, to form molecules or atomic clusters [23].

Bond length and bond angles are two important parameters to describe the configuration

of molecules and atomic clusters [24]. The bond length is defined as the average distance

between the nuclei of two atoms that are bonded together in any given molecules or atomic

clusters. Bond angle is the angle formed between two atomic bonds with a common atom

linking the two bonds together [24].
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Fig. 2.3 presents several examples of the bond angle for different molecules in 3D.

H2O in Fig. 2.3a has an ideal bond angle of 180 ° between the two O-H bonds, and SiO2

in Fig. 2.3b has an ideal bond angle of 120 ° between the two Si-O bonds. Fig. 2.3c

shows the simulated atomic configuration of Cu64Zr36, which is a typical binary alloy

of metallic glasses. Fig. 2.3d shows the simulated atomic configuration of Vit1 alloy

(Zr41.2Ti13.8Cu12.5Ni10Be22.5). Clearly, metallic glasses, even the simplest binary alloys

such as Cu64Zr36, have various bond angle for different atomic pairs.

For any atomic cluster, if a reference atom is chosen, any other atoms in the nearest

neighbourhood bonded directly to the reference atom will have, in general, different bond

angles. Statistically, the distribution of such bond angles can be used to describe the spatial

relationships of such neighbouring atoms, i.e, the spatial arrangement of bonded atoms in

the nearest neighbour atomic shell in a statistic way. For amorphous or disordered materials,

the distribution of bond angles is one of the important parameters for characterising the

atomic structures [22].

2.1.2.2 Pair distribution function and atom coordination number

Pair distribution function (PDF) describes the distribution of distances between pairs of

particles in a given particle system, such as atoms, molecules, colloids, etc. [28]. Mathemat-

ically, PDF is the probability of a specific particle at a distance r from a reference particle

[28]. The pair distribution function is a standard method used for describing the atomic

structures of glasses, polymers and liquids [28].

As shown in Fig. 2.4, PDF in a particles system represents the changes of number density

with distance r from a reference point. In other words, it is a probability measurement

of finding a particle at a distance r away from a reference particle provided. The general

algorithm to calculate PDF involves determining how many particles are located in a distance

of r away from the reference particle.

The mathematical definition of the PDF g(r) is,
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Fig. 2.4 A typical pair distribution function, g(r), local maxima in the g(r) is obtained at
different atomic distances, ri (i=1, 2, 3. . . ) from the reference atom (the red atom). The
areas covered by the g(r) peaks are the number of nearest neighbouring atoms. For example,
the nearest atom coordination number can be obtained by integrating the area (the shaded
area in yellow) under the first peak [21].

.

g(r) =
1

4πρ0Nr2 ∑
ν

∑
µ

δ
(
r− rνµ

)
(2.4)

where, ρ0 is the averaged number density of atoms in the system of N atoms. δ is a

Dirac delta function [29]. PDF is a one-dimensional function which has peaks at distances,

rνµ =
∣∣rν − rµ

∣∣, the distance between the νth and µth atoms.

Another extensively used correlation function is the reduced pair distribution function,

G(r) [28]:

G(r) = 4πρ0 (g(r)−1) (2.5)
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G(r) converges to zero at a large r. Although less physically intuitive than g(r), it is

widely used in X-ray or neutron scattering studies [21]. The advantage of using G(r) is that

it can be directly calculated via Fourier transform of the structure functions obtained from

diffraction experiments. Structure functions of materials can be calculated based on the

total scattering intensity of X-rays or neutrons. The procedure will be explained in details

in section 2.3.

With a well-defined PDF peak, the number of neighbour atoms in the atomic shell, i.e,

the coordination number NC around a reference atom, can be calculated by integrating the

area under that peak (e.g. the shaded area in Fig. 2.4):

NC =
∫ r2

r1

4πr2
ρ0g(r)dr (2.6)

Where, r1 and r2 define the left bound and right bound of the first PDF peak, i.e, the first

coordination shell. The peak height is inversely proportional to the peak width of PDF [30].

The width of peak contains information about thermal motion of the atoms, or static disorder

[21], and for amorphous or disordered materials, peak width often gives information about

the degree of disorder in the structure [21]. Sharp and intensive PDF peaks often indicates

more ordered structure, and vice versa.

The position of peaks give atomic pair distance of that particular atomic shell, and any

apparent split or separation of a peak indicates changes of atomic structure in that particular

shell directly [28, 31]. Such characteristics are very common in disordered systems such as

gases, liquids, and glasses. For long range ordered crystals, all neighbours at all lengths

are well defined, which are characterised by sharp PDF peaks in short to long range radial

distance.

Fig. 2.5 shows typical PDFs for gas, liquid, and crystalline solid, respectively together

with the corresponding spatial arrangement of atoms for each case. For an ideal gas without

interactions of atoms, its PDF should be unity at all atomic distance. However, most real
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(a) Gas (b) Liquid

(c) Crystal

Fig. 2.5 Typical pair distribution functions for (a) gas, (b) liquid, and (c) crystalline solids.

gas systems still have atoms that are interacting with each other within the first nearest

neighbourhood. Such reactions are reflected in the first PDF peak in the short atomic range

in Fig. 2.5a [32]. In liquid, more atoms beyond the first nearest neighbour are interacting

and strongly correlated, leading to a modulation of g(r) extending over a few more neighbour

shells [32] as indicated by Fig. 2.5b. The oscillations of PDF are rapidly damped, indicating

a gradual smearing out of the short-range order [32] until g(r) reaches unity at a relative

long range.

For a full crystalline structure, Fig. 2.5c illustrates the well defined sharp PDF peaks.

Since crystal is anisotropic, the PDF involves an average over all orientations of the lattice.

The structures of liquids and amorphous solids are quite similar, hence their PDFs are

generally difficult to be distinguished from each other [32]. There is short range order at
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short atomic distance but the long-range order is lost. The main difference is of course that

amorphous materials are rigid. Hence on the microscopic level, atoms in amorphous solids

just vibrate around their equilibrium position. In liquids, time plays a more important role

and various time dependent correlations functions can be defined [32].

A comparison between the structural properties of amorphous and liquid metals shows

that the general features in the structure of the amorphous phase, are similar to those of

the liquid state, except that a shoulder in the second peak was observed in both structure

function and PDF [33]. In addition, the intensity of the first PDF peak of amorphous solids

is higher than that of liquid, since the nearest neighbouring atoms of amorphous solid is

more dense–packed.

The PDF can be calculated directly by extracting particle positions from microscopy

images of atoms or particles [34], but most often it is calculated by Fourier transformation of

the diffraction patterns of materials obtained from X-rays, neutrons or electrons diffraction

experiments. In those cases, significant space and time averaging occur [35].

2.1.2.3 Voronoi tessellation and Delaunay triangulation

In mathematics, a Voronoi tessellation [37] is a partitioning of a plane into regions based on

distance to points in a specific subset of the plane. The set of points (called seeds, sites, or

generators) is defined beforehand (the black points in Fig. 2.6), and for each seed there is a

corresponding region consisting of all points closer to that seed than to any other (the red

convex polygon in Fig. 2.6c). These regions are called Voronoi cells.

The Voronoi tessellation of a set of points is dual to its Delaunay triangulation (the black

triangle in Fig. 2.6b). In other words, it is a diagram created by taking pairs of points that

are close together and drawing a line that is equidistant between them and perpendicular

to the line connecting them. That is, all points on the lines in the diagram are equidistant

to the nearest two (or more) source points. This technique is often used to unambiguously

determine the neighbouring atoms, i.e, coordination number without the need for a cutoff
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(a) The Delaunay triangulation in the
plane with circumcircles.

(b) The Delaunay triangulation with
all the circumcircles and their centres
(in red).

(c) Connecting the centres of the circum-
circles produces the Voronoi diagram (in
red).

Fig. 2.6 Schematic illustrations, showing the procedures for Delaunay triangulation and
Voronoi tessellation [36].

[35]. Only the atoms sharing a common cell boundary/surface are regarded as nearest

neighbours.

Voronoi tessellations of regular lattices of points in two or three dimensions give rise

to many familiar tessellations. A 2D lattice gives an irregular honeycomb tessellation,

with equal hexagons with point symmetry; in the case of a regular triangular lattice, the

honeycomb tessellation is regular; in the case of a rectangular lattice, the hexagons reduce
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to rectangles in rows and columns; a square lattice gives the regular tessellation of squares

[37].

2.1.2.4 Crystallographic description

Crystallography [38] is a well established methodology to describe atom arrangement in 3D

space for ordered materials. X-rays, neutron and electron diffractions are the commonly used

experimental techniques to obtain crystallographic information from crystalline materials

[39, 40].

Fig. 2.7a illustrates the principle of X-ray crystallography. When an incident X-ray beam

passes through a crystalline material, such as a single crystal, the constructive interference

of the diffracted X-ray beam forms diffraction patterns in the area detector. Diffraction

patterns vary due to differences in the structures of materials, and diffraction spots are

formed for single crystals, sharp concentric rings for polycrystalline materials, and diffuse

halo for amorphous materials [38].

By integrating azimuthally the 2D diffraction patterns, 1D diffraction spectra can be

obtained. Fig. 2.7b presents the typical diffraction spectrum from single crystal of α-Fe.

Different crystalline plane gives rise to Bragg peaks at different reflection position, if the

index of reflections satisfies the Bragg’ law [43]:

2d sinθ = nλ (2.7)

Where, θ is the diffraction angle; λ is the wavelength of incident X-ray beam; n is a

positive integer, accounting for the multiple layers of lattice plane; d = a√
h2+k2+l2 is the

inter-planar distance, in which a is the lattice spacing, h, k, l is the Miller indices [43] of the

lattice plane.

By Fourier transform of the scattered X-ray intensity, the structure factor (a mathematical

function describing the amplitude and phase of a wave diffracted from crystal lattice planes
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(a) A schematic presentation of an X-ray diffraction experiment [41].

(b) 1D diffraction spectrum of α-Fe [42].

Fig. 2.7 (a) A sketch, showing an X-ray diffraction experiment; (b) the diffraction spectrum
of single crystal of α-Fe.

characterised by Miller indices h, k, l) of the materials can be calculated. Finally, the crystal

structure can be determined by the structure factor. Giving a known crystal structure of

an unit cell [44], structure refinement can be used to determine the structure of unknown

phases, or to measure the displacement of lattice planes.
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2.2 A brief review of metallic glasses and composites

Metallic glasses (MGs) were firstly discovered in Au75Si25 binary alloy in 1959 at Caltech,

USA by Klement, Willens and Duwez [3]. Unlike conventional silicon oxide glasses, MGs

primarily consist of metallic elements boned together via metallic bonds to form amorphous

rather than crystalline structure. The combination of “metallic” and “glass”, gives a lot

of unique structure related properties that do not exist in conventional metal alloys. For

example, higher tensile yield strengths, higher elastic strain limits [45], excellent resistance

to wear and corrosion [46]. In addition, metallic glasses in supercooled liquid region possess

a good thermoplastic processing capability. Some MGs, e.g, Vitreloy alloys, have been

already commercialised for sports goods, medical devices, electronic appliance, etc. [5].

2.2.1 The development of metallic glass alloys

Metallic glasses are actually the "frozen liquids" that are made by quenching their liquid

melts. Since most molten alloys tend to crystallise when they cool down below the melting

or liqudus temperature. Therefore, in order to retain amorphous structure, the heat needs

to be extracted sufficiently fast so that the liquid alloys are frozen via the so-called glass

formation process.

In the early years of metallic glass research and development, rapid quenching with

an extremely high cooling rate of 105 − 107 K/s [47] was often used to suppress the

nucleation and crystal growth of the competing crystalline phases and freeze the liquid

atomic configuration [47]. Since the splat quenching method used in the discovery of the

first metallic glass Au75Si25, more rapid quenching techniques had been developed and used

in 1970s -1980s [48]. One of the most successful continuous rapid quenching techniques is

melt spinning, which is able to produce metallic glasses in the forms of line, ribbon, and

sheet [48]. Until now, the making of metallic glasses are still restricted to 1D lines or 2D

ribbons rather than bulk forms if such high cooling rate is needed.
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Dependant on the alloy elements used, metallic glasses are classified into four categories

by Cheng and Ma [22]: (1) late transition metal-noble metal (LTM–NM), (2) simple metal-

rare earth metal (SM–RE), (3) early transition metal-late transition metal (ETM–LTM), and

(4) alkali metal-late transition metal (AM–LTM). However, almost all alloys with good

glass formation ability (GFA) found so far belong to ETM–LTM.

ZrCu binary alloys belong to ETM-LTM, and are good glass formers [48, 49] with a wide

range of tuneable compositions for glass formation. Many multi-component bulk metallic

glass (BMG) systems have been developed based on CuZr binary systems. However, NiTi

binary alloys [50, 51] are quite different, their structures are very sensitive to composition,

and a small change on composition can lead to changes from amorphous to crystalline state.

NiTi alloys not only possess unique properties (shape memory effect) that make them

promising candidates for practical applications in high technology, but are also glass-

formers. A crystal-to-amorphous (C-A) transition can be achieved in a NiTi based alloy

system through tuning the composition.

Because of the above characteristics, ZrCu and NiTi binary systems are chosen as the

model alloy systems in this research to study the changes of atomic structures as functions

of chemical compositions as detailed in Chapter 4.

From application perspective, enormous number of research and publications (∼ 17,522

up to now) have been devoted to develop new alloy systems that can be made in bulk form

using low cooling rate techniques, such as conventional copper mould casting [52]. In

1974, it was found that adding Pd into several metallic glass alloy systems can significantly

increase their glass forming ability. For example, Chen [53] produced the first bulk metallic

glass (BMG) rods (∼0.5 mm) with the composition of Pd-T-P (T= Ni, Co, Fe), such as

Pd77.5Cu6Si16.5 using suction casting with a cooling rate of 103 K/s. A further improvement

was achieved in 1982 by Turnbull and his co-workers, and they produced Pd40Ni40P20 glassy

ingots with a diameter of 5 mm using surface etching followed by heating and cooling

cycles [54]. However, Pd based BMGs are too expensive to be commercialised, and research

interest on them soon faded out.
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Since 1980s, research group led by Akihisa Inoue in Tohoku University, and that by

William L. Johnson of Caltech have made breakthrough in discovering La [55], Mg [56],

and Zr [57, 58] based multi-component alloys with large undercooling and low critical

cooling rates (1 K/s to 100 K/s) for glass transition. Their glass forming abilities are very

similar to natural oxide glasses [48]. Using conventional copper mould casting, bulk glassy

samples with the thickness of 1 cm can be produced.

In 1992, Johnson and Peker developed a quinary alloy based on Zr-Ti-Cu-Ni-Be, i.e,

Zr41.2Ti13.8Cu12.5Ni10.0Be22.5 [58]. With critical casting thickness of up to 10 cm possible

in silica containers, the alloy became the first commercially successful BMG, which is

known as Vitreloy1 (Vit1). Several variants were also developed based on this quinary alloy

system, including Vit2 (Zr46.75Ti8.25Cu7.5Ni10Be27.5), Vit4 (Zr46.75Be27.5Ti8.25Cu7.5Ni10),

etc.

Compared to conventional structural materials, such as steel, Vitreloy alloys have similar

densities but high Young’s modulus, elastic strain-to-failure limit, and high tensile yield

strength. Vitreloy contains a large number of different sized atoms, which lead to high

viscosity [58]. Above Tg in the supercooled liquid regime, Vitreloy remains stable against

crystallisation. Hence, Vitreloy is a good model material system to investigate the structure

evolution during the heating and cooling process.

Despite of many exciting mechanical properties [48, 63], most of bulk metallic glasses

have not been used as structural material due to their poor ductility. In order to obtain a

good combination of strength and ductility, many types of BMG based composite were

developed. Fig. 2.8 shows four different cases of bulk metallic glass matrix composites

(BMGMC). Fig. 2.8a and b show the BMGMC reinforced by introducing external phases

into the BMG matrix, such as carbon fibre and WC particles. Such composites have a sharp

phase interface between the BMG matrix and reinforced phases.

There is another type of BMG based composites, in which ductile crystalline phase

nucleates and grows in-situ from the super-cooled liquid when the liquid is continuously

cooled down to form metallic glass [64, 65]. A strong phase interface between ductile
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(a) Carbon fibre reinforced BMGMG [59]. (b) WC reinforced V106 BMGMC [60].

(c) Mg-based BMGMC [61]. (d) DH1, Zr-based BMGMC [62].

Fig. 2.8 The typical SEM microstructure of bulk metallic glass matrix composites.

crystalline phase and amorphous matrix is formed in-situ via metallic bonding. Fig. 2.8c

shows that needle-shaped intermetallic phases are formed in-situ within the Mg–based

amorphous matrix [61]. Fig. 2.8d shows that crystalline phases with dendrite morphology

are formed from a Z–based alloy, DH3 (Zr39.6Ti33.9Nb7.6Cu6.4Be12.5). In addition to the

strong interface as one of the most important strengthening elements for the composite, the

morphology, size, volume fraction and distribution of the crystalline phases are also very

important parameters to control the mechanical properties of the composites [62, 66, 67, 60].

In this research, the DH3 alloy is used to study the effect of thermal shock on the changes

of nano and micro–structure of BMGMC as described in chapter 5.
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2.2.2 The atomic structures of metallic glasses

Unlike crystalline alloys, metallic glasses lack long range atom translational periodicity,

and it is impossible to determine their atomic structures using conventional crystallographic

method. Since the discovery of metallic glasses, studying and characterising the atomic

structures have been the centre of metallic glass researches [68, 22].

Bernal’s dense random packing model [69] is amongst the generally accepted structural

model, where metallic glasses are considered as frozen metallic liquids with an atomic

arrangement controlled by mainly geometrical sphere packing. Bernal’s concept [69] is able

to successfully model the structures of pure metals together with alloys with constituent

species of comparable atomic sizes. Nevertheless, it is not suitable to describe the short-

and medium-range order [68] discovered in existing multicomponent metallic glass alloy

systems with much lower critical cooling rates.

Generally, in most metallic glass systems, the disordered atom arrangement can only

be maintained in a particular length scale [22]. Atoms intend to constitute a short-range

order where the local nearest-neighbour surroundings of every atom are similar to any other

equivalent atoms.

Most good glass formers often have a slightly higher density compared to those amor-

phous alloys discovered in the early years of metallic glass researches, which need higher

critical cooling rates. This observation indicates that higher packing density is critical to

attaining high glass forming ability. Consequently, densely packed icosahedral clusters

have been identified as the possible structural model of BMGs. Numerous simulations and

experimental studies have indicated that icosahedra are an energetically favourable atomic

structure in metal–metal-based metallic glasses [57, 58, 70].

Actually, the atomic configurations of multi-component BMGs are quite diverse because

of the differences in interatomic interactions among the constituent elements. Structural/-

chemical heterogeneity is also a general phenomenon in multi-component BMGs [71], as
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proved by the previous studies of structure and property variations at different length scales

in a number of metallic glass systems, such as Zr, Al–based BMGs [72–74].

Currently, how to determine the atomic structure of metallic glasses are still a very active

research. Many experiment techniques, such as X-ray absorption fine structure (XAFS) [22],

pair distribution function, TEM, etc, have been used to extract statistical information about

the average glass structure [68]. These experimental data are very valuable for validating

the proposed structural models.

In addition, computational models are alternative choices for studying the structure of

metallic glasses [22], especially powerful for constructing atomic structure in 3D and provid-

ing deep understanding on the interactions among atoms [22]. The widely used modelling

methods are reverse Monte Carlo method [75, 76], molecular dynamics simulations [22],

dynamic density function theory [77], phase-field crystal model [78], etc. In this research,

phase-field crystal models were used extensively to study the glass formation of binary

and ternary alloys. The detailed theory and models developed and their applications to the

interpretations of the atomic structures in binary and ternary alloys are described in Chapter

6.

2.3 Experimental methods for structural characterisation

In this section, the relevant and complementary structural characterisation techniques used

in this research are reviewed to provide the scientific background for the experiments and

data analyses.

2.3.1 Synchrotron X-rays

X-rays are electromagnetic waves with wavelengths ranging from ultraviolet light to gamma

rays as illustrated in Fig. 2.9. The hard X-rays with the wavelength in between 0.1 and
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1 Å are often used as radiation probes to measure interatomic distances and study atomic

structure [43, 21].

Fig. 2.9 The electromagnetic spectrum that spans the range from radio waves at long
wavelengths to gamma rays at short wavelength [79].

Laboratory based X-rays and synchrotron X-rays are two commonly used X-ray sources.

Lab based X-rays are produced by X-ray tubes, or rotating anodes [80].

(a) (b)

Fig. 2.10 (a) A schemetic representation of X-ray tube [81]. (b) The X-ray energy spectrum
generated by an X-ray tube with a tungsten target [82].

Fig. 2.10a show a typical X-ray tube with the key parts for generating X-rays. Electrons

are emitted from a heating filament (the cathode) and they are accelerated towards the
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anode (metal targets made by W, Cu, Cr or Mo) under the applied high voltage of typically

a few to a few hundred kVs in a vacuum environment. Upon colliding with anode, the

deceleration of electrons by the metal targets produce X-rays with a continuous spectrum,

called Bremsstrahlung spectrum [83]. In addition, incident electrons that have sufficient

energy can knock electrons out of the inner shells of the target metal atoms and create

vacancies. When electrons from higher states drop down to fill those vacancies, X-ray

photons (characteristic X-rays) are emitted with the precise energies determined by the

difference between the electron energy levels. These characteristic X-rays have fixed

wavelengths with brilliance of several orders of magnitude higher than the bremsstrahlung

X-rays [83], for example, Kα and Kβ in Fig 2.10b. These characteristic X-rays are used for

characterisation of crystalline structures.

The wavelengths of the characteristic X-rays generated from X-ray tubes are determined

by the metal target materials, and are not tunable. While electron synchrotrons can produce

tunable X-rays with much higher brilliance.

At first, the X-rays generated by the bending magnets in an electron synchrotron was

considered as a nuisance in parasitic mode due to the undesired energy loss in the context of

particles physics in General Electric in US [84]. However very soon after, it was found that

synchrotron X-ray is far superior to the conventional X-rays generated by X-ray tube with

very broad spectrum, extreme high brilliance and flux, and tenable energies (wavelength)

[85].

To make a better use of synchrotron X-rays, a number of the 2nd generation synchrotron

facilities were built around the world and solely dedicated to the production of synchrotron

light using the bending magnets [86]. With an extreme wide field of research and appli-

cations found for synchrotron X-rays, the 3rd generation synchrotrons facilities have been

built around the world since the late of 1980s, including European Synchrotron Radiation

Facility [87] in Grenoble, France, the Advanced Photon Source [88] in USA, the SPring-8

in Japan [89], and the Diamond Light Source (DLS) in UK [90]. Currently there are ∼ 50

syncrotron X-ray facilities operating around the world. In addition to bending magnets,
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special arrays of magnets called insertion devices, such as wigglers and undulators [91] are

used routinely in the 3rd generation of synchrotron source to produce much brilliant and

tunable X-rays that serve for almost all disciplines of scientific research and technology

development [92].

Fig. 2.11 shows the typical layout of the 3rd generation of synchrotron X-ray facilities.

Firstly, free electrons are created in an electron gun and then these electrons are bundled

and linearly accelerated to certain energy level by using a linear accelerator [93] before

being injected into the pre-accelerator, i.e, booster synchrotron [94]. The electrons are

accelerated further in the booster ring to reach 99.99999% of the speed of light [94], and

then injected into the storage ring. The electrons circulate inside the storage ring have

a speed approximately to the speed of light [87]. Insertion devices, i.e, wigglers and/or

undulators are installed at certain sectors of the storage ring to generate X-rays for different

uses.

Fig. 2.11 General layout of the 3rd synchrotron radiation source facility. (Copyright EP-
SIM 3D/JF Santarelli, Synchrotron Soleil); Magnets and insertion devices in storage ring
(Copyright ESRF); undulator and wiggler (Copyright Deutsches Elektronen-Synchrotron).

The most important characteristic of synchrotron X-ray is the extreme brilliance which

is defined as [80]:
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brilliance =
photons

second ·mrad2 ·mm2 ·0.1%bandwidth
(2.8)

where, photons is number of photons produced; mrad2 is the angular divergence of the

photons, or how fast the beam spreads out; mm2 is the cross-sectional area of the beam;

0.1%bandwidth is defined as 0.1%bandwidth = ∆λ

λ
= 10−3 [80]. The greater the brilliance,

the more photons of a given wavelength and direction are concentrated on a unit area per

second [95].

For example, the X-rays produced by DLS [90] is 1011 times more brilliant than that

produced by an X-ray tube. In addition, Synchrotron X-rays are tunable in energy and

coherence [85], and can be focused into focused beam using X-ray optics for high spatial

resolution structural characterisations, for example nano-tomography characterisation with

a spatial resolution of 158 nm [96]. The unique radio frequency control of the circulating

electrons inside the storage ring can be also utilised to create synchronised very short pulses

in the range of nano seconds [97] for the studies of dynamic process with very high temporal

resolution during the relevant in-situ experiments, such as ultrasound cavitation [98], etc.

2.3.2 X-rays interaction with matters and total scattering

Materials characterisations using X-rays are based on detecting and measuring the signals

obtained from the interactions between X-rays and matters. X-rays interact with matters

through the oscillating electromagnetic field, which strongly stimulates the electron res-

onance in atoms [99]. Fig. 2.12 illustrates all possible interactions [100], and they can

be generally categorised into two main scattering processes, i.e. Rayleigh scattering and

Compton scattering; and two absorption processes, i.e. photoelectric absorption and pair

production.

Apparently, photoelectric absorption is the most dominant mechanism for X-ray atten-

uation [101, 99]. The actual process is that, after an incident X-ray photon (B in Fig. 2.12)
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Fig. 2.12 An illustrative description of X-ray interactions with matters: (A) Transmitted
X-ray beam without any interaction. (B) Photoelectric absorption. (C) Rayleigh scattering.
(D) Compton scattering. (E) pair production [100].

with higher energy “hits” on an electron within the materials, the electron is knocked off

from its energy shell with a kinetic energy equal to the energy difference between the

incident X-ray photon and binding energy of the electron shell. Then, an electron from

an outer shell with less binding energy will leap and refill the vacancy in the inner shell,

producing a characteristic X-ray with the energy equal to the binding energy difference

between the original outer electron shell and final inner electron shell.

The photoelectric interaction [102] may only occur on the condition that the incident

X-ray photon energy is the same as or higher than the binding energy of the electron [102].

Once the X-ray energy is equal to the electronic binding energy, the photoelectric effect

tends to be energetically feasible and a significant increase in attenuation happens [102]. As

the incident X-ray photon energy increases beyond that of the electron shell binding energy,

the possibility of photoelectric absorption decreases proportionally with 1/E3 where E is
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the X-ray photon energy. The dramatic increase in the possibility of photoelectric absorption

occurring at the energy shell binding energy leads to an absorption edge in X-ray attenuation

curve as illustrated later in Fig. 2.16. After photoelectric interaction, the majority of the

incident X-ray photon energy is absorbed because of the further electron-electron ionization

stimulated by kinetic motions of the free photoelectron [103].

Furthermore, the probability of photoelectric absorption occurrence is governed strongly

by the atomic number (Z) of the materials and the photon energy (E) of the incident X-rays

and is proportional to Z3/E3 [102].

Rayleigh scattering is actually an elastic scattering where an incident X-ray photon (C in

Fig. 2.12) interacts with an electron and then be scattered with no loss in energy [102]. When

Rayleigh scattering occurs, the energy of interacted electrons temporarily increases, but

not enough to remove them from the atom. Then an X-ray photon is emitted with the same

energy as incident beam but with a slightly different direction after the energetic electrons

return to original energy level without any loss of photon energy. Without knocking off the

electron, the atom does not have significant recoil, hence most of Rayleigh scattering are

forward scattering with a small angle [102]. The possibility of Rayleigh scattering increases

with atomic number density of the species of atom and decreases with the energy of the

incident X-ray photon [102].

Unlike the Rayleigh scattering, Compton scattering is an inelastic interaction between

an electron and incident X-ray photon (D in Fig. 2.12), the energy of which is much higher

than the binding energy of the interacted electron. During the Compton scattering, part of

the X-ray photon energy is transferred to an electron, which causes a recoil and removal

of the electron from energy shell of the atom with a certain angle. While the rest of the

incident X-ray photon energy is transferred to a scattered X-ray photon with a trajectory

of angle relative to that of the incident photon. The scattered X-ray photons may travel at

any angle theta relative to the incident beam from 0° to 180°, the recoiled electron however

may only be directed forward relatively at an angle theta from 0° to 90°.
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Pair production, as illustrated in case E of Fig. 2.12, is the interaction of an incident

X-ray photon with nucleus to produce an electron and a positron when the incident X-ray

photon energy is above the sum of the rest of mass energies of an electron and positron

(2 × 0.511 MeV = 1.022 MeV) [102]. Pair production is the dominant mode of photon

interaction with matter when the incident photon energy is in MeV scale or higher [102],

but rarely being considered in the X-ray energy range below a few hundreds of KeV [102].

X-ray total scattering is a method [35] of measuring all X-ray photons scattered from a

sample by all interactions with the incident X-ray as described above. The actual measured

total intensity, IT (Q), of the scattered X-ray (similar if neutron is used) is composed of

several parts:

IT (Q) = IC(Q)+ IIC(Q)+ IMC(Q)+ IBC(Q) (2.9)

Where, IC(Q) is the coherent scattering intensity (Raleigh scattering intensity for X-ray);

IIC(Q) is the incoherent scattering intensity (Compton scattering); IMC(Q) is the multiple-

scattering intensity; and IBC(Q) is the background intensity from sample environment, such

as the sample holder and/or container. Among those, only IC(Q), contains atomic structure

information. Therefore, experimentally, other intensities need to be carefully measured

and then corrected in order to obtain a “pure” IC(Q) from Eq. 2.9. Theoretically, IC(Q) is

defined as [35]:

IC(Q) =
1
N ∑

ν ,µ

bνbµeiQ(Rµν) (2.10)

Where, bv is the v atom scattering amplitude (for X-rays, it is the atomic form factor of

the atom v). IC(Q) is the scattering intensity per atom. Rµν = Rµ −Rν , and Rµ is position

of the µ th atom, Rν is position of the ν th atom. Here Q is defined,
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Q = |Q|=
∣∣∣∣4π sinθ

λ

∣∣∣∣ (2.11)

After obtaining IC(Q), the total-scattering structure function S(Q) which is the nor-

malised scattering intensity by the incident flux per atom in the sample, can be calculated

by [35]:

S(Q)−1 =
IC (Q)−∑ci| fi (Q)|2

∑ci| fi (Q)|2
(2.12)

Where, ci and fi represent the atomic concentration and X-ray atomic form factor

respectively for the atomic species i. However in the case of neutron diffraction, the fi is

replaced by Q-independent neutron scattering lengths, b respectively.

It is convenient to regard S(Q) as a powder diffraction spectrum, which however has

been corrected for experimental artifacts and also properly normalised.

2.3.3 Pair distribution function and analyses

The connection between the total scattering intensity of a collection of atoms and the pair

distribution function of those atoms is based on the fact [35] that Fourier transformation of

the scattering intensity, in the form of structure function S(Q) for isotropic structures, such

as liquid and amorphous materials, gives reduced atomic pair distribution function, G(r) as

below:

G(r) = (2/π)

Qmax∫
Q=0

Q [S (Q)−1]sin(Qr)dQ (2.13)
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where, S(Q) as defined in Eq. 2.12, is the total scattering structure function for isotropic

structures, and Qmax is the cutoff value of Q for Fourier transformation.

Experimentally, total scattering measurement is very similar to powder diffraction

experiments. However some special cares need to be taken to obtain high quality total

scattering data, such as high Q range, sufficient counting statistics and low background

scattering. Since a high real space resolution of PDF only can be achieved with a large

enough Q-cutoff as implied in Eq. 2.13 and also Fig. 3.10. To achieve a high Q range, a

X-ray with short wavelength λ is really necessary according to the definition of Q.

Total scattering experiments are routinely carried out using high energy synchrotron

X-ray sources and pulsed neutron sources with wavelength of one order of magnitude

lower than that generated from the conventional laboratory X-ray sources such as Cu target.

Especially for some time resolved studies, such as local structure evolution during phase

transition [104]. Rapid acquisition PDF using a 2D image detector coupled with synchrotron

X-rays, is extremely useful [105].

From data processing perspective, to obtain a relatively accurate structure function S(Q),

the total scattering data has to be corrected for several unwanted experimental scattering

information, noise or artefacts, such as background scattering, sample absorption, Compton

scattering, multiple scattering [35]. Imperfect corrections result in distortions to S(Q),

Normally, these distortions vary much more slowly than the real signals from the structures,

and are manifested as sharp peaks at very low in the PDF in a region ( ∼< 1.0 Å) where

no structural information exists [35]. A number of data processing programs are available

for corrections and normalisations needed to obtain PDFs from raw data. Commonly used

open-source programs are PDFgetX2 [106], PDFgetX3 [107] for X-ray data. All corrections

are implemented explicitly in PDFgetX2, however PDFgetX3 adapts an ad-hoc method that

can be used to batch process the diffraction data without much human inputs or interaction

during the processing.

In this research, PDFgetX3 is used extensively to process the time-resolved total scatter-

ing dataset. Hence, the algorithm and procedures used in PDFgetX3 are described in details
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here. It generally makes use of the fact that structure function S(Q) should oscillate around

and then approach unity as Q goes to infinity [108, 107].

Firstly, the scattering intensity from the “pure” sample is obtained by subtracting the

rescaled background intensities:

Im(Q) = Iraw(Q)−Cbg · Ibg(Q) (2.14)

Where, Im(Q) is the scattering intensity from sample without any normalisation, Iraw(Q)

is raw scattering intensity, Ibg(Q) is the scattering intensity from sample holder, and Cbg is

the background scale factor, which can be tuned to get an optimal background subtraction

as illustrated in Fig. 3.9. Eq. 2.14 gives Im(Q), but it has not been normalised against the

incident intensity yet.

Secondly, a reduced structure function Fm(Q) is calculated using the following procedure.

The PDFgetX3 algorithm is based on the assumption that the experimental structure function

Sm(Q) deviates from its real value by a slowly changing additive factor βS(Q) [108]:

Sm(Q)−1 = S(Q)−1+βS(Q) (2.15)

Hence, the reduced structure function Fm(Q) can be derived as,

Fm(Q) = Q · [S(Q)−1+βS(Q)] = F(Q)+Q ·βS(Q) (2.16)

Now, F(Q) is the ideal reduced structure function which oscillates around zero, and

βS(Q) is the error term that produces slowly changing, Q-increasingly dependant background

in Fm(Q). In PDFgetX3, the background is estimated by modelling βS(Q) function as an
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nth degree polynomial Pn(Q), which is then fitted as QPn(Q) to the Fm(Q) function. The

finally corrected reduced structure function FC(Q) is obtained by subtracting the QPn(Q).

FC(Q) = Fm(Q)−QPn(Q) (2.17)

FC(Q) shows the correct asymptotic behaviour with F → 0 for large Q value. Finally,

FC(Q) is converted to G(r) using fast Fourier transformation.

Some structure information can be directly obtained from analysing the PDF peaks,

such as the peak position, peak width, peak intensity and peak shape [35]. In practice,

more quantitative structural information, can be obtained by full profile refinement of the

experimental PDF based on a well known structural model. The real space refinement of

PDF is very similar to the Rietveld refinement method [109] used in powder diffraction,

which is based on a structural model using the least-square regression as implemented in

the program PDFFIT [110] and its replacement, i.e, PDFfit2 and PDFgui [111].

The full profile refinement needs parameters related to the structural model, and other

experiment-dependent parameters. The structure related parameters consist of unit cell

parameters (unit cell lengths and angles), atomic fractional coordinates, anisotropic atomic

displacement for each atom and the average atomic occupancy of each site [112]. The

experiment-dependent parameters includes the overall scale factor, phase scale factors.

Fitting the PDF in PDFfit is straightforward because it can be calculated directly from a

structural model using Eq. 2.18,

Gc (r) = (1/r)∑
i

∑
j

[(
bib j/⟨b⟩2

)
δ
(
r− ri j

)]
−4πrρ0 (2.18)

where Gc(r) is the calculated PDF; the sum runs over all pairs of atoms i and j within

the model crystal separated by ri j. The scattering amplitude of atom i is bi and ⟨b⟩ is the
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average scattering amplitude of the sample. In the case of X-rays, bi is the atomic form

factor evaluated at a user-defined value of Q. The default value of Q is obtained when bi is

simply the number of electrons of atom i [110].

Apart from the full profile refinement of total PDF, PDFFIT also allows to calculate

the partial PDFs by selecting a particular atom pair in the sum over i and j in Eq. 2.18.

However, the real space refinement based on a well-known structure model is only valid for

fitting the PDF for crystalline phase. Syncrotron X-ray total scattering and PDF method

were extensively used to study the evolution of atomic structure of bulk metallic glass during

heating and cooling as described in chapter 4.

2.3.4 Neutron diffraction

Neutron diffraction [113, 114] similar to X-ray diffraction, is a kind of elastic scattering

of neutron with matter. It is a standard method for determining the atomic structure of

materials no matter they are crystals, glasses, or liquid [114]. Normally, a sample to be

examined is placed in a beam of thermal or cold neutrons and the scattered intensity by the

sample provides structure information of the material.

Fig. 2.13 The schematic representation of total scattering cross section of X-ray [115] and
neutron [116] for different elements. The diameter of sphere represents the total atomic
scattering cross section of atom. 1 barn=1 E-24 cm2. The exact total scattering cross section
of Hydrogen is given as an example.
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The interaction of neutrons with matters is different to that of X-rays [114] because

neutrons interact directly with the nuclei of atoms, and the scattering intensity is different

for different isotopes. As illustrated by Fig. 2.13, it is often that atoms with low atomic

number, e.g. H and B, cause stronger scattering compared to atoms with large atomic

number. Neutron scattering length is different from isotope to isotope, and do not have a

linear relationship with the increase of atomic number [114]. In addition, the scattering

amplitude of atom does not reduce with the increase of scattering angle or Q as it does for

X-rays. Therefore, neutron diffraction spectra often shows strong diffraction peaks even at

high angles or Q [114]. The excellent diffraction information obtained at high diffraction

angle can be used for characterising the atomic structures of materials more precisely [114].

The neutrons used for diffraction experiments are usually produced by a nuclear reactor

[117] or spallation source [118]. For example, ISIS at the Rutherford Appleton Laboratory

is a pulsed spallation neutron and muon source in UK, and Fig. 2.14 shows the layout of the

source and its first target station [119].

It starts with an ion source, which can produce negative hydrogen ions consisting of two

electrons orbiting each proton. These negative ions are introduced into a linear accelerator

(linac), in which the ions are accelerated to about 35% of the speed of light over a distance

of about 50 m. From then on, the ion becomes proton after the two electrons being stripped

off. After that, only these protons are injected into the circular synchrotron consisting of 10

sections arranged along its 163 m circumference. Each section in the circular synchrotron

consists of an electric field to accelerate the protons, and also magnetic fields to drive and

collimate the pulsed beam. During the acceleration, the intensity of the bending magnets has

to be increased in synchronicity with the increasing speed of the protons, in order to keep

the protons in the same tight trajectory [121]. After 10,000 circles around the synchrotron,

the speed of protons is accelerated to about 84% of the speed of light [121]. They can then

be extracted using three fast kicker magnets.

The extracted protons are then be transmitted through a thin graphite target, and 2-3% of

the protons is used to produce muons (heavy electrons). The rest of them strike a tantalum
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Fig. 2.14 The layout of ISIS pulsed spallation neutron source and its target station 1 [120].

clad tungsten spallation target, where each proton can knock out about 20 neutrons. The

target is cooled by the circulation of water to prevent the overheat caused by the 160 kW

proton beam. The neutrons are then slowed down or moderated to increase their de Broglie

wavelength before they are channelled by beamlines to about 20 instruments, which is

optimised individually for different types of research [120].

The General Materials Diffractometer (GEM) beamline [122] houses a good resolution,

high-flux powder diffractometer, which are used to study crystalline powder samples. It

also has a wide-angular-range, high-flux, low-background instrument for the studies of

disordered materials, especially useful for studying the structures of bulk metallic glass

composites, inside which crystalline phase and amorphous matrix coexist [123]. In this

research, GEM was used for characterising the phases of the bulk metallic glass composites

processed under different thermal shock conditions as detailed in Chapter 5.
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2.3.5 Imaging based methods

Imaging methods often provide intuitive information for the structures of materials, and

electron microscopy is a standard 2D imaging method routinely used in the characterisation

of materials. For example, scanning electron microscopy (SEM) is employed to examine

bulk sample surface from nano to micrometre scale, and transmission electron microscopy

(TEM), especially high resolution transmission electron microscopy (HRTEM) is the stan-

dard tool for characterising the structures of materials at atomic and nanometre scale using

thin foil samples [124]. However for materials consisting of complex 3D microstructures,

these 2D imaging methods cannot obtain the 3rd dimensional structural information. 3D

methods, e.g, X-ray computed tomography and FIB-SEM serial sectioning tomography need

to be used to obtain information on the 3rd dimension. The relevant 2D and 3D imaging

characterisation methods used in this research are briefly reviewed here.

2.3.5.1 Electron microscopy

SEM is one of extensively used electron microscopy techniques. In SEM, an electron beam

scans across a sample’s surface, and the interactions between the incident electrons and

the atoms on the sample surface produce a variety of signals that carry the information

about the sample’s surface topography and composition. Consequently, images and spectra

can be converted from those signals to reveal the structural, topological and composition

information about the sample.

Three most informative signals generated in SEM are (1) secondary electrons (SE), (2)

backscattered electrons (BSE), and (3) X-rays [125]. Secondary electrons are often used

to generate the topology of sample top surface because they are released from the atoms

on the top surface excited by the electron beam. Therefore, the imaging contrast of second

electrons mainly depends on the sample morphology.

Backscattered electrons are the primary beam electrons that are back-scattered from

atoms in the sample by elastic scattering. The image contrast generated by BSE is highly
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related to the atomic number (Z) of the elements in the sample [125]. The BSE imaging

can exhibit phase distribution in the sample thanks to the chemical composition contrast in

the sample. BSE imaging usually requires the sample surface to be smoothly ground and

polished. Since high atomic number elements backscatter electrons more strongly than low

ones, therefore they appear more bright in the micrographs.

X-rays excited by an incident electron beam can be used to perform elemental analysis

or chemical characterisation of the specimen because each element in the specimen has a

unique electronic structure, which is characterised by a unique set of peaks on its X-ray

emission spectrum [126]. The relevant technique is known as energy-dispersive X-ray

spectroscopy (EDX) and wave length disperse X-ray spectroscopy (WDX).

The transmission electron microscopy [127] is commonly used in material characterisa-

tion because it can obtain high magnification structural information not only in real space by

imaging, but also in reciprocal space by electron diffraction almost simultaneously [127].

In TEM, a beam of electrons is transmitted through and interacting with an ultra-thin

sample (normally a hundreds of nm thick). An image is formed from the interaction of

the electrons transmitted through the specimen, and then magnified and focused onto an

imaging device, i.e, fluorescent screen or a CCD camera. TEM is capable of imaging at a

relatively higher resolution thanks to the small de Broglie wavelength of electrons (in nm).

This enables to examine fine structure — even as small as a single column of atoms [128].

At lower magnifications, the image contrast is mainly due to the absorption of electrons

in the material. However at higher resolution, especially the HRTEM images [128] are

phase-contrast images originated from the complex wave interactions of the transmitted

and diffracted electron beams [128]. High quality HRTEM samples usually should have a

sample thickness comparable to the mean free path of the electrons [129] travelling through

the samples, normally just a few tens of nm [129].

HRTEM [128] is extensively used to study atomic structures. Using a field emission

electron source [130] and a uniform-thickness specimen, in many cases, the atomic structure

of a specimen can be directly investigated by HRTEM [128].
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It is difficult to get the real atomic configurations directly for a local region even with

the best HRTEM, because electron micrographs are approximately 2D projections of 3D

atom arrays [131] and the 3D local ordering is lost in the 2D projection although some small

order features of amorphous material, such as fringes and atom arrays can be still observed

using HRTEM [73]. It is desirable to have a quantitative method to examine or retrieve the

local ordering information. Correlation technique is a statistical method and mathematical

tool to find any repeating patterns for images in real space [132]. A standard method for

measuring correlations is the autocorrelation function (ACF) [133, 134]. For any function

f (r), the ACF P(r) can be defined as:

P(r) = f (r)∗ f (−r) =
∫

f (R) f (r+R)dR (2.19)

Where the ∗ sign denotes a convolution integral, and P(r) is also a 2D Patterson function

[135]. This can be applied to the 2D intensity distribution of an electron micrograph [134].

For an electron micrograph recorded in a digital format, the autocorrelation function of

the image intensity can be calculated directly by the equation below:

P(r) = F−1|F ( f (r))|2 (2.20)

Where, F denotes Fourier transform operation. The practical procedure [133] is that,

firstly, the intensity of the graycale image is Fourier transformed, then the fast Fourier

transformed image is multiplied by its complex conjugate, and finally the real space ACF

pattern can be obtained by Fourier transforming the resulting product of FFT image and its

complex conjugate.

HRTEM micrographs are phase-contrast images generated from the interference of the

transmitted and diffracted electron beam [128]. The Fourier transformed HRTEM image
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Fig. 2.15 The analogy between Fourier transform and TEM imaging and diffraction mode.

is analogous to diffraction pattern generated in a simplified TEM [136]. By considering

the primary electrons in a simplified TEM as shown in Fig. 2.15, there are three planes

in the TEM: the intermediate image plane, the back focal plane of the objective lens, and

the specimen plane (specimen exit surface). When an electron beam transmits through the

specimen exit surface and onto the objective lens, the transmitted and the diffracted beams

satisfying the Bragg condition are focused at the back focal plane of the objective lens and

form an electron diffraction pattern. Within this plane, the space in which the electron

diffraction pattern can be detected is named the reciprocal space, which is mathematically

equivalent to the Fourier transform of the real space [136].

When the interference of the transmitted and the diffracted electron beam occurs on

the intermediate image plane, it is analogous to the fact that the diffraction pattern in

reciprocal space is mathematically converted into the real space to form a magnified image

of atomic structure by inverse fast Fourier transform (IFFT). Hence the real space image
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and the diffraction pattern in reciprocal space can be converted to each other by using the

FFT/IFFT operation [136]. Therefore, for a given real space image obtained by HRTEM, it

is straightforward to obtain the corresponding diffraction patterns by applying FFT, although

it is spatially limited to tens of nm due to the nature of high resolution TEM.

2.3.5.2 FIB-SEM serial sectioning tomography

FIB-SEM tomography is an important structural characterisation technique for studying

materials at µm and nm scale. Such technique often can provide better understanding of

volumetric 3D structure rather than 2D cross section. FIB-SEM tomography is a method

specific to FIB-SEM dual beam systems [137]. 3D structure is generated by reconstructing

a serial of SEM images of 2D cross section prepared by FIB milling. FIB tomography often

starts with the selection of a region of interest (ROI) within the sample, then a series of

cross-section layers are produced by milling through the ROI using FIB. Different imaging

mode of SEM can be used to image the surface of the cross-section layers generated in the

milling process.

The acquired 2D image sequences are often not convenient for direct visualisation

without post-processing. Various visualisation methods are available, in which a series of

grayscale image sequence is imported into the visualisation software as described in section

2.3.5.3. By 3D rendering, different objects can be easily differentiated and presented in

different colours and level of transparencies.

2.3.5.3 X-ray radiography and tomography

X-ray radiography is a non-destructive 2D imaging technique, and it uses X-rays to examine

the internal structure of an object having different densities and compositions. The image

contrast is primarily generated by different X-ray attenuation of the constituent materials of

different chemical compositions within the object.
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X-ray tomography is a natural extension of X-ray radiography in 3D, and a series of 2D

images is obtained and reconstructed to produce a 3D image where each voxel represents

the X-ray attenuation for this specific local region. The mechanism for image formation is

based on X-ray absorption contrast and phase contrast as detailed below.

Fig. 2.16 The attenuation of X-ray by Copper due to different mechanisms.

Fig. 2.17 The attenuation of X-ray by objects of different attenuation coefficients and
expressed by Lambert Beer’s law.
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Fig. 2.16 shows, the X-ray mass attenuation for Copper [138] being transmitted through

by a monochromatic X-ray beam. Fig. 2.17 shows that the attenuation of X-ray beam

intensity through an object can be expressed by Lambert Beer’s law. The simple form of

Lambert Beer’s law [138] is given by:

I = I0 exp(−µx) (2.21)

Where I0 and I are the intensity of incident and transmitted X-rays; µ is the linear

attenuation coefficient (1 / length) for the object material and x is the path length of the

X-ray passing through the object. If the object is made of multiple materials rather than a

single material, the equation becomes:

I = I0 exp

[
∑

i
−µixi

]
(2.22)

Where i represents a single material with the attenuation coefficient of µi, together with

the X-ray path length xi.

If a polychromatic X-ray is used, since linear coefficient is a function of X-ray energy

over the whole range of the X-ray energy (E) spectrum, the Lambert Beer’s law has the

form as below [139]:

I =
∫

I0 (E)exp

[
∑

i
−µi (E)xi

]
dE (2.23)

The incident X-ray intensity I0 and transmitted X-ray intensity I can be measured

experimentally. To measure the incident X-ray intensity I0, the sample is moved out of the

field of view and the so-called flat field images are acquired repeatedly. The flat field images

not only record the spatial distribution of the incident X-ray intensity I0, but also show the
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variations in the detector due to the fact that the X-ray detector may have a baseline charge

independent of the incident X-ray beam [139]. In practice, a baseline image, i.e, a dark

field taken without X-ray and sample, i.e, only contain the characteristic information of the

detector. Id is usually taken and subtracted from the incident I0 and transmitted images I.

Consequently, the corrected X-ray absorption at a single pixel in 2D projections is calculated

by [139]:

τ = ln
(

I0 − Id

I − Id

)
(2.24)

As illustrated in Fig. 2.16, for most materials, there are always sharp discontinuities, the

so-called attenuation edges appearing at some particular X-ray energies if the attenuation

coefficient µ of a signal material is plotted as a function of X-ray energy. The X-ray

attenuation edges predominately are caused by photoelectric absorption, and are often

utilised to achieve a better contrast between different chemical phases within the object

[139].

In experiment, the optimal X-ray photon energy is often chosen based on a good estimate

of the X-ray attenuation contrast among the different phases within the object to be examined.

There are a few online X-ray attenuation coefficient database and calculators [140] for such

calculations.

X-ray phase-contrast is generated by the difference in refraction of X-rays through

materials of different refraction indexes [141]. Fig. 2.18 shows the basic principle to have

sufficient phase contrast in X-ray imaging. At a certain sample to detector distance, the

phase contrast can be created by interference pattern of refracted and transmitted X-rays.

In-line or propagation-based phase-contrast imaging [142–144] has nearly the same

experimental setup as attenuation contrast imaging (Fig. 2.19). Compared to the pure

attenuation contrast imaging setup, the only difference is that the detector is placed in some

distance away from sample rather than right behind it. Therefore, the refracted X-ray by the
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Fig. 2.18 X-ray radiographs simulated to illustrate the transition from pure absorption
contrast (in the contact regime) via edge enhancing in-line phase contrast (near field) to
stronger phase contrast (Fresnel region) and towards the far-field regime [80].

sample is able to interfere with the transmitted X-ray [143]. Since the X-ray refractive index

is very close to unity, these refractive effects is very weak compared to the refraction of light.

Consequently, two basic requirements should be satisfied to create sufficient phase-contrast

in imaging. The primary one is to have an X-ray source with high spatial coherence, and

the second one is to maintain an intermediate sample to detector distance, allowing an

interference pattern with Fresnel fringes [145] created. However it has been demonstrated

that both requirements for the in-line phase contrast can be easily achieved in Synchrotron

X-ray facilities [142, 143, 146].

A very unique advantage of phase contrast in practice is that there is not any strict

requirement for chromatic coherence because when imaging in the near-field, the Fresnel

fringes [145] are nearly coincident for various energies, allowing polychromatic X-rays

to be used. Since differences of image intensity in in-line phase contrast imaging are

proportional to the second derivative of the phase image, the technique is more sensitive

to high spatial frequencies of phases - abrupt changes in the decrement of the refractive
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Fig. 2.19 Schematic of the in-line phase-contrast imaging setup, including an X-ray source,
sample and a detector.

index [139, 141]. This can generate greater contrast which is able to outline the surfaces

and structural boundaries of the sample compared to a classic absorption contrast [139].
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When parallel beam such as the synchrotron X-ray is used, the intensity of Fresnel

fringes caused by the phase-contrast, increases with the propagation distance from sample

to detector, so that the edges and boundaries of the sample are enhanced. However if the

sample to detector distance continues to increase, these Fresnel fringes will get broader

and fade out, and eventually the imaging regime will be replaced by intermediate regime

characterised by diffraction fringes [144].

Fig. 2.20 shows the basic setup for a synchrotron tomography experiments. A monochro-

matic X-ray beam is illuminated onto the sample, which is rotated incrementally on a high

precision rotation stage from 0° to 180°, and a series of 2D radiographic projections (radio-

graphs) are recorded in scintillator integrated detector at each rotation step [139].

For 3D reconstruction, the 2D projections are converted into so called sinogram, in

which a single horizontal row of grayscale is extracted from each projection, and then

stacked from the bottom to top as the increment of sample rotation angle.

The sinograms converted from 2D projections are then reconstructed into 2D tomo-

graphic slices (tomograms). As illustrated in Fig. 2.21, each tomogram corresponds to a 2D

cross section view of the object being scanned if it were cut through by a horizontal plane.

Finally a complete volumetric representation of the object can be obtained by visualising a

continuous set of tomograms by object segmentation and 3D rendering.

Once a series of flat field corrected radiographic projections are obtained from a sample,

the general procedure described below can be used to do the tomographic reconstruction,

which is based on the Random transform [139].

As shown in Fig. 2.21, a radiographic projection is simply a collection of projection

functions L2 (x′,θn) at the horizontal row of Zn for a specific rotation angle θn. In reconstruc-

tion process, these projection functions are normally collected over all rotation increments

for a particular row of Zn, which is known as a sinogram because of the sine shape of the

path created by collections of relatively bright pixels over all the projection angles.
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Fig. 2.21 The principle of X-ray tomogrpahy and procedure for 3D reconstruction [148].

In reconstruction, the 2D slice f (x,y) for a particular row of Zn, has to be determined

from the sinogram for the same horizontal row. Mathematically, this problem was solved by

Radon in 1917 [139].

Although a unique solution can be established for a continuous f (x,y), practical limita-

tions make the solution process more complicate. Errors are introduced throughout both

the discrete nature of data acquisition, and also the inadequate measurement. There are

several reconstruction algorithms being developed based on the “Fourier Slice Theorem”

[149]. The most extensively used approach is the so-called filtered back projection [150], in

which the linear data acquired at each angular orientation are convolved with a specially

designed filter and then back projected across a pixel field at the same angle, as illustrated

in Fig. 2.21.
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Based on the tomograms reconstructed, 3D visualization of the tomographic data pro-

vides more qualitative and quantitative structure information compared the conventional 2D

images. 3D visualization in general includes image processing, phase segmentation, and 3D

volume rendering. A wide range of both commercial and open source software are available

for such purpose, such as the commercial software FEI Avizo and its upper stream Amira,

and also some open source software, VTK [151], ITK [152], 3D slicer [153], etc..

The spatial resolution of traditional Computed Tomography (CT) systems is often

limited by the X-ray beam geometry and also the performance of the detector. A significant

improvement in X-ray tomography can be achieved using synchrotron X-rays that have

many orders of magnitude higher in brilliance compared to the conventional tube X-rays.

High flux is another unique advantage of synchrotron X-rays, which allow fine internal

structures to be imaged in a very short exposure time, especially useful for in-situ studies.

Synchrotron X-rays as a parallel beam have a high collimation, which simplifies the

tomographic reconstruction algorithm. In addition, a monochromatic synchrotron X-ray

beam improves the accuracy of tomograms by eliminating the energy dependence on X-ray

absorption [154].

Besides, the photon energy of synchrotron X-rays can be easily selected and tuned for

enhancing contrast of different materials. Currently, increasing number of synchrotron

radiation facilities have been established around the world. Most of these national facilities

have beamline dedicated to imaging and tomographic studies, such as I13 of Diamond light

source, UK [155]; TOMCAT of Swiss Light Source, Switzerland [156]; and ID19 in ESRF,

France [157], etc.

Syncrotron X-ray tomography was used to study the 3D morphology of the crystalline

phases of the thermally shocked bulk metallic glass composite as described in chapter 5.
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2.4 Modelling of the structures of materials

An accurate and comprehensive description of the structures of materials and those phe-

nomena occurring during solidification and crystallisation need to be tackled at atomic

level, accounting for particles interactions and their correlations. A very brief review is

given in this section to discuss the models developed and used so far for atomic and nano,

and microstructure modelling, and the advantages of the phase-field crystal (PFC) models

that are extensively used in this research in terms of bridging the length and time scale for

structure modelling at atomic level and above.

2.4.1 A brief review of the structure models and methods

There are several modelling methods extensively used in physics, chemistry and material

science communities for atomic, nano and microstructure modelling and simulations, which

cover different temporal and spatial scales, as shown in Fig. 2.22. Phase field (PF) method

[158] is one of the most computationally effective phenomenological models for simulating

the microstructural evolution at mesoscale length and diffusive time scales. PF has been

proven as an exceptionally powerful computational tool to simulate complex microstructures

and phase transformation patterns without any front tracking [159]. Although PF can be

extended to simulate different microstructural phenomena by introducing auxiliary phase

field order parameters [160], the phenomenological nature of PF and the many arbitrary

model parameters used in the PF model make it still major challenges in accurately predicting

microstructures.

Another widely used modelling method is molecular dynamics (MD) [161]. It is a

powerful tool to study mechanical systems statistically. Precise information about each atom

can be determined by postulating the interaction between atoms and solving the resulting

equations of motion. However one of the drawbacks of MD is the far too short time scale

because too much information of atom oscillations needs to be captured. For example,

atomic motions in MD simulations are resolved on time scale of ps to ns, whereas in many
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Fig. 2.22 Comparison of different modelling methods at atomic and micrometre scale.

systems the relevant time scales are diffusive (e.g, ms in metallic glass [162]). This makes

MD method extremely computationally demanding, if not completely inapplicable, for

simulation cases that need to understand long time scale events.

Density function theory (DFT) method was historically used for the studies of crystal-

lization of liquids, colloids and metals [163, 164] by modelling them as classical many-body

systems. DFT simulates the interparticle interactions and predicts the free energy and the

static many-body correlations [164]. DFT operates on atomic length scale and diffusive

time scale, and provides extremely high accuracy for the calculation of physical properties

[164]. But it is usually very computing demanding especially for a large system, due to the

fact that an extremely fine spatial grid is needed to resolve very sharp density peaks [165].

As shown in Fig. 2.23, The phase-field crystal (PFC) approach initially motivated by

Swift-Hohenberg model [165], can be derived from the density function theory (DFT) [166]

as detailed in the next sections. The density field in PFC model is either a constant for liquid

or periodic function for crystalline solid [165].
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Compared to DFT, the standard PFC model describes the dissipative dynamics as shown

in Eq. 2.32 and it only resolves the diffusive processes at long time scale from ns to ms,

rather than the collective oscillations of atoms in ps. Furthermore, more diffuse PFC density

peaks allow for more efficient numerical computation, and coarser spatial grids which can

be used.

In addition, since it is derived from DFT, the PFC model naturally incorporates elasticity,

plasticity, and many solid–liquid properties such as surface energies and anisotropy, grain

boundary, and dislocations [167]. Besides, several common crystals systems [167] can

be handled in PFC, such as body-centred cubic (BCC), face-centred cubic (FCC), and

hexagonal close packed (HCP) crystals.

In summary, PFC is a simplified DFT method, and much more computationally efficient

for a large system, especially for modelling the evolution of atomic structure in diffusive

time scale [165].

2.4.2 Monatomic phase-field crystal model

DFT has established a well-known basis to determine the equilibrium one-particle density

field ρ(r) for any classical many-body system. However, the exact form of the grand

canonical free-energy density functional Ω(T,µ, [ρ(r)]) does not exist [167], and has to

be derived by approximations [167]. where µ is the chemical potential, and ρ(r) is the

atomic number density. Through a legendre transform, the grand canonical functional can be

expressed by an equivalent Helmholtz free-energy functional F (T, [ρ(r)]), which is used

to derive the PFC model as well [167]. The Helmholtz free energy functional F (T, [ρ(r)])

can be further split into three parts:

F (T, [ρ(r)]) = Fid (T, [ρ(r)])+Fexc (T, [ρ(r)])+Fext (T, [ρ(r)]) (2.25)
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Where, Fid (T, [ρ(r)]) is the local ideal gas free energy functional, Fexc (T, [ρ(r)]) is

the excess free energy functional, Fext (T, [ρ(r)]) is the external free energy functional. For

simplicity, the temperature dependant free energy is rewritten as F ([ρ(r)]).

For the local ideal gas free energy functional, it yields,

Fid ([ρ(r)]) = F0 +ρre f kBT
∫

dr
(

ρ +
ρ2

2
− ρ3

6
+

ρ4

12

)
(2.26)

Where, F0 is the reference free energy functional, ρre f is the reference liquid number

density, kB is the Boltzmann constant. For simplicity, the ρ(r) is replaced by ρ here.

Normally the external energy part is neglected in most PFC calculations [166], hence,

Fext = ρre f

∫
drU1(r) = 0 (2.27)

The second part is the excess free energy functional, Fexc (T, [ρ(r)]), which describes

the excess free energy over the exactly known ideal-gas functional. It consists of all

correlations caused by the pair interactions between the particles. However, it is not known

explicitly and therefore needs to be approximated appropriately. A classical approximation

is known as the Ramakrishnan-Yussouff theory [163]:

Fexc (T, [ρ(r)]) =−1
2

kBT
∫

dr1

∫
dr2c(2)(r1 − r2)∆ρ(r1)∆ρ(r2) (2.28)

Where, c(2)(r1 − r2) is the direct pair correlation function of the fluid, and the ∆ρ(ri) is

the density difference of the ρ(r) and ρre f for position i.

For the Ramakrishnan-Yussouff approximation, the direct pair correlation function

c(2)(r1 − r2) is necessarily needed as the main input for the PFC model. Based on the free

energy model of DFT, some coarse graining procedure is employed to get the PFC free
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energy model. Firstly a scalar dimensionless order-parameter field n(r), the reduced number

density given by the relative density deviation ρ(r) = ρre f (1+n(r)) around the prescribed

fluid reference density ρre f , and c(2) (r) = c(2)0 − c(2)2 ∇2
r + c(2)4 ∇4

r ∓·· · are inserted into the

free energy functional. Then Fid is Taylor expanded up to the 4th order in terms of power

of n(r) as,

Fid ([n(r)]) = F0 +ρre f kBT
∫

dr
(

n+
n2

2
− n3

6
+

n4

12

)
(2.29)

The nonlocal Ramakrishnan-Yussouff approximation for the excess free-energy func-

tional Fexc ([ρ(r)]) is gradient-expanded to the 4th order:

Fexc ([n(r)]) = Fexc −
ρre f

2
kBT

∫
dr

(
A1n2 +A2n∇r

2n+A3n∇r
4n
)

(2.30)

Where, the constant external free energy is defined as Fexc = Fexc
(
ρre f

)
, and the coef-

ficients in Eq. 2.30 are A1 = 4πρre f
∫

∞

0 drr2c(2) (r), A2 = 2
3πρre f

∫
∞

0 drr4c(2) (r), and A3 =

1
30πρre f

∫
∞

0 drr6c(2) (r).

By neglecting the irrelevant constants, all together the PFC free energy functional can

be formulated as [167]:

F ([n(r)]) = ρre f kBT
∫

dr
(

n+A′
1n2 +A′

2n∇r
2n+A′

3n∇r
4n− n3

6
+

n4

12

)
(2.31)

Where, A′
1 =

1
2 (1−A1), A′

2 =−1
2A2 and A′

3 =−1
2A3.

The reduced one-particle number density is conserved and its dynamics is assumed to be

dissipative via the generalized diffusion equation, therefore, the equation of motion (EOM)

can be written as,
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∂n(r, t)
∂ t

=
DT

kBT
∇

2
(

δF (T, [n(r, t)])
δn(r, t)

)
(2.32)

Where, DT is the diffusion coefficient, and T is temperature. Substituting the free energy

function in Eq. 2.31, and the final form of the equation of motion for number density of

pure materials in PFC model is formulated as below [167]:

∂n
∂ t

= Γ∇
2
(

δF
δn

)
= Γ∇

2
((

∆B+Bx(1+∇
2)2

)
n− n

2

2
+

n
3

3
)

(2.33)

Where, ∆B = Bl −Bx, and Bl is the dimensionless bulk modulus of the liquid state, Bx

is proportional to the bulk modulus in the crystalline phase.

Since the PFC is derived from DFT, there are several extensions developed for different

purposes. The main difference among these extensions comes from the way to establish a

free energy functional accounting for particular cases. In the follow sections, more emphasis

will be given to the binary PFC model and the vacancy PFC model.

2.4.3 Binary phase-field crystal model

The most extensively used binary generalisation of the monotonic PFC model has been

derived from a binary perturbative DFT [166]. For a binary alloy made up of A and B atoms,

the free energy functional can be written to lowest order, i.e. the second order, in terms of

the direct correlation functions as:
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F

kBT
=
∫

d⃗r
[

ρA ln
(

ρA

ρA
l

)
−δρA +ρB ln

(
ρB

ρB
l

)
−δρB

]
− 1

2

∫
δρA (⃗r1)CAA (⃗r1,⃗r2)δρA (⃗r2) d⃗r1d⃗r2

− 1
2

∫
δρB (⃗r1)CBB (⃗r1,⃗r2)δρB (⃗r2) d⃗r1d⃗r2

− 1
2

∫
2δρA (⃗r1)CAB (⃗r1,⃗r2)δρB (⃗r2) d⃗r1d⃗r2

(2.34)

where, δρA ≡ ρA − ρA
l , and δρB ≡ ρB − ρB

l ; ρA
l and ρB

l are the number density of

component A and B on the liquid-side of the liquid-solid coexistence region, respectively. It

is assumed that all two-point correlation functions are isotropic Ci j (⃗r1 ,⃗r2) =Ci j (|⃗r1 − r⃗2|),

and all two point direct correlation functions can be Taylor expanded in Fourier space up to

the 4th as, Ci, j (|⃗r1 − r⃗2|) =
(

Ci, j
0 −Ci, j

2 ∇2
r2
+Ci, j

4 ∇4
r2

)
δ (⃗r1 − r⃗2) in real space.

To make a connection between the alloy free energy and standard phase-field cystal

model, it is useful to define the total number density ρ = ρA +ρB, and a local concentration

field c = ρA
/
ρ . In terms of these fields the atomic densities can be written, ρA = c · ρ

and ρB = ρ · (1− c). Furthermore it is useful to define ρ = ρl + δρ and ρl = ρA
l + ρB

l .

Substituting these definitions into Eq. 2.34, gives

F

kBT
=
∫ (

ρ ln
(

ρ
/
ρl

)
−δρ +βδc+F0

)
d⃗r

− 1
2

∫
δρ

[
cCAA +(1− c)CBB

]
δρ d⃗r

+
∫

ρ [cln(c)+(1− c) ln(1− c)] d⃗r

+
∫

ρc
[(

CAA +CBB
)
/2−CAB

]
(1− c)ρ d⃗r

(2.35)

where, β ≡ ρl
(
CAA −CBB)(ρ +ρl)/2 + ρ ln

(
ρB

l /ρA
l

)
, F0 ≡ ρ̄ ln[ρl

(
ρA

l ρB
l

)1/2
]

−CAA/2
[(

ρA
l

)2
+ρl/2(ρl + ρ̄)

]
−CBB/2

[(
ρB

l

)2
+ρl/2(ρl + ρ̄)

]
.
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Based on the simplified free energy in Eq. 2.35, a simple binary model can be established.

In order to further develop a numerically simple model, the following dimensionless field is

introduced as,

φA ≡ (ρA − ρ̄A)/ρ̄

φB ≡ (ρB − ρ̄B)/ρ̄

(2.36)

Where, ρ̄A, ρ̄B and ρ̄ are initial number density of A and B and the average number

density of the binary alloy, respectively. Also, it is convenient to expand in the following

two fields,

φ = φA +φB

ψ = (φA −φB)+
ρ̄B − ρ̄A

ρ̄

(2.37)

Expanding free energy functional formulated in Eq. 2.35 around ψ = 0 and φ = 0 gives

a free energy functional of the following form:

F

ρ̄kBT
=
∫

d⃗r
(

f0 +
φ

2

[
Bl +Bs (2R2

∇
2 +R4

∇
4)]

φ − s
φ 3

3
+ v

φ 4

4

)
+

∫
d⃗r

(
w
2

ψ
2 +u

ψ4

4
+

L2

2
|∇ψ|2 + γψ +

H4

2
ψ∇

4
ψ

) (2.38)

Where, f0, Bl , Bs, R, s, v, w, u, L, γ , H are PFC parameters related to the Ci, j
0 , Ci, j

2 , Ci, j
4 ,

ρ̄ and ρl . The exact expression of all these parameters can be found in [166].

In addition, conserved dynamics is often employed to derive the equation of motions

for binary PFC model. In order to decouple the dynamics for the fields φ and ψ , the same

mobility M is applied for species A and B, assuming a substitutional diffusion between
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the two species. Furthermore, if a constant effective mobility is defined as Me =
2M
ρ̄

with

M = MA = MB, the evolution equation of binary PFC model has the form of:

∂φ

∂ t
= Me∇

2
r

δF

δφ

∂ψ

∂ t
= Me∇

2
r

δF

δψ

(2.39)

The equation of motion for binary PFC model can then be formulated by substituting

the simplified free energy functional in Eq. 2.38 into the dynamic equation in Eq. 2.39,

which gives,

∂φ

∂ t
=Me∇

2
r

(
φ

(
Bl

0 +Bl
2ψ

2
)
+ sφ

2 + vφ
3

+
Bs

0
2

(
2(R0 +R1ψ)2

∇
2
r +

(
R0 +R1ψ

4)
∇

4
r

)
φ

+
Bs

0
2

(
2∇

2
r

(
φ(R0 +R1ψ)2

)
+∇

4
r

(
φ(R0 +R1φ)4

)))
∂ψ

∂ t
=Me∇

2
r

(
Bl

2ψφ
2 + γ +wψ +uψ

3 −L2
∇

2
r ψ

+2Bs
0φ

(
(R0 +R1ψ)R1∇

2
r +(R0 +R1ψ)3R1∇

4
r

)
φ

)
(2.40)

Where, the coefficients Bl
i , Bs

i , Ri with i = 0,1,2,3.. are related to the pair correlation

function, which can be determined by fitting the pair correlation function obtained either

by solving the coupled Ornstein-Zernicke equation [168] or by MD simulations [169]. The

binary PFC model has been used for studying a broad range of phase transitions, including

the formation of solutal dendrites [166], eutectic structures [166], etc.

2.4.4 Vacancy phase-field crystal model

The vacancy PFC (VPFC) model [170] is an important extension of the PFC model that

adds a term to the standard free energy density that penalises the negative values of the
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particle density, allowing thus for an explicit treatment of vacancies. vacancy PFC (VPFC)

model is equivalent to the MD method operating on a diffusive time scale, which has been

employed successfully to describe the liquid and crystal structure transition [171], and also

to investigate glass formation and structure relaxation of glasses [78, 172]. The free energy

functional of such vacancy phase-field crystal model is formulated as:

F =
∫

dr
(

n
2

(
−β +

(
k2

0 +∇
2
r
)2
)

n+
n4

4
+h

(∣∣n3∣∣−n3)) (2.41)

Here, h in the last term on the right-hand-side is a constant. The new term is a piecewise

function that is zero for n > 0 and positive for φ < 0. It is then possible to obtain a mixture

of density peaks (particles) and vacant areas (where 0), resembling thus to snapshots of

liquid configurations or crystalline structures with defects [170, 171]. This allows structural

modelling of the disordered and ordered structure transition. The same approach has been

used to address the dynamics of glasses [78, 172].

2.4.5 Numerical schemes

In the early stage, the commonly used explicit time marching with finite difference (FD)

numerical scheme [173] has been employed to solve the equation of motion for PFC models.

However, the explicit time marching proved to suffer severely from the constraints caused

by the high order differential operators appearing in the EOM of PFC model, which is up to

12th order. The implicit FD methods have also been developed to obtain a stable solution at

a large time step [174]. However, compared to the FD schemes, as a novel alternative, the

pseudo-spectral methods soon gain increasing interests in solving the EOM of PFC, because

these methods have unconditionally stable time marching scheme while leading to algebraic

equations of the diagonal form [175].

More importantly, pseudo-spectral methods provide exponential convergence with the

spatial resolution as compared to the polynomial convergence rate of the FD schemes, which
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means that comparable simulation results can be obtained with low spatial resolution by

pseudo-spectral methods rather than high spatial resolution by the real space methods.

Semi-implicit pseudo-spectral Fourier method [176] is one of the widely used pseudo-

spectral scheme. A great advantage of Fourier method is that in frequency space, even

powers of gradients become even-powered algebraic expressions of the wave vector (or

the inverse wavelength). These methods are thus especially convenient to deal with the

differential equations with periodic boundary conditions [176], such as EOM of PFC

models, which has several terms of high order even powers of gradients and also the

periodic boundary condition.

The paradigm equation can be formulated in a simple form as [177]:

∂n
∂ t

= ∇
2
(

F [n]
δn

)
(2.42)

A commonly used form of F [n] in standard monotonic PFC model, for example, can be

given as,

F [n] =
∫ {

n
1−C(∇)

2
n+ f (n)

}
dx (2.43)

Where the operator C(∇) is in general a function of gradient operators, that is,

C(∇) =C0 +C2∇
2 +C4∇

4 (2.44)

Where C0, C2 and C4 are the coefficients of the operator C(∇). While f (n) represents

any nonlinear function of the number density field in PFC model, and f (n) =−1
2

n3

3 + 1
3

n4

4 .

Substituting the free energy functional in Eq. 2.43 into the equation of motion in Eq.

2.42, it gives,

∂n
∂ t

= ∇
2 [(1−C(∇))n+N(n)] (2.45)
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Where the nonlinear part is defined as N(n) = ∂ f (n)
∂n .

The equation above can be efficiently solved numerically by taking the Fourier transform

of both sides, which yields,

∂
⌢nk

∂ t
= ∇

2

k

(
1−

⌢

C(|k|)
)

⌢nk +∇
2

k
⌢

Nk [n] (2.46)

Where, N(n) FFT−→
⌢

Nk [n], and ∇
2

k is the discrete Fourier space representation of the ∇2

(wave vector) for a finite size system (which is algebraic in Fourier space). Finally, Ĉ (|k|) n̂k

is the Fourier transform of the operator C(∇)n.

Providing wk ≡ ∇
2

k

(
1−

⌢

C(|k|)
)

and ⌢nk(t) = ∇
2

k
⌢

Nk [n], Eq. 2.46 can be reformulated as

below,

∂
⌢nk

∂ t
= wk

⌢nk +
⌢nk(t) (2.47)

Such an algebraic equation is often in the diagonal form, which can be readily solved if

all the relevant Fourier entities, such as wk and ⌢nk(t) in the equation are evaluated using the

existing FFT numerical library [178].

2.5 Summary

A brief description of the order of structure is given followed by a discussion on the

thermodynamics and kinetics for ordered to disordered structural transition, and several

universal mathematical methods for describing the structures of materials.

The development of metallic glasses and their composites are briefly reviewed. The

widely used structural characterisation techniques are also reviewed, including X-ray total

scattering and neutron diffraction, X-ray imaging and tomography, and electron microscopy

imaging and focus ion beam plus scanning electron microscopy tomography.
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The numerical methods for modelling atomic structures and evolution are also reviewed

with a focus on the phase-field crystal modelling methods, including the development of

free energy functional and three important extensions, monatomic PFC model, binary PFC

model, and vacancy PFC model.



Chapter 3

Experimental and data analysis methods

In this chapter, all relevant experimental, image and data analysis methods are described in

details, including sample preparation, experimental setup, data acquisition, images and data

processing, and data analyses etc.

3.1 Alloys and samples

3.1.1 Binary, ternary alloys and ribbon samples

Two typical early transition metal-late transition metal (ETM-LTM) binary alloys, ZrCu and

NiTi based binary alloys are chosen for this research and Fig. 3.1 shows their equilibrium

binary phase diagrams.

To study and understand the effects of chemical compositions on atomic structures, for

each alloy system, three different compositions were chosen, and the selected compositions

(in atomic %) are listed in Table. 3.1, and also marked on the respective phase diagrams in

Fig. 3.1.

To investigate the effects of atomic size ratio on atomic structures, two typical ternary

alloys, Cu55Zr40Al5 and Ti55Cu38Ni7 were chosen. The atomic radii of constituent elements

in alloys of Cu55Zr40Al5 and Ti55Cu38Ni7 are: Zr:1.55 Å, Cu:1.35 Å, Al:1.25 Å, Ti:1.4 Å
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Table 3.1 The alloys and samples used for studying the changes of atomic structures

Alloy system Composition Sample form Structure Experimental purpose

CuZr

Cu50Zr50 ribbon amorphous

effect of compositionCu57Zr43 ribbon amorphous

Cu64.5Zr35.5 ribbon amorphous

TiNi

Ti65Ni35 ribbon amorphous

effect of compositionTi70Ni30 ribbon composite

Ti75Ni25 ribbon crystalline

CuZrAl Cu55Zr40Al5 ribbon amorphous
effect of atomic size ratio

TiCuNi Ti55Cu38Ni7 ribbon amorphous

Vit11 φ 800 µm needle amorphous effect of temperature

DH32 φ 70 µm needle composite effect of temperature

1Zr41.2Ti13.8Cu12.5Ni10Be22.5 (atomic.%); 2Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 (atomic. %)

and Ni:1.35 Å. The atomic size ratio for Cu55Zr40Al5 is RZr : RCu : RAl = 1.0:0.88:0.78, and

for Ti55Cu38Ni7 it is RTi : RCu : RNi = 1.0:0.95:0.95.

Alloy ingots with the designed composition were melt in an arc remelting furnace. The

alloys were remelted five times before casting into ribbons of 50 µm thick and about 5 mm

wide using melt spinning technique. The ribbons were then cut into 20 mm long small

segments for the X-ray diffraction experiments.

3.1.2 Multicomponent alloys and bar/ingot samples

The ZrTi based BMGs (alloy code :Vit1 [58]) was used as a model material to investigate

the atomic structure and its evolution during different heating and cooling conditions using

in-situ X-ray total scattering and pair distribution function methods.

The alloy which was made by arc melting a mixture of Ti, Zr, Ni, Cu, and Be elements

with purities higher than 99.9 wt.% under a Ti-gettered argon atmosphere, was melted using

an arc re-melting furnace, then casted into button ingots of 45 mm in diameter. The samples
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(a)

(b)

Fig. 3.1 (a) Phase diagram of (a) ZrCu [179], and (b) that of NiTi binary alloy [180, 181].
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were then sectioned into small segments and grounded into 0.7-0.8 mm needle shaped

samples before encapsulated into 1 mm diameter quartz capillary tubes.

The Zr-Ti based BMGMC (alloy code : DH3 adapted [62]) was chosen to investigate the

atomic structure transition across the amorphous and crystalline phase interface, and also

structure changes under thermal shock. This alloy has a well-developed dendritic crystalline

structure inside the amorphous matrix, and a combination of tensile strength and excellent

ductility can be formed by a metallic bonded phase interface.

The Alloy ingots were made by arc melting a mixture of Ti, Zr, Nb, Cu, and Be elements

with purities higher than 99.9 wt.% under a Ti-gettered argon atmosphere. The alloys were

remelted at least four times before being casted into a copper mold to form a button ingot of

45 mm in diameter.

All the ribbons, bulk metallic glasses and composites samples were made in the State

Key Laboratory of Advanced Welding and Joining, Harbin Institute of Technology, China

through the funding and support of a Royal Society K.C. Wong Postdoctoral Fellowship

project “Synthesis and in-situ study of the deformation mechanism of ductile Ti-based bulk

metallic glasses (£66 K, 03/2012 - 03/2014)”.

This is the Royal Society Newton International Fellowship funded by the K. C. Wong

Foundation for Dr Yongjiang Huang of Harbin Institute of Technology, China, and my

supervisor, Dr Jiawei Mi is the academic host for Dr Huang’s Fellowship at University of

Hull.

A large number of metallic glass based alloys and samples had been made during this

Royal Society project, and a few typical binary and multicomponent metallic glass alloys

and composites were selected as the model alloy systems for my PhD project.
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3.2 A novel apparatus for high temperature in-situ X-ray

diffraction studies

3.2.1 Design of the apparatus

A dedicated experimental apparatus was designed for performing the high temperature

in-situ synchrotron X-ray diffraction studies, and the CAD design is presented in Fig.3.2.

It primarily consists of three functional units: (1) a heating unit containing a special tube-

shape furnace with electric resistance heater, (2) an inert gas circulation system for either

protecting the alloys from being oxidised at high temperature or cooling the melt during

solidification, and (3) a special sample holder to hold small diameter capillary quartz tubes

and metal alloy samples. Fig.3.2 shows the CAD assemblies of the parts that made up the

three units. A1 is the 1st CAD assembly, showing all parts assembled together. A2 is the

2nd assembly with the four side walls (P1, P2, P3 and P4) removed from A1 to highlight the

tube furnace assembly mounted on a duratec plate (P8) and a metal plate (P9). A3 is the

assembly for the special sample holder mounted on a duratec holder (P12) and a metal plate

(P13).

The heating unit includes a tube-shape small furnace (P6) with electric resistance heater

which is able to reach 920 °C, a duratec insulation base (P8), and four duratec heat insulation

side plates (P1, P2, P3 and P4). To allow X-ray beam to pass onto the samples, a 3 mm wide

and 35 mm long slot window is cut on side plate P2, and a cone-shaped window with 90.5°

outward angle is machined on side plate P1. Similar cone-shaped window with the same

outward angle is also made on the tube-shaped furnace (P6). This window opens a sufficient

solid angle for acquiring the X-ray diffraction information scattered from the samples, and

achieving a higher Q (scattering factor) range measurement.

The gas circulation system consists of a quartz tube (P7, O.D. 18 × 200 mm, and 1.5 mm

wall thickness), a duratec top plug (P5), and a taped sample holder again made of quartz

tube (P11) and a duratec holder base (P12). After assembled together, P7, P5, and P12
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Fig. 3.2 The CAD assemblies of the designed the experimental apparatus for the in-situ high
temperature X-ray diffraction studies.
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together form an enclosed chamber and inert gases, such as N2, Ar and He can be introduced

into the chamber and the sample holder from the gas inlet hole through P12, circulating

inside the enclosed sample chamber, and then flowing out of the chamber through the gas

outlet hole through P5. Standard Polytetrafluoroethylene (PTFE) tubes (4.8 mm I. D., and

can stand temperature up to 288°C) are used to connect the gas inlet of the apparatus to the

pressurised inert gas bottles, and the outlet to the air ventilation system.

The sample holder is made of a small diameter quartz tube (1.2 mm I. D. 10 mm long,

0.5 mm thick) weld on top of a specially-made tapered quartz tube (P11). P11 is set on top

of a duratec adaptor which again mounted on a metal base (P13). During the experiment, a

metal rod sample with the typical diameter of 0.7 mm and 10 mm long was encapsulated

into a standard capillary quartz tube which again inserted into the small diameter quartz

tube on top of P11 and sealed tightly using mouldable mastics. P11 was then inserted into

P7, allowing the metal rod sample positioned at the centre of the cone-shaped window of

P1.

Two holes (∽5 mm diameter) were opened on either side of the top of the tapered section

of P11 (just below the welded small quartz tube). The holes allow the inert gas to flow from

P11 into P7 to protect the sample during melting and also provide the designed cooling flow

by regulating the gas flow rate. Two thermocouples were also threaded through these two

holes and the tip was positioned very close to the capillary quartz tube that containing the

metal rod sample (less than 0.5 mm away from the capillary quartz tube). The measurement

of sample temperature is critical for the in-situ PDF studies.

The material and function of each part of the apparatus are listed in Table. 3.2, and the

corresponding CAD drawing for each part is showed in Appendix A.

3.2.2 Making and commission of the apparatus

The electric resistance heater is a key part of the furnace and it is made of the Kanthal

wires, a high-resistivity iron-chromium-aluminium alloys for uses of up to 1400ºC. The
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inner chamber of the furnace is designed as φ 18 mm × 120 mm. Based on the calculated

resistance for the heating capacity (Appendix B), the diameter and length of the resistance

wires is φ 0.25 mm × 10 m.

As shown in Fig. 3.3 and also the 2D drawing in Appendix A, the 10 m long φ 0.25 mm

Kanthal resistance wire is wound into the 50 mm long heating coil with an outer diameter

of 4 mm. Then the 50 mm long heating coil is evenly wound around a paper tube (18 mm

O. D.) with the two end of heating coil fixed on the paper tube. Before that, a 3D printed

cone-shaped insert is penetrated and fixed into the paper tube to form the the 90 ◦ cone

shaped empty for X-ray scattering. Then a mouldable fibre mastic is pasted on the surface of

the coil and paper tube layer by layer. For each layer, a hot gun was used to dry the mastic

up in order to hold the heating coil firmly onto the paper tube. Approximately 8 mm thick

mastic was pasted to cover the heating coil completely. Then the paper tube was removed

from the mastic, and the tube furnace was heated in the oven at 200 ◦C for 8 hours or longer

to remove the moisture and built the strength.

Table 3.2 The part, material, and function of the experiment apparatus

Units Code Part name Material Function

Heating unit

P1 front plate duratec heat insulation

P2 back plate duratec heat insulation

P3 side plate duratec heat insulation

P4 side plate duratec heat insulation

P6 heater resistance wire and mastic heating

P8 heater base duratec heater holder

P9 furnace holder aluminium alloy furnace holder

Gas circulation

P5 top plug duratec gas outlet

P7 gas chamber quartz gas protection

P12 bottom adapter duratec gas inlet and sample holder positioner

Sample holder

P10 capillary tube quartz sample holder

P11 taped sample holder quartz sample holder and gas circulation

P13 sample holder base aluminium alloy base for the sample holder
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Fig. 3.3 The procedure of making the tube furnace and resistance heating coil.

The other parts of the apparatus, such as the insulation plates, the top and bottom plugs,

adaptors were machined using Duratec. The metal bases are made of 6061 aluminium alloy

plates. The detailed dimension of those parts can be found in the Appendix A.

In addition to the protection using inert gas, liquid sealing method was also employed

to avoid the potential oxidation of the BMG samples during the melting and holding at

higher temperature. The BMG sample was first loaded into the capillary tube (P10), then the

Pb-60Sn (at.%) sample was loaded on top of the BMG sample. During heating, the Pb-60Sn

is completely melted at 200 ◦C, and it sealed the top space of capillary tube, avoiding the

contact of the BMG sample with the remaining air inside enclosed inert gas circulation

chamber.

Many rounds of testing and commissioning experiments were carried out at the university

laboratory before taking it to the Beamline I12 for the actual experiments. Fig. 3.4 shows

the actual set up of the apparatus on Beamline I12. The power sockets and extension cables

were connected to the resistance heater with a two way non-fused ceramic terminal block.
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Fig. 3.4 The setup and testing of the experimental apparatus at beamline I12.

The control thermocouples for the heater were positioned very closed to (∼ 0.5 mm) the

heating coil in the middle, and were linked to the data acquisition software through a Pico

TC08 data logger, and the temperature was controlled by an Omega PID thermal controller.

Before heating, the sample holder unit were lifted until it touches the bottom of the

Aluminium furnace holder. A thin layer of fibre mastic was pasted on top surface of the

bottom plug before the lifting of the sample holder, it then completely sealed the space

between the sample holder and the furnace holder after these two parts sealed tightly. The

inlet and outlet of inert gas was connected to the gas tank and gas ventilation system through

PTFE pipes, and then inert gas can circulate inside the sample chamber. The flow rate of

the inert gas was regulated by the flowmeters. The top plug was tightly fitted in the gas

protection tube to seal the top of the apparatus.
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3.3 In-situ X-ray diffraction experiments

3.3.1 Sample preparation

The bar ingots were cut into 10 mm long segments and grounded using SiC grinding abrasive

papers into needle-shapes sample with a diameter of 0.7 mm before being placed into

capillary quartz tubes of 0.9 mm I.D. During grinding, the samples were held by a small

chuck mounted on a hand drill.

3.3.2 Experimental setup and X-ray parameters

Fig. 3.5 The off centre arrangement of the diffraction detector for the in-situ PDF studies of
BMG during heating and cooling processes.

The in-situ total X-ray scattering experiments were conducted at I12 of Diamond light

source in 11, Feb 2015. The research is the key part of the proposal "Time-resolved X-ray

diffraction in-situ studies of the atomic structure evolution of metallic glass and composites

during solidification" (experiment No. EE10440).
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Fig. 3.5 shows schematically the off centre arrangement of the diffraction detector,

Thales Pixium RF4343. The arrangement ensures that the scattering factor, Q range up to

20 Å-1 can be achieved using the monochromatic X-ray energy of 75.37 keV. The beam

centre of the off-centred detector was calibrated at (51.5, 1442.13) in pixel. Temperature

profile was measured using the I12 data logger at 1 s resolution in addition to the Pico data

logger operated at 1 ms resolution. In order to achieve rapid requisition of PDF with a high

temporal resolution, the diffraction patterns were continually taken at every second during

the in-situ heating and cooling process with the exposure time of 0.5 s. Furthermore, the

temperature readings recorded from I12 beamline was synchronised with the diffraction

data acquisition, allowing for the study of temperature dependent atomic structure change.

3.3.3 Control of the heating and cooling rates

The furnace is capable of heating samples up to 920 °C at an average heating rate of 1.50

K/s, and under Ar protection. The typical temperature profile is presented in Fig. 3.6a.

The cooling was controlled by immediately shutting down the furnace heating and at the

same time applying cooling gas, i.e. Helium (He) with the Argon (Ar) circulation still

on. The cooling rate was tuned by regulating the flow rate of the He and the Ar. Fig.

3.6b shows eight typical average cooling profiles and average cooling rates achieved in the

experiments, i.e, 14.74, 9.82, 8.75, 8.00, 4.44, 3.35, 0.86, 0.79 K/s, which allow for the study

of cooling effects on the phase changes and structure evolution during crystallisation and

glass formation. The average heating and cooling rates are calculated by Cavr =
Tmax−200◦C

ttotal
,

where Cavr is average cooling rate, Tmax is maximum temperature, and ttotal is the time for

sample to cooled down from Tmax to 200◦C.

For each heating or cooling rates, various number of diffraction patterns were obtained.

For the average heating rate of 1.5 K/s. the total of 2130 patterns were collected. And for

the average cooling rates at 14.7 K/s, the total of 413 diffraction patterns were acquired. The

total number of diffraction patterns for the rest of cooling rates are between 413 and 2130.
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(a) Heating profile and average cooling rates.

(b) Cooling profile profile and average cooling rates.

Fig. 3.6 The typical temperature profile of the (a) heating and (b) cooling processes in the
in-situ X-ray total scattering experiments.
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3.3.4 Diffraction data reduction and 1D integration

The diffraction data using the parameters shown in Table. 3.3, were obtained at I15 of DLS

through the experiments (EE9902) on 20 April 2014.

The diffraction data reduction for the samples of binary alloys was done using Fit2D.

For them, the background correction was carried out in Fit2D before the 1D integration.

Before the background subtraction and 1D integration, the undesired pixels caused by the

scattering from beam stops and sample surroundings, and also the saturated and dead pixels

in the 2D diffraction pattern were masked off.

Fig. 3.7 shows the method for identifying the undesired pixels and the mask generated

for all these ex-situ experimental samples. As shown in Fig. 3.7, a copy of the raw diffraction

pattern image was rotated 5 ° around the beam centre, then was subtracted from the original

image, so that the dead pixels and scattering shadow from beam stop can be readily identified

from the difference of the gray value at the same pixel. In addition, the threshold masking

was combined to remove dead and saturated pixels. The detector was calibrated using the

standard CeO2 powder sample, and the calibration parameters was listed in Table 3.3. These

parameters were then used to integrate the 2D diffraction patterns into the 1D diffraction

spectra.

Table 3.3 Detector parameter calibrated with standard CeO2 sample in Fit2D for the
diffraction experiment at I15

Experimental Detector

wavelenth *S-D distance (mm) expo. time
pixel size (mm) beam centre (mm) orientation

x y x y Rotation Tilt

0.163137 Å 265.383 mm 10s 0.200 0.200 1056.135 1030.989 131.9047 7.739E-02

*S-D distance represents the sample to detector distance.
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The data reduction of all the acquired dataset from the in-situ experiments was carried

out in a batch mode using the data reduction module of DAWN v1.7 [182]. The same

method presented in Fig. 3.7 was used to identify the undesired pixels and generate the

mask for the 2D diffraction patterns acquired from the in-situ experiments. The mask

generated in Dawn is shown in Fig. 3.8, which includes beam stop, horizontal and vertical

strips where the two panels join, dead and saturated pixels. The detector was calibrated with

the standard CeO2 sample in Dawn, and the calibrated parameters are listed in Table 3.4.

Table 3.4 Detector parameter calibrated with standard CeO2 sample in Dawn for the in-situ
total scattering experiments at I12

Experimental Detector

wavelenth S-D distance (mm) type expo.
pixel size (mm) beam centre (mm) orientation

x y x y yaw pitch roll

0.1645 Å 550.41 mm Pixium 1.0s 0.148 0.148 51.5 1442.13 -0.49 0 16.9

Fig. 3.8 The mask generated for all the dead pixels and beam stops using thresholding
masking in Dawn V1.7, the white spots and white lines are areas being masked out.
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3.3.5 Conversion from 1D diffraction spectra to pair distribution func-

tion

The series of 1D diffraction spectra output from DAWN was further processed to obtain

PDF using PDFgetX3 [107]. PDFgetX3 is a scientific program to convert X-ray powder

diffraction data to atomic PDFs. It adapts an ad-hoc data correction method capable of

computing the pair distribution function in a batch mode, especially useful for a batch data

files generated from the in-situ study. It is written in python, and implemented with some

scientific-oriented python distribution, such as PythonXY. PDFgetX3 in the interactive

mode can be used to tune and obtain optimised conversion parameters by visualising their

effect on the resulting PDF.

There is a series of parameters listed in Table. 3.5, which are relevant to the PDF

conversion from the X-ray powder diffraction, such as wavelenth, composition, r-poly

(r-limit for the maximum frequency in the F(Q) correction polynomial), bg-scale, qmaxinst,

qmin, qmax, rmin, rmax and r-step, and most of them are tunable parameters as shown

in Table 3.5, such as bg-scale, r-poly, qmaxinst, qmin, qmax, rmin, rmax. Among these

parameters, bg-scale, qmax, are most sensitive to the profile of PDFs.

Before batch process of the whole data set, it is necessary to tune and optimize these

two key factors, bg-scale and qmax. Fig. 3.9 shows the effect of the different background

scale factors on the profiles of PDFs. Based on the comparison of the PDF profiles at the

low r range from 0 to 2.5, it was reasonable to choose the bg-scale = 0.55 as the optimised

background scale parameters since, for the case of 0.55, the deviation of PDF fro zero is the

lowest.

Qmax is key to the resulting PDFs, since normally the low q cutoff value may lower the

structure resolution of PDF, however the pour counting statistics in high q caused by the

small sample scattering cross-section [28], would generate the termination ripples [183] on

the PDF as shown in Fig. 3.10 when qmax is higher than 16. Therefore, the qmax=16 is the

best choice for the q cutoff.
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Table 3.5 Parameters used in PDFgetX3 to convert powder diffraction spectra to PDFs

Parameter value comments tuning range

wavelenth 0.1645 (Å) x-ray wavelength

composition ZrTi based alloy composition

r-poly 0.9 r-limit for the maximum frequency 0.5–1.0

bg-scale 0.57 background scale factor 0–1.00

qmaxinst 20 q cut-off for structure factor calculation

qmin 0 minimum q

qmax 16 maximum q 0–qmaxinst

rmin 0 minimum r

rmax 20 maximum r

r-step 0.01 step size to compute PDF

Fig. 3.9 The tuning effect of background scale factor, bg-scale.
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Fig. 3.10 The tuning effect of qmax.

3.3.6 Direct analysis and the real space refinement of the PDFs

The structure information can be obtained by direct analysis of the PDFs, such as the

evolution of the peak intensities of main PDF peaks, and also the peak shift with the

temperature. All peak positions and peak intensity are obtained by detecting all the peaks

and hidden peaks in the PDFs in a batch mode in OriginLab. The hidden peaks are detected

using the second derivative detection method [184], which searches for local minima within

a smoothed second derivative data stream and these local minima often reveal hidden peaks

regarded as peak shoulders.

The second derivative can be used to detect hidden peaks in data. The second derivative

of the data with hidden peaks is sketched in Fig. 3.11. The adjacent-averaging method

[184] is used to smooth the second derivative calculated, in which smoothed value is the

average of the data points within the moving window with the size of N data points. The

positive values of the second derivative are taken, and 20 points of the window are chosen
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to smooth the curve of second derivative using the adjacent averaging method . 15 peaks are

selected from all the peaks detected based on the threshold height of 20% of the maxima of

the second derivative.

Fig. 3.11 The second derivative detection method for hidden peaks.

In addition, the PDFgui, [111] as an implementation of the full profile real space

refinement method, was utilised to fit the acquired PDF of a mixture of crystalline phases to

understand how the structure changes in terms of the individual contribution of the atomic

pairs during the heating and cooling experiments.

The full profile real space refinement actually refines the parameters for the structural

model, and other experiment-dependent parameters until a best-fit between the experimental

and the calculated PDF is achieved. The structure parameters are unit cell parameters (unit

cell lengths and angles) of crystalline phases, atomic fractional coordinates, anisotropic

atomic displacement for each atom and the average atomic occupancy of each site. The

experiment-dependent parameters include the overall scale factor, phase scale factors. The

two crystalline structure Zr2Cu and BeZr2 [185, 186] were input as the two dominant phases

for the real space refinement.
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3.4 Thermal shock experiments using a Gleeble simulator

As an extreme case of heating study, thermal shock treatment was applied to the ZrTi based

bulk metallic glass matrix composite to investigate the structure changes of DH3 when

subject to a rapid heating rate.

Rod bars of φ9×30 mm were electrical discharging machined from DH3 composite

ingots prepared.

The thermal shock experiment was performed at Beijing Institute of Aeronautical

Materials (BIAM) supported by the Royal Academy of Engineering Research Exchange

project between Hull University and BIAM. A Gleeble 3500 physical simulator was used

to thermally shock these rod bars to the desired temperatures with a high heating rate of

102 − 103 K/s. Such a fast heating capability was achieved by taking the advantage of

resistance heating generated inside the sample when passing through a high density electric

current.

Fig. 3.12 Thermal shock setup of DH3 using a Gleeble 3500 thermomechanical simulator.

As shown in Figure. 3.12, S-type thermocouples of 0.2 mm were spot-welded at the

surface in the middle of the rod sample to measure and record the temperature during

experiments. A Gleeble 3500 thermo-mechanical simulator and copper (Cu) electrodes

were used to clamp the rod samples and thermally shocked them to the preset temperature

550°C, 600°C, 700°C shown in Fig. 3.13a, by Joule heating generated by the high DC

current passing through the samples. The measured temperature profiles are presented in
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Fig. 3.13b. The peak temperature for the preset 550°C, 600°C cases around 650 °C. The

temperature for the case of preset 700 °C failed to be recorded due to heat overshooting and

the thermocouple was melted. Fig.3.14 shows the raw samples before thermal shock.

The target temperatures of 550◦C, 600◦C, and 700◦C were chosen, because the glass

transition, initial crystallisation and melting temperature of DH3, is reported to be around

347◦C, 447◦C and 800◦C at the heating rate of 0.8 K/s using differential scanning calorime-

try [187].

The heating rate was chosen to be 500◦C/s and the preset holding time was ~5 s accord-

ing to the trace of glass transition onset temperature and crystallisation onset temperature

upon different heating rate [188, 189].

3.5 Characterisation of the atomic, nano and microstruc-

tures of DH3

The 2D structure characterisation was conducted using the electron microscopy, including

SEM, and HRTEM. The 3D structure characterisation was carried out using X-ray micro-

tomography, and also the FIB-SEM nano-tomography. The corresponding equipment and

experimental methods used are described in this section.

3.5.1 Electron microscopy imaging of 2D structures

SEM samples were cut from the thermally shocked rod samples shown in Fig. 3.14, and

specifically the as-cast samples were cut from cold ends and the thermal shocked ones were

obtained from the central region of the rod samples. All SEM specimens were ground using

SiC abrasive papers and polished down to 1µm diamond suspension. The microstructure

were characterized with Zeiss Evo60 SEM operated at 20 kV. At the same time, the chemical

composition of each phase was quantified with the energy disperse X-ray spectroscopy

(EDX) equipped in the SEM machine.
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(a)

(b)

Fig. 3.13 The (a) preset and (b) measured temperature profiles for the thermal shock
experiments.
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Fig. 3.14 Thermally shocked samples at three different preset temperatures: 550°C, 600°C,
700°C.

The HRTEM experiment of DH3 was carried out in the centre of Beijing electron

microscope in the department of Material science, Tsinghua university, Beijing, China by

Dr. Hongyu Sun. The thin foils for the HRTEM analysis were prepared by mechanically

polishing to a thickness of 80 µm, and then were thinned by twin-jet electropolishing

with 4% HClO4+ 96% methanol solution (vol.%) to electron transparent operating at

25V and 30°C. Liquid nitrogen was used to prevent over heating of the thin foils during

electropolishing. A high resolution transmission electronic microscope (HRTEM, Philips

Taitan TF30ST) was operated at 300 kV, with the pixel size: 0.01x0.01 nm.

3.5.2 Image processing and data analysis

3.5.2.1 Two dimensional β -Zr dendrites, intermetallic phases and volume fraction

SEM was used to examine the microstructure changes due to the thermal shock, and to

quantify the volume fraction for both as-cast and thermal shocked samples in two dimension.

These 2D volume fractions obtained were then compared with 3D volume fraction from

X-ray tomography and neutron diffraction, to reveal the thermal stability of different phases

of DH3.
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The typical back scattered SEM micrographs of as-cast microstructure of DH3 is

presented in Fig. 3.15, and the primary dendritic phase (bright region) has the composition

of Ti40−44Zr42−45Nb11−14Cu1−3 uniformly distributed in the region of glassy matrix with

the composition of Zr31−34Ti17−22Nb1−2Cu9−13Be31−38 [62] which was crystallised into

two secondary phases as shown in Fig. 3.16. These two secondary phases were termed as

bright phase and dark phase for present. Furthermore, each secondary phase is determined

to possess the different chemical composition using EDX analysis: the dark phase has the

composition of Zr52−55Ti27−30Nb4−7Cu9−11 and the bright phase has the composition of

(Zr46−49Ti24−28Cu19−22Nb3−5)100−yBey, in which the light element Beryllium (Z=10) is

not possible to be quantitatively resolved due to the limitation of the EDX detector.

Fig. 3.15 The flow chart for measuring the volume fractions of phases of the as cast DH3.
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A conventional approach to quantify the volume fraction is to measure the area percent

of each phase in the 2D micrographs by imaging processing. For as-cast DH3, the volume

fraction of β -Zr dendrites inside of the amorphous matrix was measured using imageJ [190].

As shown in Fig. 3.15, firstly the 8 bit grayscale raw SEM image was converted into a

binary image which separates most of the dendritic phase into dark phase. Then the area

percent of the dendritic phases were measured by applying the ‘analyse particles’, in which

the right particle size and roundness needed to be tuned to obtain an optimal results.

For the thermally shocked DH3, there are three crystalline phases in the final state. the

volume fraction of each phase can also be obtained by image analysis, but with a more

complicated approach. As displayed in Fig. 3.16, initially the ZrBe2 phase can be derived

through the procedure as shown in Fig. 3.15. After grayscale inversion, the light phases

consists of two phases, β -Zr and Zr2Cu. Consequently, the microstructure and the area

percent of β -Zr can be separated from Zr2Cu by applying several times ‘dilute’ and ‘erode’

function on the image selection of the pre-processed light phases including both the β -Zr

and Zr2Cu phase.

3.5.2.2 The atomic structure across the amorphous–crystalline interface

Four image based methods are used to characterise the atomic local ordering for the

HRTEM image, i.e., autocorrelation function (ACF), fast Fourier transform (FFT), Voronoi

tessellation and 2D pair distribution function (PDF) in local region. All image processing

was done in ImageJ [190].

Autocorrelation function analysis was used to determine the local ordering of DH3

within the near phase interface based on the HRTEM micrographs. ACF analysis is carried

out on templates of 2.13×2.13 nm corresponding to the same order of medium range order

(MRO) in metallic glass [191]. As illustrated by the flow chart in Fig. 3.17, the procedure

to carry on the ACF analysis can be summarised into several steps: Initially the HRTEM

micrograph was split into 12×12 templates of 2.13×2.13 nm; FFT processed image was
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Fig. 3.16 The flow chart for measuring the volume fractions of phases of thermally shocked
DH3.
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obtained for each of templates via Fourier transform of itself; finally the corresponding real

space ACF can be calculated by applying the inverse Fast Fourier transforming (IFFT) of

multiplication of real space image with reciprocal FFT image.

Fig. 3.17 The flow chart to calculate the ACF (left) and PDF (right) using image based
methods.

The intermediate image generated in the calculation of ACF by image processing is

shown is Fig. 3.18. The diffraction pattern in the reciprocal space can be mathematically

reconstructed by fast Fourier transform of itself. Given a HRTEM, the corresponding FFT

can be easily calculated by applying “fast Fourier transform” on the raw HRTEM image.

Herein, 4×4 templates of 6.4×6.4 nm were split from the raw HRTEM microgrpah, then

the FFT processed images can be readily calculated by applying the FFT to all the 16

templates.
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Fig. 3.18 The procedue and intermediate images generated during the calculation of ACF
using image based methods.

As illustrated by the flow chart in Fig. 3.17, in order to calculate the 2-D pair distribution

function g(r) of DH3 based on HRTEM using image processing, firstly the 2-D spatial

“atom” like particles configuration is reproduced from the raw TEM micrograph by applying

the "maxima" filter and contrast enhancement for it. Then the centroids of “atom” like

particles can be obtained from the 2-D spatial atomic configuration by extracting the maxima

points of all the “atom” like particles which are equivalent to the centre of “atom” like

particles. Afterwards, the g(r) can be calculated based on all the particle centroids from

HRTEM micrographs.

The intermediate images generated in the calculation of g(r) of TEM image is shown

in Fig. 3.19. There are several critical steps, and a few of them are quite subjective

especially when determining the clear atomic configurations when applying the filters on the

micrographs. Furthermore, the local ordering near the phase interface of the crystalline and

amorphous matrix can be quantified with Voronoi tessellation of all the particle centroids

extracted for PDF analysis.
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3.5.3 Syncrotron X-ray micro-tomography

3.5.3.1 Sample preparation and tomography experiments

Fig. 3.20 Optical micrograph and X-ray radiographic projection of the tomography sample
with a tip diameter of ~70 µm.

Initially, some rod bars with the size of 500 µm were machined from the thermal

shocked DH3 samples. The as-cast samples were cut from cold ends and the thermal

shocked ones were machined from the central part of the thermally shocked region. These

rod bars were then ground and polished to needle-shapes of tip diameters of ~70 µm, which

gives good X-ray transparency as shown in the radiographic projection of the needle sample

in Fig. 3.20. The microstructure of the samples were deeply etched with Kalling etchant (5

g CuCl2 mixed with 100 ml hydrochloric acid and 100 ml ethanol.) [192], and checked by

SEM before X-ray tomography scan. Typical SEM microstructure of as-cast and thermally

shocked samples are shown in Fig. 3.21.

Synchrotron X-ray micro-tomography experiments were conducted at beamline I13-2 of

Diamond Light Source, UK [155] on 14 Oct 2013 and 13 Oct 2014. The experiment is the

key part of the proposal titled "Tomography study of 3-D dendritic crystalline microstructure

in bulk metallic glass matrix composites" (MT9252 and MT9974).

The Centre for X-ray Optics’ X-Ray Interactions With Matter online calculator [140]

was used to calculate the X-ray transmission for the two phases. A relatively large difference

(10 %) in transmission for the two phases (as shown in Fig. 3.22) was predicted at 17.3
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Fig. 3.21 SEM micrographs of as-cast and thermally shocked DH3 after 2 mins chemical
etching in Kalling solutions.

keV, and a monochromatic beam of this energy was therefore used to give better contrast

than the pink beam as shown in Fig. 3.23. To optimise phase contrast, various propagation

(sample-to-scintillator) distances were tested [142], and finally 30 mm was chosen.

Fig. 3.22 X-ray transmission contrast of all phases inside the thermally shocked DH3.
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Fig. 3.23 The image contrast obtained respectively by pink beam and monochromatic beam
of 17.3 KeV.

Tomography data were acquired using the pco.edge 5.5 detector (PCO AG, Germany)

coupled to a 500 µm thick CdWO4 scintillator and optics with 8× magnification. This

provided an effective pixel size of 0.81 µm, and a field of view of 2.1 × 1.8 mm. For each

tomography scan, 2,001 X-ray projection images were acquired over 180° degrees, with

exposure time of 1.90 seconds for each scan. The experimental setup is displayed in Fig.

3.24.

3.5.3.2 Data processing and 3D data rendering

Reconstruction was performed with the tomographic reconstruction module of DAWN

v1.7 [182] and the computing cluster at Diamond Light Source. There are two key tunable

parameters to achieve an optimal contrast, the centre of rotation (COR) in pixel, and two

ring removal parameters, ParameterR, NumSeries. During the reconstruction, these three

parameters were trailed until an optimal reconstruction was achieved. Fig. 3.25 shows the

principle to determine a correct centre of rotation in pixel. There are often some "horse
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Fig. 3.24 Experimental setup for tomographic scan of DH3 samples.

shoe" patterns surrounding the sample if the wrong COR is chosen, therefore, the COR was

tuned from small number to large number until a turning point of these horse shoe patterns

from upwards to downwards was found. Such turning point often implies a right COR, e.g,

COR = 2002 in Fig. 3.25.

Fig. 3.25 Typical example how to determine the correct centre of rotation for tomographic
reconstruction.

The centre of rotation, and the two ring removal parameter were then determined as COR

= 2000.2, ParameterR = 10−5 and NumSeries = 4 for as-cast sample; and COR = 2002.2,
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ParameterR = 10−5 and NumSeries = 4 for 600 °C (preset) thermally shocked sample; COR

= 2006.6, ParameterR = 10−5 and NumSeries = 4 for 700 °C (preset) thermally shocked

sample.

Noise removal, tophat-based segmentation and volume fraction measurements were then

performed within AVIZO v8.0 (FEI, USA). The secondary dendrites’ arm spacing, and tip

& root curvature radii were measured using Principal Curvature Plugin (2D/3D) in ImageJ

[190] based on the cross section contour line for typical secondary dendrites acquired with

AVIZO. In addition, the 3D mean curvature is measured in AVIZO as well.

The procedure of processing the X-ray tomography data is detailed by the flow chart

in Fig. 3.26, and the intermediate images produced are shown in Fig. 3.27. Firstly, the

whole dataset of tomograms acquired was processed in ImageJ to remove the possbile noise,

and also to enhance the contrast; Secondly a region of interest (ROI) was selected and

cropped off from the whole tomograms sequence.Thirdly, the cropped image sequence of

the ROI was input into AVIZO, in which further noise removal, phase segmentation, and

phase quantification, were performed. There are several filters (as shown in flow chart

in Fig. 3.26) for removing the various noises. Once a better image quality is achieved,

several segmentation tools, such as the thresholding, Blow, Top hat, Magic wand, were

used to segment the different phases based on their grayscale contrast. At this step, several

refinement of segmentation is often needed to further segment the small features with similar

grayscale as other phases. Once the phase segmentation is done, the volume fraction of

different phases were calculated.

3.5.4 Nano-tomography using FIB+SEM

X-ray micro-tomography was able to resolve the micro-scale structure of DH3, such as the

β -Zr dendrites, however, it is very difficult to resolve the nano-scale intermetallic phases,

Zr2Cu and ZrBe2 formed from the amorphous matrix under thermal shock. FIB-SEM nano-



3.5 Characterisation of structures of DH3 103

Fig. 3.26 Flow chart of the segmentation procedure for DH3 tomography data. Ana a
number of filters that were used for segmentation.
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Fig. 3.27 Typical example of raw, filtered and segmented tomogram (from left to right), for
as-cast and thermally shocked DH3 sample.

tomography was used as a complementary technique to reveal 3D structure of intermetallic

phases.

3.5.4.1 Sample preparation and experiments

FIB-SEM sectioning was carried out by Dr Sui Tan in Multi-Beam Laboratory for En-

gineering Microscopy (MBLEM), University of Oxford, using an LYRA3 XM (Tescan

s.r.o., Brno, Czech Republic). 50 nm layers were removed by FIB, and SEM imaging was

performed on each newly exposed surface. The total FIB milling depth was set to 20 µm,

the cross-sectional area of 20×20 µm, and 170 sectional images were obtained. This was

to ensure that at each milling step, a complete section through the β -Zr, Zr2Cu and ZrBe2

phases was achieved. Precise alignment of the ion and electron beams was maintained to

ensure stable centering of successive images and to avoid electron image drift or “jitter”.

To study the structure of the Zr2Cu and ZrBe2 intermetallic phases, higher resolution SEM
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imaging was required. For each image frame, the pixel size was set to 25×25nm, and a

matrix of 676×468 pixels was used.

3.5.4.2 Data processing and 3D data rendering

Fig. 3.28 The procedure and the intermediate images of processing the FIB-SEM images
and phase segmentation.

Fig. 3.28 shows the procedure and the intermediate images generated during the image

processing and rendering of the FIB-SEM image sequences. Periodic noise is the dominant

noise for the dataset. A FFT based method was proposed to remove the periodic noise.

Firstly, the raw image is FFT transformed, then the random spots with a high frequency in

the FFT transformed image are masked off. The FFT image with the mask is then Fourier

transformed back to the real space.

The image sequence without the periodic noise were further processed in AVIZO v8.0

(FEI, USA), and further noise removal, phase segmentation with tophat method, and 3D

rendering is performed.
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3.6 Neutron diffraction

For the thermally shocked DH3, in addition to the β -Zr dendrites, there are some new

crystalline phases formed from the amorphous matrix during the rapid heating. To identify

these newly formed phases, the neutron diffraction was used. Although it is not sensitive to

minor phases as X-ray diffraction, it gives more accurate and averaged large-sized bulk phase

information due to the lack of micro-absorption [193], furthermore preferred orientation

effects that frequently plague X-ray data, but are normally negligible with neutron data.

Neutron diffraction analysis of the as-cast and thermally shocked region of rod bar

rapidly heat up to 650°C were carried out using the General Materials Diffractometer

(GEM) at ISIS Neutron and Muon Source, UK [194]. The beam size was 15×15 mm; time

of flight diffraction patterns were collected in 50 mins to give sufficient counting statistics.

The diffractograms were analyzed and fitted by the Rietveld method implemented in the

EXPGUI [195] and GSAS programs [196]. Towards the end, the phase fraction and the

subsequently derived volume fraction for each phase were determined quantitatively from

the fitted diffraction patterns.

3.7 Summary

In this chapter, all the relevant experimental approaches and data processing and analysis

methods were described in details. Section 3.1 described the alloy making and sample

preparation for all the experiment studies presented in the following chapters.

Section 3.2 presented the design, making and commission of the custom apparatus for

in-situ diffraction experiments. It followed the section 3.3, which detailed the experimental

setup, data processing and analysis methods used for the in-situ pair distribution function

analysis.
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Section 3.4 described the experimental setup for the thermal shock studies of DH3. Sec-

tion 3.5 detailed the characterisation methods used for DH3, which includes the 2D electron

microscopy, 3D synchrotron X-ray micro-tomography, and FIB-SEM nano-tomography.



Chapter 4

Experimental result 1- the atomic

structure of metallic glass

In this chapter, the composition dependent atomic structure changes, and the processing

dependent atomic structure evolution were investigated using synchrotron X-ray total

scattering method and pair distribution function. The experiment results are given in the

following sections.

4.1 Composition dependent atomic structure

4.1.1 Local atomic structure of CuZr binary alloy

Fig. 4.1 shows 2D diffraction patterns (the 1st column) o the four CuZr alloys, Cu50Zr50,

Cu57Zr43, Cu64.5Zr35.5, Cu55Zr40Al5. The corresponding 1D spectrum [called I(Q) here-

after] integrated from each 2D diffraction pattern using Fit2D software for each alloy is

shown in the 2nd column. In all cases, two concentric bright rings with diffuse halo are

presented in the 2D diffraction patterns, and they are the two dominant scattering peaks in

the Q range of 2 ∼ 6 Å−1 as can be more clearly seen in the I(Q) curves.These features are

the typical diffraction characteristics often found in liquid or amorphous materials.
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Fig. 4.2a shows all I(Q) superimposed together with each I(Q) shifted by an equal

distance of 5,000 counts for readability and easy comparison. The regions surround the 1st

and 2nd peaks are enlarged and showed in Fig. 4.2b.

Comparing all I(Q), the locations of the 1st peaks of all cases seem to be at the very

similar Q, although that of the Cu50Zr50 is slightly lower. Similar phenomena are found for

the locations of the 2nd peaks for all four cases with minor variation in shape of the curve

for the 2nd peaks of Cu50Zr50. With such minor variations in all I(Q), it is impossible to

quantify the difference, if there is any, in atomic structures for the four alloys.

PDF is used to obtain real space structural information based on the I(Q) of each case,

and presented in the 3rd column of Fig. 4.1. Fig. 4.3a also shows the superimposed PDF

curves (called G(r) hereafter). Again all G(r) is stacked with an equal spacing of 2.0 for

easy comparison. Fig. 4.3b shows the enlarged view of all G(r) in the r range of 2 ∼ 10 Å.

Comparing the G(r) for the three binary alloys, when the concentration of Zr decreases

from 50% to 35.5% (from Cu50Zr50 to Cu64.5Zr35.5), the maxima of the 1st peak increase

from 1.85 to 2.58, and the minor peak present on the right-hand side of the 1st peak (at

3.17 Å) for Cu50Zr50 gradually disappears as the concentration of Zr decreases. At the

same time, on the right-hand side of all 2nd peaks, the minor peaks gradually evolve into

shoulder-like features. The maxima of the 1st peak of Cu55Zr40Al5 is between that of

Cu50Zr50 and Cu64.5Zr35.5. It is also interesting to see that, for the 3rd and 4th peaks which

are located in the medium atomic range (6 ∼ 10 Å), their peak locations shift to lower r as

the concentration of Cu increases from 50% to 64.5%. For example, the 3rd peak shifts from

7.46 Å to 7.12 Å, while the 4th peaks from 9.78 Å to 9.35 Å, when the alloy composition

changes from Cu50Zr50 to Cu64.5Zr35.5.

4.1.2 Local atomic structure of NiTi binary alloy

Fig. 4.4 presents 2D diffraction patterns (the 1st column) of three TiNi alloys, Ti65Ni35,

Ti70Ni30, Ti75Ni25 and the corresponding I(Q) (the 2nd column) integrated from those 2D



4.1 Composition dependent atomic structure 112

(a)

(b)

Fig. 4.2 X-ray diffraction spectra obtained for four CuZr alloys. (a) The spectra superim-
posed with an equal offset spacing of 5,000 counts in y direction. (b) The enlarged view of
the diffraction spectra in (a) in the Q range of 1.0 to 7.0 Å−1.
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(a)

(b)

Fig. 4.3 The pair distribution function curves, G(r) for the four CuZr based alloys calculated
using the I(Q) showed in Fig. 4.2a. (a) The G(r) superimposed with an equal offset spacing
of 2.0 in y direction. (b) The enlarged view of G(r) in the r range of 2 ∼ 10 Å.
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patterns, and the G(r) (the 3rd column) calculated based on I(Q). Fig. 4.5a shows all I(Q)

superimposed together with each I(Q) shifted by a fixed spacing of 5,000 counts. The

regions in the range of 1∼ 7 Å−1 (corresponding to short and medium atomic range) are

enlarged and shown in Fig. 4.5b.

Unlike the diffraction patterns of CuZr alloys, clear structure changes from amorphous

to crystalline phases are shown in the 2D diffraction patterns in Fig. 4.4. For Ti65Ni35,

a diffuse halo due to amorphous structure is present in the diffraction pattern, while for

Ti75Ni25, the diffraction pattern shows the typical characteristics of crystalline structure,

i.e, sharp concentric rings superimposed with Brag spots. For the case of Ti70Ni30, the

diffraction pattern is a mixture of sharp concentric rings and diffuse halo, indicating that a

mixture of crystalline and amorphous phases is present in Ti70Ni30.

More quantitative structure information is revealed by I(Q) presented in Fig. 4.5. For

Ti65Ni35, there are only two dominant diffuse scattering peaks (the 1st and the 2nd peaks

with the peak maxima of ∼ 3,000 and ∼ 300 respectively) in the Q range of < 5.0 Å-1.

However, I(Q) of Ti75Ni25 has many sharp diffraction peaks, and the dominant peak has a

peak intensity of ∼ 20,000. For Ti70Ni30, there are a few minor peaks overlapping on the

diffuse peak as that of Ti65Ni35, while the 1st and 2nd peaks become more intense (peak

intensity of ∼ 5,300 and 2,245 respectively), It is interesting to find that, for the three alloys,

the positions of the 1st peak stay at the same location, i.e. 2.8 Å-1, and do not change as the

composition changes. While the 2nd peak shifts from 4.81 to 4.61 Å-1 when alloy changes

from Ti65Ni35 to Ti70Ni30.
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(a)

(b)

Fig. 4.5 (a) The diffraction spectra of three TiNi alloys, with an offset spacing of 5,000
counts in y direction. (b) The enlarged view of diffraction spectra showed in (a) in the range
of 1 to 7 Å−1.



4.1 Composition dependent atomic structure 118

(a)

(b)

Fig. 4.6 The pair distribution function curves, G(r) for the three NiTi alloys calculated using
the I(Q) shown in Fig. 4.5a. (a) The G(r) superimposed with an equal offset spacing of 2.0
in y direction. (b) The enlarged view of G(r) in the the r range of 2 ∼ 10 Å.
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Fig. 4.6a shows the stack of G(r) superimposed from the individual G(r) shown in the

3rd column of Fig. 4.4, and the enlarged view in the r range of 2.0 ∼ 10.0 Å is given in Fig.

4.6b.

Fig. 4.6 shows that, for Ti65Ni35, the 1st peak located at 2.80 Å has a maxima of ∼ 1.8,

and the maxima of other peaks decrease as r increases from 5.0 to 20.0 Å. For Ti70Ni30

the maxima of the 1st and 2nd peaks increases as compared to those of Ti65Ni35, and more

minor peaks appear around the regions of the 1st and 2nd peaks, such as the minor peak at

2.51 Å, growing out of the 1st peak, and two other minor peaks at 4.99 and 5.73 Å splitting

from the 2nd peaks.

4.1.3 Local atomic structure of CuZrTi and TiCuNi ternary alloys

Fig. 4.7 presents 2D diffraction patterns (the 1st column) of two ternary alloys, Cu55Zr40Al5,

Ti55Cu38Ni7 and the corresponding I(Q) (the 2nd column) integrated from those 2D patterns,

and the G(r) (the 3rd column) calculated based on I(Q). Fig. 4.8 shows all I(Q) and G(r)

superimposed together.

Comparing I(Q) for each alloy, the locations of the 1st peaks are different from each

other as shown in Fig. 4.8a. The peak position for Cu55Zr40Al5 is at around 2.8 Å-1, while

that of Ti55Cu38Ni7 is at about 2.9 Å-1. The peak intensity for Cu55Zr40Al5 is 5,000 higher

than that of TiCuNi.

Fig. 4.8b shows the peak profile of PDFs for Cu55Zr40Al5 is very different from that

of Ti55Cu38Ni7, especially in terms of peak positions. The peak position of the first peak

for Cu55Zr40Al5 is at 2.8 Å and that of the peak shoulder is at 3.2 Å. The peak position of

the second peak is at 4.8 Å. While, the peak position of the first peak for Ti55Cu38Ni7 is at

2.6 Å and there is no obvious peak separation from the first peak. The peak position of the

second peak is located at 4.5 Å.
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(a)

(b)

Fig. 4.8 (a) The 1D diffraction spectra I(Q), and (b) pair distribution functions G(r) for
Cu55Zr40Al5 and Ti55Cu38Ni7 ternary alloys.
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4.2 Temperature dependent atomic structures

The experimental results of in-situ total scattering studies of a ZrTi based bulk metallic

glass (Vit1) are presented in this section with a focus on analysing peak intensity and peak

position of the pair distribution function curves and their evolutions with temperature. Real

space refinements of the dominant crystalline phases generated during the heating and

cooling processes are also presented in this chapter.

4.2.1 The evolution of atomic structures during heating

4.2.1.1 Structure evolution in Fourier and real space

Fig. 4.9 shows the measured temperature profile of Vit1 sample during the heating ex-

periment using a controlled average heating rate of 1.5 K/s. 2D diffraction patterns were

acquired every second during the heating, and the patterns shown on Fig. 4.9 are those

obtained at the critical temperatures where structure changes were found to occur with a few

more patterns shown between those critical temperatures. In total, 2115 of such diffraction

patterns were acquired for the particular heating profile.

Fig. 4.10 shows the stack of I(Q) curves integrated from those patterns shown in Fig. 4.9.

Clearly, from room temperature to 459.2 °C, the three I(Q) curves show typical amorphous

structure. i.e, two broad and diffuse peaks (Fig. 4.10). When temperature reached 467.4

°C in ∼ 6 s, tiny diffraction peaks started to appear on top of the original diffuse peak at ∼

2.5 Å-1. This small change can be hardly detected in the corresponding 2D pattern showed

in Fig. 4.9. From 467.4 °C to 682.3 °C, the sample experienced structural changes, i. e, a

process of crystallisation of from the original amorphous state in 350 s.
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A dramatic structural change occurred when the temperature is increased from 467.4 °C

to 482.3 °C in 10 s, while a slow change is observed from 482.3 °C to 682.3 °C. As heating

continued, the crystalline phases formed during the crystallisation began to melt at 682.3 °C

until it turned into a full liquid state when temperature reached 750.1 °C.

Fig. 4.10 The diffraction spectra acquired for Vit1 alloy at each critical temperature during
heating with an average heating rate of 1.5 K/s. The curves are stacked with an equal
spacing of 1,200 counts in y direction.

There are many studies on the phase changes and crystallisation behaviour of Vit1 using

diffraction. Despite some minor discrepancy among these studies, It is generally agreed on

that Zr2Cu and Be2Zr are the dominant crystalline phases from the crystallisation of the

Vit1 alloy [187].
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(a)

(b)
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(c)

Fig. 4.11 The evolution of diffraction spectra of Vit1 as functions of temperature during the
heating process with an average heating rate of 1.5 K/s. (a) the spectra in 2.0-6.0 Å-1, (b)
the spectra between 2.0 and 4.0 Å-1, and (c) the spectra between 4.0 and 5.0 Å-1.

Fig. 4.11 shows that the peak maxima remains the same from room temperature to

the crystallisation temperature of 467.4 °C, and then increase until 682.3 °C. The maxima

then starts to decrease until 701.6 °C where the melting completes. Beyond 701.6 °C, the

maxima again stay approximately at the same constant and low value due to the diffraction

from full liquid structure. Compared to the spectra obtained from the solid amorphous state,

in the spectra obtained from the full liquid state, there are a few very small diffraction peaks

superimposed together with the dominant broad diffuse peak, and this may be due to the

fact that some small minor oxides coexist in the liquid. These tiny peaks remain during

cooling and even after the liquid was cooled back to room temperature.

The corresponding G(r) calculated based on those shown in Fig. 4.10 are showed in

Fig. 4.12. Clearly, the transition from a typical disordered glass structure to an ordered

crystalline structure during crystallisation, and then to a disordered liquid structure during

melting is demonstrated as explained in details below. From room temperature to 459.2

°C, the G(r) curves exhibit characteristic peak profiles of amorphous structures but with
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Fig. 4.12 The pair distribution functions acquired for Vit1 alloy at each critical temperature
during heating with an average heating rate of 1.5 K/s. The curves are stacked with an equal
spacing of 3.0 in y direction.



4.2 Temperature dependent atomic structures 128

less dominant peaks (the 3rd , 4th, and 5th peaks are detectable) coexisting in the short to

medium r range (2-10 Å).

(a)

(b)
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(c)

Fig. 4.13 The evolution of pair distribution functions of Vit1 as a function of temperature
during the heating process with a heating rate of 1.5 K/s. (a) the G(r) in 0 - 16.0 Å, (b) the
G(r) between 2.0 and 9 Å, and (c) the G(r) between 9 and 16 Å.

When temperature increased from 459.2 °C to 467.4 °C in 6 s, a dramatic structure

change occurred and shown in the corresponding G(r) obtained at those temperatures. Some

new peaks emerged and those pre-existing peaks became more intensive but the level of

peak intensity nearly remained unchanged until 682.3 °C. Above that temperature and as

the heating continued G(r) slowly evolved back into the characteristic profiles of amorphous

state until a steady state was achieved at and above 701.6 °C.

The dynamics of such structural evolution with temperature is again presented in the

waterfall plot in Fig. 4.13. Fig. 4.13b and Fig. 4.13c present the enlarged views of the G(r)s

for facilitating the views and analyses of the locations of different peaks.

Fig. 4.13 demonstrates more clearly the transition from amorphous structure to crys-

talline structure, then to liquid structure. The peak intensity of the G(r) nearly remained

constant before the onset crystallisation temperature of 459.2 °C, while a dramatic increase

of peak intensity occurred from 459.2 °C to 467.4 °C. In the meantime, some minor peaks
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began to separate from the shoulder of the main peaks. As temperature increased, the peak

intensity almost remained the same until 682.3 °C, then it deceased from 682.3 °C to 701.2

°C and remained constant again after the alloy was in full liquid state.

Analyses of the G(r) peak intensity and peak position shift can give more quantitative

information on understanding of how atomic pairs evolve from disordered to ordered state

during the changes of atomic structures.

4.2.1.2 Analyses of peak intensity and peak position

Fig. 4.14 presents all the peaks and peak shoulders (hidden peaks), which constitute four

primary atomic shells in the r range of 2 to 10 Å. Such r range is chosen because it almost

covers the characteristic short and medium r range of amorphous phase. The PDFs of

crystalline phases formed during the crystallisation at 620 °C is used for the peak detection,

since the formed structure at this temperature is a complete crystalline structure. PDF Peaks

are detected using the second derivative detection method described in section 3.3.6. 15

apparent peaks are detected for the four atomic shells, and the peak position of most of

these peaks are very close to that of the fitted peaks using real space refinement method

[112] (presented in following section).

A special index code is created for easily referencing the peaks and hidden peaks in

different atomic shells, for example, in the first atomic shell (S1), the first peak (P1) is

referred as S1_P1, while in the second atomic shell (S2), the second hidden peak (HP2) is

referred as S2_HP2.

For all G(r) curves showed in Fig. 4.13, the peaks in each G(r) were detected using the

above procedure executed in a batch mode using OriginPro 8.0. The changes of maxima of

each peak and hidden peak are plotted as functions of temperature and showed in Fig. 4.15.

Fig. 4.15 shows that, in the 1st shell, the maxima of S1_P1 decrease from 3.0 to 2.5

when temperature increased from 100 °C to 459.2 °C. However, from 459.2 °C to 467.3°C

(∼ 8 K), the maxima increase dramatically from 2.5 to 3.7 due to crystallisation, and then
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Fig. 4.14 The main and hidden peaks together with their positions detected from the G(r) of
the crystalline phases of Vit1 at 620 °C formed by crystallisation.

gradually decreased to ∼ 3.5 from 467.3°C to 680 °C. When melting at 682.3 °C, the

maxima dropped from 3.5 to 1.5 very quickly. Subsequently, the maxima of S1_HP1 just

changed slightly thorough the heating process. In the 2nd atomic shell, the maxima of

S2_HP1 and S2_P2 slowly decreased from 100 °C to 250 °C. But from 250 °C to 280 °C

they increased dramatically. Those of S2_P1 and S2_HP2 behaved similarly as S1_P1 did.

S3_HP2 in the 3rd shell has the similar trend as S1_P1, while S3_HP3 and S3_P1

experience a slowly decrease from 100 °C to 470 °C, but a sudden increase at 470 °C

followed by a rapid decrease from 470°C to 720°C. For the 4th shell, S4_P2 experiences a

gentle decrease from 100 °C to 470 °C, then a big jump at 470 °C (0 to 0.8) followed by a

slow increase until 700°C and finally another big drop.

The changes of peak maxima as functions of temperature can be generally grouped

into two senarios as clearly presented in Fig. 4.16: (1) firstly, those (five main peaks and

two hidden peaks) have a sudden jump at 467.3°C (Fig. 4.16a), and (2) those (S2_P2 and
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(a) 1st Shell (b) 2nd Shell

(c) 3rd Shell (d) 4th Shell

Fig. 4.15 The maxima of all peaks in the four atomic shells as functions of temperature for
the case shown in Fig. 4.9.

S2_HP1) have a sudden jump at 270 °C (Fig. 4.16b). The only exception is S4_HP1 with a

sudden jump at 350 °C.

During the crystallisation of metallic glass, atomic structure changes from short range

ordered to long range ordered structure, in which not only the peak intensity of G(r) changes,

the peak positions often changes as well. Fig. 4.17 presents the changes of peak position for

all peaks in the range of 2 to 10 Å.

In the 1st shell, the peak position of S1_HP1 shifted from 2.56 to 2.83 Å when tempera-

ture increased from 100°C to 459.2°C, however, that of S1_P1 shifted from 3.10 to 3.06 Å.

In the 2nd shell, most of the peaks shifted to lower r, except S2_HP2 moved to higher r at

660°C. S3_HP2 and S3_HP3 shifted to higher r when T > 470 °C, while others in the 3rd
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(a) (b)

Fig. 4.16 The sudden jumps of the maxima of different peaks and hidden peaks at (a) 467
°C, (b) 270 °C and 350 °C.

shell do not change. S4_P2 in the 4th shell shifted from 9.88 to 9.72 Å at 459.2 °C, and then

remained unchanged until full melting occurred.

4.2.1.3 Real space refinement and partial PDF

For a metallic glass system undergoing a crystallisation, crystalline phases induced by

crystallisation can be modelled using real space refinement method [111, 35]. The PDF

of crystalline phases induced by crystallisation of Vit1 at 620 °C is again used for the real

space refinement, which is consistent to the peak detection.

As mentioned, the crystalline phases formed during the crystallisation of Vit1 are

primarily Zr2Cu and ZrBe2. The two phases are used as the structure models for real space

refinement using PDFgui (Fig. 4.18). The r range of 2-10 Å is selected.

Fig. 4.18a presents the contribution of each phase, Zr2Cu and ZrBe2 to the total PDFs.

Fig. 4.18b shows the partial PDF of Zr-Zr, Zr-Cu, and Cu-Cu pairs obtained for Zr2Cu,

while Fig. 4.18c presents the partial PDF of Zr-Zr, Zr-Be, and Be-Be pairs obtained for

ZrBe2.
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Fig. 4.17 Shifts of all peaks in the four atomic shells as functions of temperature for the
case shown in Fig. 4.9.
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(a)

(b)
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(c)

Fig. 4.18 (a) The PDFs of Zr2Cu and ZrBe2 phases, and the partial PDFs of the individual
atomic pairs from the two phases, i.e, (b) ZrBe2,(c) Zr2Cu.

Based on the real space refinement as shown in Fig. 4.18 and the detected peaks in Fig.

4.14, it is possible to relate the primary atomic pairs, such as Zr-Zr, Zr-Cu, Cu-Cu, to the

peak positions for most of the peaks detected.

The correspondence between the peak position of the primary atomic pairs and the peak

position of these detected peaks are summarised in Table. 4.1. For example, S1_HP1 can be

generated by two possible atomic pairs, i.e, Zr-Cu (2.8 Å) and Zr-Be (2.59 Å). However,

the peak intensity of the fitted partial PDF of Zr-Be is very low compared to that of Zr-Cu.

Therefore, it is reasonable to consider Zr-Cu pairs contributing dominantly for S1_HP1.

The same method can be applied to most of the peaks detected, and the 1st option listed

in Table. 4.1 are most likely the dominant atomic pairs to form peaks.
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Table 4.1 The correspondence of peak position of the fitted atomic pairs and measured peak
positions of Vit1 alloy

atomic shell r range (Å) peak code
Zr2Cu ZrBe2 partial pairs

Zr-Zr(Zr2Cu) Zr-Cu Cu-Cu Zr-Zr(ZrBe2) Zr-Be Be-Be 1st option 2nd option

1st

2.0-3.8

S1_HP1 2.8 2.59 Zr-Cu Zr-Be

S1_P1 3.17 3.13 3.16 Zr-Zr

2nd 3.8-6.5

S2_HP1 4.58 4.44 4.52 Zr-Zr(Zr2Cu)

S2_P1 4.81 Zr-Zr(ZrBe2)

S2_P2 5.21 5.16 Zr-Cu Zr-Be

S2_P3 5.97 Zr-Be

S2_HP2 6.27 6.3 Zr-Zr(ZrBe2)

3rd 6.5-8.6

S3_HP1

S3_HP2 7.17 7.25 Zr-Zr(ZrBe2)

S3_HP3 7.55 7.44 Zr-Zr(Zr2Cu)

S3_P1 8.14 8.07 Zr-Cu Zr-Be

S3_HP4

4th 8.6-10.0

S4_P1 8.97 8.99 Zr-Be

S4_HP1 9.57 Zr-Be

S4_P2 9.83 9.85 Zr-Zr(Zr2Cu)

The peak position of these primary atomic pairs can be identified based on the corre-

spondence, hence the evolution of the atomic pairs with temperature during the heating and

cooling can be better understood by analysing the changes of PDF peak profile.

4.2.2 Structure evolution during cooling

The atomic structure evolutions at three different average cooling rates, i.e. 14.7, 3.35, 0.79

K/s are presented in the section. The cooling rate of 14.7 K/s is selected because a typical

amorphous structure can be formed with such cooling rate, while the other two slow cooling

rates, i.e, 3.35, 0.79K/s, leads to typical crystalline structure.

4.2.2.1 Cooling rate of 14.7 K/s

Fig. 4.19 shows the measured temperature profile of the sample during the experiment using

a controlled cooling rate of 14.7 K/s, and the diffraction patterns shown in Fig. 4.19 are

those obtained at the critical temperatures and the temperatures in between. A total of 413

diffraction patterns were acquired for this case.
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Fig. 4.20 shows the stack of I(Q) curves integrated from those patterns shown in Fig.

4.19. No obvious difference of I(Q) from all these patterns at different temperatures can be

found.

Fig. 4.21 shows a waterfall plot of diffraction spectra obtained at different cooling

temperatures for Vit1 from 2.0-10.0 Å-1. A typical diffraction spectra of amorphous

structure can be observed for the whole temperature range. However, the peak maxima of

the first peak increases during the glass formation when the temperature decreases from

378.7 °C to 101.0 °C. The small diffraction peaks superimposed together with the dominant

broad diffuse peaks remain unchanged.

Fig. 4.20 The diffraction spectra acquired for Vit1 alloy at each temperature shown in Fig.
4.19 during cooling with an average cooling rate of 14.7 K/s. The curves are stacked with
an equal spacing of 1,000 counts in y direction.

Fig. 4.22 shows G(r) acquired at the marked temperatures in Fig. 4.19. There is

no apparent change in the peak profile. The dynamics of such structural evolution with

temperature is again presented in the waterfall plot shown in Fig. 4.23. The maxima of
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Fig. 4.21 The evolution of 1D diffraction spectra of Vit1 as a function of temperature during
the cooling process with an average cooling rate of 14.7 K/s in 2-10 Å-1.

Fig. 4.22 The pair distribution functions acquired for Vit1 alloy at each temperature shown
in Fig. 4.19 during cooling with an average cooling rate of 14.7 K/s. The curves are stacked
with an equal spacing of 3.0 in y direction.
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(a)

Fig. 4.23 The evolution of pair distribution functions of Vit1 as a function of temperature
during the cooling process with an average cooling rate of 14.7 K/s.

(a) 1st Shell (b) 2nd Shell

(c) 3rd Shell (d) 4th Shell

Fig. 4.24 The maxima of all peaks in the four atomic shells as functions of temperature for
the case shown in Fig. 4.19.
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all the peaks of G(r) increases with the decrease of the temperature. However, there is no

dramatic structure change (such as peak separation).

Fig. 4.24 shows the maxima of all peaks as a function of temperature. The peak maxima

in the r range of 2 to 10 Å, remained the same for the temperature from 750.6 °C to 378.7

°C. It then followed a rapid increase when the super-cooled liquid experienced the glass

formation from 378.7 °C to 198.6 °C. And then the peak maxima slowly increased when

the temperature further decreased to 101.1 °C.

Fig. 4.25 shows the changes of peak position for all peaks in the range of 2 to 10 Å. In

the 1st shell, the peak position of S1_P1 shifted to high r during the glass formation.

Fig. 4.25 Shifts of all peaks in the four atomic shells as functions of temperature for the
case shown in Fig. 4.19.

The similar trend can be observed from the peak positions of S2_HP1, S2_P1 in the 2nd

shell, and S3_HP2 in the 3rd shell. The peak positions of S3_HP3, S4_HP1, and S4_P2
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slightly shifted to low r during the cooling process. The rest of peaks remained at the

same positions, while the peak position of S2_P2 shifted from 5.30 Å to 5.23 Å when the

temperature decreased from 459.5 °C to 300 °C, and then it rapidly shifted back to 5.28 Å

when the temperature further decreased to 250 °C.

4.2.2.2 Cooling rate of 3.35 K/s

Fig. 4.26 shows the measured temperature profile of the sample during the experiment using

a slow cooling rate of 3.35 K/s and the diffraction patterns shown in Fig. 4.26 are those

obtained at the critical temperatures and the temperatures in between. Again, a total of 550

diffraction patterns were acquired for this case.

Fig. 4.27 shows the stack of I(Q) curves integrated from those patterns shown in Fig.

4.26. From 750.9 to 627.3 °C, the three I(Q) curves show typical amorphous structure.

When the liquid further cooled down from 627.3 °C, tiny diffraction peaks started to appear

on top of the original diffuse peak at ∼ 2.5 Å-1. When the temperature reached 473.7 °C,

it is hardly to detect any changes in I(Q). Clearly, the crystallisation of melt started from

627.3 °C, and ended at 473.7 °C in 28 s.

The dynamics of the structural evolution with temperature is presented by the waterfall

plot in Fig. 4.28. It shows when the temperature decreased from 627.3 to 473.1 °C, sharp

diffraction peaks appeared on top of the diffuse peaks of the high temperature liquid phase.

The local structure evolution at the atomic scale was also revealed by G(r). Fig. 4.29

shows that no apparent changes in G(r) were observed when the melt was cooled down to

627.3 °C. When the temperature further decreased from 627.3 °C to 473.7 °C, more tiny

peaks appeared in the medium r range of G(r). After that, the peak shape of G(r) remained

the same during the rest of cooling.
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Fig. 4.27 The diffraction spectra acquired for Vit1 alloy at each critical temperature during
cooling with an average cooling rate of 3.35 K/s. The curves are stacked with an equal
spacing of 2,500 counts in y direction.

A dynamic evolution of G(r) is presented in Fig. 4.30. There are four main diffuse peaks

in the liquid region from 750°C to 627.3 °C. As temperature decreased, more sharp peaks

appeared in the medium r range during the crystallisation. The structure transition from the

liquid to crystalline solid was observed in the temperature range of 627.3 °C to 473.7 °C.

Fig. 4.30b shows clear peak separations at certain peak positions, i.e, 6.21 Å, 8.01 Å during

the crystallisation.

Fig. 4.31 shows the changes of maxima of each peak and hidden peak of G(r) are plotted

as functions of temperature. For most of the peaks in the r range of 2 to 10 Å, the maxima
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(a)

(b)

Fig. 4.28 The evolution of diffraction spectra of Vit1 as functions of temperature during the
cooling process with an average cooling rate of 3.35 K/s. (a) the spectra in 2.0-10.0 Å-1, (b)
the spectra between 2.0 and 4.0 Å-1.
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Fig. 4.29 The pair distribution function of Vit-1 alloy at several critical temperatures for
phase transition during cooling process at a cooling rate of 3.35 K/s with an offset of 3.0 in
y direction.

(a)
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(b)

Fig. 4.30 The evolution of pair distribution functions of Vit1 as a function of temperature
during the cooling process with an average cooling rate of 3.35 K/s. (a) the G(r) in 0 - 16.0
Å, (b) the G(r) between 2.0 and 8 Å, and (c) the G(r) between 8 and 16 Å.

increased dramatically when the temperature decreased from 627.3 °C to 473.7 °C, then it

experienced a slow increase until the temperature further decreased to 200 °C.

Fig. 4.32 shows the shifts of all the peaks of G(r) in the four atomic shells as a function

of temperature. In the 2st shell, when the temperature decreased from 627.3 °C to 473.7 °C,
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(a) 1st Shell (b) 2nd Shell

(c) 3rd Shell (d) 4th Shell

Fig. 4.31 The maxima of all peaks in the four atomic shells as functions of temperature for
the case shown in Fig. 4.26.

the peak position of S2_HP1 shifted to 4.58 Å, which is very close to the peak position of

S2_P1 (4.80 Å). While the peak position of S2_P2 and S2_HP2 shifted back to low r. The

peak position of S3_HP2 and S3_HP4 in the 3rd shell, and S4_P2 in the 4th shell shifted to

low r when temperature decreased from 627.3 °C to 473.7 °C. However the peak position of

S3_P1, S4_P1 and S4_HP1 shifted to high r. The rest of peaks, S2_P1, S2_P3, S3_HP1 and

S3_HP3 disappeared at 627.3 °C.
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Fig. 4.32 Shifts of all peaks in the four atomic shells as functions of temperature for the
case shown in Fig. 4.26.

4.2.2.3 Cooling rate of 0.79 K/s

An effect of even slower cooling rate of 0.79 K/s on the structure changes were studied

and presented in this section. Fig. 4.33 shows the measured temperature profile of the Vit1

sample using a controlled average cooling rate of 0.79 K/s. The diffraction patterns acquired

at the marked temperatures in Fig. 4.33 were also presented. A total of 1557 diffraction

patterns were acquired for this case.
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Fig. 4.34 The diffraction spectra acquired for Vit1 alloy at each critical temperature during
cooling with an average cooling rate of 0.79 K/s. The curves are stacked with an equal
spacing of 3,000 counts in y direction.

Fig. 4.34 shows the stack of I(Q) curves integrated from those patterns shown in Fig.

4.33. The crystalline phases were formed when the temperature decreased from 648.2

°C to 502.9 °C, which is clearly revealed by the changes of the diffraction spectra with

temperature.

Fig. 4.35 shows a waterfall plot of diffraction spectra obtained at different cooling

temperatures. The maxima of the diffraction peaks slowly increased when the temperature

decreased from 648.2 °C to 502.9 °C, which is very similar to the previous cooling case.

However the maxima of first peak is ∼ 3000, which is much higher compared to the previous

cooling case (∼ 2300) at the temperature of ∼ 101.0 °C.
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(a)

(b)

Fig. 4.35 The evolution of diffraction spectra of Vit1 as functions of temperature during the
cooling process with an average cooling rate of 0.79 K/s. (a) the spectra in 0.0 to 10.0 Å-1,
(b) the spectra between 2.0 and 4.0 Å-1.

Fig. 4.36 shows the corresponding G(r) at each temperature marked in Fig. 4.33. A

dramatic increase of peak intensity can be found from 648. 2 °C to 551.7 °C in 73 s. Then
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Fig. 4.36 The pair distribution functions acquired for Vit1 alloy at each critical temperature
during cooling with an average cooling rate of 0.79 K/s. The curves are stacked with an
equal spacing of 3.0 in y direction.

(a)
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(b)

(c)

Fig. 4.37 The evolution of pair distribution functions of Vit1 as a function of temperature
during the cooling process with an average cooling rate of 0.79 K/s. (a) the G(r) in 0 - 16.0
Å, (b) the G(r) between 2.0 and 9 Å, and (c) the G(r) between 8 and 16 Å.

it followed by a slow increase from 551.7 °C to 502.9 °C in 44 s. The dynamic evolution of

G(r) with temperature is given by the waterfall plot in Fig. 4.37.

Fig. 4.38 shows the changes of peak maxima with temperature. The maxima increased

slowly when the liquid cooled down from 758.8 °C to 648.2 °C. Then it increased rapidly
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(a) 1st Shell (b) 2nd Shell

(c) 3rd Shell (d) 4th Shell

Fig. 4.38 The maxima of all peaks in the four atomic shells as functions of temperature for
the case shown in Fig. 4.33.

during crystallisation when temperature further decreased from 648.2 °C to 502.9 °C in 117

s. In the rest of the cooling process, the peak maxima continued to increase.

Fig. 4.39 shows the shifts of all peaks in the four atomic shells with temperature. The

peak position of S2_HP1 shifted to high r, while that of S2_P1 shifted to low r during the

crystallisation. The peak position of S2_P2 and S2_P3 in the 2nd shell dramatically shifted

to low r at 604.6 °C. Then they remained the same positions during the rest of cooling

process. The peak position of S3_HP2 suddenly shifted to the high r at 604.6 °C, and then

slowly shifted back to low r. The peak position of S3_P1 and S3_HP4 shifted close to each

other when the temperature decreased from 648.2 °C to 551.7 °C. The same trend was

observed from the peak shift of S4_P1 and S4_P2.
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Fig. 4.39 Shifts of all peaks in the four atomic shells as functions of temperature for the
case shown in Fig. 4.33.

4.2.2.4 PDFs for all cooling rates

Fig. 4.40a shows PDFs of Vit1 after solidification and measured at room temperature for

all the average cooling rates studied in this research, and clearly it can be seen that, the

structure formed at the average cooling rate from 0.79 K/s to 4.44 K/s is crystalline structure,

while the structure formed at the rest of cooling rates is amorphous structure.

Fig. 4.40b shows the changes of peak intensity of the first PDF peak with different

cooling rates. In general, as average cooling rate increases, the peak intensity is decreased.

The peak intensity experiences a rapid decrease from 0.79 K/s to 4.44 /s as shown in Fig.

4.40b.
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(a)

(b)

Fig. 4.40 (a) Pair distribution functions for Vit1 with all the average cooling rates studied,
and (b) the changes of peak intensity of the first PDF peak with the average cooling rate.
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4.3 Summary

In this chapter, the composition dependant structure changes, and temperature dependant

structure evolution were presented. The composition dependant studies revealed that the

structure order is very sensitive to alloy composition. As demonstrated by the PDF study of

CuZr binary alloy, although a wide glass formation range for different concentration of Zr,

the local structure changes with composition. The PDF study of NiTi alloy suggested that a

small variation of composition leads to a dramatic change of structure.

For Vit1 alloy, the evolution of structure is very sensitive to the history of processing.

Clearly different structure was formed at different thermal conditions, i.e, heating rate of

1.5 K/s, and different cooling rates of 14.7 K/s, 3.35 K/s and 0.79 K/s. The crystallisation

temperature changes with the cooling rates. Different critical temperatures for phase

transition, and atomic structure evolution with temperature which were revealed by the

evolution of scattering spectra in Fourier space and pair distribution functions in real space.

Using a real space refinement method, the reconfiguration of several dominant partial atomic

pairs, such as Zr-Zr, Zr-Cu, Cu-Cu, were found to be responsible for structure evolution.



Chapter 5

Experimental result 2 – the structure of

bulk metallic glass matrix composites

In this Chapter, a ZrTi based bulk metallic glass matrix composite, DH3 originally developed

by Hofmann, et al [62] was chosen to study and characterise (1) the atomic structure across

the amorphous-crystalline interface, (2) the 3D morphologies of the crystalline dendrites,

and (3) the nano and microstructure evolution when the composite is subject to thermal

shock, i.e, fast Joule heating induced by a high density electric current.

5.1 As-cast microstructure and amorphous-crystalline in-

terface

Fig. 5.1 shows a typical as-cast microstructure. The dendrite-shaped phase is crystalline β -

Zr dendrite, and the rest is amorphous matrix [62]. The 2D images show that β -Zr dendrites

are a few to a few tens of µm in length and uniformly distributed within amorphous matrix.

The true 3D morphology of β -Zr dendrites is described in section 5.2. Between amorphous

matrix and β -Zr dendrites, there exists a distinct interface as highlighted in Fig. 5.1b, across

which a structure transition from amorphous to crystalline state occurs.
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(a)

(b)

Fig. 5.1 Typical SEM images of as-cast microstructure of DH3 alloy at (a) low and (b) high
magnification.

Fig. 5.2 presents the elemental distribution across the amorphous-crystalline interface

along the red line in the inserted TEM image. Line scans clearly show the concentrations

of Zr, Ti and Nb are lower, but that of Cu is higher in amorphous region. Hence, the

concentrations of Zr, Ti and Nb are higher in β -Zr dendrites. Be element can not be detected

by EDX. The average width of amorphous-crystalline interface is proximately 50-100 nm,

as clearly seen by the composition profiles in Fig. 5.2.



5.1 As-cast microstructure and the amorphous-crystalline interface 162

Fig. 5.2 Elemental line scans across amorphous-crystalline interface using EDX.

Fig. 5.3 shows four typical HRTEM images for the crystals, fully amorphous matrix,

nanocrystals, and the transition region within the interface, where, transition of atomic

structure from randomly arranged patterns to more regularly-arranged patterns is clearly

demonstrated Fig. 5.3d.

Two conventional reciprocal (Fourier) space methods, FFT, ACT were used to analyse

and characterise the atomic structure transition in the interface region. FFT diffraction

patterns can be used to characterise the structure transition in a relatively long range, i.e, a

few nano metres, while ACF is able to provide more structure information in medium range

order (5 - 10 Å) [4].

In addition, two real space methods are used to characterise the atomic structure tran-

sition in a short and medium atomic range based on the HRTEM images. Firstly, the

HRTEM was processed to extract the "atoms" like particles and their coordinates. Sec-

ondly, VT and 2D PDF methods were used to assess the local structural ordering across

the amorphous-crystalline interface. The details of each method are described in section.

3.5.2.2.
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(a) (b)

(c) (d)

Fig. 5.3 Four typical HRTEM images of (a) crystals, (b) amorphous matrix, and (c), nanocrys-
tals near the interface, (d) a transition from amorphous matrix to crystalline phase.

5.1.1 Local order characterisation using FFT and ACF in Fourier

space

Fig. 5.4a shows a HRTEM micrograph that contains structure transition, and the interface is

marked by a yellow dotted curve. The micrograph is divided into 16 templates, each with a
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(a)

(b)

Fig. 5.4 (a) A TEM image taken in the amorphous-crystalline interface region, and the
defined templates for FFT operation with index. (b) The corresponding patterns for each
template after FFT operation.
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size of 6.4 × 6.4 nm and with an X-Y index assigned as shown in Fig. 5.4a. Each template

is Fourier transformed to obtain its diffraction pattern as shown in Fig. 5.4b.

For example, template (0, 3) has several bright spots, and is typical diffraction pattern for

ordered crystalline structure. While, template (3, 0) is characterised by a faint and diffuse

halo, indicating a fully amorphous structure.

Fig.5.4b shows the FFT patterns for all templates. Clearly, (1, 0), (2, 0) and (3, 0) are

fully amorphous with the typical diffuse halo. While, (0, 1), (0, 2), (0, 3), (1, 2), (1, 3), (2, 2),

(2, 3), (3, 2), (3, 3) have bright spots, and are typical diffraction pattern of crystalline phases.

The rests labelled as (0, 0), (1, 1), (2, 1), (3, 1) are located in the amorphous-crystalline

interface region, which are characterised by a combination of bright diffraction spots and

faint diffuse halo.

Clear, the change of the features of the FFT pattern for each template reveals the

transition from amorphous to crystalline state. For example, in second column from (0, 1) to

(3, 1) in Fig. 5.4b, the bright diffraction spots gradually fade out and diffusive halo became

more obvious. This gradual change on the FFT image reflects the atomic structure change

shown in Fig. 5.4a.

MRO is also an important characteristic structure of bulk metallic glass [68, 4], which

significantly affects the mechanical properties [191]. ACF is a commonly used method to

characterise the MRO in amorphous phases [133, 191]. The size of ACF template is often

chosen to be very close to the dimension of MRO, i.e, 5–20Å. The ACF template presented

in Fig. 5.5 is obtained by further dividing the template used in the FFT analysis into 3 ×

3 sub-templates, each of which has the size of 2.13×2.13 nm. These ACF templates are

re-indexed as (x,y) in the range of (0 ∼ 12, 0 ∼ 12).

As shown in Fig. 5.5a, for the crystalline phase, the ACF templates exhibit periodic

ordered patterns, while for amorphous phase, they have disordered aperiodic patterns. No

apparent MRO transition from crystalline to amorphous state within the interface region is

observed.
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The 3D surface plot of ACF patterns in Fig. 5.5b provides more information about

the distribution of MRO within the interface. The altitude of the 3D surface reflects the

grayscale for each pixel in 2D ACF patterns.

(a)

In Fig. 5.5b, the ACF patterns with low grayscale (represented in z-axis) often reveal

more disordered structure, while the ones with high grayscale intensity often reveals more

ordered structure. Within the crystalline region, all the ACFs display regular periodic

patterns with similar grayscale intensity, which altogether form a flat surface. However,
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(b)

Fig. 5.5 The 2D and 3D surface plot of the Autocorrelation function templates calculated
based on HRTEM image presented in Fig. 5.4.

for the amorphous region, the surface plot of ACF patterns are distributed with rising and

falling, and the altitude of each pattern is different from each other.

In general, Fig. 5.5b shows that the high level of grayscale can represent a high level of

MRO, and vice versa. The ACF templates such as (4,2) (5,2) (6,2), show different level of

grayscale, which reveal these three local regions have different level of medium range order,

although they are identified as the amorphous structure using FFT.
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5.1.2 PDF "atoms" and local ordering in real space

The FFT and ACF are useful for characterising the local ordering in the medium to long

r range, while the image processing based real space method can provide more structure

information for the local region.

Using the image processing method described previously in section 3.5.2.2, the original

HRTEM image (Fig. 5.6a) was transformed into the image as shown in Fig. 5.6b. This

processing transforms the atom-like dots (Fig. 5.6a) into indexable particles (Fig. 5.6b).

Based on these indexable particles, then VT and 2D pair distribution function were used to

analyse the atomic structure.

Although it is intuitive to consider these “atoms” like particles as atoms, in reality, they

are formed as the cumulative effect of all the atoms been imaged along the electron beam

path across the sample thickness of ∼ 30-40 nm. However, the local order shown in the

original HRTEM is not altered by the grayscale manipulation during image processing

because it can be validated by the fact that the ACF of the “atoms” like particles in the

processed image are identical to that from the original HRTEM. Statistically, the local order

of the processed image should be similar to the original image, in other words, the “atoms”

like particles configuration obtained from processed micrograph can be used to reveal the

nature of the local ordering.

Fig. 5.7a presents some nanocrystals that are formed within the amorphous matrix, and

each is isolated by amorphous matrix. The ordered to disordered structure transition from

nanocrystalline-amorphous-nanocrystalline in real space can be revealed by Voronoi cell

analysis.

Fig. 5.7b presents Voronoi cells calculated based on all the centroids of “atoms” like

particles from Fig. 5.7a. In Voronoi tessellation analysis, a 2D lattice often gives an irregular

honeycomb tessellation with equal hexagons. As shown in Fig. 5.7b, the body centred cubic

β -Zr crystalline phase has a regular honeycomb cell with equal hexagons, which is normally
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(a)

(b)

Fig. 5.6 (a) The original HRTEM image showing order to disorder transition in the interface
region. (b) “Atoms” like particles reproduced from (a) through image processing, and the
image processing method is detailed in section 3.5.2.2.
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(a)

(b)

Fig. 5.7 (a) The original HRTEM image showing nanocrystals separated by amorphous
matrix. (b) the corresponding Voronoi cells calculated based on (a).
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Fig. 5.8 The pair distribution function of each template shown in Fig. 5.6b calculated from
the processed HRTEM. The top row is the PDF of amorphous matrix from X-ray scattering;
The second is the 2D PDF for the templates (0, 0), (0, 1), (0, 2) from the processed HRTEM;
The third is for the templates (1, 0), (1, 1), (1, 2); The fourth is for the templates (2, 0), (2,
1), (2, 2);The bottom row is for the PDF of crystalline phases from X-ray scattering.

given by 2D triangular lattice. The Voronoi cells of β -Zr crystals tend to be irregular near

amorphous-crystalline phase interface.

In Fig. 5.7b, from bottom to top, the Voronoi cells gets more disordered and irregular

due to the structure transition, however the decreasing density of the Voronoi cells is caused

by less particle centroids extracted from the processed image, due to the grayscale variation

in amorphous region.
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5.1.3 Pair distribution function from HRTEM and X-ray total scatter-

ing

Pair distribution function is often used to characterise the local structure in atomic scale

experimentally using X-ray or neutron scattering as presented in Chapter 4. Here, a 2D

HRTEM image based PDF method is used to characterise the local order within the interface

region. All the centroids of the "atoms" like particles in Fig. 5.6b are extracted , then these

centroids are used to calculate the 2D PDF using the method described in section 3.5.2.2.

It is necessary to compare and validate the pair distribution function g(r) obtained

from the HRTEM image with the reduced pair distribution function G(r) from synchrotron

X-ray total scattering. G(r) can be theoretically converted to g(r) through the inverse

relation of g(r) = G(r)/4πρ0r+1 with a known number density, which can be evaluated

from the slope of straight line of G(r) as r → 1 [21]. However, practically it is difficult

to obtain the exact value of ρ0, and also it is not necessary to get the exact value of g(r)

for comparison. Hence, it is reasonable to find a coefficient C ∝ 4πρ0 to rescale the G(r)

to the similar intensity with g(r). The pair distribution function g(r) calculated from the

processed HRTEM micrograph is quite noisy due to the limited centroids of particles for

the PDF calculation. Therefore before comparison, the FFT filter is used to filter out the

high-frequency noise and smooth the original PDF spectra.

As revealed in Fig. 5.8, the pair distribution function, g(r) of templates (0, 0), (0, 1), (0,

2) in Fig. 5.6b, is characterised by two dominant peaks at 2.7 Å and 5.1 Å, and the rest of

g(r) in long r range (7.5–25.0 Å) tends to be 1, which is very similar to the g(r) obtained

using x-ray total scattering for amorphous phase. The resulting g(r) is consistent with the

disordered “atoms” like particle configuration of the processed HRTEM micrograph within

the templates (0, 0), (0, 1), (0, 2) in Fig. 5.6b. For g(r) of crystalline phase, in addition

to the two dominant peaks having the similar peak position as amorphous phase, there are

many minor peaks existing in the medium to long r range. The peak splits due to separation
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of two neighbouring atomic shells, are apparent in the g(r) for templates (2, 0), (2, 1), (2, 2)

in Fig. 5.6b, which is also validated against to the g(r) obtained using X-ray total scattering.

As shown in Fig. 5.8, a transition from the amorphous to crystalline phase is revealed

through g(r) from templates (2, 1), (1, 1), (0, 1) within the phase interface marked in Fig.

5.6b, in which more medium range peaks emerge and oscillate around unity in templates (1,

1), (0, 1), while only two broad dominant peaks exist up to 7 Å in template (2, 1). The peak

intensity of g(r) in template (0, 1) is relatively higher than that for the template (1, 1), which

implies an increase of local structural contribution from crystalline phase to total g(r). For

the g(r) of crystalline phase in the templates (0, 2), (1, 2), (2, 2), there are apparent peak

splits in the second shell comparing to the amorphous phase.

5.2 Structure change of bulk metallic glass matrix com-

posite under thermal shock

The morphology, size, volume fraction and distribution of the dendrites are key factors

that control the mechanical properties of the bulk metallic glass matrix composite [62]. In

addition to the conventional 2D characterisation, 3D morphologies revealed by tomography

can provide more rich information about the true structure. Also as an extreme case of

heating process, thermal shock process significantly affects the behaviour of structure

transition and thermal stability of the BMGMCs.

In this section, a multiscale structure characterisation of as-cast and thermally shocked

DH3 alloy is presented, including 2D and 3D morphologies of as-cast and thermally

shocked DH3 revealed by SEM, X-ray microtomography, FIB-SEM nanotomography;

phase identification and volume fraction by neutron diffraction; nucleation and growth of

the newly formed crystalline phases reveal by SEM.
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5.2.1 2D characterisation of microstructure changes

Fig. 5.9a shows a typical backscatter scanning electron micrograph for the as-cast sample.

Dendrites (light regions with composition of Zr43.2Ti41.1Nb14.3Cu1.4, often called β -Zr) are

uniformly distributed in the amorphous matrix (Zr32.1Ti18.8Nb3.3Cu9.8Be36.0 [62]). For the

sample thermally shocked to 650 °C, two more phases (light and dark) are visible in Fig.

5.9 b,c.

Fig. 5.9 Typical SEM for (a) the as-cast sample; and samples thermally shocked to (b) 650
°C (550 °C preset), to (c) 650 °C (600 °C preset) and (d) to the point of melting (700 °C
preset).

5.2.2 Phase characterisation using neutron diffraction

Fig. 5.10 shows neutron diffraction patterns for the as-cast region and 650 °C thermally-

shocked region of rod bar. For the as-cast region, the dominant β -Zr phase (magenta)
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was found within the amorphous matrix (green) together with a small trace of ZrBe2 and

Zr2Cu phases. The ZrBe2 and Zr2Cu signals may arise from diffraction of the large neutron

beam (15× 15mm) from the thermally shocked region, because neither of these phases

was observed in the SEM images of the as-cast sample. For the 650 °C thermally-shocked

sample, the aforementioned three crystalline phases were also observed.

Fig. 5.10 Neutron diffraction spectra for (a) the sample thermally-shocked to 650 °C,
showing profile fits for the β -Zr, ZrBe2, and Zr2Cu phases, and (b) the as-cast sample with
fits for the β -Zr, amorphous matrix, ZrBe2 and Zr2Cu phases.

Volume fractions, calculated from the fitted spectra, are summarised in Fig. 5.15. Much

higher volume fractions of the Zr2Cu, and ZrBe2 are present in the thermally-shocked

samples. The crystallisation of DH3 is different from the nanocrystallisation behaviour

of Vit1 [58] induced by pulsed electric current reported by Yao [197], which followed the

sequence of amorphous → amorphous + icosahedral phase→ Be2Zr + Zr2Cu + Ni7Zr2 +

FCC structure phase + others→ Zr2Cu + Ni7Zr2 +face-centred cubic (FCC) structure phase
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+ others. ZrBe2 and Zr2Cu appeared to grow together into the amorphous matrix. For the

as-cast sample, it was not possible to calculate the volume fraction for the amorphous matrix

from the diffraction data since amorphous material cannot be modelled crystallographically

without employing auxiliary methods, such as introducing the internal or external standard

to compare with the unknown amorphous phases [198].

5.2.3 3D characterisation of microstructure changes

5.2.3.1 3D microstructure of β -Zr dendrites

Fig. 5.11 and 5.12 show the 3D microstructures of the as-cast and thermally shock DH3

obtained using synchrotron X-ray microtomography, respectively. As shown in Fig. 5.13a,

the quantitative information extracted from this single dendrite indicates that most of the

secondary dendrite tips have curvature radii ranging from 35 to 80 µm; their roots have

curvature radii ranging from 8 to 15 µm; arm spacing ranges from 4.4 to 6.5 µm. And a 3D

measurement was also given to characterise the mean curvature distribution of the dendrite

surface. Fig. 5.13b shows the mean curvature ranged from -1.2 to 1.2, where the dendrite

tips primarily have a curvature of 1.2, while the dendrites roots have a curvature of -1.2.

5.2.3.2 3D nanostructure of the intermetallic phases

Fig. 5.12 shows that, for the thermally shocked sample, the primary β -Zr dendrites were

slightly dissolved at the dendrite-amorphous matrix interface and the dissolved layer turned

into the two new phases (Zr2Cu and ZrBe2), and almost all amorphous matrix had been

transformed into these two phases. However, the spatial resolution of the X-ray microto-

mography was insufficient to allow intermetallic grains (some of which were sub-µm in

size) to be differentiated clearly. Therefore FIB-SEM nanotomography with the effective

pixel size of 25 × 25 × 50 nm, was used to study these phases.
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Fig. 5.11 3D morphologies of primary β -Zr dendrites in the as-cast sample, with the
amorphous matrix hidden for ease of visualisation.

Fig. 5.12 3D morphologies of secondary ZrBe2 (yellow), Zr2Cu (purple) intermetallics and
primary β -Zr dendrites (other colours) of the 650°C thermally-shocked sample.
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(a)

(b)

Fig. 5.13 (a) A typical β -Zr dendrite and measurement of arm spacing and curvature radii.
(b) 3D mean curvature of the typical β -Zr dendrite, the colour band is in the range of -1.2 to
1.2 (µm−1).
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Fig. 5.14 shows that the amorphous matrix was completely transformed into a highly

interconnected 3D network of eutectic microstructure of Zr2Cu and ZrBe2 with a minor

change of β -Zr dendrites, which is different from the amorphous matrix within the as-cast

sample. The powerful combination of X-ray microtomography with FIB-SEM nanotomog-

raphy allowed to characterise the 3D structure from nano- to micro- scale.

5.2.4 Volume fraction and thermal stability

Volume fractions calculated for the different phases from SEM imaging, X-ray microtomog-

raphy and neutron diffraction are summarised in Fig. 5.15. For β -Zr dendrites in the as-cast

sample, results from SEM and tomography are very similar. However for the thermally

shocked region, data from tomography for the β -Zr dendrites are 10% higher than those

obtained from neutron diffraction and SEM, and lower for the two new ZrBe2 and Zr2Cu

phases. This is most likely due to the difficulties in segmentation of ZrBe2 and Zr2Cu

phases. The grain sizes are typically just a few micrometre in length, approaching the spatial

resolution of the X-ray tomography. Therefore the volume fractions derived from neutron

diffraction and SEM are more accurate.

The data in Fig. 5.15 indicate that during thermal shock process (650 ºC), 8 % (by

volume) of the β -Zr dendrites were converted into the two new phases. The sample thermally

shocked to above 700 ºC was completely melted and regained its as-cast microstructure

after solidification.

5.2.5 Structure changes in the transition region

Previous studies [199, 200] of isothermal annealing have found that quasicrystals nucleate

(and then grow into nanocrystals) within the glassy matrix. However, in this study it is

found that nucleation and growth occur predominantly at dendrite-matrix interfaces.

Fig. 5.16a-c show the typical microstructure of the transition region between the as-cast

and the thermally-shocked region for the 650 °C sample. It indicates that the majority of
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Fig. 5.15 Volume fractions of β -Zr, ZrBe2 and Zr2Cu calculated from SEM 2D images,
X-ray tomography and neutron diffraction.

the new Zr2Cu and ZrBe2 crystalline phases, nucleated at the interface and grew together

into the amorphous matrix in a form of eutectic growth [66]. Some of the Zr2Cu and ZrBe2

phases (Fig. 5.16 d,e) were also found to nucleate directly from the amorphous matrix

and grow into the surroundings, similar to those found in most nanocrystallization studies

[201, 189, 202]. Fig. 5.17 shows a gradual growth of intermetallic phases from the as-cast

region to the thermally shocked region, which covers the whole transition region.
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Fig. 5.16 (a) Eutectic growth of the needle phases Zr2Cu (dark) and ZrBe2 (light) found
in the transition zone between the thermally shocked region and the as-cast region for
the sample shocked to 650°C (marked by a red oval in Fig. 3.14). (b) and (c) are the
enlarged magnification of the framed areas in (a) and (b) respectively.(e) and (f) are the
enlarged magnification of the framed areas in (a) and (e), illustrating the intermetallic phases
nucleated directly from the amorphous matrix and grew into the surroundings.
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5.3 Summary

In this chapter, structure studies of a bulk metallic glass matrix composite i.e, DH3, were

presented. Section 5.1 presented the ordered to disordered structure transition within the

amorphous-crystalline phase using HRTEM. Several HRTEM image based methods, i.e,

FFT, ACF, voronoi tessellation, 2D PDF, were employed to characterise the structure

transition.

Section 5.2 presented the multi-scale structure characterisation of DH3 alloy under

thermal shock using several characterisation methods. The X-ray microtomography and FIB-

SEM nanotomography revealed the 3D morphologies of the β -Zr dendrites and intermetallic

phases induced by thermal shock. The event of nucleation and crystal growth of the newly

formed intermetallic phases was also revealed using SEM.



Chapter 6

Phase-field crystal modelling of ordered

to disordered structure changes

A number of theories and models have been developed in the past 30 years [203] to study and

understand the fundamentals of order-to-disorder structure transition [204]. For example,

in the condense matter physics community, mode coupling theory [205] and molecular

dynamics (MD) method [? ] have been used to study the initial stage of atom slowing down

in a supercooled liquid due to the increase of viscosity. The dynamic density functional

theory (DDFT) method [206, 77, 207] with a conserved form of motion equation has also

been used to resolve the order-to-disorder transition in glass formation [164, 208]. However,

as explained by Jaatinen [169], using DDFT to resolve the sharp peaks in density field leads

to serious computing problems. Therefore, physics and materials science communities are

currently developing more generic modelling frameworks to study and understand the order

to disorder structure transition.

Elder, et al [165] firstly proposed the phase-field crystal (PFC) methodology for such

research in 2002, Since then, extensive studies and model development have been made

in physics and materials science communities concerning PFC. Recently, dynamic density

functional theory and thermodynamic concepts have been also linked to PFC to extend the

modelling framework. PFC model operates at atomic length scale ( Å–nm) and diffusive
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time scales (µs–ms), and is a computationally efficient alternative to molecular dynamics

simulation methods. In 2009, Chan [170] developed the vacancy PFC model, which can

be used as a MD model to simulate the liquid structure and also the vacancy diffusion in

amorphous solid at atomic scale. In 2011, Berry [209, 172] successfully employed vacancy

PFC to investigate glass transition and crystallisation in a super-cooled liquid.

In this chapter, the VPFC model is used to study the atomic ordered-to-disordered

structure transition for a binary and a ternary alloy in different thermal and compositional

conditions including the effect of different cooling rates, atomic size ratio, and chemical

composition, providing more quantitative insight on understanding the ordered-to-disordered

transition of the materials studied.

6.1 Vacancy phase-field crystal model for binary alloys

The VPFC model used in this research is based on the conserved form of motion equation

of a binary alloy PFC model first proposed by Elder, et al [165], and the modified highly

nonlinear free energy functional from the pure VPFC proposed by Chan et al [170]. The

modified alloy coupling term proposed by Robbin et al [171] is also adapted here.

Firstly, the dimensionless free energy functional of a binary alloy can be described by:

F =
∫

d⃗r [ fAA + fBB + fAB] (6.1)

Where fii is the free energy density for pure atom A and B [170], and fAB is the coupling

term of free energy density describing the interaction between atoms A and B [171]. A

specific form of the free energy density function is used here:

fii =
ni

2
[ri +

(
q2

i +∇
2)2

]ni −
wi

3
ni

3 +
ui

4
ni

4 +Hi(|ni|3 −ni
3) (6.2)
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and,

fAB = rAB ·nA ·nB (6.3)

Where ni is the scaled time averaged number density of atom A and B; ri is related to the

liquid modulus; qi defines the equilibrium distance between atoms of the same species, and

the smaller qi is, the larger the atomic size; and Hi and rAB are constants for Vacancy terms.

The terms multiplied by Hi counter-balance ni when ni < 0, and are the unique feature of

the VPFC model [170]. wi and ui are derived from the nonlinear terms of DDFT free energy

functional [165]. The physical meaning of these VPFC parameters and the default values

for them are listed in Table. 6.1.

The conserved equation of motion, the so-called model B [177] is adopted here to

describe the dynamics of the time averaged number density fields. Diffusive relaxations are

described through a direct minimisation of the local free energy functional, and all dynamic

processes on shorter time scales (i.e, atom vibration) can be absorbed into a stochastic noise

term, given by

∂ni

∂ t
= ∇

2 δF
δni

+Aξ (6.4)

Where, ξ is the conserved noise satisfying the fluctuation-dissipation theorems [210]:〈
ξ (⃗x1,⃗ t1)ξ (⃗x2,⃗ t2)

〉
= η∇2δ (⃗x1 − x⃗2)δ (⃗t1 − t⃗2).

The equation can be rewritten as,

∂ni

∂ t
= ∇

2 δF
δni

+A∇η (6.5)

where η is a 2D vector whose components are independent Gaussian white noise

(as shown in Fig. 6.1) - a basic noise model used in information theory to mimic the
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Fig. 6.1 The illustration of Gaussian white noise used in the simulation. The amplitude of
noise is set to 0.0001.

effect of many random processes that occur in nature, which can be computed by the

Box-Muller transformation [211]. A is the amplitude of stochastic thermal noise, which can

be considered as temperature [172]. In addition, the parameter rA,rB can be also considered

as temperature in the simulation (detailed in section 6.4). The functional derivative can be

calculated by [212]:

δF
δnA

=
∂ f
∂nA

+∇
2 ∂ f

∂∇2nA
+∇

4 ∂ f
∂∇4nA

... (6.6)

Here f is the free energy density, defined as f = fAA+ fBB+ fAB. After substituting δF
δnA

into Eq. 6.5, the final form of the VPFC model for component A (or B) can be written as,

∂nA

∂ t
= ∇

2
(

1
2

[
rA +

(
q2

A +∇
2)2

]
nA +NA + rAB ·nB

)
+A∇η (6.7)
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Where, the nonlinear terms is defined as NA =−wA ·nA
2 +uA ·nA

3 +3HA · (|nA|−nA) |nA|.

The physical meaning for all the VPFC model parameters and the values used in this

study are summarised in Table. 6.1.

Table 6.1 The parameters used for the VPFC model in this study [170, 78, 171].

Parameter *value physical meaning

n̄i 0.15 mean value of number density of i, represents composition changes

ri -0.9 liquid bulk modulus, represents temperature

rAB 2 coefficient for the coupling term

qi 1 the equilibrium distance between same atoms, represents atomic size

Hi 1500 coefficient of vacancy term, constant

wi 0 coefficient of polynomial part of free energy density, constant

ui 1 coefficient of polynomial part of free energy density, constant

η thermal noise

A 10−5 amplitude of thermal noise

* represents default values for the parameters.

6.2 Numerical methods, code and parallel computing sch–

emes

In Eq. 6.7, there are several high-order, even-powered gradient terms, and it is difficult to

derive an implicit Euler numerical scheme for the gradients terms. We therefore adopted the

semi-implicit Fourier pseudospectral method (PSM) [176, 177, 213, 214] to solve Eq. 6.7.

Using Fourier PSM, all the even-powered gradient terms are converted into even-powered

algebraic expressions of the wave vector in the Fourier space (frequency space). PSM is

particularly powerful for solving equations that exhibit periodic solutions such as those

in this PFC model. After applying Fourier transformation on both sides of Eq. 6.7, and
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using the forward finite difference method for time marching, the PSM discretion of Eq. 6.7

without the thermal noise term can be written as:

n̂t+dt
A

=
1

1−dt∆k
2CAA

n̂t
A
+

dt∆k
2

1−dt∆k
2CAA

N(n̂t
A
)+

1/2dt∆k
2

1−dt∆k
2CAA

n̂t
B

(6.8)

where Cii = ri +
(
q2

i +∆k
2)2

is the Fourier transformation of the direct two particle

correlation of atom i; ∆k
2 is the discrete Fourier space representation of the ∇2 for a finite

size system; N(n̂i) =−win̂2
i +uin̂3

i +3Hi(|n̂i|− n̂i)|n̂i| is the Fourier transformation of non-

linear term; The n̂ represents the Fourier transformation of number density. In addition, the

thermal stochastic noise term can be discretised as:

∇⃗η⃗i, j = ∑

(
ηi+1, j+1 +2ηi+1, j −ηi−1, j−1 −ηi−1, j+1 −2ηi−1, j +ηi+1, j−1

8∆x

)
(6.9)

Where, i, j denote the grid indices in the computational domain, and ∆x is the spatial

step size.

Table 6.2 The computation parameters used in the simulations

Parameter value meaning

NX 512 Computation domain size in x direction

NY 512 Computation domain size in y direction

dx 0.785398 spatial grid size

dt 0.001 time marching step

Nt 500,000 Total computation steps

The PFC simulation is a computationally intensive process and can be speeded up by

implementing a parallel computing scheme [215, 216]. In the current model and numerical

scheme, there is no data exchange between the current grids and the adjacent grids. Hence,



6.2 Numerical methods, code and parallel computing sch–emes 192

a parallel computing technique (as detailed below) is employed to solve the discretised

equation 6.8.

Message passing interface (MPI) was implemented in the code to achieve the parallel

computing during the simulation. MPI is a standard method for distributed-memory par-

allelism, and each processor has its own separate memory. Hence parallel computing can

easily scale up for a cluster of many thousands of processors. Each MPI process only stores

a portion of the data to be transformed. In our research group, we have a Dell PowerEdge

C6145 Rack Server (AMD Processor-based 2U Rack with 64 cores and 512 GB memory)

and is suitable for using MPI parallelism.

Fig. 6.2 shows the flow chart for the simulation. After defining the necessary variables

and arrays, the model parameters, such as ri, qi, initial values of number density, i.e, n̄i,

and computation parameters, i.e, dt, dx and Nt as listed in table. 6.2, are assigned by the

values provided in the parameter input file. Since the current numerical scheme involves

the parallel computing, the MPI environment has to be established initially, which is called

MPI plan in FFTW library terminology.

After the initialisation of model parameters and number density field, the solving of

discretised equations can be allocated to each MPI process, i.e, np = 0, np = 1 (No. of

process) as presented in Fig. 6.2. For each MPI process, the linear factors and non-linear

factors of number density and non-linear term, such as 1
1−dt∆k

2CAA
in Eq. 6.8 are calculated

before evaluating the increment of number density.

For each time step, the non-linear term is computed in real space, then it is Fourier

transformed to Fourier complex number. In the Fourier space, the Fourier transformed

number density, a complex variable, is incremented for each step. After, the Fourier number

density is inverse Fourier transformed back to the real space, and then output by main MPI

process. The number density field, i.e, ni is incremented until the maximum time step is

reached during the computation loop.

During the computation, the Fourier transform and inverse Fourier transform was

performed using the routines defined in the Fast Fourier Transform West library (FFTW)
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Fig. 6.2 The flow chart for the numerical implementation of the VPFC model.

3.3.4 [178], which is a comprehensive collection of fast C routines for computing the

discrete Fourier transform (DFT). FFTW also implements the parallel FFTW routines for

parallel computing, which supports the MPI message-passing interface.

All these calculations are implemented by many processors using FFTW-MPI. The total

number of MPI processes can be assigned when launching the computation. For many

simulation cases, distributed-memory parallelism can easily pose an unacceptably high

communications overhead for small problems. However, as mentioned in previous section,

for VPFC simulations performed here, there is no data communication involved. Therefore,
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maximum computing capability (64 cores) can be employed to speed up the computation

without the communications overhead.

6.3 Computing environment, data processing and visuali-

sation

The numerical model is implemented in C language. All simulations were performed

in parallel using a 64-core linux computing server (Dell PowerEdge C6145) housed in

our research group. MobaXterm is used to remotely access the computing server. The

OpenMPI-1.6.5 library [217] is installed and configured for the MPI parallelism. The GNU

gcc compiler is used to compile the codes. The FFTW-3.3.4 library is installed and linked

during the compilation. When performing the simulation, the processor numbers can be

assigned by "-np" option right after "mpirun" command. For all the simulations, 32 MPI

processes are invoked during the computation.

The simulation data is output as Tecplot format. In addition to the indices i , j, three

number density fields, nA, nB and nmix for each grid are also output in the dataset. nmix

represents the total number density field, which is the maximum value from pure number

density field, nA and nB.

Based on those simulated patterns, FFT is used to convert them into the corresponding

reciprocal space patterns using the built-in function in ImageJ. Assuming simulated particles

are atoms, the FFT patterns are equvilant to the diffraction patterns as explained in section.

2.3.5.1. The FFT patterns can be used to study the order of the atomic structure from

different perspective. A false colour (look up table) [218] in imageJ is also used to adjust

the contrast of the default brightness and contrast.

The pair distribution function spectra presented in the chapter, are calculated using the

same method described in section. 2.3.5.1. The orientations of the simulated structure
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(ordered or disordered) are characterised by the orientation of each side of the Voronoi cell

of the particle patterns.

Firstly, the Voronoi cell map is obtained from the simulated particle patterns using the

same approach described in section. 2.3.5.1. Then the orientation angle of each side of

Voronoi cells is calculated using the "OrientationJ" plugin function in imageJ which is based

on the evaluation of the structure tensor in a local neighbourhood [219].

Delaunay triangulation often used in colloidal studies [220], is dual construction of the

Voronoi tessellation, where all the nearest neighbour pairs are connected by "bonds". More

focuses are often given to the bond length and bond angle. The Delaunay triangulation is

calculated based on the Voronoi cells using the “Delaunay Voronoi” plugin in Fiji [221].

The coordinates of all the vertex of the triangles generated in Delaunay triangulation is

output for bond angle calculation. Bond angle of the atoms, i.e, the angle of the Delaunay

triangles, is calculated using Cosine rule.

6.4 Numerical experiments and model sensibility studies

6.4.1 Parameters for temperature dependent simulations

The PFC free energy functional is derived from the Ryoichi Yamamoto functional [222], a

typical representative of the DFT functionals in solidification. Actually, all coefficients and

variables in PFC models are temperature related parameters [223, 166]. A widely accepted

and used variable to represent temperature in PFC model [78, 171] is ri, i.e, the liquid bulk

modulus[223, 166], and it has been shown to vary proportionally to T 2 for metallic ally

systems [224, 225], but has a linear relationship of T for refractory oxides [225]. Therefore,

for all simulations presented in this chapter, ri is referred as temperature [170, 172] and in

this study, temperature is simply defined as T =−r. The amplitude of the stochastic noise

term, A, remains constant, and it is considered as the energy fluctuations for the dynamic

process of structure evolution.
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In order to investigate temperature dependent atomic structure changes, a series of

isothermal transitions was simulated to test the sensibility of the model for structure changes.

The parameters tested for rA,rB are shown in Table 6.3, while other parameters showed in

Table. 6.1 and Table. 6.2 remains the same.

Table 6.3 The parameters used for simulating the isothermal transitions for binary alloys

Parameter value *T structure

ri

-1.7 1.7 liquid

-1.3 1.3 liquid

-0.9 0.9 crystalline

-0.5 0.5 crystalline

-0.3 0.3 crystalline

For simplicity, the temperature is defined as T =−r.

Fig. 6.3 presents the simulated structures, FFT patterns and pair distribution function

for all isothermal transition cases. The Fourier transformation and pair distribution function

calculation procedure are described in section 3.5.2.2. When T = 1.7, a disordered structure

is formed as revealed by the simulated atomic pattern, the FFT patterns (several concentric

halos in the Fourier space) and the pair distribution function. The simulated structure feature

resembles the pair distribution function of a liquid structure – a correlation hole, a strong

nearest–neighbour correlation, and a weak correlation with the atoms one or two atomic

spacings apart [161, 170].
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When T = 0.3, the simulated equilibrium phase is a well developed square-ordered

structure. The simulated pattern is made up of nano-crystals (tens of atoms) with different

orientations. In addition, there is sign of anisotropic features found in the diffraction pattern

for ordered structure in Fourier space. A more quantitative characterisation of the simulated

structure is shown more clearly by the pair distribution function where there is a series of

successive peaks in the range of r < 5. The peak height of the dominant peak is about 1.8.

For T = 0.5, T = 0.9, the simulated structure is still made of nanocrystals but with smaller

size comparing to those at T = 0.3. When T < 0.3, strip phases as shown in Fig. 6.4 were

found to appear [171]. Therefore, in the reasonable T range, T = 0.3 is taken as the lowest

temperature for a stable square crystalline structure [171].

Fig. 6.4 Simulated structure of the strip phase formed when T < 0.3.

Based on the above simulation, if it is assumed that T =1.7 represents the liquidus

temperature Tl of the binary alloy, while T =0.3 is the lowest temperature Ta. The cooling

rate then can be defined as C = Tl−Ta
Nt

. The different cooling rates can be obtained by

setting different values for the total computation step Nt , while Tl and Ta remain the same
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Table 6.4 Cooling rates used in the cooling effect studies for binary alloys

Simulated case Tl Ta Nt Cooling rate (C)

C1 1.7 0.3 5.5×104 2.8×10−4

C2 1.7 0.3 1.0×105 2.8×10−5

C3 1.7 0.3 2.0×105 9.3×10−6

C4 1.7 0.3 3.0×105 5.6×10−6

C5 1.7 0.3 4.0×105 4.0×10−6

Tl and Ta, represent the liquidus and lowest temperature, respectively.

Fig. 6.5 The cooling profiles used in the simulation.

thoroughly for all the simulation. Table 6.4 lists all the cooling rates studied, and Fig. 6.5

shows the cooling profiles used in the simulation.

6.4.2 Parameters for atomic size ratio and composition

The parameter qi, describing the equilibrium distance between the atoms of the same

elements in the PFC model [78, 171], can be used to represent the atomic size of the specie i.
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In the simulations, if qB for atom B is set to unity, while qA for atom A is changed, different

atomic ratios can be selected for the simulation. In this study, a cooling rate of 9.3×10−6

is chosen because it is the critical cooling rate for the formation of disordered structure in

the subsequent studies of cooling rates. Table 6.5 lists a set of atomic size ratios used in the

simulation.

Table 6.5 The atomic size ratio used in simulation for binary alloys

qA qB qA/qB cooling rate

1.0 0.1 1.0:0.1 9.3×10−6

1.0 0.3 1.0:0.3 9.3×10−6

1.0 0.5 1.0:0.5 9.3×10−6

1.0 0.7 1.0:0.7 9.3×10−6

1.0 0.9 1.0: 0.9 9.3×10−6

Average number density: ni=0.14.

The composition-dependent atomic structure can be simulated by setting different n̄, the

mean value of number density for element A and B. Chan [170] investigated the relationship

between the PFC atomic density, i.e, the number of atoms per unit area, and the mean value

of the number density n̄i. It is found that the PFC atomic density increases linearly with n̄i

until n̄i=1.5.

Robbin [171] also studied the effect of mean value of number density, n̄i on the formed

structure. It is observed from the simulation of the equilibrium state, a low n̄i leads to a

gas-like structure, a medium n̄i can form typical liquid like structure, and a high n̄total=0.28

gave an ordered crystalline structure.

In this study, a mean value of total number density of n̄total=0.28 is fixed, when that

of nA and nB varies. The composition is further defined as cB = nB/(nA + nB). Table.

6.6 summarises the compositions used in the simulation of the composition-dependent

atomic structure. The same cooling rate of 9.3×10−6 is adopted as before. However, an
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asymmetric atomic size ratio, i.e, qB/qA=0.8 is given for these composition studies. The

rest of parameter remains the same as default.

Table 6.6 The compositions used in the simulation for binary alloys

n̄A n̄B cB = n̄B/(n̄A + n̄B) qB/qA cooling rate

0.224 0.056 0.2 0.8 9.3×10−6

0.196 0.084 0.3 0.8 9.3×10−6

0.168 0.112 0.4 0.8 9.3×10−6

0.14 0.14 0.5 0.8 9.3×10−6

6.5 The simulated atomic structure for binary alloys

A series of simulations were made to study the atomic structure changes in different thermal

conditions, and with different atomic size ratio of constituent elements and compositions.

All model parameters used in the following simulations are described in section 6.4.

6.5.1 Temperature dependent atomic structures

6.5.1.1 The effect of cooling rates

Cooling rate is an important factor in determining the structure of the super-cooled liquid

during cooling process. As presented in Chapter 4, a relatively fast cooling rate can freeze

the disordered atomic configuration of the super-cooled liquid, but sometimes with a certain

degree of relaxation. Nonetheless, a fairly slow cooling rate allows the atoms to have enough

time to relax and form a long-range translationally ordered structure, i.e, crystalline phase.

In the simulations, the different cooling rates used are, C1=2.8×10−4, C2=2.8×10−5,

C3=9.3×10−6, C4=5.6×10−6, C5=4.0×10−6, which were defined in the numerical exper-

iments in section 6.4.
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Fig. 6.6 The simulated pair distribution function using different cooling rates; the offset
distance for each curve is 2.2 in y direction.

Fig. 6.6 shows the pair distribution function of the simulated atomic structure at different

cooling rates. As the cooling rate decreased from C1 = 2.8×10−4 to C4 = 5.6×10−6, The

intensity of first peaks of g(r) changed from 1.4 to 2.1; that of the second increased from

0.7 to 1.5; more minor peaks appeared in the medium range from r = 2.5 to r = 7.0. The

required cooling rate for the formation of disordered structure is between C2 and C3. Beyond

that, further decrease in cooling rates gives enough time for the random atoms in liquid to

grow into ordered structure as shown by PDF at the cooling rate of C4 and C5 in Fig. 6.3.

To characterise the geometrical characteristics of the crystalline structures formed,

Voronoi tessellations are used to analyse the simulated patterns. The orientation of the

Voronoi cells of the disordered structure obtained at C1 = 2.8×10−4 and that of the ordered

structure at C5 = 4.0×10−6 were shown in Fig. 6.7a, and Fig. 6.7b. The colours indicate

the orientation of the each side of the Voronoi cell, and the colour maps clearly show the

difference in orientation of the atomic clusters formed at different cooling rates.
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(a)

(b)

Fig. 6.7 The orientation of the Voronoi cells of the disordered and ordered structure formed
at two different cooling rates: (a) C1 = 2.8×10−4, and (b) C5 = 4.0×10−6.
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(a)

(b)

Fig. 6.8 The bond angle distribution of (a) the disordered structure formed at C1 = 2.8×10−4,
and (b) the ordered structure formed at C5 = 4.0×10−6.
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For the disordered structure in Fig. 6.7a, the colours along each side of the Voronoi cell

are randomly distributed, implying the whole atomic pattern is isotropic. While, for the

ordered structure in Fig. 6.7b, a preferred orientation is observed.

The bond angle is calculated based on the Delaunay triangles consisting of the centre

atom and its nearest-neighbor atoms. Interestingly, Fig. 6.8a and Fig. 6.8b show that most

of the bond angles were distributed in the range of 20-120 °, and the dominant bond angle is

between 40-50° for both ordered and disordered structure. The probability for each is 22%

and 17%. However there are more bond angles with the probability of 14% in the range of

30-40°and 17% in the range of 50-60 ° for the disordered structure. In general, it is found

that the disordered structure has a more widely distributed bond angles, as opposed to the

ordered structure.

6.5.2 Composition dependent atomic structures

In addition to the cooling rates, the atomic structure of metallic glass is extremely sensitive

to the constituent elements and their chemical composition.

6.5.2.1 The effect of atomic size ratio

There are several aspects needed to be considered in constituent elements, such as heat of

mixing, and atomic size ratio. In this section, only the atomic size ratio is investigated by

simulation using different combination of qA/qB, e.g, 1.0 : 0.1, 1.0 : 0.3, 1.0 : 0.5, 1.0 : 0.7,

1.0 : 0.9 corresponding to the atomic size ratio as shown in Table. 6.5.

Fig. 6.9 presents the effect of the atomic size ratio on the order of the atomic structures.

When the atomic size of component B increased, that of the component A remains the same

thoroughly. A different atomic size ratio is elegantly reflected in the simulated patterns.

Fig. 6.10a shows that there are three peaks in the r range from 1 to 4 for qA/qB=1.0 :

0.9, 1.0 : 0.7, however for qA/qB=1.0 : 0.5, 1.0 : 0.3, 1.0 : 0.1, these peaks are dominant in
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Fig. 6.9 The effect of ratio, qA /qB on the structure changes of a binary alloy, reflecting the
effect of different atomic size ratio on the atomic structures.

the r range of 1 to 8. The intensity of the first peak for all the simulations decreases from 3

to 1.5 with the increasing qA/qB.

In addition, there is a minor peak separating from the first peak located at r = 2.3 for

qA/qB=1.0 : 0.9, 1.0 : 0.7, which can be explained by the partial PDFs for each component

presented in Fig. 6.10b. The first peak of the partial PDF of the component A remains

at the same position for all different atomic size ratio, however, the peak position of the

dominant peak of the component B is shifted to the high r position with the increase of

qA/qB. Therefore, the minor peak separation from the first peak of A-A pair, is formed by

the peak addition of the B-B pairs.



6.5 The simulated atomic structure for binary alloys 208

(a)

(b)

Fig. 6.10 The (a) total and (b) partial PDFs of the simulated structures with different atomic
size ratio.
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6.5.2.2 The effect of composition

The parameters for composition study are listed in Table. 6.6. Four compositions, i.e,

cB=0.2, cB=0.3, cB=0.4, cB=0.5, are chosen for the simulations during the cooling process

with a cooling rate of C3 = 9.3×10−6.

The pair distribution function analyses for all cases are presented in Fig. 6.11a. There

are several peaks located in the r range of 1 to 8. For cB=0.2, 0.3, the dominant peak is at r

= 2, however for the cB=0.4, 0.5, the dominant peak is located at r = 1.5, where the minor

peaks for the case of cB=0.2, 0.3 are also present. In addition, the peaks in the medium

r range for cB=0.2, 0.3 are more intense than those for the cases cB=0.4, 0.5. Fig. 6.11b

shows the partial PDFs of A-A and B-B pairs. The peak intensity of the first peak for partial

PDFs of B-B decreases with decreasing composition of B. While, the first peak of element

A is get more intense.

(a)
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(b)

Fig. 6.11 (a) The total PDFs, and (b) the partial PDFs, g(r)A−A, g(r)B−B of the binary alloy
with the different compositions of cB = 0.2, 0.3, 0.4, 0.5.

Fig. 6.12 The bond angle distributions of the binary alloys with different chemical composi-
tions of cB = 0.2, 0.3, 0.4, 0.5.
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Fig. 6.12 shows the bond angle distribution of the simulated atomic structures with

different compositions. For all the compositions, the bond angle is dominantly distributed

in the range of 30−90°. For cB=0.5 the bond angle is main distributed around 52 ° and 72 °.

As cB decreases to 0.4, the bond angle is distributed around 54 °, and is more diffuse (larger

peak width). While for cB=0.3, and 0.2, the bond angle is dominantly distributed around 57

°. As cB decreases, the peak of bond angle distribution gets more intense.

6.6 Vacancy phase-field crystal model for ternary alloys

In this section, a ternary vacancy phase-field crystal model is developed based on the binary

VPFC model. A free energy density term fCC is introduced into Eq. 6.1 to account for

the two particle correlation of the component C. The coupling term fAC, and fBC are also

included to realise the two body correlation between atoms of component C and atoms from

other components. The dimensionless free energy functional for ternary alloys is formulated

as:

F =
∫

d⃗r[ fAA + fBB + fCC +
A,B,C

∑
i ̸= j

fi j] (6.10)

Where fii is the same free energy density function of the pure element part for binary

alloys. The coupling term fi j is defined as,

fi j = ri j ·ni ·n j (6.11)

The same stochastic conserved equation of motion is employed,
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∂ni

∂ t
= ∇

2 δF
δni

+A∇η (6.12)

For the ternary VPFC model, the same numerical scheme described in section 6.2, i.e,

Fourier PSM method, is used to discretise the partial differential equations. In addition,

MPI parallelism are employed in the computation.

6.7 The simulated atomic structure for ternary alloys

6.7.1 Temperature dependent atomic structure

For ternary alloys, the same simulation methods in section 6.4 are used to investigate the

effect of cooling rate on the atomic structure. Firstly, a series of simulations at isother-

mal transition at different temperatures are performed to obtain the meaningful thermal

parameters for the simulation.

6.7.1.1 Isothermal transition

Table. 6.7 lists all temperature parameters used for the simulation of isothermal transition.

Six different temperatures are investigated by changing ri. The PDFs of simulated atomic

structures at different temperatures are presented in Fig. 6.13.

Fig. 6.13a shows the stack of PDFs simulated at different isothermal conditions for a

ternary alloy. For the structure formed at T=1.1, 0.9, only three peaks can be observed in

the short r range, Therefore, temperature of T=1.1, T=0.9 can be considered in the liquid

region.

When the liquid is isothermally cooled to the lower temperature, i.e, T=0.5, more minor

peaks appear in the medium r range, as shown in Fig. 6.13b. It implies the ordered structure

starts to be formed during the cooling.
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(a)

(b)

Fig. 6.13 PDFs simulated at different isothermal conditions for a ternary alloy. (a) The stack
of PDFs with an offset distance of 2.0 in y direction. (b) The PDFs superimposed together
for all temperatures.
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Table 6.7 The simulation parameters for isothermal transition of ternary alloys

Parameter value *T

ri

-1.1 1.1

-0.9 0.9

-0.7 0.7

-0.5 0.5

-0.3 0.3

-0.1 0.1

The temperature is defined as T =−r.

As temperature is further decreased, increasing amount of long range ordered structure

is formed at T=0.3 and 0.1. Fig. 6.13b shows that the peak intensity of the first peak

increases from 2.8 for the liquid structure (T=1.1) to 3.7 for the ordered structure (T=0.1).

In addition, more consecutive peaks appears in the medium r range from 2 to 6, which

suggests a formation of medium range order of structure.

6.7.1.2 The effect of cooling rates

The alloys are cooled down continuously from Tl=1.1 to Ta=0.1 with six different cooling

rates, which are listed in Table. 6.8.

Fig. 6.14 shows the pair distribution function of a ternary alloy at different cooling

rates. It shows a clear transition from disordered to ordered structure with the decrease of

cooling rate. With the cooling rate of C1, a typical short range ordered structure is formed,

as revealed by the PDF peaks at short r range in Fig. 6.14b. Fig. 6.14a shows that, as the

cooling rate decreases, the peak intensity of the first and second peaks get more intense, and

the second peak gradually splits. In addition, more medium range peaks, i.e, the peaks at

r=3.3, r=4.5, get more apparent as shown in Fig. 6.14a.
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(a)

(b)

Fig. 6.14 (a) The stack of PDFs, and (b) the superimposed PDFs at different cooling rates.
The Y offset for each PDF is 3.
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Table 6.8 Cooling rates used in the cooling effect studies for ternary alloys

Cooling case Tl Ta Nt cooling rate (C)

C1 1.1 0.1 2.0×105 5.0×10−6

C2 1.1 0.1 4.0×105 2.5×10−6

C3 1.1 0.1 5.0×105 2.0×10−6

C4 1.1 0.1 6.0×105 1.7×10−6

C5 1.1 0.1 8.0×105 1.3×10−6

C6 1.1 0.1 10.0×105 1.0×10−6

Tl and Ts, represent the liquidus and ambient temperature, respectively

Fig. 6.15 The bond angle distribution of formed structures at different cooling rates.
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Fig. 6.15 shows that, the bond angle of the atomic structure formed during the cooling

processes is mainly distributed in the range of 20 ° to 100 °. The bond angle of disordered

structure formed with rapid cooling rates, such as C1, C2, is distributed in a relatively wide

range. However, the bond angle with at slow cooling rates, i.e, C3, C4, C5, C6, is distributed

in a narrow range. The dominant bond angle is 57 ° for the structure formed at the slow

cooling rate. As the cooling rates increase, increasing number of bond angle is distributed

at 59 °.

6.7.2 Composition dependent atomic structures

6.7.2.1 The effect of atomic size ratio

Table 6.9 summarises the key parameters used in the studies for the effect of atomic size

ratio on the atomic structures. Five different combinations of atomic size for each element

are simulated using the cooling rate of 2.0×10−6. The average number density for each

element is set to ni=0.08.

Table 6.9 Atomic size ratio used in the simulation for ternary alloys

qA qB qC qA:qB:qC

1.0 0.9 0.8 1.0:0.9:0.8

1.0 0.9 0.6 1.0:0.9:0.6

1.0 0.9 0.4 1.0:0.9:0.4

1.0 0.7 0.6 1.0:0.7:0.6

1.0 0.5 0.3 1.0: 0.5:0.3

Average number density: ni=0.08.

Fig. 6.16 shows the simulated atomic structure for each case. The simulated patterns on

the left panel present the atomic structure, while those on the right panel show the networks

formed by the two element species with the smaller atomic size.
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Fig. 6.16a shows that atoms are randomly distributed for the system with a relatively

large atomic size ratio. The simulated particles are not well developed, and some strip

phases are formed simultaneously with particles. Fig. 6.16b shows atoms of species A and

B randomly surround centre atoms.

A similar patterns are formed for the case of qA:qB:qC=1.0:0.7:0.6, however a smaller

difference exists between species A and B. Atoms A and B formed an irregular network

around atoms C (in blue) with a big atomic size as presented in Fig. 6.16c and Fig. 6.16d.

Fig. 6.16e shows that, for qA:qB:qC=1.0:0.9:0.4, the atoms of species C with a larger

atomic size are formed randomly, while atoms of species A and B, which have a similar

atomic size, form a network which is a cluster of rings connected with each other, as shown

in Fig. 6.16f. Each ring consists of ∼ 10 atoms of A and B. The diameter of these rings is

determined by the centre atoms of species C. The neighbouring rings share 2 or 3 atoms

with each other. For some regions small square structure is formed nearby the irregular

rings with atoms less than 10.

Fig. 6.16g presents the atomic structure for qA:qB:qC=1.0:0.9:0.6. As the atomic size of

centre atoms C decreases, although a similar atomic network is formed by atoms of species

A and B as shown in Fig. 6.16h, the rings- as a basic construction unit of network - are more

irregular than the previous case. Each ring consist of 10 or less number of atoms.

Fig. 6.16i presents, with the further decrease in atomic size for species C, the network

formed by atoms A and B get more disordered. The average ring unit is formed by even

less atoms. These rings in Fig. 6.16j are in the form of distorted square, instead of the

distorted circles in previous simulations. Each distorted ring has approximately 8 atoms,

which surround the centre atoms.

Fig. 6.17 shows the PDFs of the simulated structure with different atomic size ratio.

For qA:qB:qC=1.0:0.5:0.3, there are several diffuse PDF peaks which cover 1-2 atomic

size. The peak intensity is ∼ 2.6 for first peak and ∼ 1.5 for second peak. The PDF for

qA:qB:qC=1.0:0.7:0.6 is similar to the previous case. However, the peak intensity is lower,

and also the peak is less diffuse.
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(a) qA:qB:qC=1.0:0.5:0.3 (b) qA:qB:qC=1.0:0.5:0.3

(c) qA:qB:qC=1.0:0.7:0.6 (d) qA:qB:qC=1.0:0.7:0.6

(e) qA:qB:qC=1.0:0.9:0.4 (f) qA:qB:qC=1.0:0.9:0.4
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(g) qA:qB:qC=1.0:0.9:0.6 (h) qA:qB:qC=1.0:0.9:0.6

(i) qA:qB:qC=1.0:0.9:0.8 (j) qA:qB:qC=1.0:0.9:0.8

Fig. 6.16 The effect of different atomic size ratio on the simulated atomic structure. The left
panel shows the whole configuration of atoms A, B, C. The right panel shows the network
formed by atom A and B, while C atoms in blue are not presented.

For qA:qB:qC=1.0:0.9:0.4, in the r range of 1 to 2, two peaks are formed at r=1.5 and

r=2.0 as shown in Fig. 6.17b. The peak intensity of the first peak is decreased to 1.6. The

third peak has the same peak position as the second peak for the previous case.

Fig. 6.17b shows the PDF for qA:qB:qC=1.0:0.9:0.6. A peak shoulder is separated from

the first peak at r=2. The first peak at r=1.5 gets more intense. For the second peak at r=3.5,

the peak position does not change.

For qA:qB:qC=1.0:0.9:0.8, Fig. 6.17b shows a different PDF comparing to the others.

The dominant peak is located at r=1.5, and the peak intensity increases from 1.5 to 2.0.
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(a)

(b)

Fig. 6.17 (a) The stacked pair distribution function, and (b) the superiposed PDFs of the
simulated atomic structure with different atomic size ratio. The Y offset for each PDF is 2.
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While there is no peak separation from the first peak, which is major difference from the

previous case. The second peak is shift from r=3.5 from previous case to r=3.0. The third

peak is also shifted to the low r.

6.7.2.2 The effect of composition

The effect of different compositions on the atomic structure during the cooling process is

simulated using the parameters listed in Table. 6.10. Five different compositions are selected.

The total average number density is kept as a constant for all cases, i.e, (n̄A+ n̄B+ n̄C)=0.24.

The atomic size ratio is set to qA : qB : qC= 1:0.9:0.8, and the cooling rate is chosen as

1.2×10−6.

Table 6.10 The compositions used in the simulation for ternary alloys

n̄A n̄B n̄C
1 cB

2 cC

0.08 0.08 0.08 0.33 0.33

0.10 0.08 0.06 0.33 0.25

0.12 0.08 0.04 0.33 0.17

0.10 0.06 0.08 0.25 0.33

0.12 0.04 0.08 0.17 0.33

1 cB = n̄B/(n̄B + n̄B + n̄C); 2 cC = n̄C/(n̄A + n̄B + n̄C)

Fig. 6.18 shows PDFs of the simulated atomic structure at different compositions. For

cB = 0.33, cC = 0.33, the peak intensity of the first peak is 1.5, and there is no peak shoulder

separated from it. As shown in Fig. 6.18b, there are two other peaks located at r=3.0 and

r=4.2 respectively, and also a few minor peaks in the medium r range. For cB=0.33, cC=0.25,

there is a small peak shoulder located at r=2, which is separated from the first peak, and the

peak intensity of the first peak remains 2.0.

Fig. 6.18b shows, as cC further decreases to 0.17, the first peak of PDF gets more intense,

and the peak shoulder at r=2 is separated from the first peak to form a individual peak. The
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(a)

(b)

Fig. 6.18 (a) The stacked pair distribution function, and (b) the superimposed PDFs of the
simulated atomic structure with different composition. The Y offset of stacked PDFs for
each cooling rate is 2.
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rest of PDF peaks remain the same position and intensity. The PDF profile for cB = 0.25,

cC = 0.33 is similar to that of cB = 0.30, cC = 0.25, however the peak intensity of the

first peak (1.9) for cB = 0.25, cC = 0.33, is relatively lower than that (2.1) of cB = 0.33,

cC = 0.25. For cB=0.17, cC=0.33, the PDF is also very similar to that of cB=0.33, cC=0.17,

while the peak intensity of the first peak and the split peak at r=2.0 is relatively lower.

6.8 Summary

In this chapter, a vacancy binary and also a ternary phase-field crystal model are used to

study the effect of cooling rates, and also the intrinsic factors, including atomic size ratio

and compositions, on the atomic structure changes.

In section 6.1, a binary phase-field model is introduced, and also the numerical method,

i.e, Fourier PSM method, is described in section 6.2. The visualisation and simulation

methods used for both the binary and ternary alloys are described in section 6.3 and 6.4.

Section 6.5 presents all the simulation results for binary alloys, including temperature

dependent and composition dependent simulations.

In section 6.6, a ternary vacancy phase-field crystal model is developed based on the

binary VPFC model described in section 6.1, which is capable of simulating the multi-

component involved atomic structure changes. Section 6.7 presents all the simulation results

for ternary alloys. It includes the simulations of temperature-dependent and composition-

dependent atomic structure.



Chapter 7

Discussion

A dedicated discussion chapter is presented here to discuss the links between the large

amount of experimental data and the relevant simulation results presented in Chapter 4, 5

and 6; and the important scientific findings and major contributions in the relevant research

field. The discussion is focusing on,

• The novelties of the experimental methodologies and modelling strategies adopted in

the research.

• The important scientific findings and major contributions in understanding of the

evolutions of atomic structures of metallic glasses and composites using in-situ pair

distribution function and phase-field crystal modelling; and multi-scale 3D structural

characterisation of bulk metallic glass composites under thermally shock environment.

7.1 Atomic structures of binary CuZr alloys

Fig. 7.1a is the reproduced PDF for the three binary CuZr alloy from Fig. 4.2b with the

r range to 6.5 Å. As already stated in section 4.1.1 of Chapter 4, all three binary CuZr

alloys exhibit amorphous structures with typical amorphous PDFs, and the 1st peaks of

their PDFs are at the same position, i.e. r = 2.8 Å. However, the maxima of their 1st peak
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decreases from 4.7 to 3.7 as Zr decreases from 50% to 35.5% (i.e. Cu increase from 50%

to 64.5%). In addition, the minor peaks which appeared on the right-hand side of the 1st

peak of Cu50Zr50 gradually decrease from 2.3 to 1.6 and finally to 1.18 when composition

changes from Cu50Zr50 to Cu57Zr43, and finally to Cu64.5Zr35.5. Actually the minor peak

in the case of Cu64.5Zr35.5 has already become not recognisable. The fact that the 1st peak

of all PDFs is at the same atomic distance (r = 2.8 Å) indicates that, there exists a similar

short-range ordered atomic structure in the 1st atomic shell (r = 2.8 Å) of all alloys. However,

the gradual decrease of their maxima also indicates that the probability of occurrence of

such ordered structure becomes less and less as the concentration of Zr decreases (i.e. Cu

increases). In other words, for the three CuZr binary alloys studied, although they all exhibit

similar amorphous structure, especially in the 1st atomic shell, but the degree of order

decreases as the composition changes from Cu50Zr50 to Cu57Zr43 and finally Cu64.5Zr35.5.

This observation is also supported by the fact that the minor peaks on the right-hand side of

the 1st peaks gradually disappear as well.

For the PDF curves in Fig. 7.1a, it is the results of interactions among each atom pair,

Zr-Zr, Zr-Cu and Cu-Cu. Using the PFC model (section 6.5.2 of Chapter 6), the contribution

of each individual atomic pair to the 1st peak was further quantified. Fig. 7.1b shows the

total PDFs and Fig. 7.1c shows the partial pairs obtained from the PFC modelling for the

three binary CuZr alloys.

The calculated peak intensity of the first PDF peaks are proportional to the corresponding

element concentration as expected for a solid solution behaviour. The increase in the

populations of Cu-Cu atomic pairs at 2.8 Å is responsible to the increasing peak intensity of

the first peak, while the decrease in the populations of Zr-Zr atomic pairs at 3.2 Å leads to

the deceasing peak intensity of the peak shoulder for the first peak.

The experimental and modelling results on the composition dependence of the atomic

structure of CuZr metallic glasses point to a solid solution-like replacement of Cu and Zr

atoms in the whole composition range [226, 227].
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(a)

(b)
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(c)

Fig. 7.1 (a) The PDF for the three binary CuZr alloys with the r range to 6.5 Å, (b) the total
PDFs simulated, and (c) The partial PDFs for the atomic pairs Cu-Cu, Cu-Zr, Zr-Zr for the
three binary alloys simulated using the VPFC binary model described in section 6.4.2 of
Chapter 6.

7.2 Atomic structures of binary NiTi alloys

Fig. 7.2a is the reproduced PDF for the three binary TiNi alloys from Fig. 4.6b with the r

range to 6.5 Å.

The 1st peaks of their PDFs are at the similar position, i.e. r = 2.9 Å. However, the

maxima of them decreases from 4.6 to 2.9 as Ti decreases from 75% to 65% (Ni increase

from 25% to 35%). In addition, the minor peaks which appeared on the left-hand side of the

1st peak of Ti75Ni25 gradually increase from 2.5 to 2.7 and finally to 3.5 when composition

changes from Ti75Ni25 to Ti70Ni30, and finally to Ti65Ni35. Different to CuZr alloys, a clear

amorphous-crystalline transition took place when the concentration of Ti increased from

65% to 75%.
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(a)

(b)
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(c)

Fig. 7.2 (a) The PDF for the three binary NiTi alloys with the r range to 6.5 Å, (b) the total
PDFs simulated, and (c) the partial PDFs for the atomic pairs Ni-Ni, Ti-Ti, Ni-Ti for the
three binary alloys simulated using the VPFC binary model described in section 6.4.2 of
Chapter 6.

Fig. 7.2b shows the simulated total PDF with the binary VPFC model, which used a

very similar atomic size ratio as Ni and Ti. Although the peak position of simulated PDFs

do not match the real PDFs, it clearly shows from the simulations that, as the concentration

of Ni decreased, the peak intensity of the first peak deceased, while that of the peak shoulder

increased. The partial PDFs Ti-Ti and Ni-Ni are calculated and shown in Fig. 7.2c. It is

apparent that as the concentration of Ni increased, the peak intensity of first peak of Ti-Ti

decreased gradually, while that of the Ni-Ni pairs increased rapidly.

The structure changes in the short range are well captured by VPFC models. However,

the phase changes from crystalline to amorphous are not elucidated. The reason is mainly

because only the effect of composition on the structure is considered in the simulation. To

interpret the structure changes during the phase transition from amorphous to crystalline,
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the correlation function needs to be developed based on the true thermodynamic properties

of the materials, i.e, NiTi.

7.3 Atomic structures of ternary alloys

The studies of ternary alloys are focusing on the effects of different atom size ratio on the

resulting atomic structures. Fig. 7.3a is reproduced from Fig. 4.8b. It shows that The peak

position of the first peak for Cu55Zr40Al5 is at 2.8 Å and that of the peak shoulder is at 3.2

Å. The peak position of the second peak is at 4.8 Å. While, the peak position of the first

peak for Ti55Cu38Ni7 is at 2.6 Å and there is no obvious peak separation from the first peak.

The peak position of the second peak is located at 4.5 Å.

In section 7.1 and 7.2, it is clear that the peak position of the dominant PDF peaks does

not change with the composition of CuZr and NiTi alloys. It implied that the peak position

of PDF peaks is mainly determined by the interatomic distance between the given atomic

pairs. In other words, once the constituent elements of alloy system are given, the peak

position of PDF peaks does not shift dramatically [228].

However, for the two ternary alloys, i.e, Cu55Zr40Al5 and Ti55Cu38Ni7, the peak position

of the dominant PDF peaks, e.g, the 1st and 2nd PDF peaks changes from 2.8 / 4.8 Å

(Cu55Zr40Al5) to 2.6 / 4.5 Å (Ti55Cu38Ni7), respectively. In addition, the peak shoulder of

the first peak for Cu55Zr40Al5 does not exist in the case of Ti55Cu38Ni7.

Section 6.7.2.1 of Chapter 6 studied atomic size ratio dependent atomic structure, and

clear changes of PDF profile including the peak position, can be observed from the simulated

PDFs for alloys with different atomic size ratio.

To interpret the difference of the PDF peak positions for the two ternary alloys us-

ing VPFC model, the atomic size ratio, RZr : RCu : RAl = 1.0:0.88:0.78 was chosen for

Cu55Zr40Al5, and RTi : RCu : RNi = 1.0:0.95:0.95 was set for Ti55Cu38Ni7.

Fig. 7.3b shows the simulated PDF for each alloy, which is similar to the measured one

presented in Fig. 7.3a, although the peak position of the simulated PDF (1.3 Å, 1st peak)
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(a)

(b)

Fig. 7.3 (a) The measured PDFs for Cu55Zr40Al5 and Ti55Cu38Ni7, and (b) the simu-
lated PDFs for the two ternary alloys with the same atomic size ratio as Cu55Zr40Al5 and
Ti55Cu38Ni7.
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is different from the measured (2.8 Å, 1st peak) for each alloy. A apparent peak shoulder

can be seen from the PDF for RZr : RCu : RAl = 0:0.88:0.78, and again its peak position is

different from that of RTi : RCu : RNi = 1.0:0.95:0.95.

Fig. 7.4 The local structure for alloys with different atomic size ratio of constituent elements.
The blue atoms represent C atoms, the bright atoms with larger atomic size are B atoms,
and the rests are A atoms. The red circle marked the first shell, and the yellow circle marked
the second shell.

To understand the effect of atomic size ratio on the resulting PDFs, the atomic config-

urations for each case were constructed. Fig. 7.4, reproduced from Fig. 6.16, shows the

simulated atomic configurations for each alloy with different atomic size ratio corresponding

to the PDFs presented in Fig. 6.17. The 1st and 2nd atomic shells, which correspond to the

first and second peaks of PDFs shown in Fig. 7.3b, are marked with red and yellow circles.

The diameter of circles represents the PDF peak position of the first or second atomic shells.

It can be found that, the first PDF peak for qA : qB : qC = 1:0.9:0.8, 1:0.9:0.6, 1:0.9:0.4,

primarily consists of A-A and A-B atomic pairs, which have smaller atomic size. While,
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the peak shoulder of first peak for qA : qB : qC = 1:0.9:0.8 is from the C-A, and C-B pairs,

which have a closed peak position with the first peak. The second peak for qA : qB : qC =

1:0.9:0.4 is from C-A, C-B pairs as well, which is apparently away from the first peak.

Therefore, for Cu55Zr40Al5 the first PDF peak is made of Cu–Cu and Cu–Al atomic

pairs, and the peak shoulder is from Zr–Cu and Zr–Al. While for Ti55Cu38Ni7, the first

peak is from Cu–Cu and Cu–Ni, however, there is no peak separation from first peak due to

the fact that Ti–Cu and Ti–Ni pairs have a very similar bond length with that from Cu–Cu

and Cu–Ni.

Furthermore, the first PDF peak for qA : qB : qC = 1:0.7:0.6, qA : qB : qC = 1:0.5:0.3,

is formed by B-A, B-B pairs, while the second peak is formed by C-A, C-B, C-C atomic

pairs. As qB and qC decrease, the atomic size of B and C increase. Hence, for qA : qB : qC =

1:0.7:0.6, qA : qB : qC = 1:0.5:0.3, the bond length of B-A, B-B, C-A. C-B, C-C is relatively

longer than that of qA : qB : qC = 1:0.9:0.8, 1:0.9:0.6 1:0.9:0.4. Correspondingly, the first

and second PDF peaks for qA : qB : qC = 1:0.7:0.6, qA : qB : qC = 1:0.5:0.3 are shifted to

high r position.

7.4 Atomic structure of a multi-component bulk metallic

glass

7.4.1 Atomic pairs and partial pair distribution functions

For an alloy of n elements, there are n(n+1)/2 partial pairs needed to be determined. It

is often very challenging to obtain all partial PDFs for an alloy containing more than 3

constituent elements purely by diffraction experiments because a large number of indepen-

dent diffraction measurements have to be acquired using the anomalous scattering method

[68, 21]. For multi-component alloy such as Vit1 (Zr41.2Ti13.8Cu12.5Ni10Be22.5) where 5

constituent elements are present, it is virtually impossible to acquire all 15 partial PDFs

experimentally.
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The crystalline phases formed from slow cooling of Vit1, are mainly composed of

Zr2Cu and ZrBe2. The rest elements, i.e, Ti and Ni presented in the alloy occupy certain

fraction of atomic sites of Zr2Cu and ZrBe2, which can be considered as Zr(Ti)2Cu(Ni)

and Zr(Ti)Be2 [185, 186]. It is difficult to determine the atomic fraction of Ti and Ni inside

Zr(Ti)2Cu(Ni) and Zr(Ti)Be2, therefore, it is reasonable to only consider the crystalline

phases as Zr2Cu and ZrBe2.

The crystalline phases (Zr2Cu and ZrBe2) formed during the crystallisation process

have well-defined crystalline structures, and the PDF for their mixture can be modelled by

using the real space refinement method [110] as described in section 4.2.1.3 of Chapter 4.

To calculate the total PDF, we can simply select all types of atomic pairs in the structure.

However, to calculate the partial PDFs in the structure of, for example, Zr2Cu, we need to

select Zr for atom i and Cu for atom j, and deselect all previously selected atoms for the

total PDFs [110].

Based on the crystalline structures of Zr2Cu and ZrBe2 used in the refinement, the partial

PDFs, i.e, Zr-Zr, Zr-Cu, Cu-Cu, Zr-Be, Be-Be can be calculated. However, as shown in Fig.

4.18, Cu-Cu and Be-Be pairs contribute very little to the total PDF, and therefore they are

negligible due to the low atomic form factor for Be (4 e·atom-1), and low concentration of

Cu (12.5 at.%). Their peak positions of the dominant partial PDFs are determined as shown

in Fig. 4.14. Although the crystalline phases no longer exist in the liquid and amorphous

state, these partial PDFs still can be used to interpret the changes of PDF peaks during the

heating and cooling processes, since the PDF peak positions of these atomic pairs do not

change abruptly during crystallisation and glass formation [229, 230]. Table 4.1 summarises

the possible atomic pairs that contribute to the PDF peaks (Fig. 4.14) of Vit1 alloy.
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7.4.2 Temperature dependent atomic structure evolution

7.4.2.1 Novelties of the experimental apparatus for in-situ PDF studies

In-situ imaging and diffraction studies of materials subject to high temperature processing,

i.e. solidification, heat-treatment, and chemical reactions using synchrotron X-rays are an

important advanced research in the fields of materials, physics, chemistry, engineering and

manufacturing [231]. A number of either standard furnaces or custom-made reaction cells

were used or developed for such studies at different beamlines of different Synchrotron

X-ray facilities. For example, the standard hot air blower at beamline I11 of DLS that can

heat capillary gas cells up to ∼ 1,000 °C [232, 233], the laser heating system at TOMCAT

of Swiss Light Source that can provide near-isothermal and linear temperature gradient

capabilities ranging from 400 °C to 1,700 °C [234], the Oxford-Diamond in-situ cell which

is commissioned in beamline I12 of DLS for studying chemical reactions, can heat up to

1,200 °C using infrared heating [235].

None of the above mentioned furnaces or cell meets the requirement of the in-situ studies

described in this thesis. The hot air blower is a standard heating mechanism for powder

diffraction with powders or very small samples contained inside the capillary tube. However

the hot air blower available at DLS is designed for I11 beamline, which is not suitable for

such as rapid acquisition PDF experiment [232, 233], which needs the 2D area detector

[105]. In addition, the hot air blower only can provide the heating capability, but it is unable

to provide controllable cooling rates.

The laser heating system is a very unique heating system at TOMCAT and the tempera-

ture can reach ∼ 1,700 °C. It is ideal for such an in-situ diffraction experiment, however it

is only commissioned in beamline TOMCAT, and TOMCAT is designed for imaging rather

than diffraction measurements [234].

The Oxford-Diamond reaction cell uses infrared (IR) heating to heat up samples up to

1,200 °C [235], the problem of this furnace is that, IR heating constrains the materials for

sample container due to that fact that the efficiency of sample heating is dependent upon
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the IR absorptivity, thermal conductivity, and emissivity of the container material [235].

For crystalline samples, there are a lot of materials available for sample container, such as

recrystallised alumina cruicible [235]. However for PDF studies of metallic glass samples,

a very low background from sample container is needed [28], therefore, most of the sample

containers used in the beamline are not suitable any more.

To meet the requirement of this research, our research group designed and made a

dedicated experimental apparatus with each module showed in Fig. 3.2 in Chapter 3. The

detailed CAD design information of each module can also be found in the Appendix A. It is

a multifunctional furnace with a module-based design to realise the required functions of

heating, cooling, inert gas circulation, temperature data logging and synchronisation with

X-ray diffraction pattern acquisition. The furnace has inherited the advantageous features of

the solidification apparatus used for the high speed synchrotron X-ray imaging studies of

metal solidification under ultrasound [236, 237], and pulse magnetic field [238].

In summary, the unique advantages of the apparatus are:

• The three main physical modules, i.e. the heating unit, the gas circulation unit and the

sample holder are independent to each other and can be mounted on different linear

stages and moved independently. This arrangement allows each module be assembled

without interfering with others, achieving a quick setup for in-situ experiments,

exchanges of samples, and X-ray beam alignment and focusing onto samples.

• The sample holder (A3 in Fig. 3.2) is designed with multiple functions. It is not

only used for holding the samples in place during experiments, but also as a chamber

to introduce inert gases for either as a protection medium (from oxidisation in high

temperature) or as a cooling medium. Two thermocouples can be also threaded

through the tube (P11 in Fig. 3.2) and positioned as close as possible to the samples

(< 1 mm) as illustrated in Fig. 3.2. The distance is close enough to monitor and record

the actual temperature of the sample but far away enough from the X-ray beam path

to avoid any undesired X-ray scattering information from the thermocouples.
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• The tube furnace made by fibre mastic with a quartz tube inside the heating wire

allows a very controllable and repeatable temperature profile be achieved for each

heating cycle, and the heating profile used in experiments is illustrated in Fig. 3.6a.

Repeatable cooling rates as shown in Fig. 3.6b, were also achieved by regulating the

flow rates of either Ar or He, or both flowing through the sample holder.

Using this unique furnace, the thermal data measured was logged in and synchronised

with the acquisitions of X-ray diffraction patterns during experiments, and therefore each

diffraction pattern has a registered temperature in the recorded dataset. Using the DAWN v

1.7 [182] and PDFget3 [107], the large diffraction dataset (typically > 1,500 two dimensional

diffraction patterns in a single experiment) can be batch processed conveniently, creating

the water-fall type diffraction spectra or PDF plots as function of temperature as shown in

section 4.2 of Chapter 4.

7.4.2.2 Local atomic structure evolution during heating

Vitreloy with the composition of Ti-Zr-Ni-Cu-Be can be casted into bulk glassy state using

relatively low cooling rates, i.e. 100-102 K/s [58], and therefore it has been used as a model

alloy system in many previous experiments to investigate the glass formation [239] and

crystallisation [240–242] under different thermal conditions. However, most of previous

studies were performed ex-situ [239–242, 185], or in-situ however in reciprocal space which

cannot reveal the dynamic evolution of the local structure at atomic scale. For example,

Yavari studied in-situ the crystallisation behaviour in glassy and liquid state of bulk metallic

glasses in 1999 [243], and Uriarte [244] in 2001 and Li [245] in 2009 studied the formation

of metastable phases in bulk Zr-based metallic glasses during heating using synchrotron

X-ray diffraction in reciprocal space. An in-depth understanding of the structure evolution

in real space using pair distribution function is paramount important, and has been rarely

reported [246, 247, 230, 228] for establishing the processing-structure relationship.
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The water-fall plot of the diffraction spectra shown in Fig. 4.11 clearly captured

the structural transition of Vit1 from an amorphous state to crystalline state during the

crystallisation process when heated to a temperature above 467.4 °C. The crystallisation

process continues until 682.3 °C, followed by the melting process until 720 °C. However

only from those spectra (the reciprocal space information), it is not clear how atom clusters

in a particular atomic shell evolve from a more disordered state into a more ordered state

during the crystallisation process and again back into the more disordered state during the

melting process. Such dynamic information at local atomic level can be extracted from the

PDF curves (the real space information) as illustrated in Fig. 4.13.

Continuous increase in the short (SRO) and medium range order (MRO) during crys-

tallisation is well characterised by ∆G(r) functions in Fig. 7.5. The ∆G(r) function is

defined as the difference between G(r) at various temperatures and the one at 750 ° C

(∆G(r) = G(r)−G(r)750◦C). The positive ∆G(r) values at the G(r) maxima as well as the

negative ∆G(r) values at G(r) minima show that the population of atoms contributing to

short and medium range order increases during heating [228].

Apparently, any reconfiguration of atoms within different atomic shells is reflected in

the shifts of PDF peak positions and changes of peak intensities (the maxima of those peaks)

[247, 228]. To fully quantify such reconfiguration of each atomic shell, a full set of the

partial PDFs for each atomic pair that constructs the atomic shell needs to be obtained

[246, 247], then the contribution of each partial PDFs to the full PDF can be quantified and

understood [246, 247].

Fig. 4.18 shows the real space PDF refinement of the dominant crystalline phases of

Zr2Cu and ZrBe2, and also partial PDFs derived from them. Fig. 4.14 shows all the peaks

and hidden peaks detected in the PDF profiles using 2nd derivative method as described

in section 3.3.6. Each of the peaks and hidden peaks detected is able to be found a

corresponding atomic pair according to their peak position, as shown in Table. 4.1.

Fig. 4.15 presents the maxima of all PDF peaks in the r range of 2 to 10 Å, which covers

four atomic shells. It shows that the maxima of most peaks decreased by 0 - 0.5 from 100 to
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(a)

(b)
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(c)

Fig. 7.5 ∆G(r) functions showing the difference between G(r) at various temperatures and
the one at 750 ° C (∆G(r) = G(r)−G(r)750◦C) during continuous heating at 1.5 K/s from
(a) 50-467.4 ° C, (b) 467.2-682.3 ° C, and (c) 682.4-750 ° C.

467.3 °C, implying that the structure is relaxing as the temperature increases. The effect

of the structure relaxation is to sharpen the PDF peaks without significantly shifting the

positions [229] (Shown in Fig. 7.5a). Fig. 4.12 shows that during the heating, the peak

shoulder of the main peaks, such as S2_P3 is increased in height and narrowed in width

[229]. The initial changes in the structure below the crystallisation temperature are possibly

due to local atomic stresses [248].

Fig. 4.16a presents that, as the temperature increased, the PDF peaks formed by most of

the Zr-Zr pair (S1_P2, S2_P1, etc.) and Zr-Be pair (S4_P1) experienced dramatic changes

in the temperature range from 459.2 to 467.3 °C in 6 s (shown in Fig. 7.5a). The peak

intensity increased by 0.5 - 1.5, which implied a rapid structure reconfiguration in the short

to medium range [228] to a more densely packed atomic structure in the long range is

achieved during the crystallisation [229].



7.4 Atomic structure of a multi-component bulk metallic glass 242

Fig. 4.16b shows that Zr-Cu atomic pair (S2_P2) and Zr-Zr pair fitted for Zr2Cu

(S2_HP1) were found to experience an earlier change at 270 °C. The peak intensities of

these two peaks increased by 0.7. From 270 °C to melting temperature 720 °C, the peak

intensity of these two peaks remains the same.

A dramatic increase of peak intensity for all PDF peaks occurred at two different

temperature, 270 °C and 467.3 °C during heating. It suggests that, during the heating,

part of the Zr-Zr (from Zr2Cu) and all the Zr-Cu atomic pairs rapidly reconfigured to form

the ordered structure Zr2Cu at 270 °C, although there were no apparent diffraction peaks

formed by Zr2Cu that can be observed in diffraction spectra in Fig. 4.11. While most of the

Zr-Zr and Zr-Be atomic pairs rapidly reconfigured to ZrBe2 ordered structure at 467.3 °C,

and also part of Zr-Zr pairs, e.g, S1_P1, S3_HP3, evolved to Zr2Cu ordered structure.

It implied that most of Cu atoms reconfigured to the ordered structure of Zr2Cu at 270

°C, while part of Zr atoms still existed in disordered structure and delayed to form Zr2Cu

until 467.3 °C, after then, they started to form a perfectly ordered crystalline structure of

Zr2Cu. In contrast, the Zr and Be atoms concurrently reconfigured and formed the ordered

structure ZrBe2 at 467.3 °C. The result is in contradiction to the fact reported by Van et, al

[185] that ZrBe2 (380 °C) is formed at nearly the same temperature with Zr2Cu (385 °C) in

an annealed Vit4 alloy.

In addition, more structure information was revealed by the analyse of peak position, it

can be observed from Fig. 4.17 that, the peak position of Zr-Zr (SH_P1), Zr-Cu (S1_HP1)

atomic pairs in the first atomic shell was getting closer when the temperature increase from

467.3 °C.

For the 2nd atomic shell, the peak position of Zr-Be pairs (S2_P1, S2_P3) was suddenly

shifted from 5.00 Å to 4.90 Å, and from 5.85 Å to 5.75 Å, respectively at 467.3 °C. While

the peak position of Zr-Cu pairs (S2_HP1) was shifted from 4.55 Å to 4.49 Å when the

temperature increased from 100 to 270 °C.

For the 3rd atomic shell, the peak position of Zr-Zr atomic pairs (ZrBe2, S3_HP2) was

shifted from 7.20 to 7.35 Å, while that of Zr-Zr atomic pairs (Zr2Cu, S3_HP2) experienced
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a sudden shift from 7.55 Å to 7.45 Å at 467.3 °C, then it was shifted back to 7.70 Å as the

temperature further increased.

7.4.2.3 Local atomic structure evolution during cooling

Section 4.2.2 present the atomic structural evolution of Vit 1 under three different average

cooling rates, 14.7, 3.35, 0.79 K/s. The interesting phenomena found in the cooling processes

are discussed in details in this section.

Fig. 7.6 shows ∆G(r) functions for the three different cooling rates. For 14.7 K/s, the

peak shape does not change too much, however the height of the peaks increases with the

decreasing temperature as the local ordering increases rapidly. For the case of 3.35 K/s, and

0.79 K/s, the crystallisation occurs from the super-cooled liquid. Fig. 7.6 shows the peak

shape changes obviously, and the modulus of minima and maxima of ∆G(r) increased with

the deceasing temperature dramatically.

In detail, for the case of 14.7 K/s, Fig. 4.23 shows that the glass formation occurred at

a certain temperature, and the formed amorphous phase has a very similar PDF profile to

the liquid phase [228]. Similarly, the analyses of the peak intensity of the PDFs give more

quantitative information concerning glass formation, and Fig. 4.22 and 4.24 shows that

the onset temperature of glass formation is 380 °C during the cooling process. However,

Busch et, al reported that the onset temperature of glass formation Tg is around 410 °C

[249]. The difference may be due to the fact that, Tg is measured by differential scanning

calorimetry (DSC) [249, 250], however the Tg in our study is determined from a continuous

cooling process. The same reason may be accounted for the difference of onset temperature

of crystallisation Tx, which is 422 °C reported by Soubeyroux et. al [250].

Fig. 4.24 also shows that the maxima of all peaks increases (in the range of 0.5-1.0),

when the temperature decreased from 380 °C to room temperature, indicating that the

amorphous phase has a more densely packed atomic structure comparing to the liquid

structure [228].
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(c)

Fig. 7.6 ∆G(r) functions showing the difference between G(r) at various temperatures and
the one at 750 ° C (∆G(r) = G(r)−G(r)750◦C) during cooling from 750 to 50 °C (200 °C
for (c)) at three different average cooling rates, (a) 14.7 K/s, (b) 3.35 K/s, and (c) 0.79 K/s.

However, as shown in Fig. 4.25, there is no obvious peak separation, although the peak

position of some PDF peaks slightly shifted to either lower or higher r. This observation

again implies that the atomic structure of amorphous phase is very similar to that of the

liquid [228]. The structural rearrangements occurring during glass formation mainly involve

atoms moving from interatomic distances in between the nearest atomic shells to those of

the neighbouring coordination shells, which leads to the population of atomic clusters in

each atomic shell and the increasing local atomic ordering [228].

In the case of 3.35 K/s, clear crystallisation events were observed as illustrated in Fig.

4.28, 4.29, 4.30. Fig. 4.31 gives more details about the evolution of PDF peak intensity with

the decrease of temperature. Firstly, a rapid increase of PDF peak intensity was observed

for all partial PDFs during solidification when temperature decreased from 627.3 °C to

503.7 °C, then the rate of increase slows down at the temperature below 503.7 °C. This
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phenomenon indicates that the ordered crystalline structure is not stable just after the finish

of solidification at 503.7 °C, and the atomic structure continues to reconfigure into a even

more ordered structure during the cooling to room temperature.

It is interesting to find out that some PDF peaks (Fig. 4.31) disappeared during the

crystallisation, such as S2_P1, S2_P3, S3_HP3. The possible reason is that these atomic

pairs, i.e., Zr-Zr (ZrBe2, S2_P1), Zr-Be (S2_P3), and Zr-Zr (Zr2Cu, S3_HP3) which were

present in the liquid state, were reconfigured into a more stable ordered crystalline structure

during the crystallisation. This argument can be further supported by the shift of PDF peaks

shown in Fig. 4.32. For example, the peak position of Zr-Zr pairs (ZrBe2, S2_P1) shifted

from 4.90 Å to 4.80 Å when temperature reached 627.3 °C, which is closer to the peak

position of Zr-Zr pairs (Zr2Cu, S2_HP1); and the peak position of Zr-Be (S2_P3) shifted to

5.80 Å which was very close to the new position (6.10 Å) of Zr-Zr pairs (ZrBe2, S2_HP2)

at 600 °C. The above peak shift events imply that, during the crystallisation from the liquid,

some atomic pairs undergo a structural reconfiguration to a new position to form ordered

crystalline phase [248].

Crystallisation behaviour of metallic glasses largely depends on the processing condi-

tions and history. Crystallisation directly from a supercooled liquid is very different from

the crystallisation induced by annealing [240]. As presented in Fig. 4.9 and 4.26, the crys-

tallisation occurred from the supercooled liquid is a rather slow process (21 s) comparing to

that induced by heating (6 s), and it also happened in a relatively wide temperature range

(from 627.3 °C to 473.1 °C) as in contrast to that from heating (from 467.4 °C to 482.3 °C).

The effect of an even slower cooling rate of 0.79 K/s on the structure changes was also

studied. Although a very similar evolution of PDFs versus temperature were observed for

both cooling cases, compared the maxima of PDF curves in Fig. 4.38 with those in Fig.

4.31, it is very clear that the maxima of all PDF peaks at 250-260 °C, for the case of 0.79

K/s are 0.5-1.0 higher than those of the 3.35 K/s case at the same temperature. For example,

the peak intensity of S1_P1 (G(r)max = 3.6, at 260.7 °C) for the case of 0.79 K/s, is 0.6

higher than that (G(r)max = 3.0, at 249.4 °C) of 3.35 K/s case.
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The higher peak intensity of PDFs represents a higher level of local ordering at atomic

scale. The different local structures formed at two different cooling rates during solidifica-

tion, may be due to fact the crystallisation from a supercooled liquid is preceded by phase

separation with respect to Be and Zr [240, 241]. Therefore, the slower cooling rates allowed

the atoms, i.e, Zr, Be in liquid state to have enough time to diffuse and to realise the phase

separation, then an even higher level of local ordering in atomic scale is able to be formed.

7.5 Multi-scale structures of a bulk metallic glass compos-

ite

7.5.1 Structural transition across amorphous-crystalline interface

The amorphous structure in metallic glasses often consists of a certain type of short-range

order (SRO, normally in the range of 0-5 Å) and medium range order (MRO, in the

range of 5-10 Å) as in contrast to the long-rang order (LRO, in the range of > 10 Å ) in

crystalline phase [251, 252]. The amorphous matrix + crystalline structure (Fig. 5.1, 5.3)

of DH3 is a perfect model structure for studying the transition from amorphous structure

to crystalline structure from the aspects of SRO, MRO, and LRO. Hoffman [62] argued

that the interface between a dendrite and the glass matrix of DH3 (ZrTi bulk metallic glass

composite), is atomically sharp. However, a study of precipitation of nanosized quasicrysts

in Ti40Zr29Cu8Ni7Be16 BMG showed that the atomic structure gradually changes from the

quasicrystalline to amorphous structure across the quasicrystal/amorphous interface, due to

structural similarity between amorphous phase and quasicrystalline phase [253].

As described in section 2.3.2 and 2.3.3, X-ray total scattering based PDF is a standard

and extensively used technique to evaluate the SRO in amorphous materials, however it

is insensitive to the type of local ordering which is normally obvious in high resolution

transmission electron micrographs. Recently several researchers reported that the PDF of

local ordering of amorphous materials can be determined by integrating electron diffraction
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patterns and Fourier transforming the resulted structure factors [252, 254]. However there

are no reports on the PDF analyses of amorphous materials by image processing, i.e, the

PDF is determined directly by the centroids of the atom positions extracted from the electron

micrographs due to the difficulty of differentiating atoms.

In this work, an HRTEM image based 2D PDF method was proposed to characterise the

local structure of DH3 at atomic scale. As presented in Fig. 5.8, g(r) calculated from the

processed HRTEM micrograph partly resembles that from the x-ray total scattering in terms

of peak numbers and peak positions in short to medium r range. Fig. 5.8 shows that the

PDF peaks at 5.0 Å and 7.5 Å is split into two sub-peaks, respectively. The peak separation

is well captured by the 2D PDF from HRTEM and X-ray total scattering based PDF. A

clear transition from the amorphous structure to crystalline structure is also revealed from

template (0,1) to (2,1).

However, there are some discrepancies in the peak profile and peak intensity of g(r),

comparing to that from x-ray total scattering. For g(r) obtained from HRTEM micrograph,

the peak intensity of first atomic shell is about 1.5 for the amorphous phase, and 2.5 for

the crystalline phase respectively; however for g(r) from x-ray total scattering, the peak

intensity is 4.5 for crystalline phase. These discrepancies are possibly due to the poor

counting statistics in such a limited template size of 8×8nm for the calculation of g(r), as

illustrated in Fig. 5.6b.

Moreover compared to g(r) from x-ray total scattering, the missing minor peaks for crys-

talline phase calculated from processed HRTEM micrograph, may be well explained by the

fact that these “atoms” like particles involved in the calculation of g(r) were predominantly

extracted from a preferred lattice plane (110) due to specific sampling region.

Though some discrepancies exist for the 2D g(r) obtained by image processing, the local

structure of amorphous and crystalline phase at atomic scale, can be semi-quantitatively

characterised, and it is especially useful for characterising structural changes within the

interface region in nanometre scale, which is beyond the scope of x-ray total scattering

analyses.
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Auto correlation function is extensively used to characterise MRO in HRTEM images

of metallic glasses. As revealed in Fig. 5.5b, MROs are often randomly distributed in the

amorphous phase however, a clear transition of MRO is not evident in the interface region,

where strongly and weakly correlated ACF patterns are randomly distributed in amorphous

matrix.

Fast Fourier transform is able to provide the 2D structure information in the reciprocal

space for the long r range. Fig. 5.4 revealed that the FFT patterns obtained by image

processing are equivalent to the diffraction pattern, however in a local region of 6.4 × 6.4

nm. A amorphous-crystalline structure transition in long range can be clearly characterised

by these FFT patterns.

7.5.2 Structural changes under thermal shock by electric currents

7.5.2.1 The thermal shock treatment

Applying high density electric currents into bulk metallic glasses can accelerate the diffusion

and rearrangement of solute atoms over a short period of time [201, 197], and therefore

promote nano-crystallisation. Johnson et al [255] and Liu et al [256] found that very rapid

heat (up to 106 K/s) induced by high density electric currents can be used to heat BMGs

into the supercooled liquid state without causing crystallisation; in this state, near net-shape

shape thermoplastic processing can be applied. Johnson et.al [255] argued that most BMG

systems have homogeneous and virtually temperature-independent electrical resistivities,

so that passing a high density electric current pulse through the bulk samples can cause

uniform volumetric Joule heating of the entire sample volume.

However no studies have been published concerning the influence of high density electric

currents on the nano/microstructure evolution of BMGMCs, in which different phases have

different electrical resistivities. In this work, a novel thermal shocked experiment was

designed for such studies by using Gleeble thermomechanical simulator, which is capable
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of rapidly heating samples at a heating rate of up to 104 K/s, using the electric resistance

Joule heat generated when a high density electric current passing through the samples.

7.5.2.2 Multi-scale 3D structure characterisation

Almost all previous characterisation studies of these BMG composites have been performed

on two dimensional (2D) sections using electron microscopy. Focused ion beam milling

plus scanning electron microscopy (FIB-SEM) is a standard technique to generate 3D

reconstructions through a series of sectioning and imaging [257]. However, FIB-SEM is

practically limited to the sectioning of sub-micrometre structural features, and is therefore

not suitable for studying whole dendrites in BMGMCs [62], which can be tens or hundreds

of microns in length.

As a non-destructive method, X-ray micro-tomography is able to image the objects in

µm to mm scale. As presented in 5.11, the 3D dendrites revealed by X-ray tomography are

actually made of many interconnected and well-developed secondary arms, as highlighted

by the single dendrite coloured in magenta (Fig.5.13a). However, when conventional 2D

characterisation methods were previously used, these secondary dendrite arms were often

identified as individual circular-shaped particles [258]. Each 3D dendrite actually consists

of a few to a few tens of secondary arms, with an overall size of a few hundred µm.

Fig.5.12, and 5.14 show that the amorphous matrix was completely transformed into a

highly interconnected 3D network of eutectic microstructure of Zr2Cu and ZrBe2 with a

minor change of β -Zr dendritic inclusions, which is different from the amorphous matrix

within the as-cast sample in Fig.5.11. The powerful combination of X-ray microtomography

with FIB-SEM nanotomography allowed to characterise the 3D structure from nano- to

micro- scale.
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7.5.2.3 Thermal stabilities under thermal shock

Lee et al [187] studied the thermal stability of LM2A2 (a ZrTi based BMGMC) at low

temperature (around 300°C in isothermal conditions), and found that the body centred

cubic (BCC) β -Zr phase (the dendrites in the material) is unstable below 300°C because

Zr tends to form the hexagonal close packed (HCP) crystal structure in low temperature.

They also found that, the BCC β -Zr phase is stable at high temperatures ( 600°C), while the

amorphous matrix crystallises at this temperature during isothermal heat treatment.

Fig. 5.16a-c, show that the new crystalline phases, ZrBe2 and Zr2Cu that were nucleated

at the dendrite-amorphous matrix interface grew into the amorphous matrix until it was

almost completely consumed (Fig. 5.9c). And as shown in Fig. 5.12, a little amount of

primary β -Zr dendrites was dissolved and it turned into the intermetallic phases ZrBe2

and Zr2Cu, however most of the β -Zr remains stable. The fact that the amorphous matrix

transformed into two other crystalline phases, i.e, ZrBe2 and Zr2Cu phases, in just 6 s of

thermal shock processing indicates that the primary dendritic crystalline phase is more

thermodynamically stable than the amorphous matrix [66]. In fact, the dendrites have

electric resistivities ( 50 µΩ · cm) much lower than that of the amorphous matrix ( 250

µΩ · cm) [255]. Hence, there was less Joule heat generated in the crystalline phase.

7.5.2.4 Nucleation and growth of the newly formed intermetallics

Previous studies [199, 200] of isothermal annealing have found that quasicrystals nucleate

(and then grow into nanocrystals) within the amorphous matrix. However, we have found

that nucleation and growth occur predominantly at dendrite-matrix interface. Fig. 5.17

shows the typical microstructure of the transition region (marked by an oval on the rod

sample in Fig. 3.14) between the as-cast and the thermally-shocked region for the 650

°C sample. It indicates that the majority of the new Zr2Cu and ZrBe2 crystalline phases,

nucleated at the interface and grew together into the amorphous matrix in a form of eutectic

growth [66]. The reason why nucleation events for the secondary crystalline phases occur
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predominantly at the interface, can be well-explained by the fact that, the difference in

electric resistivity between the two phases resulted in highly localised Ohmic dissipation

across the dendrite-matrix interface [255].

Some of the Zr2Cu and ZrBe2 phases (Fig. 5.16) were also found to nucleate directly

from the amorphous matrix and grow into the surroundings, similar to those found in most

nano-crystallisation studies [201, 189, 202]. However, in this study, the evidence indicates

that the dendrite-amorphous interface is the dominant nucleation site for the newly formed

intermetallic phases.

7.5.2.5 Possibility of thermoplastic processing of BMGMCs using thermal shock

As presented in Fig. 5.15, the volume fraction of β -Zr in the thermal shocked sample

(60.97%) was lower than that in the as-cast sample (69.21%) for the thermal shock at a

preset temperature of 700 °C, because fast cooling after thermal shock resulted in more

amorphous matrix; this confirms that fast heating using high density electric current followed

by the relative fast cooling can retain the designed composite microstructure [256]. This

opens the window for the possibility of using thermal-plasticity processing techniques to

produce near net-shape BMGMC products without losing the originally designed composite

microstructure.



Chapter 8

Conclusions and future work

8.1 Conclusions

A very comprehensive experimental and modelling research have been carried out to study

the atomic structrue of the metallic glasses and composites, and their correlations with

alloys compositions and processing conditions. The key conclusions of this thesis are:

• A binary vacancy phase-field crystal model and a ternary model have been developed

and successfully used to interpret the atomic structure changes with composition for

the binary alloys, CuZr and NiTi, and also the ternary alloys, CuZrAl and TiCuNi. As

the concentration of Cu and Ti increases, the populations of Cu-Cu atomic pairs / Ti-Ti

atomic pairs increase, which leads to increasing peak intensity of the first / second

peak. The atomic size ratio significantly affects the peak positions and peak shape

of PDFs for binary and ternary alloys. The peak separation of the first PDF peak for

Zr55Cu40Al5 is mainly due to the increasing population of Zr-Cu and Zr-Al pairs.

• An dedicated experimental apparatus were designed, made, and commissioned for

the total scattering experiments using Synchrotron X-rays, which can be used to

thoroughly acquire high-quality X-ray scattering data for real time studies of atomic

structure using pair distribution functions.
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• The crystallisation of Vit1 during heating is very different to those found during slow

cooling. The crystallisation induced by heating is very rapid, and the crystalline

structure is formed in 6 s, while that occurred in cooling is fairly slow (∼ 21 s), and the

atomic structure are largely determined by the cooling rates. During the crystallisation

induced by heating at 1.5 K/s, Zr2Cu is formed at 270 °C and ZrBe2 is formed 467.4

°C. While Zr2Cu and ZrBe2 are formed together during the crystallisation induced by

slow cooling.

• A novel 2D HRTEM image based PDF method was proposed to characterise the local

structure transition within amorphous-crystalline interface at atomic level. The 2D

PDFs, which are very sensitive to ordered and disordered structure, can provide an

alternative approach to characterise the local ordering using HRTEM.

• The 3D nano and microstructures of the DH3 at different thermal shock conditions were

studied and characterised using X-ray microtomography and FIB-SEM nanotomgraphy.

It is found that the ductile β -Zr crystalline dendrites are interlocked 3D structures

with complex morphology of a few hundreds of micrometres. They are not the

“globular” particles of a few to tens of microns in length, as previously inferred from 2D

imaging. The amorphous to crystalline transition at the interface under thermal shock

by applying electric current is very different to that occurred in isothermal heating

conditions. The large difference in electric resistivities between the amorphous matrix

and the crystalline dendrites resulted in differential heating across the amorphous-

crystalline interface, which led to the nucleation of new crystalline phases (Zr2Cu and

ZrBe2) preferably at the interface, rather than within the amorphous matrix. They

grew concurrently to form 3D eutectic network as revealed by using the FIB-SEM

nanotomography.
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8.2 Future work

It is interesting to study in-situ the atomic structure evolution of a ternary BMG (such as

ZrCuAl) during heating and cooling, in which all the six partial PDFs can be completely

resolved by real space refinement of the crystalline phases formed during crystallisation.

It is also interesting to study in-situ the growth of dendrites inside of BMGMCs (such as

DH3) from semi-solid state using X-ray tomography, which may provide more insights on

the real time evolution of 3D morphologies for dendrites.

It is important to establish a quantitative relation between the absolute atomic size and

VPFC model parameter, i.e, qi, and it therefore can simulate the effect of absolute atomic

size for binary and ternary alloys. Also it is useful to extend the current 2D ternary VPFC

model to a 3D multi-component model by introducing more two-body correlation or many

body correlation terms into the PFC free energy, which can provide more insights on the

real atomic configuration.

It is key to correlate the model parameters used in VPFC model to thermo-physical

properties of real materials using molecular dynamics. Hence, the VPFC model can be used

to interpret the true atomic structure changes for real materials.
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Appendix A

2D drawings of the custom parts of the

experimental apparatus

In the appendix, in the beginning, the formula used to evaluate the heating power of the

furnace [259], and also the selection of the heating wires are given. Then all the 2D drawings

of the custom parts of the experimental apparatus for the in-situ PDF studies are attached. It

includes, the assemble of the apparatus, key components, making of the heater, etc. The

exact name of the components can be found in the table for each 2D drawings. All the

dimension in the drawings are the real dimension for the manufacturing.

The calculation and selection of the electric resistance wires

1. To evaluate the total heating powder required.

A = π ·h ·d (A.1)

where, A is the total area of the inner surface of the heating zone for the heater, m2; h

is the height of the heating zone, m; d is the inner diameter of the heating zone, m.

Therefore, the theoretical heating powder needed is calculated,
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Ptotal = P′ ·A (A.2)

where, Ptotal is the total heating powder required, kW ; P′ is the unit heating load in

kW/m2.

2. To determine the diameter of the electric resistance wires.

dwire = 34.4× 3

√
Ptotal

2 ×ρt

Vheater
2 ×υpermitted

(A.3)

where, dwire is the diameter of the electric resistance wires, mm; ρt is the resistivity of

electric resistance wires at operating temperature, Ω ·mm2/m. Vheater is the electric

voltage used to power the electric resistance wires, Volt; υpermitted is the permitted

heating power load on surface of the heater, W/cm2.

3. To determine the length of the electric resistance wires.

Lwire =
Vheater ×A

103 ×Ptotal ×ρt
(A.4)

where, Lwire is the total length of the electric resistance wires, m.

4. To verify the calculated parameters for electric resistance wire.

υe f f ective =
103 ×Ptotal

π ×dwire ×Lwire
≤ υpermitted (A.5)
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The parameters involved in the calculations are listed in Table. A.1, and also the units

used in the calculation are included in the table, since not all the entries in the formula

is in the International System of units.

where, υe f f ective is the effective heating power load, W/cm2.

Table A.1 Parameters used to design the electric resistance wires

h d P′ A Ptotal ρt Vheater υpermitted dwire Lwire

0.12 0.18 20 0.0068 0.136 1.41 240 2.0 0.21 10.4

m m kW/m2 m2 kW/m2 Ω ·mm2/m Volts W/cm2 mm m

υpermitted and ρt can be determined from the properties of Kanthal wires
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