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Abstract 

Three types of experimental studies were done on metallic glass alloys in 

this PhD project. Firstly, in situ tensile deformation of bulk metallic glass 

alloy Zr41.2Ti13.8Cu12.5Ni10Be22.5 (Vit-1), and a bulk metallic glass matrix 

composite, Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 (ZrTi composite) were studied using in 

situ scanning electron microscopy (SEM) and in situ synchrotron X-ray 

diffraction (SXRD). It was found that the initiation and propagation of the 

shear band can be controlled through introduction of notch-type stress 

concentrator and allow it to be observed under in situ SEM. Using this 

technique, the local stresses/strains in front of the shear band can be 

measured using in situ SXRD that linked the initiation and propagation of 

shear band directly to the local stress field.  

 

In Vit-1 sample, the formation of “step” was first observed between 

1703MPa and 1992 MPa under in situ SEM imaging after two opposite 

propagating shear bands met and formed a crossly joined. This then led to 

formation of stress concentration area at the crossly joined area and led to 

another bigger “step”. In ZrTi composite, the plastic deformation in the 

dendrite was captured by in situ SEM. Moreover, in situ SXRD showed 

reduced axial strain rate in dendrite and increased axial strain rate in matrix 

at similar tensile stress. This concluded that load was transferred to matrix 

when yielding occurred in dendrite. 

 

Secondly, in situ high pressure compression studies of a binary metallic 

glass alloy, Cu50Zr50, and a ternary metallic glass alloy, Fe60Nb15B25 

composite was done using Diamond Anvil Cell and SXRD. Cu50Zr50 showed 

no obvious polyamorphism structural change when pressed until 43.15 GPa 

but the pair distribution function analysis showed that the 3rd atomic shell 

started to split into two minor peaks which indicated the atomic 

coordination number in the 3rd atomic shell start to change. Likewise, 

Fe60Nb15B25 showed no obvious polyamorphism structural change when 

pressed until 70.64 GPa but pair distribution function analysis showed that 

the rate of deformation in 2nd atomic shell become 5 times slower at 35.33 

GPa. The difference in atomic size ratio between binary and ternary 

behaved differently during high pressure compression such that Cu50Zr50 
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with 30% difference from bigger atom and same atomic concentration of 

the two elements showed more fluctuation in atom shell movement 

compared to Fe60Nb15B25 that have 3 different atomic radii with 21% and 

56% difference from the bigger atom. The 3rd atomic shell movement 

fluctuation in Cu50Zr50 might be due to the rearrangement of Cu and Zr to 

allow further compression.  

Thirdly, studies were carried out to design, make and characterise a series 

of new Fe-based bulk metallic glass alloys that can achieve sufficient glass 

forming ability and neutron absorption capability. After 3 rounds of iterative 

studies, Fe48Cr15Mo14C15B6Gd2 (Fe-B6Gd2) was successfully developed with 

high glass forming ability of up to Ø5.8 mm and highest neutron absorption 

cross section with 73.64 cm-1 at thermal neutron 25.3 meV compared to 

other existing Fe-based metallic glass.  
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Chapter 1 Introduction 

1.1 The background of the research 

Metallic glasses (MGs) and bulk metallic glasses (BMGs) are amorphous 

alloys formed under rapid solidification from the melt. The alloys often have 

superior strength and hardness, excellent corrosion and wear resistance, as 

compare to their crystalline counterpart [1]. It was first reported by 

Klement, et al in 1960 at Caltech through rapid solidification from the melt 

[2]. Since the introduction of the first MG, in the past 60 years, many BMG 

systems were developed [3]. The excellent material properties of the BMGs 

enable it to be widely explored as advance engineering materials [4]. 

 

However, monolithic BMGs have a major drawback. At temperature 1/2 of 

its glass transition temperature, Tg, typically around 400°C, it exhibit near 

zero plasticity strain [5]. It is because of the inhomogeneous deformation of 

BMG with localised plastic deformation in the narrow shear bands [6]. 

Alternatively, crystalline phases were introduced into the monolithic BMG to 

form the bulk metallic matrix composite (BMGMC), with the purpose to 

enhance its plasticity strain. For example, Hofmann reported the in situ 

formed crystalline dendrites in the amorphous matrix which exhibit equal to 

surpass those achievable in the toughest titanium or steel alloys, placing 

the BMGMC among the toughest known materials [7]. 

 

The crystalline dendrites in the amorphous matrix were reported with ability 

intercept the shear bands propagation in the amorphous matrix [8]. In the 

past, the shear bands formation and propagation in the BMGs and BMGMCs 

were widely investigated, especially under in situ observation using the 

electron microscopy [9] and synchrotron X-ray diffraction [10]. However, 

the combination of both techniques to correlate the surface deformation 

was not widely reported. Recently, together with Dr Yongjiang Huang and 

Dr Jiawei Mi, we reported the shear bands formation in the monolithic BMG 

[11, 12] and BMGMC [13] under tensile deformation by combining the in 

situ SEM, in situ Synchrotron X-ray diffraction and total scattering 

techniques. The reported works were part of my PhD research and will be 

discussed in details in Chapter 4. 
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1.2 The objectives of the research 

The tensile deformation and high pressure compression of the metallic 

glasses and its composite were investigated in the research project. Using 

the in situ scanning electron microscopy (SEM), in situ synchrotron X-ray 

diffraction (SXRD), Diamond Anvil Cell (DAC) and pulsed-neutron time-of-

flight (TOF) imaging to study: 

 

 The atomic structure changes during the shear bands initiation and 

propagation in the monolithic bulk metallic glass and bulk metallic 

glass matrix composite using the in situ SEM and in situ SXRD. 

 

 The changes of the atomic pair distances in the binary and ternary 

metallic glasses under high pressure compression using the Diamond 

Anvil and in situ SXRD. 

 

 New BMG alloy systems with high neutron shielding capability that 

can be target to use as a coating material in nuclear waste 

repository.  

 

1.3 The research funds and synchrotron X-ray beam times  

The research presented in this thesis is supported by three funded projects: 

 

 Hull University PhD Scholarship  “Synthesis of novel bulk metallic 

glasses coatings for offshore renewable energy infrastructure (£43 k, 

01/10/2011 - 25/09/2015)”. It provides the international student 

bursary to cover the tuition fee for my PhD study.    

 

 The Royal Society K.C. Wong Postdoctoral Fellowship (for Dr Yongjiang 

Huang from Professor Jun Shen’s group in Harbin Institute of 

Technology, China) “Synthesis and in situ study of deformation 

mechanism of ductile Ti-based bulk metallic glasses (£66k, 31/03/2012- 

30/03/2014)”. It funds partially the manufacturing of the alloys and 

samples, design and making of the in situ tensile test rigs, and the use 

of electron microscopes.     
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 The EPSRC feasibility studies project funded via the EPSRC Centre for 

Innovative Manufacturing in Liquid Metal Engineering  “Studies of 

nucleation controlled carbide morphology during the solidification of cast 

Ni superalloys (£24 k, 01/06/2014 - 31/12/2014)”. It partially funds the 

living expense for my PhD study in 2014, and the consumables for 

machining and polishing samples.   

  

My supervisor, Dr Jiawei Mi is the UK academic host for the Royal Society K. 

C. Wong Postdoctoral Fellow and the principal investigator for the EPSRC 

project. Directly relevant to those research projects, he authored four 

successful proposals, winning 33 shifts (1 shift = 8 hours) of synchrotron X-

ray beam time from the Diamond Light Source (DLS) in year 2012 - 2015 

as detailed in Table 1.1. Using those beam times, tensile deformation of a 

Ti-based and Zr-based metallic glass and a ZrTi-based metallic glass 

composite, and high pressure compression of a Fe-based, Cu-based and a 

Ti-based metallic glasses were studied in situ. In addition, X-ray diffraction 

patterns of the many newly designed alloys (detailed in Table 3.2 and Table 

3.3 in Chapter 3) were acquired at ambient condition, allowing the 

correlation between the atomic structures and chemical compositions to be 

studied in great details. 

  

I have played a leading role in the four experiments during my PhD study in 

terms of designing, making and commissioning the in situ test rigs, 

preparation of the samples and conducting the experiments. More 

importantly, I have analysed the huge amount of data sets obtained from 

those experiments in order to extract the new scientific findings. 
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Table 1.1 The synchrotron X-ray proposals and experiments that produced the 

results presented in this thesis.  

Proposal 

code 

Proposal title Beamline 

of DLS 

Dates to do the 

experiment  

EE7665-1 In-situ study of deformation 

mechanism of ductile bulk 

metallic glasses composites 

I12 03-05 May 2012 

(48 hrs =6 shifts) 

EE8858-1 Study of the evolution of atomic 

structure of Fe-based metallic 

glasses 

I15 10-13 July 2013 

(72 hrs =9 shifts) 

EE9902-1 In-situ study of the evolution of 

atomic structure of metallic 

glasses under extreme pressure

  

I15 18-21 April 2014 

(72 hrs =9 shifts) 

EE11525-1 Resolving the convoluted atomic 

structures of metallic glasses 

using anomalous X-ray scattering 

and pair distribution function 

I11 22-25 April 2015 

(72 hrs =9 shifts) 

 

Throughout my PhD study, I also participated and supported 7 other 

synchrotron X-ray and 3 neutron experiments which were led by Dr Mi or 

my colleagues in Dr Mi’s group. Those experiments were conducted at (1) 

the Advanced Photon Source (2 experiments in 29 Feb to 03 Mar 2012 and 

01 to 05 Mar 2013), (2) the Diamond Light Source (4 experiments in 20 to 

25 Jun 2013, 11 to 14 Oct 2013, 9 to 13 Oct 2014 and 4 to 7 Feb 2015), 

(3) the Swiss Light Source (1 experiment in 31 Oct 2014), and ISIS (2 

experiments in 22-25 Feb 2014 and 04-07 Jun 2015). I have accumulated a 

total of 944 hours of hand-on experiences on operating many sophisticated 

instruments and in situ test rigs in those national laboratories, and 

mastered the corresponding software for processing the data and images. 
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1.4 The structure of the thesis 

The thesis consists of 7 chapters as detailed below. 

 

Chapter 1 introduces briefly the research background, the objectives, the 

relevant research funds and awarded synchrotron X-ray beam times, and 

the structure of the thesis. 

 

Chapter 2 reviews the literatures that are directly relevant to the research, 

and they are grouped into 7 sections. 

 

Chapter 3 summarises the designed alloys, sample manufacturing and 

preparation, and lastly, the experiments design and procedure. 

 

Chapter 4 contains the experiment setup, results and discussion for the in 

situ tensile test under SEM and synchrotron X-ray diffraction and finite 

element modelling.  

 

Chapter 5 covers the high pressure experiment setup, results and 

discussion for the in situ high pressure compression using the Diamond 

Anvil Cell for the binary and ternary alloys. The chapter also include the 

anomalous X-ray scattering experiment.  

 

Chapter 6 includes the alloys design results and discussion for the neutron 

shielding application. The chapter also include the TOF neutron imaging 

experiment. 

 

Chapter 7 contains the summary and future development of the thesis.  
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Chapter 2 Literature reviews 

2.1 A brief history of the research on metallic glasses 

Natural metals and glasses are very common materials on earth, and have 

been used, exploited and developed for many thousand years by human 

society. Metals are made of metallic elements via metallic bonding, and 

atoms in metals form periodical crystalline structure (or lattice) with long-

range translational order [14]. Glasses are solids (frozen liquids), and 

atoms in glasses exhibit a random (or disordered) three dimensional (3D) 

structure held together by covalent and ionic bonds, or Van der Waals force 

[15]. Metallic glasses (MGs), as a relatively new class of materials firstly 

synthesised in 1960, overlap these two categories of materials. MGs consist 

of predominantly metallic elements and metallic bonds, but have an 

amorphous atomic structure. Such a combination of “metal” and “glass” 

leads to many unique functional and mechanical properties, and huge 

application potentials. 

 

The first reported metallic glass was a binary alloy (Au75Si25) that was 

produced at Caltech by Klement, Willens and Duwez in 1960 [2] using a gun 

quenching technique to quench a molten Au75Si25 from ~1300°C to room 

temperature.  The cooling rate used in the experiment was ~107 K/s, and it 

“freezes” the liquid structure into solid state directly without any 

crystallisation occurring during the cooling [2]. 

 

This and other early glass-forming alloys had to be cooled extremely fast 

(106 to 107 K/s) to avoid crystallisation. Hence, they could only be produced 

in forms of very thin thickness (typically ribbons, foils, or wires) which 

allows heat to be extracted quickly enough to achieve the necessary cooling 

rate. As a result, metallic glass specimens (with a few exceptions) were 

limited to thicknesses of less than one hundred micrometres [16, 17]. 

 

In 1969, Chen and Turnbull from Harvard University formed amorphous 

spheres from the Pd–Si-M alloy (where M = Ag, Cu, or Au) [18]. The alloy 

Pd77.5Cu6Si16.5 could be made into glassy solid with a diameter of 0.5 mmm 

and existence of a glass transition temperature, Tg was demonstrated.  

 



  Chapter 2 

7 

In 1976, (based on the concept of the melt spinner developed by Pond and 

Maddin in 1969 [19]), Liebermann and Graham developed a new method of 

manufacturing thin ribbons of amorphous metal on a supercooled fast-

spinning wheel. This was an alloy of iron, nickel, phosphorus and boron 

[20]. The material, known as Metglas, was commercialized in 1980s and 

used for low-loss power distribution transformers (amorphous metal 

transformer). In the 1982, Drehman, Greer and Turnbull produced glassy 

ingots of Pd40Ni40P20 with a diameter of 5 mm using surface etching followed 

by heating and cooling cycles [21]. In 1984, they reported the possible of 

extending the critical casting thickness to 1 cm by processing the alloy in 

boron oxide flux [22].  

 

During the late 1980s, Inoue, et al at Tohoku University succeeded in 

finding multicomponent alloy systems consisting mainly of common metallic 

elements with lower cooling rates [23], and followed by investigated the 

rare earth material  La, successfully in making the Al20La55Cu25 [24] and 

Al25La55Ni20 [25] alloys with exceptional glass-forming ability and wide 

supercooled liquid region. By casting the alloy melt in water-cooling copper 

mould, they obtained fully glassy rods and bars with thicknesses of several 

millimetres.  

 

In the 1990s, however, new alloys were developed that form glasses at 

cooling rates as low as 1 K/s. These cooling rates can be achieved by 

casting using metallic moulds. These “bulk” amorphous alloys can be cast 

into parts of up to several centimetres in thickness (the maximum thickness 

is dependent on the alloy) while retaining an amorphous structure. The best 

glass-forming alloys are based on zirconium and palladium, but alloys based 

on iron, titanium, copper, magnesium, and other metals are also known [5]. 

Many amorphous alloys are developed by exploiting the so called 

"confusion" effect [26]. Such alloys contain so many different elements 

(often four or more) that when cooled at sufficiently fast rates, the 

constituent atoms simply cannot coordinate themselves into the equilibrium 

crystalline state before their mobility is stopped. In this way, the random 

disordered state of the atoms is “locked in”. 
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In 1992, the first commercial amorphous alloy, Vitreloy 1 – Vit-1 

(Zr41.2Ti13.8Cu12.5Ni10Be22.5), was developed Peker and Johnson at Caltech, as a 

part of Department of Energy and NASA research of new aerospace 

materials [27]. In 1997, Inoue, et al re-visited the Pd40Ni40P20 alloy and 

replaced the 30% of Ni with Cu. As a result, they developed the 

Pd40Cu30Ni10P20 alloy with glass forming ability up to 72mm [28], and 

remained the highest glass-forming ability alloy up to date. 

 

In 2004, two research groups succeeded in producing bulk amorphous 

steels [29], one at Oak Ridge National Laboratory, the other at University of 

Virginia. The product is non-magnetic at room temperature and significantly 

stronger than conventional steel, though a further research and 

development process remains secret. 

 

In 2008, Byrne and Eldrup from Risø DTU National Laboratory for 

Sustainable Energy compared the strength and fracture toughness of few 

selected BMGs with some crystalline metals and plastics [30]. Showing an 

improving universal description of structure and behaviour of BMGs should 

lead to better predictive tools for their design and thus a greater propensity 

for commercialization. In 2011, Demetrious, et al from California Institute of 

Technology, Lawrence Berkeley National Laboratory and University of 

California [31] demonstrate that the level of damage tolerance (combination 

of toughness and strength) of Pd79Ag3.5P6Si9.5Ge2 glassy alloy extends 

beyond the traditional limiting ranges towards levels previously inaccessible 

to any material as show in Figure 2.1. In 2011, Axinte from Gheorghe 

Asachi Technical University of Iași reviewed the BMGs as engineering 

materials, some strategic lines of glass usage in industry and estimations 

about the future of glass development [32].   

 

Table 2.1 summarises the most important metallic glassy alloy systems 

discovered or developed since 1960.  

The typical constituent elements used for BMGs can be grouped as: alkali 

and alkaline earth metals (AM), semi- or simple metals (SM) in IIIA and IVA 

groups neighbouring the semiconductors, transition metals (TM), including 

early transition metals (ETM) and late transition metals (LTM), rare earth 

metals (RE), and non-metals (NM) [33]. The simple classification of 
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commonly used constituent elements for BMGs and the typical MGs based 

on the binary prototypes are listed in Table 2.2. 

 

 

Figure 2.1 Ashby map of the damage tolerance (toughness versus strength) of 

materials [31]. 
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Table 2.1 Summary of the important metallic glassy alloys discovered since 1960. 

 

Year MGs/BMGs composition  

(commercial name) 

Authors MGs/BMGs place of birth 

1960 Au75Si25 [2] Klement, Willens and Duwez Caltech 

1969 Pd–Si-M (M=Ag, Cu or Au) [18] Chen and Turnbull Harvard University 

1976 Fe40Ni40B20 (MetGlass) [19] Liebermann and Graham University of Pennsylvania 

1992 Zr41.2Ti13.8Cu12.5Ni10Be22.5  

(Vitreloy 1, Vit-1) [27] 

Peker and Johnson Caltech 

1997 Pd40Cu30Ni10P20 [28] Inoue, Nishiyama and Kimura Tohoku University 

2004 Fe44.3Cr5Co5Mo12.8Mn11.2C15.8B5.9, 

(Fe44.3Cr5Co5Mo12.8Mn11.2C15.8B5.9)98.5Y1.5, 

(Fe44.3Cr10Mo13.8Mn11.2C15.8B5.9)98.5Y1.5 [29] 

Lu, Liu, Thompson and Porter Oak Ridge National Laboratory  

University of Virginia 

2011 Pd79Ag3.5P6Si9.5Ge2 [31] Demetriou, Launey, Garrett, 

Schramm, Hofmann, Johnson and 

Ritchie 

California Institute of Technology 

Lawrence Berkeley National Laboratory  

University of California 
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Table 2.2 The classification of common constituent elements of BMGs and typical MGs based on the binary prototypes [33]. 

Abbreviation Description Examples 

AM Alkaline earth metals group IA and IIA metals Mg, Ca, Be 

SM Semi- or simple metals, metals in groups III A and IVA Al, Ga 

TM, ETM Transition metals™, including early transition metals (ETM) – 

metals in groups VIIIB, IB, IIB 

Ti, Zr, Hf, Nb, Ta, Cr, Mo, Mn 

LTM Late transition metals, metals in groups VIIIB, IB, IIB Fe, Co, Ni, Cu, Pd, Pt, Ag, Au, Zn 

RE Sc, Y, lanthanides (Ln) Sc, Y, La, Ce, Nd, Gd 

NM Nonmetals and metalloids B, C, P, Si, Ge 

   

Prototype Base metal Examples 

LTM + NM LTM Ni–P, Pd–Si, Au–Si–Ge, Pd–Ni–Cu–P, Fe–Cr–Mo–P–C–B 

ETM + LTM ETM/LTM Zr–Cu, Zr–Ni, Ti–Ni, Zr–Cu–Ni–Al, Zr–Ti–Cu–Ni–Be 

SM + RE SM/RE Al–La, Ce–Al, Al–La–Ni–Co, La–(Al/Ga)–Cu–Ni 

AM + LTM AM Mg–Cu, Ca–Mg–Zn, Ca–Mg–Cu 
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In 1998, Dandliker, et al from Caltech developed alternative way to enhance 

the mechanical properties of the BMGs [34]. Using the 

Zr41.2Ti13.8Cu12.5Ni10Be22.5 (Vit-1) as the matrix material, they reinforce with 

continuous metal wires, tungsten powder, or silicon carbide particulate 

preforms. Especially for the sample reinforced with 60 vol% tungsten wires, 

it was reported that it exhibited 16% plastic strain in compression. Since 

then, the reinforced second crystalline phase into the glassy matrix was 

widely studied [35]. The volume fraction of this secondary phase can be 

tailored to achieve high plasticity. For example, Xue, et al developed the 

BMGMC using the Zr38Ti17Cu10.5Co12Be22.5 as matrix and adding in 80 vol-% 

of porous tungsten powder thorough powder infiltration, which shows 

extremely large fracture strain up to 82% in compression [36]. Choi-Yim, et 

al reported the Zr57Nb5Al10Cu15.4Ni12.6 (Vitreloy 106) reinforced with 80 vol-

% 0.25mm Mo or Ta wire exhibited 20% plasticity strain in compression 

[37].  

The BMG composites can be classified as in situ [7, 8, 38-40] or ex situ [34, 

36, 37, 41, 42] composites, depends on whether the second phase is grown 

out of the glassy matrix in situ during forming, or is added from outside in 

an ex-situ manner. It was reported by Hays that the interface of the in situ 

composite between the glassy matrix and the crystalline dendrites is very 

strong [8]. For example, the Zr36.6Ti31.4Nb7Cu5.9Be19.1 (DH1) and 

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 (DH3) alloys reported by Hofmann, et al [7] are in 

situ composite alloys formed during solidification process as show in Figure 

2.2a and Figure 2.2b, correspondingly. The DH3 composite is used in my 

PhD research as detailed in Chapter 4. For the ex-situ made composites, the 

reinforcement phase is added separately during the processing of the alloy. 

Consequently, the interface between the matrix and the secondary phase 

may not be very strong.  

  

Figure 2.2 The SEM images of the in situ formed composite (a) DH1 (b) DH3 [7]. 
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2.2 Local atomic structure of metallic glasses  

Since the discovery of the first MG (Au75Si25) in 1960, there has been an 

increasing interest in developing and understanding this new family of 

materials. Among the many unresolved scientific questions and puzzles, the 

atomic-level structure and structure–property relationship [26] are one of 

the central topics concerning researchers in physics, materials and 

engineering communities. The important publications, methods, theories, 

models, and development in this field, especially those directly relevant to 

the research of my PhD study are reviewed below.  

 

Hirata, et al [43] made direct observations of the local atomic order of bulk 

metallic glasses (BMGs) and concluded that: “Amorphous materials do not 

have any translational and rotational symmetry down to the sub-nanoscale 

because of their disordered atomic arrangement. Thus, it is quite difficult to 

experimentally characterise their atomic structure by conventional 

diffraction, spectroscopic and imaging techniques. Various structural 

models, such as Bernal’s ‘dense random packing’, Gaskel’s ‘short-range 

order’ and the recent ‘solute-centred quasi-equivalent cluster models’, have 

been proposed in the past 50 years” [43].  

 

According to Cheng [33], Hirata [43] and Egami [44] there are two major 

challenges in the study of BMGs structures: how to construct a realistic 3D 

amorphous structure, using experimental and/or computational tools and 

how to effectively characterise a given amorphous structure and extract the 

key structural features relevant to the fundamentals of glass formation and 

properties, using appropriate structural parameters.  

Table 2.3 lists a wide range of structure parameters that have been 

proposed and used by numerous researchers [33] in the past for 

interpreting and understanding the local atomic structures of BMGs. 
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Table 2.3 Structure parameters for atomic structure of BMGs [33]. 

Structure parameter Abbreviations  Definition – characterization  

Pair distribution function PDF Pair correlation representing the probability of finding atoms as a function of distance r from 
an average centre atom 

Structure factor S(Q) The partial PDFs are directly related to partial structure factors in reciprocal space via Fourier 

transformation 

Coordination number CN The number of atoms that are in the nearest-neighbour shell of a given centre atom 

Chemical short-range order SRO For a structure with more than one species, it is useful to analyse the chemical make-up of 
the nearest-neighbour atoms, and compare with the composition of the alloy. This reflects 

how far the local chemistry deviates from the expectation of a random solution, i.e., the 
degree of chemical SRO 

Bond angle distribution BAD (θ) Bond angle distribution is a three-body correlation describing the spatial relations of three 
neighbouring atoms. One first determines the nearest-neighbour atoms that are ‘‘bonded’’ 
with the centre atom. Then the angles between each and every two bonds are calculated. 

The same is repeated for all atoms in the system to obtain the distribution 

Bond orientational order 
 

BOO The BOO is a many-body correlation and is a quantitative description of the bond 
orientational symmetry around the centre atom, which concerns multiple bond angles and 
their spatial relationship. The normalized parameter Wi evaluates the bond orientational 

order, and differentiates the various local environments 

Common neighbour analysis CAN CNA is a multi-body correlation between neighbouring atoms In CNA, each pair of nearest-
neighbour atoms is given in a three-number index, jkl. j is the number of nearest neighbours 
common to both atoms in the pair. k is the number of bonds between the j atoms 
themselves. l is the number of bonds in the longest continuous chain formed by the k bonds. 

CNA can detect various local atomic arrangements. Example: CNA index of 555 corresponds 
to a pentagonal bipyramid, which is the building block of an icosahedron 

Voronoi tessellation VT VT is a scheme to divide the 3-D space into cells centred by each atom. A plane is drawn to 
bisect each line connecting the centre atom and one of the neighbouring atoms, and the cell 
enclosed by all the inner planes is called a Voronoi cell, or Dirichlet cell, or Wigner–Seitz 
primitive cell 



  Chapter 2 

15 

 

Figure 2.3 (a) 3D Voronoi tessellation (b) Voronoi cell (c) the nearest neighbours of 

A. 

For example, Figure 2.3a shows an example of using Voronoi tessellation 

(named after Russian–Ukrainian scientist G.F. Voronoi 1868–1908) method 

to represent the 3D configuration of an amorphous structure [33] that is 

constructed by space tiling of Voronoi cells, while the motif of each cell (the 

centre atom) is determined by the spatial arrangement of the nearest 

neighbours. The example Voronoi cell in (Figure 2.3b) has three 

quadrangular faces and five pentagonal faces, and thus has a Voronoi index 

of h0, 3, 6, 0i. The A–B pair forms a 5-fold bond, and the example in 

(Figure 2.3c) has five common neighbours (1–5) forming a loop, with a CNA 

index of 555. 

 

However, for BMGs, direct reconstruction of the local 3-D structure is very 

difficult. Cheng and Ma, in review paper [33] says: “Some experimental 

techniques can be used to extract statistical information about the average 

glass structure, but the data usually cannot provide a complete picture. 

Nevertheless, the experimental results still serve as a yardstick against 

which any hypothetical structural model should be verified.” Structural 

studies have been transformed in recent years by acceleration in the 

acquisition of X-ray and neutron scattering data, and by improved 

computational methods, including the reverse Monte-Carlo method to fit 

measured data, and molecular-dynamic simulations [44]. A summary of the 

experimental and computational methods used in studying local atomic 

structure of BMGs is presented in Table 2.4. 

(a) (b) (c) 
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Table 2.4 Experimental and computational methods for studying local atomic 

structure of BMGs [26].  

Experimental techniques Computational methods 

X-ray/neutron diffraction (XRD) Reverse Monte Carlo modelling (RMC) 

X-ray absorption fine structure (XAFS) Molecular dynamics simulation (MD) 

Fluctuation electron microscopy (FEM) Quantum molecular dynamic 

Transmission electron microscopy (TEM) Classical molecular dynamics  

(classical MD) Nuclear magnetic resonance (NMR) 

 

2.2.1 Short-range order, medium-range order and long-range order  

A solid is a crystalline if it has long-range order (LRO). The LRO is 

describing as the range above 20 Å of atomic distance.  If the positions of 

an atom and its neighbours are known, the place of each atom can be 

identified throughout the crystal. On the other hand, most liquids only have 

the short-range order (SRO), and lack of the long-range order. Short range 

is defined as the first- or second-nearest neighbours of an atom, usually 

within 5 Å of atomic distance. In many liquids the first-neighbour atoms are 

arranged in the same structure as in the corresponding solid phase. 

However, at distances that are many atoms away, the positions of the 

atoms become uncorrelated. The medium-range order (MRO) can be 

defined as the next-level structural organization beyond the SRO [45] and is 

describe as the range between 5 Å and 20 Å of atomic distance.  The atomic 

packing of metallic glasses was particular in the short-range order (SRO) 

and medium-range order (MRO) [46, 47]. 

 

2.2.2 Synchrotron X-ray diffraction for total and anomalous 

scatterings studies of metallic glasses 

X-ray is an electromagnetic radiation that widely used in material 

characterisation because the short wavelength (0.01Å to 100Å) and highly 

penetrability. Three different techniques are often used: X-ray imaging, X-

ray scattering and X-ray spectroscopy [48]. 

X-ray images are formed when X-ray passing through a sample and 

projecting onto an X-ray detector. The images will have different contrast 

depending on the elements of the sample which attenuate the incident X-

ray beam.  
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X-ray scattering works by measuring the intensity and directions of the 

scattered X-ray exited from the sample. The scattering patterns contain the 

structure information of the samples. 

X-ray spectroscopy measures the different energies that are absorbed when 

an incident beam passing through the sample. It provides information that 

identifies specific atoms in the sample. 

In this project, synchrotron X-rays and the scattering technique was used 

primarily to study the structures of MGs, BMGs and their composites.   

 

Synchrotrons are large research facilities that capable to produce intense 

and high energy X-rays than a laboratory X-ray sources [49]. Figure 2.4 

shows a schematic diagram of a synchrotron light source. All synchrotron 

facilities use the same principle [50] to generate electrons to circulate inside 

the storage ring with a speed near the speed of light. The information of 

how electrons are generated can be easily found in the website of any 

synchrotron facility, and therefore not repeat here.   

 

 

Figure 2.4 Schematic of Synchrotron light source [51]. 

 

When the circulating electrons are deflected from their straight path by a 

bending magnet (Figure 2.31b), or any insertion devices (normally wiggler 

and undulator) X-rays are generated and emitted tangentially from the 

Booster ring 

Linac 

Storage ring 

Experiment hutch 

Control room 
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storage ring. The synchrotron light from a bending magnet covers a wide 

and continuous spectrum, from microwaves to hard X-rays [50]. However it 

is much less focused and less brilliant than the X-rays generated by the 

insertion devices which are placed at the straight section of storage ring for 

increasing significantly the brilliance of the X-rays generated. An insertion 

device is made up of a complex array of small magnets that are used to 

force the electrons to follow an undulating or wavy trajectory [52]. At each 

bend, X-rays are generated, overlapping and interfering with other bends, 

resulting in more focussed and brilliant X-ray beam than that from a single 

bending magnet. There are two types of insertion devices: multipole wiggler 

and undulator which provide different wavelength profiles. Figure 2.31c 

shows the schematic diagram of the multipole wiggler. It produces a cone of 

X-rays which emitted at each bend in the ‘wiggle’ and superimpose on each 

other. The multipole wiggler produces a broader spectrum of wavelengths 

as compared to an undulator insertion device. Figure 2.31d shows the 

schematic diagram of the undulator. It uses less powerful magnets than the 

multipole wiggler to produce a gentler undulation of the beam. The X-rays 

produce at each bend overlap and interface with each other, so that at 

certain wavelength of X-rays will be enhanced by 10,000 times [53]. These 

specific wavelengths can be changed by altering the gap between the 

component magnets. Figure 2.31a shows the brilliance of X-rays produced 

by different insertion devices. 

 

X-ray crystallography (X-ray diffraction from crystal) was widely used to 

determine the crystal structure of crystalline materials [54]. As shows in 

Figure 2.6a, when an incident X-ray beam hits onto an array of atoms, X-

rays are diffracted into specific directions and if the material exhibits a long-

range, periodic atomic order, such as a crystal, a diffraction pattern with 

numerous sharp spots, called Bragg diffraction peaks are generated as 

shows in the 1D spectrum of bulk metallic matrix composite which consists 

of crystalline phase (Figure 2.6c). The spacing between crystals can be 

calculated by the Bragg’s law:   

 

𝑛𝜆 = 2𝑑 𝑠𝑖𝑛𝜃 
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Where 𝜆 is the X-ray wavelength, 𝑑 is the spacing between the crystal, 𝜃 is 

the scattering angle (half of 2𝜃). The structure of the crystals can be 

identified by comparing with the well-established lattice patterns [54]. 
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Figure 2.5 (a) X-ray brilliantness against the photon energy, showing the significant increase in brilliantness for different X-ray sources [50] 

and schematic diagrams of electromagnets (b) bending magnet (c) multipole wiggler insertion device (d) undulator insertion device [53]. 

(a) (b) 

(c) (d) 
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Figure 2.6 Schematic diagram of X-ray diffraction on a crystalline plane (a) and on 

amorphous (b) and (c) 1D spectra of X-ray diffraction on BMGMC and monolithic 

BMG. 

X-ray scattering on amorphous materials and total scattering/pair 

distribution function techniques 

 

When X-rays shine on materials that exhibit short range, non-periodic and 

disordered atomic structure such as a glass or a liquid, it produces an X-ray 

pattern that are very diffuse in nature as shows in black profile Figure 2.6b. 

It feature a first sharp diffraction peak (FSDP) follow by several broad and 

low intensity peaks. To study the atomic structure, one can utilise the total 

scattering technique which not only take account of the Bragg’s scattering 

but also the diffuse scattering [55]. 

 

As shows in Figure 2.6c, the 1D spectrum of a monolithic BMG, the intensity 

of the diffuse scattering is relatively weak compared to the sharp Bragg’s 

peak, therefore it is usually covered by the background scattering noise 

generated by the instrument and environment. Hence, total scattering 

d 

X-ray beam 
Diffracted X-ray 

𝜽 𝜽 

Diffracted X-ray 
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experiments are usually carried out using synchrotron X-ray source which 

has a very “clean” background.  

 

The total intensity of the scattered X-rays, 𝐼𝑇 are composed of several 

parts: 

 

𝐼𝑇 = 𝐼𝐶 + 𝐼𝐼𝐶 + 𝐼𝑀𝐶 + 𝐼𝐵𝐺 

 

Where 𝐼𝐶 is the coherent scattering intensity, 𝐼𝐼𝐶 is the incoherent scattering 

intensity, 𝐼𝑀𝐶  is the multiple-scattering intensity, and 𝐼𝐵𝐺 is the background 

intensity.  

 

The total scattering intensity 𝐼𝑇 is measured as a function of the scattering 

angle, 2𝜃, and the wavelength of the probe, 𝜆. For elastic scattering, the 

diffraction vector,𝑄, defined as below:  

 

𝑄 =
4𝜋 𝑠𝑖𝑛𝜃

𝜆
 

 

Where 𝜆 is the wavelength of the scattered particle and 𝜃 = 2𝜃/2, where 2𝜃 

is the angle between the incident and diffracted beams. In the case of 

powder measurements, the only relevant quality is the magnitude of the 

diffraction vector, 𝑄. We note that since sin 𝜃 ≤ 1, the experimentally 

accessible range for 𝑄 is limited to less than 4𝜋/𝜆. For instance, Cu Kα 

radiation, which is most widely used in laboratory X-ray facilities, has a 

wavelength of 1.54Å. This mean the range of Q is limited to about 8Å-1. In 

general, for the total scattering study, the Q range of ~20-40Å-1 is preferred 

[55].  

 

Figure 2.7 shows the interaction of the X-ray with atom. X-ray photons are 

scattered by atom through interaction with electrons. The electron is 

accelerated by the electromagnetic field of the incident photon which 

induces oscillation of the electron and result in scattered photon. If the 

energy (wavelength) of the photon remains unchanged the process is called 

elastic or coherent scattering (case 3). Weakly bound electrons can recoil 

upon interaction with a photon and absorb some energy. In this case the X-
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ray photon loses energy (shift to longer wavelength). This is incoherent 

(inelastic) or Compton scattering (case 4). As for the multiple scattering, it 

occurs mainly within the sample that the scattering event occurs more than 

1 time. The background intensity here includes scattering without the 

sample, due to the air, optical system (lenses, slit), and etc.  

 

 
Figure 2.7 Schematic diagram of X-ray interaction with a Si atom. 

 

Structure factor S(Q) 

The basis of the total-scattering method is the normalized, measured, 

scatting intensity from a sample, the total-scattering structure function, 

S(Q) [44]. This intensity distribution is a continuous function of the wave 

vector, Q, and, in general, contains both Bragg and diffuse intensity. It is 

the theoretically normalized scattering intensity from the atom and can be 

experimentally measured and corrected using following equation: 

 

𝑆(𝑄) = 1 +
𝐼𝑒(𝑄) − [∑ 𝑐𝑖𝑓𝑖

2(𝑄)𝑛
𝑖=1 ]

[∑ 𝑐𝑖𝑓𝑖
2(𝑄)𝑛

𝑖=1 ]2
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Where 𝐼𝑒(𝑄) is the normalized elastically scattered intensity, and 𝑐𝑖 and 𝑓𝑖(𝑄) 

are the atomic concentration and the scattering factor of the 𝑖 atom in the 

alloy, respectively. 

 

Reduced pair distribution function G(r) 

The pair distribution function is a correlation function of the distribution 

between particle pairs within a given volume. Mathematically, if a and b are 

two particles in a fluid, the PDF of b with respect to a denoted by Gab (r) and 

it is the probability of finding the particle b at the distance r from a. 

The microscopic real-space structure of a material can be obtained by 

Fourier transform the S(Q) into the reduced pair distribution function, G(r) 

with following equation [44], where r is distance between the pair atoms in 

Angstroms unit:  

𝐺(𝑟) =
2

𝜋
∫ 𝑄(𝑆(𝑄) − 1) sin(𝑟𝑄)𝑑𝑄

𝑄𝑚𝑎𝑥

0

 

The scattering factor of an atom is nearly independent of the energy of X-

rays except in the vicinity of the absorption edge of the atom where it 

depends rather strongly on the X-ray energy E,  

 

𝑓(𝑄, 𝐸) = 𝑓0(𝑄) + 𝑓′(𝐸) + 𝑖𝑓′′(𝐸) 

 

Where 𝑓′(𝐸) and 𝑓"(𝐸) are the anomalous scattering dependent on X-ray 

energy [56]. The 𝑓′(𝐸) is the real part which related to the scattering of the 

atom and 𝑓"(𝐸) is the imaginary part which related to the absorption of the 

atom. 
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Figure 2.8 The intensity of f' and f'' for Cu element against the X-ray energy 

extracted from the NIST database [56]. 

 

Figure 2.8 shows an example of the energy dependence of f’. This energy 

dependence is known as anomalous dispersion and originates from the 

resonance of the X-ray with the excitation of electrons in the core of an 

atom. Thus, if one tunes the X-ray energy to the edge of an element, the 

scattering power from the particular element varies strongly with energy, 

while the scattering from other elements remain more or less constant. We 

can take advantage of this special nature of interaction between an atom 

and X-ray to determine the differential and partial PDF. By carrying out the 

measurement at two or more energies in the vicinity of the edge of the 

element 𝛼, the scattering power 𝑓𝛼(𝑄) if the 𝛼 atoms change but those of the 

other constituent ions do not. By taking the derivative of 𝑆(𝑄) with respect 

to 𝑓𝛼(𝑄), by repeating on other element in the system it is possible to obtain 

the partial pair distribution function [44]. 

Currently the most possible resolvable case is a ternary alloy because more 

than three elements, there are too many measurement required. For 

example, Hosokawa, et al used the anomalous X-ray scattering to resolve 

the partial PDF of the Pd40Ni40P20 and Zr63Ni25Al12 BMGs [57, 58]. 
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2.2.3 Dense random packing model 

In 1960, Bernal [59, 60], Scoot [61] and Finney [62, 63] as the pioneers in 

this field, proposed the dense random packing (DRP) model for modelling 

the structure of monatomic metallic liquids. The atoms in metals are 

approximated using hard spheres. Using this idea, the hard spheres should 

be packed in such a manner that there exists no one hole (empty space) in 

3D space that is sufficiently large to accommodate one more identical 

sphere without adjusting its neighbours [33]. Based on this principle, Bernal 

proposed that five types of holes with edges of equal length (i.e., equilateral 

triangle faces) are likely the basic structural units of monatomic liquids. 

Figure 2.9 presents the Bernal’s canonical holes. In each panel, the left 

figure shows the hard sphere packing surrounding the hole, and the right 

figure shows the hole in the centre (the radius of the pink sphere is the size 

of the hole). Over six decades of MGs research has approved that the trend 

to achieve the densest packing is a key factor in governing the structure of 

metallic liquids and glasses [26]. 

  

Figure 2.9 Bernal’s canonical holes. (a) tetrahedron (b) octahedron (c) tetragonal 

dodecahedron (d) trigonal prism capped with three half octahedra (e) Archimedean 

antiprism capped with two half octahedral [33].  

 

2.2.4 Structure of ETM–LTM metallic glasses 

ETM–LTM are the most common metallic glasses, many ETM–LTM-based 

compositions can be made into BMGs of relatively large sizes, with 
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properties that are currently being intensively studied. The most popular 

metallic glasses from this category are: Cu–Zr binary metallic glasses [64, 

65], Cu–Zr–Al metallic glasses [66], Cu–Zr–Ag metallic glasses [67], (Ti, 

Zr, Nb, Hf, Ta)–(Ni, Cu, Pd, Ag)–(Al)–(Be) metallic glasses [68]. 

 

Typically 3D configurations of the Cu46Zr54 and Cu46Zr47Al7 BMGs samples 

obtained in MD simulation are presented in Figure 2.10 [66]. Apparently, 

the population and degree of connectivity are higher in Cu46Zr47Al7 (Figure 

2.10d) than those in Cu46Zr54 (Figure 2.10c). 

 

Figure 2.10 3D configuration of the MG samples obtained in MD simulation for (a) 

Cu46Zr54 (b) Cu46Zr47Al7 and the corresponding population and degree of 

connectivity for each case (c) and (d) [66]. 

  



  Chapter 2 

28 

2.2.5 Structure of LTM + NM metallic glasses 

These MGs are from the category of binary prototype (Ni–P, Pd–Si, Au–Si–

Ge, Pd–Ni–Cu–P, Fe–Cr–Mo–P–C–B). Among them, the Palladium based 

metallic glasses, owing to their superior damage-tolerance capacity, were 

considered as a superior alternative to conventional palladium dental alloys 

[31]. A typical simulated structure for a binary Ni81B19 alloy is presented in 

Figure 2.11. The chemical ordering is very interesting in that the solute 

boron atoms are fully coordinated by solvent nickel atoms and do not make 

contact with each other [46]. 

 

Figure 2.11 Structure of Ni81B19 metallic glass obtained from ab initio MD 

simulation [46]. 

 

2.2.6 Quasicrystals in metallic glasses 

Quasicrystals are ordered structures, predictable but not periodic crystals. 

The Bragg diffraction pattern of quasicrystals shows sharp peaks with other 

symmetry orders, for instance 5-fold, rather than the 2, 3, 4, and 6-fold 

rotational symmetries commonly found in ordinary crystals [69]. 

Quasicrystals was firstly reported by Shechtman et al in 1984 [70]. Since 

Shechtman’s discovery, hundreds of quasicristals were reported in 

Aluminium alloys (Al–Li–Cu, Al–Mn–Si, Al–Ni–Co, Al–Pd–Mn, Al–Cu–Fe, Al–

Cu–V) and in other compositions (Cd–Yb, Ti–Zr–Ni, Zn–Mg–Ho, Zn–Mg–Sc, 

In–Ag–Yb, Pd–U–Si [71]. 

 

Boron 

Nickel 
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There are two types of quasicrystals [69]: The first is polygonal (dihedral) 

quasicrystals which have an axis of 8, 10, or 12-fold local symmetry 

(octagonal, decagonal, or dodecagonal quasicrystals, respectively). They 

are periodic along this axis and quasiperiodic in planes normal to it. The 

second is icosahedral quasicrystals that are aperiodic in all directions. 

Regarding thermal stability, there are three types of quasicrystals: (1) 

stable quasicrystals grown by slow cooling or casting with subsequent 

annealing, (2) metastable quasicrystals prepared by melt-spinning, and (3) 

metastable quasicrystals formed by the crystallization of the amorphous 

phase [72]. Figure 2.12 shows an atomic model for the 5-fold Al-Pd-Mn 

quasicrystal and a scanning tunnelling microscopy image of a 8.6 X 8.6nm2 

area [73].  

 

Figure 2.12 (a) An atomic model for 5-fold Al-Pd-Mn quasicrystal, and (b) a 

scanning tunnelling microscopy image of an 8.6 X 8.6nm2 area [73]. 

 

Structure of 5-fold symmetry is common in liquids and BMGs and structural 

similarities between quasicrystals and metallic glasses certainly exists [26]. 

The icosahedral quasicrystals were founded in many metallic glass alloys, 

for example, in Cu-rich alloys and Cu–Zr systems. A summary of the 

structural models for MGs is presented in Table 2.5 [33]. 
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Table 2.5 Summary of structural models for MGs [33]. 

 

Structural model Symbol Descriptors 

Densest packing with identical hard spheres [74] DRPHS Starting from a single sphere, Bernal’s holes including the tetrahedron, 

essentially a frustrated polytetrahedral packing. 

Polytetrahedral packing model [75, 76] PPM  Triangulated coordination shells surrounding the centre atom with nearly equal 

edges. The polytetrahedral model describes the SRO only. 

Stereochemical model [77] SM The nearest-neighbour interaction is the strongest of all; the SRO in MGs is the 

same as that in the corresponding crystals, while the differences lie in the MRO 

(Gaskell). Available for a particularly a group of LTM–NM MGs. 

Efficient cluster [78] ECP To achieve stable solute-centred clusters by selecting the size ratio R between 

centre solute and surrounding solvent and how these clusters are connected 

and arranged in medium range. 
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2.3 Design and manufacturing of BMGs and BMG composites  

2.3.1 Glass forming ability 

The concept of critical cooling rate can be easily understood by referring to 

the time-temperature-transformation (T-T-T) diagram. Figure 2.13 shows 

the schematic diagram of T-T-T for a hypothetical alloy. The transformation 

curve, which has a C-shape, represents, at any given temperature, the time 

required to start the formation of stable (crystalline) solid phase. If the alloy 

is cooled from the liquid state under equilibrium condition, for example in 

case 1, solidification will require a very long time and the solidified product 

will be crystalline.  If the alloy is solidified at a higher rate, for example in 

case 2, which represents a tangent to the C-curve at its nose, then crystal 

formation will not take place.  The cooling rate represented by curve of case 

2 is “referred” as critical cooling rate, Rc. The significance of this value is 

that if the liquid alloy is cooled above this rate, then it is possible to form a 

completely glass. If the solidified alloy is heated above the Tg, for example 

in case 3, it will remain in the supercooled liquid region as long as it away 

from the crystallization curve. Whereas, in case 4, once the solidified 

touches the crystallization curve, crystals will start to formed within the 

supercooled liquid and the temperature for the crystallization is defined as 

Tx.  

 

Figure 2.13 Schematic diagram of time-temperature-transformation (T-T-T) for a 

hypothetical alloy. 
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Glass forming ability (GFA) is the key parameter in characterising the ability 

of glass forming for MGs. Until now, there is no standard definition for GFA, 

and many indicators have been proposed to either link with or measure 

GFA. Although the direct and quantifiable GFA indicator of an alloy could be 

the critical cooling rate, Rc, and the maximum section of thickness, tmax or 

diameter, dmax, it is very difficult to obtain experimentally [23, 79, 80]. 

Thus, significant efforts have been devoted on searching for the GFA criteria 

or parameter. Table 2.6 summarised the proposed criteria and parameter 

with the year and authors in determined the GFA. 

 

2.3.2 Alloy design and selection principles 

BMGs are multi-component metallic alloy systems. Although exponential 

number of publications have touched or discussed in one way or another on 

developing guidelines or principles for alloys design, unfortunately, until 

now, there are no universal alloy design rules that work for all alloy systems 

[81]. Many alloy development efforts in the past had used three empirical 

rules proposed by Inoue [82]: 

 

1. Multi-component, consisting of three elements or more, 

2. Significant atomic size mismatch >12% among the three main 

constituent elements, and 

3. Negative heats of mixing among the three main elements. 

 

Cai et al [81] gave a comprehensive review on the methods used for 

designing and developing multi-component bulk metallic glasses as listed in 

Table 2.7. 

The similitude principle is actually very effective. In this research, we 

primarily used this method and the above empirical rules to develop 

successfully a new system of bulk metallic glass alloys with high glass 

forming and high neutron absorption capability as detailed in Chapter 6. 
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Table 2.6 GFA criteria and parameter. 

 

Year Criteria/Parameter Authors Equation 

1969 Reduced glass transition 

temperature, 𝑇𝑟𝑔 

Turnbull 

[83] 
𝑇𝑟𝑔 =

𝑇𝑔

𝑇𝑙

 

1972 𝐾𝑔𝑙 parameter Hrubý [84] 
𝐾𝑔𝑙 =

𝑇𝑥 − 𝑇𝑔

𝑇𝑚 − 𝑇𝑥

 

1995 Supercooled liquid 

region, ∆𝑇𝑥 parameter 

Inoue [85] 
∆𝑇𝑥 = 𝑇𝑥 − 𝑇𝑔 

2002 𝛾 parameter Lu and Liu 

[86, 87] 
𝛾 =

𝑇𝑥

𝑇𝑔 + 𝑇𝑙

 

2005 𝛼 parameter Mondal and 

Murty [88] 
𝛼 =

𝑇𝑥

𝑇𝑙

 

2005 𝛽 parameter Mondal and 

Murty [88] 
𝛽 = 1 +

𝑇𝑥

𝑇𝑙

= 1 + 𝛼 

2005 𝑇𝑟𝑥 parameter Kim, et al 

[89] 
𝑇𝑟𝑥 =

𝑇𝑥

𝑇𝑠

 

2006 𝛿 parameter Chen, et al 

[90] 
𝛿 =

𝑇𝑥

𝑇𝑙 − 𝑇𝑔

 

2007 𝛾𝑚 parameter Du, et al 

[91] 
𝛾𝑚 =

2𝑇𝑥 − 𝑇𝑔

𝑇𝑙

 

2007 ɸ parameter Fan, et al 

[92] 
ɸ = 𝑇𝑟𝑔 (

∆𝑇𝑥

𝑇𝑔

)

0.143

 

2008 New 𝛽1 parameter Yuan, et al 

[93] 
𝛽1 =

𝑇𝑥 × 𝑇𝑔

(𝑇𝑙 − 𝑇𝑥)2
 

2009 𝜔 parameter Long, et al 

[94, 95]  
𝜔 =

𝑇𝑔

𝑇𝑥

−
2𝑇𝑔

𝑇𝑔 + 𝑇𝑙

 

2010 𝑄 parameter Suo, et al 

[96] 
𝑄 =  

𝑇𝑔 + 𝑇𝑥

𝑇𝑙
×

∆𝐸

∆𝐻
 

where ∆𝐸 and ∆𝐻 the crystalline 

enthalpy and the fusion enthalpy 

2011 𝛽′ parameter Dong, et al 

[97] 
𝛽′ =

𝑇𝑔

𝑇𝑥
−

𝑇𝑔

𝑇𝑙𝜂
 

where 𝜂 has been optimally 

selected as 1.30 
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Table 2.7 The design methods for multi-component BMGs [81]. 

Design method Description 

Trial and error method [98, 99] It is primarily a main method. It is applied to design the component of the BMG on the basis 

of existing phase diagrams, thermodynamic parameters, physical and chemical parameters 

and the component of the developed BMGs. The components are experimented one by one. 

Nearly-free-electron method [100] The method was proposed by Nagel and Tauc in 1975, that treats the alloy as a nearly-free-

electron gas and employs many of the concepts used in Ziman’s theory of liquid metals to 

describe the system. And then, are calculated the parameters relating to GFA such as energy 

levels, density states, fermi momentum, pseudo potential and structure factor by perturbation 

theory, and then, designing the component. This method can predict the correct composition 

range of metallic glasses. 

Valence electron concentration method [101] The method is to calculate chemical bond length, overlapping population and biding energy by 

using quantum chemistry on the basis of the cluster model, predicting the GFA and designing 

the component of metallic glasses. 

Discrete variational method [102] The method is a molecular orbital method titled by numerical self-consistent field method 

based on the density function theory. It is suitable for the macromolecules, macro-clusters 

and solid system, especially the system with heavy-atoms. 

Thermodynamic and dynamic methods [103] The method is to establish the thermodynamic or dynamic model for the alloys and calculate 

the thermodynamic and dynamic parameters, predicting the GFA or designing the component 

of the alloy. 

Similitude principle and artificial neural 

network method (SPANNM) [104] 

This method is to model based on similitude principle and artificial neural network because of 

the similarity between all kinds of the metallic glasses. In addition, the artificial neural 

network can extract usable information from large quantity of discrete data with noise and is 

usable for resolving the highly non-linear and uncertain problems. 
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2.3.3 Manufacturing and applications of BMGs and BMG composites 

2.3.3.1 Melt spinning for manufacturing MG ribbons 

The melt spinning is the most commonly used method for producing long 

and continuous rapidly solidified ribbons, wires and filaments [105, 106]. 

Figure 2.14 shows schematically the production of ribbons using melt 

spinning technique. The molten alloy melted in an induction coil is ejected 

through a nozzle onto a rotating copper wheel on which the heat from the 

molten alloy is extracted very quickly (cooling rate > 105 K/s) and solidified 

into continuous ribbons [107] with a typical thickness of 20-50µm and 2-

5mm in width. The copper wheel rotation speed and the nozzle width are 

the important parameters in determining the thickness and width of the 

ribbon [107]. 

 

2.3.3.2 Copper mould casting for manufacturing BMGs 

The most economical way to produce BMGs is using casting method, which 

is possible for BMGs (glass forming ability > 1 mm [108]). In 1974, Chen, 

et al firstly produced a BMG using water-quenching mould [108]. Since 

then, numerous casting techniques have been developed to manufacture 

BMG. This included high-pressure die casting [109, 110], copper mould 

casting [111-113], cap-cast technique [114], suction-casting method [115], 

squeeze-casting method [116, 117], and very recently continuous casting 

[118]. Among them, copper mould casting is still the widely used 

conventional casting method. Figure 2.15 shows a schematic diagram of the 

copper mould casting technique used in manufacturing the BMGs in this 

research. The master ingot alloy is melted by arc and then is poured into 

the water-cooled copper mould to form rod bar with stepped diameters. To 

avoid oxidation, the casting process is usually carried out under low vacuum 

or filled with inert gas such as argon or helium. 

  



  Chapter 2 

36 

 

Figure 2.14 Schematic diagram of melting spinning process. 

 

 

Figure 2.15 Schematic diagram of copper mould casting. 
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2.3.3.3 Thermoplastic processing and nano-imprinting 

BMGs exhibit an excellent superplastic behaviour in the supercooled liquid 

region. This excellent forming ability have been explored to produce very 

fine patterns in nanometre scale [119]. For example, Saotome, et al 

demonstrated that, using Pt–Pd–Cu–P glassy alloys, imprinted patterns with 

intervals of 800 nm and 400 nm can be produced by die-forge pressing the 

supercooled liquid against the nanometre patterns in a die machined by 

focus ion beam [120]. While nano-pillars with a diameter of 200 nm and 

length ∼5 μm were also reported by pressing the glassy alloy into porous 

alumina in the supercooled liquid region (Figure 2.16) The nano-pillars were 

tested for commercialization as anti-reflection material cell culture medium 

for bio-chips, and electrode material [5]. 

 

 

Figure 2.16 Imprinted BMG nano-pillars obtained by pressing the glassy alloy into 

porous alumina [5]. 

 

Such good superplastic behaviour also open a huge opportunity for using 

thermoplastic based processing to make net shape components from BMGs, 

and Schroers, et al [121] gave a comprehensive review on this aspect which 
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is not repeated here because forming is not the main research objective of 

this research. 

 

2.3.3.4 Applications of BMGs and BMG composites  

Currently, BMGs are practically used in the fields summarised in Figure 

2.17, and as a relative new class of metallic materials with many unique 

mechanical and functional properties, the near future applications which 

already show very promising step change performances are in the field of: 

 

1. Bio-medicine applications  

Using a new generation of biocompatible and/or biodegradable BMG-based 

implants for repairing broken bones.  

 

For example, Ti40Cu36Pd14Zr10 is believed to be noncarcinogenic, is about 

three times stronger than titanium, and its elastic modulus nearly matches 

bones. It has a high wear resistance and does not produce abrasion powder. 

The alloy does not undergo shrinkage on solidification. A surface structure 

can be generated that is biologically attachable by surface modification 

using laser pulses, allowing better joining with bone [122, 123]. 

 

Mg60Zn35Ca5, rapidly cooled to achieve amorphous structure, is being 

investigated as a biomaterial for implantation into bones as screws, pins, or 

plates, to fix fractures. Unlike traditional steel or titanium, this material 

dissolves in organisms at a rate of roughly 1 millimetre per month and is 

replaced with bone tissue. This speed can be adjusted by varying the 

content of zinc [124]. 
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Figure 2.17 Applications of BMGs in 21st century [26]. 

 

2. Engineering applications 

 

BMGs exhibit unique softening behaviour between the Tg and Tx, and this 

softening has been increasingly explored for thermoplastic forming of 

metallic glasses [125, 126]. It has been shown that metallic glasses can be 

patterned on extremely small length scales ranging from 10 nm to several 

millimetres [127]. It has been suggested that this may solve the problems 

of nano-imprint lithography where expensive nano-molds made of silicon 

break easily. Nano-moulds made from metallic glasses are easy to fabricate 

and more durable than silicon moulds. The uses of BMGs in micro-electro-

mechanical systems (MEMS) have great potential; many examples have 

showed that metallic glasses are used for fabrication of micro-gears, micro-

springs, micro-motors, spring actuator and some other engineering parts at 

small scale [128, 129]. 

 

At engineering scale, Yokoyama, et al [114] succeed in the development of 

cap casting and enveloped casting technique to accomplish the fabrication 

of centimetre sized BMGs. The former has an advantage to increase cooling 

rate and the later has an advantage to joint another materials instead of 

welding. The glassy Zr55Cu30Ni5Al10 alloy rod with a diameter of 32mm was 



  Chapter 2 

40 

formed using cap casting and joined with other materials for industrial 

applications [130]. 

 

Fe based glassy alloy powders (Fe,Co,Ni)75Si8B14Mo3 produced by water 

atomization are commercialized under the commercial name “AMO-beads” 

[131]. The “AMO-beads” have the advantage of much longer endurance 

times; with service life has been prolonged for 4 to 10 times compared with 

the conventional high hardness blasting materials. By use of the high 

hardness (900-950 HV) in conjunction with high corrosion resistance and a 

smooth outer surface, the peening shot treatment using “AMO beads” can 

generate a higher level of residual compressive stress on the surface of high 

class alloy steel vehicle gears with high Vickers hardness of 750 achieved by 

carburization treatment. As a result, fatigue strength increase by 50–80% 

compared with the steel gear subjected to peening shot using high-speed 

steel balls. This causes a significant reduction in the weight of alloy steel 

vehicle gear by ∼45% [5]. 

 

Developing novel Fe based glassy alloy with high neutron absorption 

capability is one of the main target of my research which is described in 

Chapter 6.  

 

 

2.4 Mechanical, functional properties and deformation of BMGs 

Bulk metallic glasses (BMGs) often have superior strength and hardness, 

excellent corrosion and wear resistance, but inability to undergo 

homogeneous plastic deformation [1]. The mechanical and functional 

properties of BMGs have been a subject of intensive research for over 60 

years. In summary, all studies point that BMGs have much higher tensile 

strengths but much lower Young’s modulus. The difference in these values 

between the BMGs and crystalline alloys is as large as 60%. The significant 

difference in the mechanical properties is due to the difference in the 

deformation and fracture mechanisms between BMGs and crystalline alloys.  

 

In a comprehensive review paper about mechanical properties of BMGs 

[132], Trexler and Thadhani pointed out that (quote): “The scientific 

interest stems from the unconventional deformation and failure initiation 
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mechanisms in this class of materials in which the typical carriers of plastic 

flow (dislocations) are absent. Metallic glasses undergo highly localized, 

heterogeneous deformation by formation of shear bands, a particular mode 

of deformation of interest for certain applications, but which also causes 

them to fail catastrophically due to uninhibited shear band propagation. 

Varying degrees of brittle and plastic failure creating intricate fracture 

patterns are observed in metallic glasses, quite different from those 

observed in crystalline solids. The tension–compression anisotropy, strain-

rate sensitivity, thermal stability, stress-induced crystallization and 

polyamorphism transformations, are some of the attributes that have 

sparked engineering studies on bulk metallic glasses. Understanding of the 

glass-forming ability and the deformation and failure mechanisms of bulk 

metallic glasses, has given insight into alloy compositions and intrinsically-

forming or extrinsically-added reinforcement phases for creating composite 

structures, to attain the combination of high strength, tensile ductility, and 

fracture toughness needed for use in advanced structural applications”.  

 

 

 
2.4.1 Elastic limit, yield strength and nano-indentation 

BMGs often have high elastic limits (or yield stresses), much closer to the 

theoretical limit than their crystalline counterparts due to the absence of 

dislocation and crystallographic defined slip-systems. For example, Ashby 

and Greer assessed the material properties of the BMGs and BMGMC with 

conventional engineering materials, showing the metallic glass have some 

outstanding properties, including high strength, approaching the theoretical 

limit; uniquely high capacity for elastic energy storage per unit volume or 

mass; low damping; and in some cases very high toughness [133]. Figure 

2.18 shows the comparison made for 1507 different metallic glasses, 

metals, alloys, and metal–matrix composites materials; and BMG group 

materials have higher elastic limits than almost any other existing 

engineering metal alloys.  
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Figure 2.18 Elastic limit (yield stress), σy plotted against the Young modulus, E for 

1507 metals, alloys, metal–matrix composites, and metallic glasses [133]. 

 
The elastic constants bulk modulus (K), shear modulus (G), and Young 

modulus (E) and Poisson’s ratio can be measured by mechanical tests or 

ultrasonic-wave propagation method [3]. The tensile and compression 

strengths were mostly evaluated using uniaxial tensile and compressive 

tests [134]. The load-displacement curves recorded by the load cell and 

strain gauge are routinely used to calculate the yield strength and fracture 

strength. 

 

Nano-indentation test [135] is also used to measure mechanical properties 

such as hardness or Young’s modulus based on the Oliver and Pharr method  

[136], especially when sample size is small, and not suitable for standard 

mechanical tests. The depth of the indents made by nano-indentation is 

normally a few hundred of nanometres. With such high spatial and temporal 

resolution, the loading discontinuities in the form of displacement bursts can 

be linked directly with the nucleation of individual shear bands, allowing the 

fundamental deformation mechanism of MGs to be studied [137]. For 

example, Schuh and Nieh investigated the serrated flow in load-
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displacement curve for the Pd-based and Zr-based BMGs using nano-

indentation [138], and the serrated flow was correlated to the shear bands 

formation and the strain rate.  

 

 

2.4.2 Shear bands, plastic deformation and fracture toughness 

BMGs normally have very low plasticity (<2% in compression and near zero 

in tension), when are subject a mechanical load at temperature lower than 

Tg/2 [5]. Figure 2.19 shows a typical specimen (Vitreloy 1 alloy, short for 

Vit-1 hereafter) fractured under a compression load, and the corresponding 

engineering stress-strain curves for the Vit-1 specimen and other three BMG 

composites specimens (DH1, DH2, and DH3 [7]). DH3 is the ZrTi-based 

BMG composite with nominal composition of Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 [7], 

and it was used in this research as the model alloy to study the tensile 

deformation behaviour of BMG composites in situ using scanning electron 

microscopy and synchrotron X-ray diffractions. A part of this study has 

already been reported in [13]. More detail work is described in Chapter 4 of 

this thesis.  

        

 

Figure 2.19 (a) The fractured Vit-1 sample under a compression load (b) the 

corresponding stress-strain curves for Vit-11 and other three BMG matrix 

composites specimens [7].  

 

Zhang, et al studied the fracture mechanisms under compressive and 

tensile loads respectively using a Zr59Cu20Al10Ni8Ti3 BMG [134]. Figure 2.20 

and Figure 2.21 show schematically the directions of the normal and shear 
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stress components for compression and tension deformation respectively. In 

compression, shear stresses are the mainly drivers for deformation to 

proceed, resulting in vein-like patterns on the fractured surface as shows in 

Figure 2.20b. While in tension, initial fractures are nucleated under the 

action of normal stresses, creating voids or cores first (Figure 2.21a), 

followed by propagation mainly driven by shear stresses, leading to the 

combined fracture feature as shows in Figure 2.21c. Figure 2.22 shows two 

typical SEM images of the fractured surfaces of the specimens, one for 

compressive tests (a), and the other (b) is for tensile tests [134]. 

 

The plastic deformation in the MGs is inhomogeneous and localised within 

the narrow shear bands. Figure 2.23a and Figure 2.23b shows typical shear 

bands observed by Conner, et al from a 0.5mm and a 0.58 mm thick melt-

spun ribbons of Zr57Nb5Cu15.4Ni12.6Al10 BMG (Vitreloy 106) that were bent 

over a mandrel with a radius of 1 mm [139]. The images show that the 

shear bands formed under tension (blue arrow) and compression stresses 

(red arrow) are different. Those on the tensile side are tended to be longer 

and more uniformly spaced as compared to the compression side. It was 

reported later by the same group [140], that there are differences in 

secondary and tertiary shear bands formed on the tensile and compression 

side. On the tensile side, secondary shear bands are form along the length 

of the primary shear bands, particularly below the area of the shear offset. 

Tertiary shear bands are formed within the secondary shear bands. On the 

other hand, secondary and tertiary shear bands formed on the compression 

side have numerous branches but do not generated as evenly spaced 

secondary and tertiary shear bands on the tensile side. 

 

After shear bands are nucleated (or initiated), they propagate very rapidly 

in a very narrow region, leading to a very sudden failure of the materials. 

This phenomenon is also called strain softening in contrast to the very 

common strain hardening phenomenon found in most crystalline materials 

[1, 6]. An individual shear band has a thickness of 10–20 nm [6]. It has 

been generally accepted that shear band formation is attributed to a local 

decrease in viscosity of the glass with two possible hypotheses: free volume 

formation (structural change) and local heating (temperature rise) within 

the shear bands.  
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Figure 2.20 Schematic diagram of BMG compression fracture process (a) shear 

fracture process (b) vein-like structure [134]. 

 

 

Figure 2.21 Schematic diagram of BMG tensile fracture process (a) nucleation of the 

cores (b) propagation of the cores (reoriented) (c) cores and vein-like structure 

[134]. 

 

(a) (b) 

(a) (b) 

(c) 
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Figure 2.22 Fractured surfaces SEM images of Zr59Cu20Al10Ni8Ti3 BMG (a) 

compressive test (b) tensile test [134]. 
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Figure 2.23 Shear bands observed on the (a) 0.5mm and (b) 0.58mm thick melt-

spun ribbons of Vitreloy 106 that bend over a mandrel with a radius of 1mm [139].  

 

The first hypothesis suggests that the viscosity in shear bands decreases 

during deformation due to formation of free volume. This results in 

decreases in material density and subsequently leads to reduce in its 

resistance to deformation [141]. 

  

Spaepen derived an expression for steady-state inhomogeneous flow in 

metallic glasses on the basis of a competition between the stress-driven 

creation and the diffusional annihilation of free volume [141]. Argon 

demonstrated the flow localization occurs in a shear band in which the 

strain rate has been perturbed due to the creation of the free volume [142].  

Steif, et al  derived an expression for the stress at which catastrophic 

softening due to free volume creation occurring during uniform shearing of 

a homogeneous body under constant applied strain rate [143].  

 

The second hypothesis suggests that local adiabatic heating occurs in the 

shear bands [144], which leads to a decrease in the viscosity of the metallic 

glass by several orders of magnitude [145]. This adiabatic heating could 

lead to a substantial increase in the temperature to a level above the glass 

transition temperature or even beyond the melting temperature of the alloy. 

Temperature rise at the shear bands have been reported using infrared 

imaging [146, 147] and fusible coating on the BMG [148]. 

 

Spaepen’s free volume model is also a widely used microscopic model to 

explain shear band propagation. Equally important for explaining shear 

propagation is the shear transformation zone (STZ) model proposed by 

(a) (b) 
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Argon [142]. Both models are based on the assumption that the 

fundamental unit process of deformation is a local rearrangement of atoms 

which accommodates the local shear strain [149]. These processes are 

schematically represented in Figure 2.24. A group of atoms change its 

configuration under a shear stress from one relatively low energy 

configuration to a next such configuration by thermal activation, leading to 

the propagation of shear bands, hence a local plastic flow of materials.   

 

   

 

 

Figure 2.24 Spaepen’s free volume model and Argon’s shear transformation zone 

(STZ) model for the deformation of MGs [149]. 

 

Argons’s STZ model was recently developed further into a two-state STZ 

models by Falk and Langer by assuming that the STZs are intrinsically two-

state systems [150].  

 

To improve the ductility of monolithic BMG, a secondary reinforced 

crystalline phase was introduced to the amorphous matrix. The secondary 

phases influence the shear bands formation through 4 possible 

mechanisms:  (1) residual stresses created during solidification, (2) 
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difference in elasticity between the amorphous matrix and reinforced 

crystalline phases, (3) stress concentration from the plastic misfit strain 

between the amorphous matrix and reinforced crystalline phases, and (4) 

“obstacles” for the shear band propagation that eventually lead to crack. 

 

Dragoi, et al reported that thermal residual stress up to 480MPa existed 

within amorphous matrix of the W fibre reinforced Zr41.2Ti13.8Cu12.5Ni10Be22.5 

BMG using neutron powder diffraction [151]. The residual stress is 

generated due to the different coefficient of thermal expansion between the 

amorphous matrix and reinforced crystalline phase. This high residual stress 

is expected to influence the mechanical behaviour of the BMGMC. 

 

Balch, et al reported tensile deformation behaviour of W and Ta reinforced 

Zr57Nb5Al10Cu15.4Ni12.6 BMGs using in situ synchrotron X-ray diffraction 

[152]. W and Ta are stiffer than the amorphous matrix, thus considerable 

load transfer is expected during the deformation with the particle carry 

higher stress than the matrix. At low applied stresses, elastic loading was 

found being well transferred between two well-bonded elastic phases. At 

higher stresses, onset of plasticity was found in the crystalline particles 

followed by strain hardening, thus reducing the load transfer efficiency, 

resulting in increased stress in the matrix followed by shear banding in 

matrix and fracture. 

 

Hays, et al reported that the matrix-dendrite interface is atomically sharp, 

intimate and apparently strong and allow effective transfer of stress from 

the β crystalline phase to the amorphous matrix when yielding occurs 

initially in the β crystalline phase and may play a key role in seeding the 

formation of multiple shear bands [8].  

 

Hoffmann, et al reported high toughness and ductility of ZrTi-based BMGMC 

with different volume fraction of the crystalline phases [7]. The principle of 

the alloy design is to introduce reinforced crystalline phase with ‘soft’ 

elastic/plastic inhomogeneities in a metallic glass matrix to initiate local 

shear banding around the inhomogeneity; and matching of microstructural 

length scales to the characteristic length scale RP (for plastic shielding of an 
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opening crack tip) to limit shear band extension, suppress shear band 

opening, and avoid crack development.  

 

 

2.4.3 Hardness, wear and corrosion resistances 

Hardness is the mechanical property that controls dominantly the wear 

resistance capabilities of a material. It also correlates linearly with the 

material yield strength [153, 154]. BMGs, in general, exhibit higher 

hardness than their crystalline counterpart [155]. It is because the densely 

packed and randomly distributed atomic structures of BMGs do not have 

grains and defects which significantly affect hardness [156]. Since early 

1980s, the wear and scratch resistance of various BMG systems have been 

widely reported [157-161]. Among the BMGs of higher wear and scratch 

resistance, the Fe-based BMGs [162] also have exceptional high fracture 

strength (> 4000MPa for the [(Fe1−xCox)0.75B0.2Si0.05]96Nb4 BMG) [163], 

making them a promising engineering coating materials. A number of 

techniques, including laser sintering [162, 164], high velocity oxygen fuel 

(HVOF) [165, 166] and plasma [167, 168] spraying have been used to 

make full amorphous Fe-based BMG coatings, and the corresponding 

wear/scratch resistance were characterised as well. 

Figure 2.25 shows the result reported by Zhang, et al regarding the wear 

resistance of an AISI 1045 mild steel substrate and the Fe48Cr15Mo14C15B6Y2 

BMG coating made by HVOF technique [165].  

 

Figure 2.25 The volume of wear on the Fe-based BMG coating and the AISI 1045 

mild steel substrate under the 32N load and 0.1m/s sliding test [165]. 
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MGs and BMGs also exhibit superior corrosion resistance compared to their 

crystalline counterparts because of the absence of defects common to 

crystalline alloys, such as grain boundaries, dislocations and secondary 

phases, which could act as galvanic cells to initiate localised corrosion [1].  

 

The corrosion resistance of MGs was first reported 1974 by Naka, et al after 

adding Cr into the Fe80-xCrxP13C7 MG ribbon [169, 170]. The result showed 

that the MG ribbons had no significant measurable corrosion rate under the 

exposure in 1 moles NaCl solution at 30°C. However, the crystalline Fe-Cr 

alloys corroded at 0.5-1mm per year. Since the first reported corrosion 

resistance enhancement in the Fe-Cr-P-C system in 1974, other MGs [171, 

172] and BMGs [173, 174] with high corrosion resistance were also 

developed and widely reported.  

 

For Fe-based BMGs, all reported alloy systems generally exhibit good 

corrosion resistance [1]. Adding B [175], Cr [175], Mo [176], Y [177] and N 

[178] elements were reported to have significant improvement in the 

resistance of the alloys in corrosive medias. For example, Pang, et al 

reported that increasing B concentration in the Fe50-xCr16Mo15C18Bx 

significantly improved the corrosion resistivity in 1, 6 and 12 moles of HCl 

solution by immersion and electrochemical tests [175]. Figure 2.26 shows 

the reduction in corrosion rate with higher B concentration. It was also 

reported that the 6 and 8% B samples do not exhibit any pitting corrosion 

from the sample surface observation using SEM. 

 

The high corrosion resistance of Fe-based BMGs were also explored when 

used as coating materials [166, 179-182]. For example, Zhang, et al 

prepared the Fe48Cr15Mo14C15B6Y2 BMG coating onto a mild steel (AISI 1045) 

substrate using the HVOF method. The coated material was submerged into 

the NaCl solution and the pitting initiation in the coating was investigated 

using TEM and nanobeam EDX [182]. On the similar BMG, Ni, at el coated 

the material using HVOF onto a stainless steel substrate and the corrosion 

resistance was evaluated using the electrochemical measurement [183].  
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Figure 2.26 The influence of B concentration in the Ø1.2mm Fe-Cr-Mo-C-B BMG cast 

rod in HCl solution at 298K for 168 hours immersion time [175]. 

 
2.4.4 Radiation shielding properties 

BMGs with exceptionally high strength, elastic limit, hardness and corrosion 

resistance can be made into bulk metallic glass matrix composites (BMGMC) 

by adding soft crystalline reinforced phases in the matrix to increase their 

ductility and fracture toughness. Recently, Davison, at el have investigated 

the BMG and its composites (for example, Zr36.6Ti31.4Nb7Cu5.9Be19.1 BMGMC) 

with the aim of using them as shielding materials for spacecraft [4]. The 

shielding is for the outer layer of a satellite or spacecraft, protecting the 

impact of possible micrometeorite and orbital debris (MMOD), radiation 

damage by cosmic rays and high temperatures during re-entry.  

 

In addition to radiation shielding of cosmic rays from outer space, BMGs 

were also evaluated as the radiation shielding coating materials in nuclear 

industry, particularly for nuclear waste containers. The remaining spent 

fuels from nuclear reactors are a high level nuclear waste containing long 

half-life isotopes such as neptunium, americium and curium which must be 

kept isolated in a safe repository [184]. According to the Net Enabled Waste 

Management Database 2013, the cumulative disposal for high level waste 

until 2013 was estimated up to 72000 cubic metres [184] and is increasing.  
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A long-term solution to store nuclear waste is to bury it in geologically 

stable repositories for naturally decay [184]. During decay, ionizing 

radiation including alpha, beta, gamma, X-ray and neutrons will be emitted 

from the nuclear waste, therefore radiation shielding is required. Other than 

containing these harmful radiations, the shielding material must be able to 

withstand the possible corrosion and oxidation caused by the storage 

environment. Materials that are often selected for making nuclear waste 

containers are copper, iron, stainless steels, titanium alloys and nickel-

based alloys [185]. Bulk metallic glasses (BMGs) are amorphous metals that 

have  exceptionally high corrosion and wear resistance properties compared 

to their crystalline counterparts [30], might a solution to the problem. 

Farmer, et al investigated Fe49.7Cr17.7Mn1.9Mo7.4W1.6B15.2C3.8Si2.4 (SAM2X5) 

BMG that containing Cr, Mo and W elements and have significantly 

enhanced corrosion resistance. The B element in the alloy provided the 

glass forming ability and neutron absorption capability [186]. The BMG was 

used as a coating material and applied onto a 316 stainless steel cylinder 

using HVOF for the potential application as a nuclear waste container. The 

HVOF SAM2X5 coatings have significant higher neutron absorption cross 

section as compared to 316L stainless steel, nickel based alloy C-22, 

borated stainless steel, Ni-Cr-Mo-Gd alloy as shows in Figure 2.27. 

 

Figure 2.27 Neutron absorption cross section of HVOF SAM2X5 BMG as compare to 

other crystalline alloys [186]. 
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2.4.4.1 Neutron scattering and total cross section 

When neutrons pass through a material, there is a probability of an 

interaction event occurring between the incident neutrons and the nuclei of 

the material [187]. Figure 2.28 shows the possible interactions between the 

neutrons and the nuclei.  

 

 

  

 

 

 

 

 

 

 

 

Figure 2.28 Neutron interaction with nucleus. 

 

The interactions are grouped into two categories: scattering and absorption. 

When neutron is scattered by a nucleus, its speed and direction change 

without affecting the nucleus (number of protons and neutrons remained 

the same). After the scattering event, the nucleus will have some recoil 

velocity which might be in an excited state that will lead to release of 

radiation. On the other hand, when neutron is absorbed by the nucleus, a 

wide range of radiations can be emitted or fission can be induced. The 

probability of a particular scattering event occurs when neutrons passing 

through a thin material is expressed by the concept of microscopic cross 

section, 𝜎. For example, the larger, the cross section, the higher probability, 

the event occurs. The standard unit for cross section is “barn” (10−28 m2 or 

10−24 cm2). The total cross section 𝜎𝑡 is expressed as the probability of all 

interactions occurs, and it is different for different elements and also energy 

dependent parameter [187].  

 

Figure 2.29 shows the interaction of the neutrons after passing through a 

thick material. The interaction can be viewed as neutrons passing a series 

Total 

Scattering Absorption 

Elastic Inelastic 

Electromagnetic Charged Neutral Fission 
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of atomic layers, each with a microscopic cross section. The probability of 

the total interactions can be defined as the total macroscopic cross section 

or macroscopic attenuation coefficient, 𝛴𝑡. Therefore the intensity of the 

uncollided neutrons beam, 𝐼𝑥 after passing through the thick sample can be 

calculated similarly as the linear attenuation coefficients of X-rays:  

 

𝛴𝑡 = 𝑁𝜎𝑡 

𝐼𝑥 = 𝐼0𝑒−𝑁𝜎𝑡𝑥 

 

Where 𝐼0 is the incoming neutron beam intensity, 𝑥 is the thickness of the 

material, 𝜎𝑡 is the total cross section of the material, and 𝑁 is the atomic 

number density.  

 

  

 

 

Figure 2.29 The intensity of neutron after passing through the material. 

 

 

2.5 In-situ studies of the deformation of BMGs  

At low temperatures, usually lower than half of Tg, where Tg is the glass 

transition temperature, the plastic deformation is “inhomogeneous” and 

concentrated in a few thin “shear bands” that form approximately on the 

planes of maximum resolved shear stress. These planes are inclined close to 

45° to the loading axis. The inhomogeneous deformation in the metallic 

glass, results in mechanically unstable at high stresses, and consequently 

into catastrophically failure. 

Collided neutrons 
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At high temperature, usually higher than 70% of Tg, and in the supercooled 

liquid state which is the temperature between Tx (crystallization 

temperature) and Tg, the metallic glass under homogeneous deformation. 

This deformation was also considered to be the viscous flow of the 

supercooled liquid. The plastic deformation of various BMG systems in the 

supercooled liquid region was widely reported [188, 189]. Therefore, by 

deforming the metallic glasses in the supercooled liquid region, it is possible 

to achieve net-shape forming capability as reported in many cases [190-

192].  

 

The inhomogeneous plastic deformations in the metallic glass begin with 

shear band initiation, propagation and followed by sudden fracture. The 

very fast propagation of shear bands on the sample during deformation 

makes it very difficult to be observed during experiments. Especially for the 

monolithic bulk metallic glasses under tension, which have near-zero 

plasticity, making it very difficult to capture the moment when shear bands 

is nucleated and the subsequent propagation of the shear bands, and the 

evolution of the local stress/strain ahead of the shear band propagation 

path [11].  

 

2.5.1 Imaging studies using electron microscopes 

The in situ study of the nucleation and propagation of the shear bands were 

reported using the transmission electron microscopy (TEM) [193-196] and 

scanning electron microscopy (SEM) [9]. Chen, et al reported the intrinsic 

size effects on the deformation mode of taper-free Cu47Ti33Zr11Ni6Sn2Si1. It 

was reported that with different diameter of glassy pillar gradually decrease 

from 640nm to 70nm, the deformation mode observed under in situ TEM 

exhibit four scenarios [195]:  

 

1. highly localized and catastrophic shear bands  

2. initially non-localized deformation follow by stop-and-go shear bands 

accompanied by softening 

3. homogeneous and banding-less deformation with intermittent shear  

events 

4. fully homogeneous and smooth plastic flow 
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Matthews, et al [193] reported an in situ TEM study of the primary shear 

band propagation and formation of the secondary shear bands on the 3 

BMGs; Cu47Ti33Zr11Ni6Sn2Si1, Zr50Cu30Ni10Al10 and Zr52.5Cu17.9Ni14.6Al10Ti5. 

Yang, et al [197] performed the micro-compression experiments on 6 

micro-pillars BMGs as shows in Figure 2.30. They demonstrated that the 

stable shear banding behaviour could exhibit dual characteristics; (1) 

stochastic propagation, which is found insensitive to sample sizes, (2) 

deterministic propagation, which display a clear trend of sample size effect. 

Bouzakher, et al [9] reported different in the shear bands formation at the 

tip of the artificial mode I crack for the 3 BMGs; Cu60Zr30Ti10, 

Zr65Ni10Cu15Al10 and Pd42.5Cu30Ni7.5P20. 

 

 
 

Figure 2.30 The typical morphologies of the shear banding mediated plasticity in 

the micro-compressed micro-pillars for (a) Zr50Cu37Al10Pd3 (Zr1), (b) Zr55Cu30Ni5Al10 

(Zr2), (c) Zr55Cu23Ni5Al10Nb2 (Zr3), (d) Mg58Cu31Nd5Y6 (Mg),  (e) 

(Fe44.3Cr5Co5Mo12.8Mn11.2C15.8B5.9)98.5Y1.5 (Fe) and (f) Cu46.25Zr44.25Al7.5Er2 (Cu) BMGs 

[197]. 
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2.5.2 Digital image correlation  

Digital Image Correlation (DIC) [198] is an innovative non-contact optical 

technique for measuring strain and displacement under loading [199]. DIC 

works by comparing digital photographs of a component test piece at 

different stages of deformation. It tracks the blocks of pixels pattern to 

measure surface displacement and build up full field 2D and 3D deformation 

vector fields and strain maps. To allow the DIC work efficiently, the pixels 

pattern need to be random and unique with a range of contrast and 

intensity levels.  

Zhang, et al [200] used the DIC technique to study the Zr62Cu15.5Ni12.5Al10 

under in situ uniaxial compression to obverse the deformation mechanism. 

The reported observations, which come from the unique combination of fast 

IR images, DIC of photographic images and SEM scans, show that the shear 

failure of BMGs is more complex than anticipated in terms of geometry and 

sequence of localized strain regions. The multiplicity of different slip 

surfaces being activated at different times and the roughness of these 

surfaces provide a possible mechanism for the arrest of slip, and hence the 

large apparent strain to failure that was observed for this material.  

Whereas, Song, et al [201] used a high-speed camera combining with the 

DIC technique to observe the shear band propagation in Zr55Al10Ni5Cu30 

metallic glass under in situ uniaxial compression. The shear velocity was 

calculated and further compared with that measured from using strain 

gages. The images also showed that localized shear occurs in a 

simultaneous fashion, the shear band was found operates simultaneously 

across the entire shear plane, rather than in a progressive manner. 

The DIC technique is not use in this thesis mainly because of the purpose of 

this research is to observe the differences in the shear bands formation in 

the monolithic metallic glasses and composites, whereas the DIC require a 

random pixel pattern on the sample surface which will eventually obscure 

the shear bands feature. Indeed, we tried to introduce cross lines pattern 

into the sample surface using the focussed ion beam with tungsten 

deposition for the DIC, however, it did not success due to non-randomise 

pattern.  
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2.5.3 Diffraction studies using synchrotron X-rays  

In situ study of the deformation of BMGs and its composites were reported 

using Synchrotron X-ray diffraction (SXRD) and total scattering methods 

[10, 202, 203]. Poulsen, et al [10] demonstrated that SXRD is a suitable 

technique for characterizing the stress/strain fields in the amorphous 

materials.  The strain evolution of the Mg60Cu30Y10 BMG under compression 

test was studied using the Q-space and real space methods. For the Q-

space method, the strain was measured using the shift on the first sharp 

diffraction peak (FSDP) in the 1D spectra (X-ray intensity against the 

scattering vector curves), whereas, for the real space, it was measured 

using the shift in the atomic shells on the pair distribution function [10]. 

Ott, et al [202] evaluated the different concentration of the Ta particle in 

the (Zr70Cu20Ni10)90-xTaxAl10 BMG composite under in situ compression test. 

The different deformation behaviour for the Zr-based amorphous matrix and 

Ta crystalline particle were reported [202]. Wang, et al [203] evaluated the 

atomic structure evolution of Cu64.5Zr35.5 BMG under in situ compression 

test. It was reported that the atomic bond reorientations were accompanied 

by directionally dependent changes in the chemical and topological within 

the short-range order (SRO) structure, whereas, the medium-range order 

(MRO) structure reflects the macroscopic strain of the sample.  

 

However, combining both in situ electron microscopy and in situ SXRD to 

investigate the correlation between local atomic rearrangements and shear 

band formation has not been reported so far.  

 

Led by Dr Y. Huang and Dr J. Mi, we reported the tensile deformation of the 

Ti40Zr25Ni12Cu3Be20 [11] and Zr41.2Ti13.8Cu12.5Ni10Be22.5 (Vit-1) [12] BMG, and  

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 [13] BMGMC (DH3 from Hoffmann, et al [7]) using 

in situ Synchrotron X-ray diffraction and in situ scanning electron 

microscopy. Figure 2.31 shows the generic procedure was developed to 

separate the diffraction information of the crystalline phases away from the 

amorphous matrix, to precisely calculate the microscopic strains of the two 

phases during the shear bands initiation in the dendrites and matrix as 

shows in Figure 2.32 [13]. The detail of the finding will be discussed later in 

Chapter 4.  
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Figure 2.31 (a) typical X-ray diffraction pattern for the as-cast ZrTi composite, (b) 

an enlarged section of the composite diffraction pattern, highlighting the diffraction 

rings and the spots, (c) the 1D X-ray intensity curve of the composite and that of 

the matrix separated [13]. 

 

Figure 2.32 The backscattered scanning electron images, showing the 

microstructure at the location where the diffraction patterns are acquired. (a) No 

shear bands found in the composite (b) shear band nucleation in the dendrites, (b) 

shear band nucleation in the matrix and (d) shear band propagation in the 

composite [13]. 
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2.5.4 High pressure compression using Diamond Anvil Cell 

In situ study of the metallic glasses under near isotropic compression or 

high pressure was conduct using the Diamond Anvil Cell [204] under SXRD 

illumination [205]. Under high pressure compression, the density of some 

amorphous increase with pressure, resulting in polyamorphism that is a 

transition from a low-density amorphous (LDA) state to a high-density 

amorphous (HDA) state. Such phenomenon often results in the increase in 

atomic coordination from low coordination number N1 ≤ 6 such as 

amorphous ice [206] and silicon [207] to higher atomic coordination 

number (12-14). Cu55Al45 [205] was the first MG system reported for 

polyamorphism. Figure 2.33a shows the synchrotron XRD patterns of the 

Cu55Al45 during the compression cycle. The FSDP shits toward higher Q with 

increase pressure and were found proceeds at a relatively fast pace over the 

pressure range of 2-13 GPa. Throughout the pressure cycle the diffraction 

intensity maxima between 3 and 4 Å-1 were diminished, whereas those 

between 4 and 5.5 intensified. The XRD pattern at final pressure step 30 

GPa was found different from those at ambient pressure and show sign of 

different amorphous phase. The transition was found in the pressure range 

of 2-13.5 GPa as shows in the specific volume versus the pressure in Figure 

2.33b.  The density difference between the two amorphous states is 

attributed to the difference in electronic and atomic structures, and 

particularly to the bond shortening as confirmed by ab initio modelling of 

the delocalization of f-electron similar to that found in the γ to α phase 

transformation in crystalline cerium [208, 209]. Similar transition was also 

reported later in other MG system that contain Ce element such as Ce75Al25 

[210, 211], and BMG system Ce70Al10Ni10Cu10 [212] and La32Ce32Al16Ni5Cu15 

[213]. In addition to the Ce contained MGs and BMGs, atomic structure 

changes under high pressure were also reported for BMG system Zr60Ni21Al19 

[214] and Zr57Nb5Cu15.4Ni12.6Al10 [215]. So far, to the best of our knowledge, 

polyamorphism in MG and BMG have been only reported for alloy systems 

containing Ce element. So whether polyamorphism occur in other non Ce 

contained system is not clear. 
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Figure 2.33 DAC high pressure compression of Cu55Al45 MG. (a) XRD patters 

acquired at different pressure step during the compression cycle, (b) specific 

volume versus pressure for the amorphous Ce55Al45 obtained from the in situ SXRD 

of 4 samples in DAC [205]. 

 

 

2.6 Summary 

This chapter give a comprehensive review on the historical and recent 

development on metallic glasses, bulk metallic glasses and composites 

including their existing and future applications. The experimental and 

modelling methods and techniques developed to design bulk metallic glass 

alloys, and to study and characterise the atomic structures, and mechanical 

properties are also discussed in details.  

 

(a) (b) 
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Chapter 3 Alloy design, sample making and 

experimental methods  

This chapter describes systematically the alloys, samples and experimental 

methods used in this project. Sections are grouped into (1) selection and 

design of novel metallic glass alloys, (2) manufacturing of alloys and 

samples for different experiments, (3) preparation of special samples and in 

situ experiments for tensile deformation studies of bulk metallic glasses and 

composites, (4) nano-indentation experiments, and (5) summary of the 

awarded synchrotron X-ray proposals and beam time that are directly 

relevant to my PhD project. The materials and information described here 

are linked directly to the results described in chapter 4, 5 and 6. In addition 

to the experimental methods described in this chapter, the methods used in 

the high pressure compression experiments (using Diamond Anvil Cell) plus 

anomalous scattering experiments, and neutron absorption measurement 

are described in details in Chapter 5 and 6 respectively, so as to construct  

a more logically linked individual document for Chapter 5 and Chapter 6. 

 

3.1 Selection and design of novel metallic glass alloys 

Four different types of samples were made and used in this project for 

different experimental purposes as summarised in Table 3.1. The ribbon 

alloys and samples (Table 3.2) used in the project were made by using a 

single-roller melt-spinning method. The stepped rod bars (Table 3.3) with 

different diameters, and the plates (Table 3.4) were cast using water cooled 

copper mould. The button-shaped ingots (Table 3.5) were melted and then 

solidified inside the copper crucible of the arc remelting furnace. The alloys 

with the chemical compositions marked by asterisk * are the systems 

chosen from open literatures with the aims of using them as the baseline 

alloys to benchmark the newly designed alloys for the targeted mechanical 

and functional properties. All new alloys were designed by my supervisor 

(Dr Jiawei Mi) and myself, and then manufactured at Prof Jun Shen’s group 

in Harbin Institute of Technology (HIT), China via the research collaboration 

supported by the Royal Society K. C. Wong Postdoctoral Fellowship from 

April 2012 to March 2014. The alloys used in the high pressure compression 

experiments (EE8858-1 and EE9902-1 in Table 1.1) were jointly designed 
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by my supervisor, and Dr Qiang Luo of Tong Ji University who is also in Prof 

Jun Shen’s group (Prof Shen moved to Tong Ji University in 2013), and 

made by Dr Luo. The two high pressure compression experiments are 

actually the joint research effort among my supervisor, Dr Mi, Prof Shen 

and Professor Paul McMillan of University College London. 
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Table 3.1 The types of samples and their dimensions used in this project. 

  

Sample, dimension and image 

 

Cooling 

rate(K/s) 

Aims of the samples and 

research  

Ribbon:  

7-14 mm (wide) X 30-40 µm (thick) 

 

 

~106 -107 Ribbons were used for testing 

the newly designed binary 

and ternary alloy systems to 

determine whether they can 

be made into amorphous 

state or not. In addition, the 

sample thickness fits well to 

the Diamond Anvil Cell  

Stepped rod bar: 

All dimensions are in [mm] 

 

102-103 The stepped rob bar has 

different diameter sections 

that are subject to different 

cooling rates. Such sample is 

often used to determine the 

glass forming ability at 

different cooling rates for 

new alloys. 

Plate:  

60 (long) X 30 (wide) X 3(thick) 

[mm] 

 

~ 103 It has a consistent cooling 

rate throughout the length of 

the sample, which is ideal for 

being machined into the dog-

bone shaped tensile test 

samples  

Button ingot: 

~Ø39 X 10 (high) [mm]   

 

1-103 This is for the ZrTi based 

bulk metallic glass 

composites, because it is too 

viscous to be cast into plates. 

Button ingots were used for 

making the miniature dog-

bone shaped tensile test 

samples as well  
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Table 3.2 The alloys and ribbon samples made by melt-spinning method 

 

Alloy 
matrix 

Code Nominal composition 
(atomic %) 

The objectives of the 
designed alloys 

 

 

 

 

 

Fe-based 

Fe90Zr10 Fe90Zr10 High pressure 
compression 
experiments using 
Diamond Anvil Cell 

Fe75B25 Fe75B25 

Fe60Nb15B25 Fe60Nb15B25 

   

Fe-B6Y2 Fe48Cr15Mo14C15B6Y2*[216] 

Others 

Fe-B6Y2Co3 Fe45Cr15Mo14C15B6Y2Co3 

Fe-B6Y2Co5 Fe43Cr15Mo14C15B6Y2Co5 

Fe-B6Y2Co7 Fe41Cr15Mo14C15B6Y2Co7 

Fe-B6Y2Co9 Fe39Cr15Mo14C15B6Y2Co9 

Fe-B6Er1 Fe49Cr5Mo14C15B6Er1 

    

 

 

Cu-based 

Cu50Zr50 Cu50Zr50 

High pressure 
compression 
experiments using 
Diamond Anvil Cell 

Cu57Zr43 Cu57Zr43 

Cu64.5Zr35.5 Cu64.5Zr35.5 

Cu50Ni50 Cu50Ni50 

Cu55Zr40Al5 Cu55Zr40Al5 

    

 

 

 

 

 

 

 

 

 

Ti-based 

Cu50Ti50 Cu50Ti50 

High pressure 

compression 
experiments using 
Diamond Anvil Cell 

Ti54Cu46 Ti54Cu46 

Ti55Cu45 Ti55Cu45 

Ti57Cu43 Ti57Cu43 

Ti60Cu40 Ti60Cu40 

Ti55Cu42Ni3 Ti55Cu42Ni3 

Ti55Cu38Ni7 Ti55Cu38Ni7 

   

Ti65Ni35 Ti65Ni35 High pressure 
compression 
experiments using 
Diamond Anvil Cell 

Ti70Ni30 Ti70Ni30 

Ti75Ni25 Ti75Ni25 

   

Vit-1 Ti40Zr25Ni12Cu3Be20 

Others 

Vit-1-V4 Ti40Zr25Ni8Cu3Be20V4 

Vit-1-V8 Ti40Zr25Ni4Cu3Be20V8 

Vit-1-V12 Ti40Zr25Cu3Be20V12 

Vit-1-Nb4 Ti40Zr25Ni8Cu3Be20Nb4 

Vit-1-Nb8 Ti40Zr25Ni4Cu3Be20Nb8 

Vit-1-Nb12 Ti40Zr25Cu3Be20Nb12 

    

Al-based Al92Ce8 Al92Ce8 High pressure 
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Table 3.3 The alloys and stepped rod bars cast by copper mould 

Alloy 
matrix 

Alloy code Nominal composition 
(atomic %) 

The objectives of the 
designed alloys 

Fe-based 

Fe75B25 Fe75B25 

Neutron absorption 
experiment alloy design 
(1st batch) 

Fe66Nb4B30 Fe66Nb4B30 

FeNb-Si5 Fe50Cr25Nb4Si5B16 

Fe-Si3B3 Fe50Cr24Mo20Si3B3 

Fe-Si6 Fe50Cr24Mo20Si6 

   

Fe-B5 Fe45Cr16Mo16C18B5 

Neutron absorption 
experiment alloy design 
(2nd batch) 

Fe-B6Sn2 Fe48Cr15Mo14C15B6Sn2 

Fe-B6Zr2 Fe48Cr15Mo14C15B6Zr2 

Fe-B6Zr1Sn1 Fe48Cr15Mo14C15B6Zr1Sn1 

Fe-B6Y2 Fe48Cr15Mo14C15B6Y2*[216] 

   

Fe-B16 Fe52Cr19Mn2Nb4.5B16C4Si2.5 

Neutron absorption 
experiment alloy design 
(3rd batch) 

FeNb-
Si5Gd3 

Fe50Cr22Nb4B16Si5Gd3 

FeMn-
B6Gd2 

Fe48Cr15Mn14C15B6Gd2 

Fe-B15Gd2 Fe48Cr15Mo14C6B15Gd2 

Fe-B6Gd2 Fe48Cr15Mo14C15B6Gd2 

   

Fe-B6Y2Co7 Fe47Cr15Mo14C15Y2Co7 Others 

    

Ti-based 
TiZr-W4 (Ti45Zr16Be20Cu10Ni9)96W4 

BMGMC alloy design 
TiZr-W12 (Ti45Zr16Be20Cu10Ni9)88W12 

 

Table 3.4 The alloys and plates cast by copper mould 

Alloy 

matrix 
Alloy code Nominal composition 

(atomic %) 

The objectives of the 

designed alloys 

Ti-based TiZr Ti40Zr25Ni12Cu3Be20*[217] In situ tensile test 

    

Zr-based 
Vit-1 Zr41.2Ti13.8Cu12.5Ni10Be22.5 

(Vit-1)*[27] 
In situ tensile test 

 

Table 3.5 The alloy and ingot cast by copper mound 

Alloy 
matrix 

Alloy code Nominal composition 
(atomic %) 

The objectives of the 
designed alloys 

Zr-based 
ZrTi Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 

[7] 
In situ tensile test 
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3.2 Manufacturing of the alloys and samples 

The arc remelting furnace (FD-1200H, KYKY Technology Development ltd) 

housed at Harbin Institute of Technology, China was used to make the 

alloys. The arc melting furnace was first pumped into low vacuum (~0.06 

Pa) followed by circulating with argon gas. Next, pure Ti was first heated up 

into liquid to absorb the residual oxygen inside the chamber and discarded 

before melting the master alloys. The master alloys for each chemical 

composition were first made by arc melting a mixture of the corresponding 

elemental button ingots with the purity of > 99.9%. The master alloys were 

then remelted at least four times to ensure chemistry homogeneity before 

melt-spinning into ribbons or cast into the copper mould to form stepped 

rod bars or plates. 

 

3.3 Design and preparation of samples for in situ studies 

3.3.1 Design of the miniature dog-bone tensile test samples 

For in situ tensile tests, dog-bone shaped samples with the dimensions 

show in Figure 3.1a and Appendix 1 were designed according to British 

Standard (BS EN 10002-1:2001) [218] for non-proportional test pieces. In 

addition to the samples with parallel gauge length, for some other samples, 

either a notch on the edge (Figure 3.1b) or a hole in the centre (Figure 

3.1d) of the gauge length is introduced as a local stress concentrator for 

tensile tests. In addition, micro-indentation marks were place on the gauge 

length to measure the strain as show in Figure 3.1c and Figure 3.1e. 

 

Electric discharging machining (EDM) was used to machine the dog-bone 

shaped samples from as cast plates and button ingots. EDM was chosen 

because firstly, it provides a smooth cutting edge which was critical for the 

tensile test as rough edge might cause undesired stress concentration, 

secondly, EDM cutting is carried out in a water jet cooled environment, 

avoiding any possible undesired mechanical or heating damages to the 

samples. The typical dog-bone samples and the left-over pieces cut off by 

EDM are shows in Figure 3.2. The hole in the middle of the gauge length 

was drilled using a bench top driller with Ø0.4 mm tungsten carbide drill bit.  
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Figure 3.1 A CAD drawing of dog-bone shaped sample designed for the in situ 

tensile tests. (a) The dimension of the sample with a uniform thickness of 0.8 (all 

dimensions are in mm). (b) The gauge length section with either a notch or (d) a 

hole introduced as the stress concentrator and their corresponding SEM images (c) 

and (e) with insert image showing the micro-indentation marks.  

(a) 

(b) 
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3.3.2 Machining, grinding and polishing of samples 

Lab-based X-ray radiography with a copper target (HMX-160, X-TEK) was 

used to examine whether there are any detectable porosity or defects. The 

typical micro-crack and porosity found by lab X-ray radiography is shows in 

Figure 3.3. The samples without any detectable defects will proceed to a 

very delicate grinding and polishing process. The samples need to have a 

very high quality surface for “visualising” the initiation and propagation of 

shear bands under electron microscopy during in situ tensile tests, and for 

the nano-indentation tests as well. In addition, maintaining a parallel and 

constant thickness for the whole gauge length is also very important to 

minimise any uncertainty or error in measuring and calculating the strains 

and stresses during the tensile tests. 

 

 

Figure 3.2 The dog-bone shape samples and other pieces cut from a button ingot 

using EDM.  

  

Figure 3.3 Lab-based X-ray radiography images, showing (a) a crack and (b) a pore 

found in the dog-bone sample. 

 

For grinding and polishing normal samples (non dog-bone shaped samples, 

including some of the samples for nano-indentation experiments), the 

samples were mounted on conductive Bakelite using the 38 mm Buehler hot 
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mounting press operated at ~200°C with 4800 PSI pressure. Conductive 

Bakelite was used for facilitating SEM observation. For grinding and 

polishing dog-bone shaped samples and thin disk samples for neutron 

absorption measurement, special sample holders were designed and made 

using brass and aluminium rods as shows in Figure 3.4. The CAD drawing of 

such sample holder is also listed in Appendix 2 and Appendix 3. It was 

designed to retain the sharp edge of the samples and achieve a parallel and 

constant thickness for the whole sample length, while at the same time to 

realise a high quality polished surface.  

 

  

Figure 3.4 CAD drawing of the sample holder that was designed to hold the dog-

bone shape and thin disk samples during the grinding and polishing process. 

 

The samples were first ground using different grades of SiC papers (P400, 

P800 and P1200) and then polished using diamond suspensions of 6, 3 and 

1 µm. The final surface finishing was carried out using 0.06 µm colloidal 

silica suspension (Kemet). All grinding and polishing were carried out using 

a semi-automatic polishing machine, Buehler Motopol 12. After polishing, 

the samples were cleaned inside an ultrasonic bath (Gem 3D, Kemet) using 

firstly acetone, secondly methanol and finally isopropanol (each for 5 

minutes). The samples were than taken out of the ultrasound bath and 

flushed with isopropanol thoroughly before dried up using a hair dryer. For 

the whole cleaning process, the samples were handled using a bamboo 

tweezers to prevent any scratches on the surface. For the samples mount 

on the conductive Bakelite, one side surface was polished. While for the dog 

bone samples and thin disks for neutron transmission measurement, both 
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side surfaces were polished to remove any surface imperfection that might 

cause undesired local shear band nucleation during the tensile tests and 

affect the neutron transmission measurement. 

 

 

3.3.3 Samples for high pressure compression experiments  

For the in situ high pressure experiments, a sample was placed inside the 

Diamond Anvil Cell (DAC) that was used to create high pressure surround 

the sample. To reach the target pressure for the experiments, the space in 

the sample chamber has to be confined to a very small volume and this 

restricts the sample size to 50~70 µm in diameter with the thickness of ~50 

µm. Hence, ribbon samples which usually have thickness of 30~50 µm were 

used in the high pressure experiments. Because of the limited beam times 

awarded, only 3 alloys (Zr50Cu50, Ti60Cu40 and Fe60Nb15B25,) were selected for 

the experiments. The training of loading a sample into a DAC was given by 

the senior support beamline scientist, Dr Dominik Daisenbeger during the 

visit to beamline I15 of DLS on 20th March 2013. During the actual 

experiments on 10-13 July 2013 (EE8858-1) and 18-21 April 2014 

(EE9902-1), all samples and their loadings into the DAC were carried out by 

Dr Dominik Daisenbeger in order to reduce the chances of failure during the 

experiments. Normally, it needs years of training and experience for being 

able to prepare a high quality sample, and load it properly into the DAC for 

the acquisition of high quality diffraction data. The details of the high 

pressure experiments, including sample preparation and loading are 

described in Chapter 5.   

 

3.4 Nano-indentation experiments 

The nano-indentation experiments were carried out to obtain nano hardness 

and Young’s modulus of the samples studied, to complement the results 

from other experiments and provide essential data needed for finite element 

modelling. Table 3.6 lists the nano-indentation experiments performed, 

samples and the parameters used. The CSM nano-indenter (CSM 

Instruments, Switzerland) housed at the School of Engineering, University 

of Hull was used for the experiments with the support from a dedicated 

technician, Ms Sue Taft. To minimise the vibration on the samples during 
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the tests, the indenter is seated on a vibration-free station (Kinetic Systems 

Inc. MA, USA). The indentation marks were done at room temperature 

using the Berkovich diamond tip onto the polished samples that were 

mounted on conductive Bakelite. To obtain sufficient statistical data, array 

of indents were made for each sample as typically shows in Figure 3.5. A 

larger indent was firstly made alongside with those small indents as a 

marker for easy tracking of those indents under microscopes. The indents 

were then observed and imaged using a Zeiss Evo 60 environmental SEM. 

 

 

Figure 3.5 A secondary electron image, showing an array of indents made on the 

Fe-B6Y2 Ø5.8 mm step-bar alloy sample using the displacement mode with a 

maximum depth of 1000 nm and loading and unloading rate of 1000 nm/min. 

 

The nano hardness 𝐻𝑖𝑡 and the Young’s Modulus, 𝐸 is calculated using Eq. 

(1) and Eq. (2), correspondingly. 

 

 
𝐻𝑖𝑡 =

𝑃𝑚𝑎𝑥

𝐴𝐶
 

(1) 

 

 

𝐸 =
√𝜋

2
×

𝑆

√𝐴𝐶

 
(2) 

 

Where 𝐴𝐶 is the contract area, calibrated using a silica block, the 𝑃𝑚𝑎𝑥 and  𝑆 

is obtained from the nano-indentation graph as illustrated in Figure 3.6.  

20 µm 
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Figure 3.6 A schematic of load versus indentation depth curve of nano-indentation 

test, showing important measured parameters. 

 

 

Table 3.6 The nano-indentation experiments, samples and parameters.  

Alloy and samples Test mode and the parameters used 

Monolithic bulk metallic glass 

alloys:  

1. TiZr: Ti40Zr25Ni12Cu3Be20 

2. Vit-1: 

Zr41.2Ti13.8Cu12.5Ni10Be22.5  

Control mode  Displacement 

Maximum depth 200 nm 

Loading rate 500 nm/min 

Unloading rate  500 nm/min 

No of indentation 30 

Monolithic bulk metallic glass 

alloys:  

Fe-B6Y2: Fe48Cr15Mo14C15B6Y2 

3 separate nano-indentation 

tests were carried on Ø4, Ø5.8 

and Ø6.6 mm stepped rod bar 

samples, respectively 

Control mode Displacement 

Maximum depth 1000 nm 

Loading rate 1000 nm/min 

Unloading rate 1000 nm/min 

No of indentation 30 
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Monolithic bulk metallic glass 

alloys: 

Fe-B6Gd2: Fe48Cr15Mo14C15B6Gd2 

4 separate nano-indentation 

tests were carried on Ø3,  Ø4, 

Ø5.8 and Ø7.6 mm stepped rod 

bar samples, respectively 

Control mode Displacement 

Maximum depth 1000 nm 

Loading rate 1000 nm/min 

Unloading rate 1000 nm/min 

No of indentation 30 

 

Bulk metallic glass composite:  

ZrTi: 

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 

 

Control mode Displacement 

Maximum depth 200 nm 

Loading rate 100 mN/min 

Unloading rate 100 mN/min 

No of indentation 50 

 

Bulk metallic glass composite:  

ZrTi: 

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 

 

Control mode Displacement 

Maximum depth 200 nm 

Loading rate 500 mN/min 

Unloading rate 500 mN/min 

No of indentation 100 

 

Bulk metallic glass composite:  

ZrTi: 

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 

 

Control mode Load 

Maximum load 5 mN 

Loading rate 10 mN/min 

Unloading rate 10 mN/min 

No of indentation 30 

 

Mild steel: 

 

as the first training material   

Control mode Load 

Maximum load 250 mN 

Loading rate 500 mN/min 

Unloading rate 500 mN/min 

No of indentation 30 
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3.5 In situ tensile deformation experiments 

3.5.1 Design and making of new sample clamps 

The tensile deformation behaviours of monolithic bulk metallic glasses and 

bulk metallic glass composites were studied in situ using imaging method 

inside scanning electron microscopy and diffraction method at synchrotron 

X-ray beamline. A Deban micromechanical test module (model 2000 as 

showed in Figure 3.7) with a 2 kN load capacity was used for such studies.  

 

 

 

Figure 3.7 Deban Microtest module 2000 used in the in situ tensile test. 

 

The original sample clamps are not suitable for the brittle BMG samples 

because the pressure and friction force transferred from the clamps often 

fracture the dog-bone samples. In addition, there is no clear pathway for X-

ray to transmit through the dog-bone sample without avoid hitting on the 

rig body. Therefore, a special sample clamp was designed (Figure 3.8a and 

Appendix 4-6) and made for the in situ tensile tests. A dog-bone shaped 

recess (a slightly bigger profile than the sample profile) was machined into 

the clamp at both sides (Figure 3.8), allowing the dog-bone sample to sink 

into the recess and held there firmly without subject to any bigger friction 

force. For SEM experiments, the dog-bone sample is clamped inside the top 

recess (Figure 3.8a and Figure 3.8b), while for the X-ray experiments, the 

Original 

sample 

clamps 
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sample is clamped inside the side recess to give a clear X-ray pathway as 

illustrated in Figure 3.8a. 

 

 

 

 

Figure 3.8 The newly designed tensile test sample clamps for the in situ tensile 

tests. (a) A CAD model of sample clamps, showing the dog-bone sample positions 

for in situ SEM and SXRD experiments. (b) The mounting of the new sample clamps 

onto the Deban 2000 micromechanical test module with a dog-bone sample 

clamped into the top recess of the new clamps. 

  

Synchrotron X-ray 

Electron beam from electron gun (a) 

(b) 

Clamp cap 

New sample 

clamps 

Clamp cap 

New 

sample 

clamps 
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3.5.2 In situ imaging studies of tensile deformation inside SEM 

A Zeiss Evo 60 environmental scanning electron microscope (SEM) equipped 

with a LaB6 filament was used in this project for routine imaging of polished 

or fractured samples. This SEM has a big vacuum chamber to accommodate 

the Deben microtest module. Therefore in situ mechanical tests can be 

performed inside the chamber as well. Sample loading onto the microtester 

was carried out using the following procedure. Firstly, a dog-bone sample 

was placed into the top clamp recess using a tweezers, and a 20 N preload 

was given to hold the sample temporarily in place. Then, two “caps” (Figure 

3.8a) were screwed gradually on top of the sample and pressed the sample 

onto the bottom of the recess and held it firmly in place after the screw was 

tight enough (just stop any possible vertical movement of the dog-bone 

sample during the subsequent test, therefore no big force is needed). Then 

the whole test module was placed inside the SEM chamber followed by 

routine gun alignment and imaging parameter adjustment, i.e. adjustment 

of gun voltage, sample work distance, imaging astigmatism, etc. Figure 3.9 

shows a typical image of the microtester inside the SEM chamber, and 

Figure 3.10 shows, using a schematic, more clearly the relative positions of 

the sample, new clamps, microtester and the detectors within the SEM 

chamber during the in situ tensile tests.   

 

Before the tests, a series of images at different magnifications were taken 

to record the characteristics of the sample, the areas of interest for 

subsequent studies, especially at the nearby regions of either the notch or 

the hole. The X, Y coordinates of those areas of interest were also recorded 

for a quick and convenient come back later at higher tensile loads.  

 

The tensile loads can be applied and controlled using either a load step 

control (in a range of from 0.1 N to 200 N) mode or displacement control 

(in a range of from 0.01 mm to 1 mm) model using the Microtest software 

Ver5.3.41. Figure 4.5b shows a typical load-displacement curve recorded 

using the software.  

 

In addition to the load-displacement curve recorded, the extension of the 

gauge length at different load steps were also recorded by imaging the 
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move of the indents marked on the sample gauge length (Figure 3.1c and 

Figure 3.1d). 

 

Normally, at the beginning of the tensile test and when the sample is in the 

elastic region, load step control mode was used. While when approaching to 

the plasticity region, displacement step control mode can be used to have 

more precise control on any further extension of the sample at next step. At 

each load or displacement step, the test was paused (holding the load at 

that step) and painstaking imaging observation was made to investigate 

any changes of features on the sample surface at that load, and took 

necessary images before moving onto the next load or displacement step. 

The SEM was operated at 20 kV, and the work distance was set at 7.5 mm. 

Backscattered imaging mode was used in most cases because the 

secondary electron detector is placed at the left corner as shows in Figure 

3.10, and shadowing effect was caused by the clamp cap on the acquired 

secondary electron images. The line integration imaging mode (scanning 12 

times on each scanned line) was used to improve significantly the quality of 

the backscattered images.  

 

Table 3.7 summarises the samples that were in situ tensile tested for the 

Royal Society K.C. Wong project, my PhD project and two final year 

undergraduate and master student projects during 2012~2014. Two types 

of BMG samples were studied: monolithic BMG and BMGMC. On average, 

each in situ test took around 7 hours, as images needed to be taken at each 

load/displacement step to investigate any possible nucleation and 

propagation of shear bands, and other interesting deformation behaviours 

as well. After the sample was fractured, it was carefully preserved and 

labelled, and their fracture surfaces were studied again using SEM later. 

  

I am one of the key researchers in preparing at least 80% of those samples 

and carried out most of the in situ tests during that period. The results and 

the analyses of two samples are presented in Chapter 4 as one of the 

important parts of my PhD thesis.    
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Figure 3.9 An image taken by the infrared camera inside the SEM, showing the dog-

bone sample and the new clamps under the electron gun and detectors during the 

in situ tensile tests. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.10 A schematic diagram, showing the sample, microtester and detectors.
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Table 3.7 The alloys and samples studied by in situ tensile tests inside SEM. 

Type of 

samples 

Alloy Gauge 

length 

section 

width and 

thickness 

(mm) 

Local stress 

concentrator 

(* Result present in 

Chapter 4) 

Monolithic 

BMG 

TiZr:  

Ti40Zr25Ni12Cu3Be20 

1.46 X 0.46 No 

1.58 X 0.40 No 

1.56 X 0.38 No 

1.49 X 0.29 Ø0.4 mm hole 

Vit-1: 

Zr41.2Ti13.8Cu12.5Ni10Be22.5  

1.40 X 0.57 No 

1.40 X 0.43 No 

1.42 X 0.39 R0.15 notch 

1.44 X 0.41 R0.15 notch 

1.42 X 0.27 R0.125 notch 

1.40 X 0.38 R0.125 notch 

1.38 X 0.46 R0.125 notch * 

1.40 X 0.23 Ø0.4 mm hole 

1.44 X 0.44 Ø0.4 mm hole 

BMGMC 
ZrTi: 

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5  

1.42 X 0.41 No 

1.43 X 0.39 R0.125 notch * 

1.42 X 0.44 R0.125 notch and FIB 

pattern 

1.42 X 0.35 R0.125 notch and FIB 

pattern 
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3.5.3 Synchrotron X-ray diffraction studies and in situ tensile tests 

The in situ studies performed inside SEM have generated very rich 

information concerning the elastic and plastic deformation behaviours of the 

BMG and BMGMC samples studied. Using the samples with a stress 

concentrator, i.e. either a notch on the edge, or a hole in the centre of the 

gauge length of the sample, the nucleation and propagation of shear bands 

were successfully captured in situ; and the corresponding loads applied via 

the microtester were recorded as well. However, from the recorded load-

displacement curve such as that in Figure 4.9 only the averaged stresses 

applied onto the whole sample can be obtained, the local stains/stresses 

near the shear bands and their propagation paths cannot be obtained by 

such averaged measurement. Hence, in this study, in situ synchrotron 

diffraction method [10] was used to make such measurements from the 

particular local areas of interest on the sample. The data obtained from 

diffraction studies provide the local strains/stress information that, together 

with the imaging data obtained from SEM studies, helps to understand more 

thoroughly the tensile deformation behaviour of BMGs and BMGMCs.   

 

Compared to the in situ tensile tests inside SEM, the general experimental 

setup for in situ tensile tests in a synchrotron X-ray beamline is relative 

simple. Figure 3.11 shows a typical arrangement for such setup. Basically 

the microtester is mounted on a sample stage that can be moved in 3 

directions with micrometre precision. A monochromatic synchrotron X-ray 

beam generated by the bending magnets or insertion devices (wiggler or 

undulator) from the storage ring [219] is transmitting through the sample 

via an area of interest. Then, the diffracted X-rays by the sample are 

detected by an X-ray detector, either a 1D diffractometer or a 2D area 

detector dependent on the primary design purpose the beamlines [219].  

 

Figure 3.13 shows the actual experimental setup at the Joint Engineering, 

Environmental and Processing beamline (I12) at DLS. Similar to the in situ 

tests inside SEM. Sample alignment with X-ray, and selection of the local 

areas of interest for the X-ray to focus onto is paramount important for such 

studies, especially for the samples with notch on the edge or hole in the 

middle of the gauge length as showed in Figure 3.12. 
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Figure 3.11 A schematic diagram, showing the general experimental setup for in 

situ synchrotron X-ray diffraction (using an area detector) tests under tensile load.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.12 The drawings, showing the gauge sections of the samples with (a) no 

stress concentrator, (b) a notch (Ø 0.25 mm) on edge, (c) a hole (Ø0.4 mm) in the 

middle, and nine marked local areas where diffraction patterns were acquired at 

different load steps during the in situ tensile tests. 
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Figure 3.13 The actual experiment setup for in situ diffraction tensile tests at I12 of 

DLS: (a) an overview of the experiment setup, (b) a zoom-in photo, showing the 

microtester and X-ray image detector, (c) a close-up photo (facing the X-ray beam 

guide), showing the incoming X-ray, and the dog-bone shaped sample held in place 

by the new clamps.  
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The alignment of X-ray beam onto the areas of interest was carried out 

using an X-ray image detector (Figure 3.13b) placed behind the sample. For 

example, the procedure used to find the nine measurement points on the 

notch sample (Figure 3.12b) is as below. 

 

1. Mount the microtester clamped with a dog-bone notch sample onto the 

sample stage (Figure 3.13a). 

 

2. Move the sample stage until the alignment laser (a laser that mimic the 

X-ray beam) in the hutch was focused onto the bottom edge of the 

notch, i.e. the reference point for the notch as showed in Figure 3.12b. 

 

3. Remove the laser and switch on X-ray beam and firstly set the beam 

size to 1x1 mm to illuminate the notch area of the sample. 

 

4. Use the X-ray image detector to guide the move of sample stage and 

position the X-ray beam onto the reference point as shows in Figure 

3.12b. 

 

5. Reduce the beam size to 0.25 x 0.25 mm, which was the beam size 

used to acquire diffraction patterns. 

 

6. Move the X-ray beam downwards to find the 2nd measurement points. 

 

7. Move the X-ray beam to all measurement points one by one, and use 

the X-ray image detector to confirm a correct movement was made.  

 

8. Record all the coordinates of the measurement points and program 

the coordinates and stage movement paths into a script in the 

diamond Generic Data Acquisition (GDA) software that was used later 

to find the measurement points automatically for acquiring diffraction 

patterns at those points. 

 

For the sample with a Ø0.4 mm hole (Figure 3.1c), similar procedure was 

used to find the eight measurement points using the centre of the hole as 

the reference point (Figure 3.12c). The X-ray image detector is so important 
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for the initial alignment, and also very useful to check any possible 

deviation from the initial alignment for the sample at different load steps 

during the test. After a new load was applied during the test, and before 

taking any new diffraction patterns, the image detector was put back on 

and used to check the initial reference point. If any deviation occurred, 

correction was made to find the initial reference point, and then used the 

script to acquire diffraction patterns. Such operation ensures that diffraction 

data are acquired from the same measurement points at different load 

steps. In addition, when a fracture appeared near the edge of the notch or 

the hole, the X-ray images taken from those areas also provide 

complementary information to help understanding the initiation and/or 

propagation of the fracture at that particular load, especially for the BMGMC 

samples. 

 

After sample alignment, and before applying any load, the tilt and yaw of 

the 2D area diffraction detector, and sample-to-detector distances were well 

calibrated using the diffraction patterns collected using Ce2O and calculated 

using Fit2D software [220].  

 

During the actual tensile tests, for each measurement point (nine points for 

notch sample and eight points for hole sample), 30 diffraction patterns were 

acquired with each having 4 s exposure time. In addition, background and 

dark frame diffraction patterns were also collected before (15 patterns) and 

after (15 patterns) collecting the diffraction patterns from the sample. On 

average, ~18 minutes were needed to complete the diffraction acquisition 

at each load step. 

 

Five BMG and three BMGMC samples were in situ tensile tested at I12 as 

summarised in Table 3.8. The fractured samples were carefully labelled and 

the shear bands formed at the sample surface were studied using SEM after 

the tests. 
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Table 3.8 Summary of the dog-bone shape sample tested during the beamtime.   

Type of 

samples 

Alloy Gauge 

length 

section 

width and 

thickness 

(mm) 

Local stress 

concentrator 

(* Result present in 

Chapter 4) 

Monolithic 

BMG 

TiZr: 

Ti40Zr25Ni12Cu3Be20 

1.46 X 0.19 No 

1.49 X 0.32 R0.125 notch 

1.47 X 0.22 Ø0.4 mm hole 

Vit-1: 

Zr41.2Ti13.8Cu12.5Ni10Be22.5  

1.46 X 0.36 R0.125 notch * 

1.46 X 0.25 Ø0.4 mm hole 

BMGMC 
ZrTi: 

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5  

1.55 X 0.51 No 

1.55 X 0.47 R0.125 notch *  

1.55 X 0.55 R0.125 notch 

 

In addition to the diffraction measurements carried out during in situ tensile 

tests, the X-ray beam time available between the gaps in preparing and 

loading samples were used to collect diffraction data (using the same X-ray 

parameters and detector set up) for a number of alloys showed in Table 3.2 

and Table 3.3, especially during the high pressure experiments at I15 

(detailed in Chapter 5) where the loading of a sample and gas into a 

Diamond Anvil Cell normally take a few hours.  

 

Figure 3.14 shows the set up and alignment for collecting diffraction data at 

I15, which is different to the X-ray image detector used during alignment at 

I12. Samples were firstly glued using Blu Tack onto a glass slide that was 

then clamped onto the sample stage as shows in Figure 3.14a. The sample 

stage was moved to find the areas of interest on the sample using the 

“superhead” equipped with an objective lens, which has been calibrated to 

align with the X-ray beam centre. Once the areas of interest were selected, 

the sample stage was rotated towards the X-ray beam to acquire diffraction 

patterns as shows in Figure 3.14b.   

 

For a new alloy sample, 10 s exposure times was used to collect the 

diffraction pattern which was then immediately integrated into 1D spectrum 

using Fit2D. If the pattern appeared to be an amorphous feature, another 
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acquisition was made using 20 s to improve the data quality. Background 

diffraction patterns were also collected by removing the sample from the 

sample holder, and the background collection was repeated after every 5 

samples’ diffraction acquisitions so as to record any possible changes in the 

background. Darkframe patterns (the noise signals generated from detector 

without X-ray beam) were collected automatically by the control from the 

GDA software. 

 

  

 

Figure 3.14 Diffraction measurement at beamline I15, (a) sample alignment using 

the superhead equipped with an objective lens, (b) sample facing the X-ray beam 

for acquiring diffraction patterns. 

Sample stage 

Objective lens 

X-ray 

(a) 

X-ray 

Sample stage 

Beam stop 

(b) Superhead with 

objective lens 
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3.6 The relevant synchrotron X-ray proposals and beam time 

In the period of 2012~2015, four synchrotron X-ray proposals and a total of 

17 days beam times (as detailed in Table 1.1) were awarded to the 

research group led by my supervisor, Dr J. Mi for the research directly 

relevant to my PhD study and other projects.  

 

The experiments were primarily carried out at three beamlines of Diamond 

Light Source, i.e. the High Resolution Powder Diffraction (I11), the Joint 

Engineering, Environmental, and Processing (I12), and the Extreme 

Conditions (I15). The characteristics of each beamline and the key 

parameters used in those synchrotron X-ray experiments are summarised in 

Table 3.6. 

 

In summary, beamline I12 and I15 produce X-rays in a wide range of 

energy. Using the high energy monochromatic X-ray beams together with a 

short sample–to-detector distance, diffraction patterns of high scattering 

vector (> 20Å-1) can be acquired, which is very important for the total 

scattering studies described later in Chapter 4 and 5.  

 

Beamline I11 operates in the range of 6-25 keV, and the k-edge energies of 

most elements in the alloys studied fall into this X-ray energy range. So, 

I11 was selected for doing the anomalous X-ray scattering experiments as 

described systematically in Chapter 6. In addition, the PSD arc detector 

(diffractometer) was used to scan bigger 2θ range (1° to 141°) in order to 

compensate the lost in high scattering vector due to low X-ray energy. 

  

I am one of the key researchers and played a leading role in preparing 

samples and carrying out the four experiments above. Typical data from 

those experiments were selected, analysed and presented in Chapter 4, 5 

and 6 to form the essential parts of my PhD thesis.  
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Table 3.9 Synchrotron X-ray beamline parameters. 

Proposal 
code 

Beamline  Insertion 
Device  & 
energy 
range 

Experiment 
& samples 

X-ray energy & 
wavelength  

Beam size Detector SD 
(mm) 

Calibrant 

EE7665-1 I12 Wiggler 
53-150keV  

In situ tensile test: 
TiZr, Vit-1, ZrTi alloy 
sample 

98.856keV, 
0.12541874Å 

0.25 X 0.25 
and 1 X 1 
mm 

Thales Pixium 
RF4343 2D 
detector 
2880 X 2881 
pixels 
148 X 148 µm 
pixel size 

472.85 CeO2 

EE8858-1 I15 

Undulator  
20-80keV 

Ambient samples: 
Table 3.2, Table 3.3 

76keV,  
0.163137Å 

Ø70µm 

Perkin Elmer 
1621EN 2-D 
detector 
2048 X 2048 

pixels 
200 X 200 µm 
pixel size 

265.37 

Silicon 

High pressure: 
Cu50Zr50, Fe60Nb15B25 
and Ti55Cu45 

Silicon in 
DAC 

EE9902-1 I15 

Ambient samples: 
Table 3.2, Table 3.3 

72keV,  
0.1722Å 

327.65 

Silicon 

High pressure:  
Cu50Zr50, Fe60Nb15B25 
and Ti55Cu45 

Silicon in 
DAC 

EE11525-
1 

I11 Undulator 
6-25keV 

Ambient sample: 
Cu50Zr50, Fe60Nb15B25 
and Ti55Cu45 

8.337keV, 
1.4898Å, 
8.984keV, 
1.3824Å, 
17.983keV, 
0.6900Å, 
18.963keV, 
0.6538Å, 25keV, 
0.4952Å 

2.5 (width) X 
0.6 (height) 
mm 

Position-
sensitive 
detector (PSD) 
Mythen-II arc 
detector 

N/A Silicon (for 
25keV) 
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3.7 Summary 

This chapter describe the alloy design and sample making and experiments 

carried out in the thesis. The entire designed alloys were summarised in this 

chapter with their corresponding designed purposes. This chapter also give 

details information for the sample preparation for the nano-indentation test, 

in situ scanning electron microscopy (SEM) and in situ Synchrotron X-ray 

diffraction experiment, which included sample manufacturing, machining, 

polishing, and tensile sample clamp designed. 
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Chapter 4 In situ tensile deformation studies of bulk 

metallic glass and composite 

This chapter presents the in situ tensile test results for a Zr-based 

monolithic bulk metallic glass, Vit-1, and a ZrTi-based bulk metallic glass 

matrix composite (named ZrTi composite hereafter) sample (the alloy 

compositions are showed in Table 3.4 and Table 3.5). The aims of the 

research are to investigate the underlying relationship  between (1) shear 

band initiation and local atomic strains/stresses; and (2) the local 

strain/stress field that either drives or prevents the propagation of the shear 

bands for Vit-1 and ZrTi composite samples. 

  

The tensile test procedures are described in section 3.5.2 (for the imaging 

method using SEM) and section 3.5.3 (for the diffraction method using 

Synchrotron X-rays) of Chapter 3 respectively. In addition to the 

experimental results, finite element method (FEM) was also used to 

simulate the evolution of local strains/stresses of the samples to 

complement the experiments for interpreting the tested results.  

 

Table 3.7 lists all samples tested inside SEM, while Table 3.8 lists those 

tested using Synchrotron X-ray diffraction (SXRD). The results from the 

sample, TiZr, Vit-1 and ZrTi have already been published in Scripta 

Materialia [11] , Applied Physics Letters [13] and International Journal of 

plasticity [12] respectively supported by the Royal Society K.C. Wong 

Postdoctoral Fellowship project (Dr Y.J. Huang, now back to Harbin Institute 

of Technology, China).  

 

In this chapter, the results of four samples (sample marked with * in Table 

3.7 and Table 3.8) with a notch (Ø0.25 mm semi-circular notch) on the 

edge of the gauge length were presented. The notch is introduced as a local 

stress concentrator, facilitating the initiation of shear bands in the notched 

area. One Vit-1 and one ZrTi composite sample were tested in situ inside 

SEM first, and then the similar load step and procedure was used for the 2nd 

Vit-1 and 2nd ZrTi composite sample in the SXRD experiments.  
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4.1 Hardness and Young’s modulus measured by nano-indentation 

The hardness and Young’s modulus of the Vit-1 and ZrTi composite were 

measured by nano-indentation using the procedure described in section 3.4 

of Chapter 3. 

 

Figure 4.1a and Figure 4.1b show the typical SEM images and the 

corresponding arrays of 30 indents marked on the Vit-1 and ZrTi composite 

sample. The measured load-depth curves for the two alloys are shows in 

Figure 4.3. 

 

The hardness and Young’s modulus for each alloys were calculated using 

the formula proposed by Oliver and Pharr as discussed in section 3.4 of 

Chapter 3, based on the above load-depth curves, and summarised in Table 

4.1. Vit-1 has a homogenous amorphous structure, so the result for Vit-1 

was obtained by averaging the measured data from all indents. However, 

the ZrTi composite has two phases – amorphous matrix and crystalline 

dendrite, SEM was used to carefully examine all indents, and identify the 

indents marked on the amorphous matrix (Figure 4.2a), the crystalline 

dendrites (Figure 4.2b), and near or across the amorphous-crystalline 

interface (Figure 4.2c). Then, their corresponding load-depth curves were 

also identified as shows in Figure 4.3b where the 5 mN load applied made 

different depths on the amorphous matrix (black curve),  the dendrite (red 

curve), and near the interface (blue curve). By avoiding the data obtained 

from the interface region, the hardness and Young’s modulus of the 

amorphous matrix and the crystalline dendrites were calculated by 

averaging the data measured from the matrix (4 data points) and the 

dendrites (13 data points), respectively and also listed in Table 4.1. 

 
Table 4.1 Material properties obtained from the Nano-indentation test. 

Material 

Properties 
Vit-1 

ZrTi composite 

Matrix Dendrites Composite 

Young’s 

Modulus (GPa) 
124.79 117.77 103.03 109.00 

Nano hardness 

(GPa) 
6.60 7.12 3.23 4.81 
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Figure 4.1 SEM images, showing the typical microstructures of (a) Vit-1 and 

(b) ZrTi composite together with the nano-indentation arrays and the big 

position marker made on each sample.   

10 µm 

Nano-indentation array 

(a) 

20 µm 

Nano-indentation array 

(b) 

1 µm 

Position 

marker 

Position 

marker 
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Figure 4.2 SEM images, showing the typical nano-indentations made on ZrTi 

composite (a) the amorphous matrix, (b) the crystalline dendrite, and (c) near the 

amorphous-crystalline interface of the ZrTi composite.  

1 µm 1 µm 

(a) (b) 

1 µm 

(c) 
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Figure 4.3 Typical nano-indentation load-depth curves measured for (a) Vit-1 and 

(b) the amorphous matrix, the crystalline dendrite, and near amorphous-crystalline 

interface region in the ZrTi composite sample. 

  

(a) 

(b) 
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The average hardness and Young’s modulus of the ZrTi composite can be 

calculated using the rule of mixtures by taking the volume fraction of the 

amorphous matrix and crystalline dendrites into account. The volume 

fraction of the crystalline dendrites was calculated and averaged over 17 

SEM images. Figure 4.4a shows one of the 17 backscattered SEM images. 

To enhance the contrast between the matrix and dendrites, the FFT 

bandpass built-in filter in ImageJ [221] was used to process all images 

(Figure 4.4b), and then all images were binarised (Figure 4.4c) to 

differentiate the matrix (white) and dendrites (black). Next, the dendrites 

were selected (Figure 4.4d) as particles, and the total area of the dendrites 

was calculated using the software. Finally the volume fraction of the 

dendrites was obtained by dividing the total area of the dendrites with the 

area of the image. The calculated dendrite and amorphous matrix volume 

fraction are 0.595 and 0.405, respectively. 

 

  

  

Figure 4.4 One example from the 17 SEM images that was used to analyse the 

volume fraction of the dendrites (a) as captured SEM image (b) FFT bandpass filter 

applied (c) binary image (d) identified dendrites. 

 

  

(a) 

40 µm 

(b) 

(d) (c) 
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4.2 In situ imaging study of tensile deformation of Vit-1 

Figure 4.5a shows, before the tensile test, the notch and part of the gauge 

length section of the Vit-1 sample. Two micro-indentation marks with a 

distance of 2.11 mm apart were made on the gauge length, and they were 

used as the markers for measuring the extension between them at different 

load steps to complement the displacement data measured for the whole 

sample length from the extensometer of the microtester. 

 

Figure 4.5b shows the load-displacement curve recorded by the control 

software of the microtester, together with the extension measured between 

the two micro-indentation markers (using the SEM images acquired at each 

load step). The test was carried out using load step control with a constant 

speed of 0.05 mm/min. At the predefined target load steps (where the 

micro-indentations extension was measured) show in Figure 4.5b, the test 

was paused and painstaking imaging observations were made to investigate 

and feature changes on the polished surface with a focus on identifying and 

then recording any initiation of shear band at a particular load step, or the 

propagation if shear band had already existed. 

 

At each load step, the corresponding average tensile stress is calculated 

using Eq. (3), and the semi-circular notch is taken into account. 

 
𝜎 =

𝐹

𝑡(𝑤 − 𝑛𝑟)
 

(3) 

Where 𝜎 is the tensile stress, 𝐹 is the applied force, and 𝑤 is the width and 𝑡 

is the thickness at the centre of the gauge section, and 𝑛𝑟 is the radius of 

the notch. 

 

The tensile strain at each load step is calculated using Eq. (4).  

 
𝜀𝜎 =

𝑙𝜎 − 𝑙0

𝑙0
 

(4) 

Where 𝜀 is the tensile strain, 𝑙0 is the original distance between the 

indentation marks and 𝑙𝜎 is the measured distance at the stress level of 𝜎.  
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Because the distance between the two indentation markers cannot be 

measured after the sample fractured, the tensile strain at the final fracture 

point is estimated using Eq. (5) using tensile strain and tensile stress rig 

extension of the last two data points before the sample fracture.  

 
𝜀𝑓𝑟𝑎𝑐 = 𝜀1 + [

𝜀1 − 𝜀2

𝑅1 − 𝑅2
× (𝑅𝑓𝑟𝑎𝑐 − 𝑅1)] 

(5) 

Where 𝜀𝑓𝑟𝑎𝑐 and 𝑅𝑓𝑟𝑎𝑐 are the fracture strain and tensile rig extension, 𝜀2 and 

𝑅2 is the 2nd to the last step stain and tensile stress rig extension, 𝜀1 and 𝑅1 

is the last step stain and tensile stress rig extension. 
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Figure 4.5 (a) A SEM image at the centre of the gauge section of the Vit-1 sample, 

showing the Ø 0.25 mm semi-circular notch and two indentation marks as the 

physical markers to measure materials extension under different load steps, (b) the 

load-displacement (bottom-X) curve recorded by the microtester and measured 

from the two indentation marks (top-X), and (c) the calculated tensile stress versus 

tensile strain using the measured extension from the two micro-indentation. 

(b) 

(c) 

(a) 

2.11 mm 

Load-displacement curve from 

microtest 

Micro-indentations 

extension 
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Figure 4.6 shows a series of SEM images taken at different critical load 

steps (the loads were converted into the corresponding average stresses 

and showed in Figure 4.5c using red squares) where initial crack in the 

sample surface and/or any shear band initiation and propagation were 

observed. The initial 20 N was considered as zero stress.  

  

The Vit-1 sample fractured at 2032 MPa with strain of ~2.2 %. Each 

fractured half sample was imaged separately and then put together as 

showed in Figure 4.8a. The fracture stress and strain are very close to the 

reported tensile strength (1.9 GPa) and strain (2.0 %) of Vit-1 in open 

literature [156]. Figure 4.8b shows the sample fractured during the in situ 

SXRD experiment with fracture strength of 1962 MPa. Both samples have 

very similar fracture characteristics. 
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Tensile stress: 0MPa, Tensile strain: 0% 

        

Tensile stress: 1263MPa, Tensile strain: 1.46% 

        

Figure 4.6 (a1) a SEM image of Vit-1 sample near the notch at 0 MPa, (a2) an enlarged image of the framed “a2” area in a1, (a3) the simulated 

axial stress for a2 area (superimposed with the a2 image), (a4) the image for the marked P2 area in a1. (b1 - b4) are for those at 1263 MPa.  
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Tensile stress: 1343MPa, Tensile strain: 1.46% 

        

Tensile stress: 1676MPa, Tensile strain: 1.95% 

        

Figure 4.6 continue. (c1 - c4) are for those at 1343 MPa, (d1 - d4) are for those at 1676 MPa.  
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Tensile stress: 1829MPa, Tensile strain: 2.04% 

        

Tensile stress: 1952MPa, Tensile strain: 2.42% 

        

Figure 4.6 continue. (e1 - e4) are for those at 1829 MPa, and (f1 - f4) are those for 1952 MPa.  
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Tensile stress: 1991MPa, Tensile strain: 2.11% 

        

Figure 4.6 continue. (g1 - g4) are for those at 1991 MPa. 

 

        
Figure 4.7 The enlarged SEM images at the location marked by “step” in f2 and g2 of Figure 4.6 for different load steps (some of the images 

showed here are not showed in Figure 4.6), showing the formation of “step” near P2 area at different load steps. 
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Figure 4.8 SEM images of the Vit-1 tensile tested samples fractured during (a) in 

situ SEM test (b) in situ SXRD test. The dotted line squares labelled by P1-P9 are 

the locations where the SXRD patterns were acquired during the in situ tensile 

diffraction test at I12 of Diamond Light Source. 
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4.3 In situ diffraction study of tensile deformation of Vit-1  

In order to investigate the underlying relationship between local atomic 

rearrangements and shear band formation, another Vit-1 sample was in situ 

tensile tested at I12 of DLS where synchrotron X-ray diffraction (SXRD) 

patterns were acquired at the positions marked P1-P9 as showed in Figure 

4.8b. Similar tensile stress condition as that used in the in situ SEM test 

was used in the in situ SXRD test. Figure 4.9 shows the tensile stress and 

load versus stress rig extension recorded from the microtester for the in situ 

tensile tested Vit-1 sample at I12 of DLS together with the SRXD patterns 

acquired at the predefiend load steps. Unlike the in situ SEM, we are not 

able to obtain the tensile strain of the material by measuring the changes in 

distance of the indentation marks. As shows in the curve, there is an 

abvious relaxation of load when paused for taking diffraciton patterns (18 

minutes holding time is required to collect the SXRD patterns for the 9 

locations). Whereas this relaxation is not that obvious in the in situ SEM test 

due to shorter holding time (~2-5 mins) used to capture the SEM images as 

shows in Figure 4.5b. 

 

Figure 4.10c and Figure 4.10d show that when a uniaxial tensile stress was 

applied on the sample, the concentric diffraction rings obtained at 0 stress 

become elliptical, reflecting the changes of strains in the axial and 

transverse directions. The diffraciton information in the ±10° sector in the 

axial direction and that in the transverse direction as show in Figure 4.10a 

and Figure 4.10b  were then integrated into 1D spectra as show in Figure 

4.10e and Figure 4.10f. The 1D spectra clearly show that when tensile load 

was applied, the peak according the to axial and transverse direction will be 

shifted. Before the intergration, beamstop and dead pixels were masked out 

using the Fit2D software, and the background information was substrate 

using the background diffraction patterns  [11]. Figure 4.11 shows all the 

1D spectra obtained for all load steps. The positions of the first sharp 

diffraction peak (FSDP) in 1D spectra at different stress levels are fitted 

using Gaussian fitting function and showed in Figure 4.12.  

 

Then, the shift of the position of FSDP at different stress level was used to 

calculated the strain at that particular stress using Eq. (6): 
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𝜀𝑄(𝜀𝑎, 𝜎) =

𝑄(𝜀𝑎 , 0) − 𝑄(𝜀𝑎 , 𝜎)

𝑄(𝜀𝑎 , 0)
 

(6) 

 

Where 𝜀𝑄(𝜀𝑎 , 𝜎) is the tensile axial strain (𝜀𝑖(𝜀𝑡 , 𝜎) for transverse strain),  

𝑄(𝜀𝑎 , 0) and 𝑄(𝜀𝑎 , 𝜎) represent the position of the FSDP in the 1-D spectra at 

zero stress and 𝜎 respectively.  

Using this method, the axial and transverse strains for all nine locations 

where diffraction patterns were acquired at each load step were calculated 

and showed in Figure 4.13 for the axial direction and Figure 4.14 for 

transverse direction. 

 

To understand the strain evolution at atomic level, the information from 

location P2 (directly below the artificial notch) was selected to calculate the 

total structure factor S(Q) from the 1D spectra using the Egami-Bilinge 

procedures [55]. Figure 4.15 shows a stack of S(Q) curves at different 

stress levels for location P2 in the axial direction. The S(Q) curves were 

then Fourier transformed into reduce pair distribution functions (PDFs), G(r) 

as shows in Figure 4.16. Both S(Q) and G(r) calculations were carried out 

using the PDFgetX2 software [222]. 

 

The PDFs in Figure 4.16 clearly show the 3 different atomic shells (the first 

3 peaks in the PDFs) in the SRO and MRO region. The positions of the 

maxima of the 3 peaks are identified, and the shifts of the positions are 

converted into the atomic strain using Eq. (7): 

 
𝜀𝑖(𝜀𝑎 , 𝜎) =

𝐺𝑖(𝜀𝑎 , 𝜎) − 𝐺𝑖(𝜀𝑎 , 0)

𝐺𝑖(𝜀𝑎 , 0)
 

(7) 

 

Where 𝜀𝑖(𝜀𝑎 , 𝜎) is the tensile axial strain [𝜀𝑖(𝜀𝑡 , 𝜎) for tangential strain], 𝑖 is 

the number of the atomic shell,  𝐺𝑖(𝜀𝑎 , 0) and 𝐺𝑖(𝜀𝑎, 𝜎) represent the position 

of the atomic shell at zero stress and 𝜎 respectively. 

 

Figure 4.17a and Figure 4.17b show the atomic shells strains against the 

average tensile stresses in the axial and transverse directions, respectively. 

The 3 atomic shells strains fluctuate as the tensile stress increases. The 
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data were fitted using linear function for each atomic shell strain, and the 

standard errors (SE) were also labelled in the figures. 



  Chapter 4 

110 

 

Figure 4.9 The average tensile stress and load versus stress rig extension recorded by the microtester for the Vit-1 sample in situ tensile tested 

at I12 of DLS. The arrows pointed where the SXRD patterns were collected. The red squares show the stress where the SEM images showed in 

Figure 4.6c were taken. 
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Figure 4.10 Typical SXRD patterns of Vit-1 sample acquired at (a) 0 MPa and (b) 

1821 MPa. (c) A schematic diagram, showing the concentric ring, while (d) showing 

the elliptical ring (magnified) caused by the tensile stress. (e) 1D spectra integrated 

from the 20° sectors in the axial and transverse directions from a, and (f) are those 

from b.  
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Figure 4.11 The stack of 1-D spectra for the location P2 of Vit-1 sample in the axial 

direction at different stress levels.  

FSDP 

(MPa) 

1821 

1733 

1644 

1556 

1467 

1379 

1290 

1201 

1113 

1027 

938 

850 

761 

673 

495 

318 

141 

0 



  Chapter 4 

113 

 
 
Figure 4.12 The shift of the positions of the FSDP of the 1D spectra acquired at P2 position at different stress level. The black line is for axial 

direction, while red line is for the transverse direction.  
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Figure 4.13 The axial strains calculated from the shift of the FSDP of the 1D spectra for all 9 locations shows in the insert SEM image at 

different stress levels.  
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Figure 4.14 The transverse strain calculated from the shift of FSDP of the 1D spectra for all 9 locations shows in the insert SEM image.  
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Figure 4.15 The structure factor, S(Q), for location P2 of Vit-1 sample in the axial 

direction at different tensile stress level. 
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Figure 4.16 The reduced pair distribution function, G(r), for the location P2 of Vit-1 

sample in the axial direction at different tensile stress levels.   
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Figure 4.17 The atomic shells strain against the increase in tensile stress for 

location P2 in the (a) axial and (b) transverse directions. The results are fitted 

using linear curves and the standard errors (SE) are labelled as well. 

  

(a) 

(b) 

1st shell 

SE: 1.77E-5 

2nd shell 

SE: 3.62E-5 

3rd shell 

SE: 4.87E-5 

 

1st atomic shell 

SE: 8.96E-6 

3rd atomic shell 

SE: 2.25E-5 

 

2nd atomic shell 

SE: 3.19E-5 



  Chapter 4 

119 

4.4 Finite element modelling of tensile deformation of Vit-1  

To further investigate the local stress field around the stress concentrator 

(the Ø0.25 mm semi-circular notch) especially, when the shear band 

nucleation and propagation, 2D finite element models (FEM) were created 

using COMSOL Multiphysics software (V 4.3). The dog bone sample 

geometry model was created as shows in Figure 4.18 and a linear elastic 

model was used for the simulation. The tensile load is applied onto the 4 

edges of the dog-bone shoulder with the width of 2.25 mm according to the 

newly designed tensile sample clamps as shows in Figure 3.8. Figure 4.18 

shows that the model is meshed using the built-in “free triangular” mesh 

function and Figure 4.18a shows the enlarged view at the centre of the 

gauge section and the mesh around the initial cracks. The model includes 

two initial cracks formed on the sample during the EDM cutting, and the 

notch and crack opening resulted from the increase in tensile stress at each 

load step was updated in the model by tracking the changes observed from 

the SEM images. Figure 4.18b shows the mesh around the two cracks at 

1991 MPa. The model also includes the 9 locations where the SXRD patterns 

were acquired.  

Table 4.2 summarises the sample geometries and material properties used 

in the model. The sample width and notch sizes were measured using the 

SEM and the thickness was measured using a vernier calliper. The Young’s 

modulus and yield strength used in the model are obtained from the nano-

indentation test and in situ SEM tensile test. The Poisson's ratio and density 

of the material are based on the published data for Vit-1 [7, 156]. 

 

Table 4.2 Material properties of Vit-1 and ZrTi composite obtained from the nano-

indentation, in situ tensile test and open literatures  [7, 156]. 

Parameter Vit-1 ZrTi BMGMC 

Young’s modulus (GPa) 124.80 

109 (composite) 

103.03 (dendrites) 

117.77 (matrix) 

Yield strength (MPa) 2032 1786.41 

Thickness (mm) 0.46 0.39 

Width (mm) 1.38 1.43 

Actual notch radius (mm) 0.18 0.15 

Density (g/cm3) 6.1 5.8 
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Poisson's ratio 0.335 0.376 
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Figure 4.18 The dog-bone sample meshed using “free triangular” mesh at 1991 MPa. (a) An enlarged image at the centre of the gauge section, 

showing the mesh around the notch. (b) An enlarged image from the framed area in a, showing the mesh around the two cracks.  

Load 

Load Load 

Load 

Fine mesh refinement around the notch and cracks 

(b) 

b (a) 
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Figure 4.19a and Figure 4.19b the axial and transverse stress field 

simulated for the fracture stress at 2032 MPa. The enlarged images at the 

centre of the gauge section are show in Figure 4.20a and Figure 4.20b, 

respectively. In order to visualise the stress fields around notch area with 

the shear bands, the simulated axial stress fields were superimposed into 

the SEM images. Figure 4.6 shows the changes in the stress field versus the 

surface changes. Figure 4.21 and Figure 4.22 show the average axial and 

transverse strains respectively, extracted from the FEM simulation (solid 

line) at the 9 position versus the applied tensile stress and the FEM results 

are plotted together with the in situ SXRD results (markers).   

 

 

 

Figure 4.19 The simulated stress fields at the fracture stress of 2032 MPa in (a) 

axial and (b) transverse direction. 

(a) 

Axial stress 

Transverse stress 

(b) 
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Figure 4.20 The enlarged images at the centre of the gauge section in Figure 4.19, 

showing the (a) axial and (b) transverse stress around the notch and the 9 

locations. 

(a) 

(b) 
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Figure 4.21 The average axial strain obtained from the FEM simulation (solid line) are plotted against the measurement from the SXRD 

(markers) for the 9 locations (insert figure). 

P1 P2 P3 

P4 P5 P6 

P7 P8 P9 
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Figure 4.22 The average transverse strain obtained from the FEM simulation (solid line) are plotted against the measurement from the SXRD 

(markers) for to the 9 locations (insert figure). 

P1 P2 P3 

P4 P5 P6 

P7 P8 P9 
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4.5 In situ imaging study of tensile deformation of ZrTi composite 

Figure 4.23a shows part of the gauge length and the notch of the ZrTi 

composite sample before the tensile test. Two micro-indentation marks with 

a distance of 2.08mm apart were placed onto the gauge length and used for 

measuring the extension between the two indentations at different load 

step.  

 

Figure 4.23b shows the load-displacement curve recorded by the control 

software of the microtester, and plotted together with the extension 

between the two micro-indentation markers (top-x), which measured using 

the SEM images acquired at each load step. The test was carried out using 

load step control with a constant speed of 0.05 mm/min in the elastic region 

with the predefined target load steps. However, displacement step control 

was used in the plasticity region.  

 

The stress, strain and the fracture strain for the ZrTi composite in situ SEM 

tensile tested sample were calculated based on Eq. (3), (4) and (5), similar 

to the Vit-1 in situ SEM tensile tested sample. 

 

Figure 4.23c shows the calculated stress-strain curve for sample. The curve 

was fitted using the 5th order polynomial equation intercept at 0. The 

Young’s modulus calculated from the tensile stress versus tensile strain 

curve in the elastic region is 89.72 GPa.   
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Figure 4.23 (a) SEM image taken at the centre of the gauge section of the ZrTi 

composite sample, showing the Ø 0.25 mm semi-circular notch and two indentation 

marks as the physical markers to measure materials extension under different load 

steps, (b) the load-displacement (bottom-X) curve recorded by the microtester and 

measured from the two indentation marks (top-X), and (c) the tested tensile stress 

(a) 

(b) 

2.08 mm 

(c) 

Load-displacement curve 

from microtest 

Micro-indentations 

extension 



  Chapter 4 

128 

versus tensile strain curve and the red squares corresponding to the SEM images in 

Figure 4.24. 

Figure 4.24 shows a series of SEM images taken at different load steps (the 

loads were converted into the corresponding average stresses and showed 

in Figure 4.23c using red squares) where initial crack in the sample surface 

and/or any shear band initiation and propagation were observed. The initial 

20 N was considered as zero stress.  

  

Figure 4.25a shows the in situ SEM sample fractured surface which 

fractured at a tensile stress of 1847MPa and the strain is estimated to be 

5.3%. Figure 4.25b shows in situ SXRD sample fractured surface which the 

sample fracture at a tensile stress of 1790MPa. Both samples fractured at 

the similar location. 
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Tensile stress: 0 MPa, Tensile strain: 0 % 

       

 

Tensile stress: 1492 MPa, Tensile strain: 1.74 % 

       

Figure 4.24 (a1) a SEM image of ZrTi composite sample near the notch at 0 MPa, (a2) an enlarged image of the framed “a2” area in a1, (a3) 

the image for the marked P2 area in a1, (a4) the simulated axial stress for the enlarged area in a3. (b1 – b4) are for those at 1492 MPa.  

a1 a2 a3 a4 

b1 b2 b3 

0.2 mm 

0.2 mm 

20 µm 40 µm 20 µm 

20 µm 40 µm 20 µm 

b4 

a2 

 

P2 

 

b2 

 

P2 

 

a4 

b4 
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Tensile stress: 1663 MPa, Tensile strain: 1.96 % 

       

 

Tensile stress: 1787 MPa, Tensile strain: 2.25 % 

       

Figure 4.24 continue. (c1 – c4) are for those at 1663 MPa, and (d1 – d4) are for those at 1787 MPa. 
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Tensile stress: 1817 MPa, Tensile strain: 5.06 % 

          

Figure 4.24 continue. (e1) a SEM image of ZrTi composite sample near the notch at 1817 MPa, (e2) an enlarged image of the framed area in 

a1. 

  

e1 e2 
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Figure 4.25 SEM images of ZrTi composite tensile tested samples fractured during 

(a) in situ SEM test (b) in situ SXRD test. 

200 µm 

200 µm 

(a) 
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4.6 In situ diffraction study of tensile deformation of ZrTi composite 

The atomic structure evolution of the ZrTi cmposite under tensile loading 

were investigated using in situ SXRD experiment. The in situ study is to 

investigate the changes in atomic structures during shear bands initiation 

and propagation, in amorphous matrix and crystalline dendrites as show in 

the in situ SEM results. Figure 4.26a shows a 2D SXRD pattern obtained for 

the ZrTi composite sample during the preload state at location P2. Figure 

4.26b shows the magnified image at the centre of the 2D pattern where it 

clearly shows the intensive Bragg spots and the faded halo rings in the 

background which contains the scattering information from both crystalline 

dendrites and amorphous matrix. Similar to the Vit-1 sample, to extract the 

axial and transverse sample information, a sector (±10°) at the 

correponding strain direction as shows in Figure 4.26b was intergrated into 

1D spectrum after subtacting the background diffraction pattern using 

ImageJ. Figure 4.26 shows the 1D spectrum intergraded from the 2D 

pattern. However, as shows in the 1D spectrum, the crytalline peaks are 

formed on top of the amorphous profile. Hence the scattering information 

from the amorphous matrix  and crystalline dendrites are coupled together. 

This causes great diffuclties to extract the strain information seperately the 

amorphous matrix and crystalline dendrites. 
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Figure 4.26 1D diffraction spectrum of ZrTi composite sample integrated from ϕ = -10° to 10° showed in (b). The inserts are: (a) 2D SXRD 

pattern, a close-up view of the centre of the SXRD pattern. 

(a) 

-10° 

+10° 

φ 

(b) 
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4.6.1 A genetric method for decoupling the convoluted diffraction 

dataset 

In order to separate the coupled scattering information, a generic procedure 

(algorithm) to separate the diffraction data of the crystalline phases away 

from the diffraction data of the amorphous matrix was developed. It is an 

interative and generic procedure to completely mask out the Bragg’s spots 

from the crystalline phases (Figure 4.27a) using Fit2D software of the 2D 

pattern into a 1D spectrum [13], and the procedure during the integration 

includeds the following steps: 

 

1. The 2D pattern of the ZrTi composite sample was first subtacted from 

the background pattern collected without the sample in place on the 

microtester.   

2. The diffraction rings in the 2D pattern were segmented anticlockwise 

into 4 parts; at (1) 0° and (2) 180° to obtain axial strain information 

and (3) 90° and (4) 270° to obtain transverse strain information. 

Each part is integrated with ±10° in both directions to obtain the 20° 

sector. 

3. A search step of a pixel width is defined in the Q range from 2 to 20 

Å-1, at each pixel step,  Fit2D is used to calculate the average 

intensity by intergrating into 1D spectra. Any pixel with 10% higher 

intensity than this average value is considered as the diffraction 

information from the crystalline phases, and therefore masked out 

using the threshold masking function in Fit2D. 

4. After the first masking out, the average diffraction intensity along the 

same arc is re-calcated, and any pixel with 10% higher intensity than 

the newly average value is again masked out.  

5. Procedure 4 is carried out interatively until no pixel within the search 

arc with 10% higher intensity than the average value calculated at 

the current search. In this way, the Bragg’s spots that have sufficient 

distance can be completely masked out.  

 

Using above procedure, the mask to remove the crystalline phase was 

created and showed in Figure 4.27b. The diffraction information of the 

matrix is completely seperate from the composite diffraction rings. Figure 
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4.27 shows the 1D spectrum of the amorphous matrix extracted through 

the seperation process compare with the original composite 1D spectrum. 
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Figure 4.27 An integrated 1D spectrum after applying the mask which separates the scattering information from the crystalline dendrites and 

amorphous matrix (a) an enlarged image from Figure 4.26b, showing the Bragg’s spots (b) Fit2D mask that applied on the Bragg’s spots.  
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However, with the increase in tensile stress, the spacing between the 

Bragg’s sports become closer. Hence the Bragg’s spots are nearly touching 

each other like those show at the FSDP in Figure 4.28a and Figure 4.28b 

corresponding to 0 MPa and 1626 MPa tensile stresses. The 1st algorithm 

and procedure we used are not able to completely remove this features and 

another procedure was applied.  

After using the first procedure, we obtained the 1D spectrum as shows in 

Figure 4.28c which did not mask out the “joined” Bragg’s spots, which is 

similar to the powder diffraction ring as shows in the insert image. It is 

clearly shows in the 1D spectrum a suddenly increase in intensity due to the 

scattering information from the crystalline phases. The data points between 

2.47 Å-1 and 2.69Å-1 as shows in Figure 4.28d were taken out from the 1-D 

spectrum and leaving a void in the Q space. In order to recover the missing 

data, Gaussian fitting function (blue line) was used with the surrounding 

data points (black points) to create the new missing data points. Using this 

method we are able to resolve the FSDP at tensile stress 1626MPa, 

1680MPa and 1763MPa.  

 

  

  
 
Figure 4.28 The FSDP of the ZrTi SXRD patterns (a) the enlarged 2D pattern at 0 

MPa (b) the enlarge 2D pattern at 1626 MPa (c) the enlarge 1D spectrum at 1626 

MPa (d) The recovered missing data points (black dots) using the Gaussian fitting 

function (blue line). 
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Because  this method is separating the crystalline and amorphous scattering 

information thorugh image processing techqnique, therefore it cannot be 

used for the total scattering studies. It is because during the image 

processing, some diffuse scattering might be removed. Therefore, the 

quantification of the strain at different stresses for the amorphous are 

carried out only using the shift of the FSDP instead of the shift of the atomic 

shells. 

Figure 4.29 shows the tensile stress and load versus stress rig extension for 

the ZrTi composite sample from the microtester. Due to the time require to 

acquired the SXRD patterns, at each step, there was a relaxation in force. 

The arrows in the curve show where the SXRD patterns were acquired at. 

Similar to the in situ SXRD experiment for Vit-1 sample, the strain 

measurement is unavailable.   
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Figure 4.29 Average tensile stress and load versus stress rig extension recorded from the microtester for the ZrTi composite sample in situ 

tensile tested at I12 of DLS. The arrows show where the SXRD patterns were collected. The red squares show the stress where the SEM images 

showed in Figure 4.23c were taken. 

 



  Chapter 4 

141 

Figure 4.30 shows one of the examples of the 1D spectra of location P2 at 

different stresses in the axial direction. The 1D spectra of amorphous matrix 

are show in the solid thick lines, whereas the crystalline dendrites are show 

in the thin line.  

To quantify the strain in the amorphous matrix, the shift of the position of 

the first sharp diffraction peak (FSDP) in 1D spectra (the peak point by the 

black arrow in Figure 4.30 insert figure) versus the increase of tensile stress 

are found by fitted the FSDP using the Gaussian fitting function. Using the 

FSDP position, the strains for the amorphous matrix at different stresses 

were calculated using Eq. (6). Figure 4.31 shows the tensile stress versus 

axial and transverse strain for the amorphous matrix at the 9 locations.  

To quantify the strains in the crystalline dendrites, the shift of the first 6 

Bragg’s peak position in the 1D spectra (the 6 peaks pointed by the red 

arrows in Figure 4.30 insert figure) versus the increase tensile stress are 

found by fitted the peaks at different tensile stress using the Gaussian 

fitting function. Using the first 6 Bragg’s peaks position, d-spacing of each 

peak is calculated (Eq. (8)) and converted into the lattice parameter with 

their corresponding ℎ𝑘𝑙 planes (as labelled in the Figure 4.30 insert figure) 

using Eq. (9). Subsequently, the tensile strains of the crystalline dendrites 

are obtained by using the changes in these lattice parameters with the 

increase tensile stress in Eq. (10). Figure 4.31 shows the tensile stress 

versus axial and transverse strain for the crystalline dendrites calculated.  

 𝑛𝜆 = 2𝑑 𝑠𝑖𝑛 𝜃 (8) 

 

 𝛼𝜎 = 𝑑ℎ𝑘𝑙 × √(ℎ2 + 𝑘2 + 𝑙2) (9) 

 

 
𝜀𝛼 =

𝛼𝜎 − 𝛼0

𝛼0
 

(10) 

 

Where 𝑑 is the d-spacing, ℎ𝑘𝑙 is the corresponding planes in the crystalline 

system, 𝛼𝜎 and 𝛼0 are the lattice parameter at 𝜎 stress and zero stress, 

respectively and 𝜀𝛼 is the strain. 
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Figure 4.30 A example of 1D XRD spectra from location P2 in axial direction, 

showing the scattering information from the amorphous matrix (solid line) and the 

crystalline dendrite (dotted line) in the ZrTi composite sample at different stress. 
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Figure 4.31 The calculated axial and transverse strain for the amorphous matrix versus the increase in tensile stress for the 9 locations. 
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Figure 4.32 The calculated axial and transverse strain for the crystalline dendrites against the increase in tensile stress at the 9 positions. 
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4.7 Finite element modelling of tensile deformation of ZrTi 

composite 

To further investigate the local stress field around the stress concentrator 

(Ø0.25 mm semi-circular notch), especially when the shear band nucleation 

and propagation occur in the location near P2, 2D finite element models 

were created using COMSOL Multiphysics software (V 4.3). The simulation 

was carried out using the linear elastic model therefore the simulation is 

valid until the yield strength. The tensile load is applied onto the 4 edges of 

the dog-bone shoulder. The model is meshed using the built-in “free 

triangular” mesh function. Figure 4.33a shows the enlarged view around the 

initial notch cracks. 

 

Unlike the monolithic Vit-1 sample, the ZrTi composite sample composed of 

the amorphous matrix and crystalline dendrites which has different material 

properties. To model the composites, the combined and averaged material 

properties for the two features were used as discussed in chapter 4.1. In 

addition, a local area which consists of the separated dendrites and matrix 

are included in the model as shows in the top insert figure in Figure 4.33. 

The area was selected because it is the highest stress concentration area 

due to the crack formed during the EDM.  

 

The dendrites and matrix within the area are applied with different Young’s 

modulus extracted from the Nano-indentation test. Table 4.2 summarises 

the important samples geometries and material properties used in the 

model. The Young’s modulus and yield strength used in the model are 

obtained from the nano-indentation test and in situ SEM tensile test. 

Whereas, the Poisson's ratio and density of the ZrTi composite is obtained 

from Hofmann’s paper  [7]. 
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Figure 4.33 The dog-bone sample is meshed using the “free triangular” mesh at 618 MPa. (a) An enlarged image at the centre of the gauge 

section, showing the mesh around the notch. (b) An enlarged image from the framed area in a, showing the mesh around the crack and the 

local area with dendritic structure. 
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Figure 4.34 (a) an enlarged image from Figure 4.33b, showing the mesh around the 

dendrites and crack tip, (b) the material domain from a, showing the material 

properties applied for the crystalline dendrite, amorphous matrix and composite 

(for all the remaining domain as shows in Figure 4.33) 

Composite (for all remaining domain)  

Amorphous matrix 

Crystalline dendrite 

(a) 

(b) 
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Figure 4.35a and Figure 4.35b show the simulated contour plots of the ZrTi 

sample in axial and transverse stress direction. The enlarged images at local 

area of the dendrites and matrix are show in Figure 4.36 b2 and Figure 4.36 

b3. The figure shows the axial and transverse contour plots of the local 

stress within the dendrites and matrix around the notch at 616 MPa and 834 

MPa respectively. Both tensile stresses were selected because of shear 

bands were observed in a small area of dendrites as shows in the SEM 

image in Figure 4.36 b1 (as pointed by the black arrows). Using this model, 

we extracted consecutively the axial stress during the shear bands 

formation in location P2, and the axial stress field plots are superimposed 

with the SEM images as shows in Figure 4.24 

 

 

 

 

Figure 4.35 The simulated contour plots of the stresses of ZrTi composite sample in 

(a) axial and (b) transverse direction at the sample yield stress of 834 MPa. 
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Figure 4.36 (a1) A SEM image of ZrTi composite near the crack area at 616MPa. The simulated stress field at the (a2) axial and (a3) transverse 

direction corresponding to a1 and (b1 – b3) are for those at 834 MPa.  

b1 

a1 a2 a3 

b2 b3 
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4.8 Discussion 

The tensile deformation of monolithic bulk metallic glass and bulk metallic 

glass matrix composite were studied under well controlled load and 

displacement steps to allow similar tensile stress condition to be conducted 

in situ inside SEM and at synchrotron X-ray beamline. The combined 

techniques provide real time quantitative information to study the 

deformation mechanisms of the two materials. In addition, finite elements 

simulations were used to provide complementary information about 

stress/strain field near the notch area.  

The findings in the 1st and 2nd years of my PhD published in the Scripta 

Materialia for Ti40Zr25Ni12Cu3Be20 (Ti40) [11], International Journal Plasticity 

for Zr41.2Ti13.8Cu12.5Ni10Be22.5 (Vit-1) [12] and Applied Physic Letters for 

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 (ZrTi) [13] BMGMC were discuss in this section 

together with the tensile test samples results show in Chapter 4.  

 

4.8.1 Shear bands initiation and propagation control 

The introduction of local stress concentrator; an artificial notch [11] or a 

hole [12] into the gauge length allows better control of the shear band 

initiation and propagation. The notch and hole enable high stress 

concentrated at area directly below the feature (for hole sample is at both 

the top and bottom areas) and create the strain gradient to slow down 

shear bands propagation in order to capture the deformation mechanism.  

 

Figure 4.9a shows the simulated axial stress field of the Vit-1 sample at the 

fracture strength of 2032 MPa. The axial stress field shows that nearly half 

of the sample width below the notch are above the fracture strength of Vit-1 

(1.9 GPa [7, 156]) while the other end still around ~1.3 GPa. The 

introduction of this local stress field results in the shear bands initiation and 

propagation to be captured during the tensile test, for example the 

successfully in capturing formation of the “step”.  

 

Figure 4.37b and Figure 4.37c show the relationship between the local 

strains at P1, P2 and P3 as shows in Figure 4.37a  (which is P2, P5 and P8 

in the thesis), and the global tensile stresses applied on the Ø 0.25 mm 

semi-circular notch and non-notch samples, respectively. For both samples, 
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the strain increases linearly with increasing stress in both the tensile and 

transverse directions, as expected from a linear elastic material. For the 

non-notch sample, identical strains were obtained at P1, P2, and P3 (Figure 

4.37c), and the ratio of the strains between the tensile and the transverse 

directions gives Poisson’s ratio of 0.330. For the notch sample, different 

tensile and compressive strains were obtained, with εP1 > εP2 > εP3 (Figure 

4.37b), showing a clear strain gradient near the notch. 

 

 

 

Figure 4.37 In situ tensile test of Ti40Zr25Ni12Cu3Be20 (Ti40) BMG. (a) a dog bone 

sample with a Ø 0.25 mm semi-circular notch and the schematic diagram showing 

the position of P1, P2 and P3. Tensile and compressive strain calculated from the 

shift of the FSDP at P1, P2 and P3, of the samples (b) with and (c) without a notch 

as a function of applied stress [11]. 

 

  

(a) 
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On the other hand, a Ø 0.4mm circular hole was drilled at the middle of the 

gauge length to create a stress concentration, to control shear band 

nucleation and propagation as show in Figure 4.38a [12]. The P1, P2 and P3 

locations (Figure 4.38b) were selected to acquire the diffraction pattern. 

Figure 4.38c and Figure 4.39 show the presence of a hole in the middle of 

the gauge length produced variations in the local strains for the locations 

P1, P2, and P3 with the absolute stain values of P1 > P2 > P3. 

 

 

 

 

Figure 4.38 (a) A Zr41.2Ti13.8Cu12.5Ni10Be22.5 (Vit-1) sample with the right half 

showing the 2D triangular meshes used in the finite element strain/stress analysis, 

(b) an enlarged view of the region with hole and the three locations, P1, P2, and 

P3, where diffraction patterns were acquired; and (c) the simulated tensile stress 

tensor (left half) and compressive stress tensor (right half) around the hole under 

an applied average stress of 647 MPa, (d) the relationships of the applied stresses 

as functions of the local strains in the tensile and compressive for the Vit-1 sample. 

The calculated local strains using finite element method are also superimposed for 

comparison [12]. 
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Figure 4.39 The relationships of the applied stresses as functions of the local strains 

in the tensile and compressive for the Vit-1 sample. The calculated local strains 

using finite element method are also superimposed for comparison [12]. 

 

In addition, the results show that the propagation of shear bands is strongly 

dependent on the nature of the stress field ahead, and all evidences 

obtained in this study indicates to that a compressive stress field of > -0.5 

GPa can hold or slow down the propagation of shear bands. Figure 4.40 

shows the Vit-1 hole sample SEM images and the simulate stress fields (the 

tensile stress tensor, σxx and compressive stress tensor, σyy) at different 

stress levels. The corresponding shear bands images obtained at those 

areas and the contour lines of the compressive stress tensor were 

superimposed onto the colour stress maps for comparison. Figure 4.40q 

shows that the tips of the shear bands first entered a region with a 

compressive stress of ~-0.5GPa and in the next few load steps (Figure 

4.40q to Figure 4.40t), the area of the region that has a compressive stress 

of ~-0.5 GPa increase as the average stress increased. However, it seemed 

that the existing shear bands were confined within the ~-0.5 GPa 

compressive stress region and cannot grow outside the region, propagated 

very fast and overtook all the previous shear bands and developed into 

visible cracks as clearly show in Figure 4.40m - Figure 4.40o and Figure 

4.40r - Figure 4.40t. 
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Figure 4.40 A series of SEM images of Vit-1 sample taken at the applied average 

stresses of (a) 755 MPa, (b) 1132 MPa, (c) 1321 MPa, (d) 1509 MPa and (e) 1604 

MPa. (f) - (j) are the higher magnification of images (a) – (e) at the upper edge of 

the hole respectively, highlighting the shear bands at the areas above point Y. (k) - 

(o) and (p) - (t) are the simulated tensile stress tensor, σxx and compressive stress 

tensor, σyy for the areas show in (f) - (j) respectively. The red dash lines in (h) – (j) 

indicate the lower boundary of location P1. In order to clearly link the shear band 

formation of the stress distribution, the shear bands are also superimposed in 

figure (k) – (t) [12]. 
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4.8.2 Shear band propagation in BMGs 

Figure 4.6 shows the SEM images at different critical stresses for the Vit-1 

Ø 0.25 mm semi-circular notch. The sequence SEM images show the shear 

bands initiation and propagation and the axial stress field shows the local 

stress. 

 

At 1263 MPa, Figure 4.6 b2 shows the shear bands were found under the 

crack. The formation of the shear band is due to localised plasticity 

deformation [141]. The superimposed axial stress field in Figure 4.6 b3 

shows that high stress concentration the crack tip with the primary shear 

bands fall within the 3.1 GPa stress field, and the secondary shear bands 

were found within the 2.5 GPa axial stress field, with the right side growing 

longer. This suggests that the shear bands initiation might be due to the 

local stress at the crack tip was beyond the elastic limit of Vit-1. However, 

away from the crack, the tensile stress was lower. The differences in stress 

level results in the shear band only initiated and propagated from the 

direction of the stress gradient. 

 

In Figure 4.6 b2, it shows that the primary shear bands (black arrows) were 

growing outwards at around the crack without any particular angle, whereas 

secondary shear bands (red arrows) were found growing only vertically. The 

formation of a single secondary shear band was also captured during the in 

situ test as shows in Figure 4.6 c2 at 1343 MPa. The formation of the 

secondary shear band is the result of further increase in plasticity in the 

area due to the continuous increasing in stress after the primary shear 

bands formed [223] which again is because of the stress concentrator. 

Figure 4.6 c3 shows the formation of a single secondary shear band (black 

arrow) which is within the 2.3 GPa axial stress field, suggesting that the 

formation of secondary shear bands does not require as high stress as the 

primary shear bands.  

 

Figure 4.6 d3 shows that the increase in tensile stress causes the shear 

bands to propagate into P2 at 1676MPa. It clearly shows that the shear 

bands are within the 2.1 GPa stress field, much lower than the earlier 

images. At 1829 MPa, Figure 4.6 e3 shows the shear bands have 

propagated up to half of the P2 area. The axial stress contour plot shows 
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that most of the shear bands are within 2.1 GPa stress field, except one 

shear band propagate to 1.85 GPa. Finally, at 1952 MPa and 1991 MPa, 

Figure 4.6 f3 and Figure 4.6 h3 show that the shear bands enter P5 area. 

This is the last two stress levels captured before the sample fractured 

during the in situ test. As show in the axial stress contour plots, almost half 

of the total shear bands form outside the 2.1 GPa stress field until ~1.7 

GPa. The in situ test shows that, once the shear bands achieved 1/3 of the 

sample width, it will propagate in a lower axial stress field. By combining 

the FEM modelling and the in situ observation using the SEM, it enables us 

to relate the influence of the axial and transverse stress field to shear bands 

formation.  

 

The formation of “step” 

Figure 4.6 f2 and Figure 4.6 g2 show the formation of “step” on top of the 

shear band was observed during the in situ tensile test inside SEM. Similar 

phenomena were reported by Zhao , who proposed that these steps will 

eventually form cracks [224]. However, to understand this phenomenon, it 

requires real time observation. In the past, several attempts have been 

made to try and capture the in situ shear bands propagation using TEM 

[193], SEM [9, 225] and high-speed camera [226]. However, real time 

capture this phenomenon is not widely reported. 

 

Figure 4.7 shows a series of SEM images captured at the “step” formation 

location from the average tensile stress of 1703 MPa to 1992 MPa, each 

captured with a small tensile stress step increase (20 – 90 MPa). The image 

clearly shows that it begins with a single shear band (1703 MPa), followed 

by a second shear band that formed ~5 µm away from first shear band 

(1810 MPa) and crossly joined at 1829 MPa. It clearly shows that the shear 

band behave differently compared to  the reported continuous growing 

single shear bands [227].  Next, a “step” was formed at 1871 MPa. It is 

believed that this “step” area was highly stress concentrated, with the 

evident from several shear bands observed around it (as pointed by the red 

arrows). This step eventually formed another bigger step as shows in the 

SEM image taken at 1992 MPa. 
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Shear induced dilatation 

Figure 4.41 shows the sample surface SEM images of Ti40 Ø 0.25 mm semi-

circular notch samples during in situ tensile tests and the related statistical 

information of shear bands. When increasing the applied stress, the existing 

shear bands propagate and widen, and new shear bands form continuously, 

as show in Figure 4.41b Figure 4.41c. To clearly show the shear band 

nucleation and propagation, the shear band marked AB in Figure 4.41b and 

Figure 4.41c is selected as an example. Figure 4.41d presents the increase 

in the length of shear band AB upon loading. After the shear band nucleates 

at 687MPa, its length increases dramatically upon further loading. When the 

applied stress reaches 916MPa, shear band AB, together with other shear 

bands, propagates into location P1, as highlighted by a square in Figure 

4.41c. The shear band density (defined as the total line length of shear 

bands visible divided by the area of location P1) as a function of the applied 

stress is also presented in Figure 4.41d. Clearly, at applied stress larger 

than 916MPa, the shear band density in P1 suddenly increases until 

fracture. Combining Figure 4.41c and Figure 4.41d with Figure 4.41c, it can 

be seen that once the shear band has propagated into location P1, the local 

atomic-pair strains increase suddenly, indicating that there exists a strong 

correlation between sudden increase in the local atomic-pair strain and the 

shear band formation. Thus the generation of multiple shear bands in 

location P1 (Figure 4.41c), which can be measureable increase in the strain 

values, can be directly linked with the higher micro-level strains in P1, 

calculated from I(Q) peak shifts and atomic-level strains calculated from the 

PDF technique. 

Shear band formation is recognized to be a result of deformation-induced 

strain softening [228], which is directly related to the atomic-scale flow 

processes generating structural disorder associated with shear 

transformation zone (STZ) evolution during shear deformation. Such 

structural change is prominently attributed to shear induced dilation of 

randomly close-packed atoms in BMGs [229]. The dilation or increase in 

excess free volume, associated with the formation of STZs, dramatically 

increases the distribution of bond lengths. In this case, the atomic pair 

rapidly extends along the loading direction when the shear bands form. 

Therefore, shear-induced dilation of the randomly close-packed atomic 

configuration resulting from the shear band formation contributes to the 
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sudden increase in the atomic-pair strains for P1 in the notch sample, as 

shows in Figure 4.42a whereas no observation on the non-notch sample 

(Figure 4.42b). The results in this study obtained from in situ SEM and 

SXRD provide direct experimental evidence linking the local atomic 

rearrangement and the shear band formation.  

 

 

Figure 4.41 The sample surface SEM images of notched sample under (a) 458 MPa, 

with an inset highlighting the shear band nucleating in the rectangular area, (b) 

687 MPa and (c) 916 MPa applied stress (the dash lines show the upper boundary 

of location P1); and (d) the shear band density in location P1 and the shear band 

AB length as a function of applied stress. For comparison, the atomic pair strain of 

Ti-Ti in P1 calculated from the SXRD pattern is also presented in (d) [12]. 
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Figure 4.42 The strains of Ti–Ti, Ti–Be and Be–Be atomic pairs for P1, P2 and P3 in 

the samples (a) with and (b) without notch as a function of the applied stress [12]. 

 

4.8.3 Shear band propagation in ZrTi BMGMC 

The tensile deformation of a ZrTi BMGMC were studied in-situ using SXRD 

and SEM. A generic procedure [13] is developed to separate the diffraction 

information of the crystalline dendrites away from that of the matrix. Using 

this method, the stresses at which the dendrites and the glassy matrix start 

to deform plastically are quantitatively determined and are confirmed by the 

in situ SEM observations of the shear band formation at those stress levels. 

 

Figure 4.23c shows the average tensile stress versus the tensile strain of 

the sample. The tensile strain increases linearly with the increasing tensile 

stress until the yielding point at 2.07% tensile strain and 1714 MPa tensile 

stress. Above the yielding point, in the plastic deformation region, the 

tensile stress appeared to be without much increment with tensile strain. 

Eventually the sample fractured at the tensile strain of 5.06% with the 

tensile stress at 1817 MPa, exhibiting 2.99% plastic deformation.  

 

Figure 4.24 shows the SEM images captured during the in situ tensile tests. 

The images show that the shear bands initiated and propagated in the 

crystalline dendrites and amorphous matrix. Before load was applied onto 

the sample, Figure 4.24 a1 shows that there is a crack right at the end of 

the notch (as pointed by the black arrow) which was formed during EDM. 

Initially, the crack was closed and begins to expend when tensile stress was 

applied. It was showed in Figure 4.24 b2, at 1492 MPa where the crack 

expanded, and at the crack tip, there is high number of shear bands formed 

(a) (b) 
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in a wave like patterns (greyish area) in the area 30° clockwise to the axial 

direction. It is unlike the shear band formed on the Vit-1, to spread along 

the crack tip. The image also shows that the shear bands are present in 

both matrix and dendrites. It is difficult to determine whether the shear 

bands first formed in the matrix or dendrites. However, away from the crack 

tip, shear bands were showed firstly found in the dendrites (black arrows) 

as shows in Figure 4.24 b4. It is because the dendrites are relatively soft as 

compared to the amorphous matrix plastic deformation occurs firstly on 

dendrite. Figure 4.32 shows the axial and transverse strains of the 

crystalline dendrites. At 1626 MPa, it shows on the curves that stresses for 

location P2 and P3 moved away from its linear relationship. Suggesting that 

less stress was taken by the two locations because of yielding occur in the 

crystalline dendrites. Similarly to the phenomena reported by Balch, et al 

[152] regarding the load transfer into the amorphous matrix, once yielding 

occur in the crystalline particle in the composite. Further evidence was 

showed in Figure 4.31. It clearly shows that there is a slightly increase in 

the strain rate in P3 and P6 (beneath P3) once the strain reduce in P2 and 

P3.  

At 1663 MPa, Figure 4.24 c4 shows that shear bands were found in the 

matrix (white arrows) which suggested the tensile stress in the matrix is 

above its yielding strength. From the FEM modelling axial stress field show 

in Figure 4.24 c4, the shear bands in matrix are within the >1.9GPa. This 

indicates that, the shear bands initiation in the matrix required the local 

stress of>1.9 GPa. 

With further increase in the tensile stress at 1786 MPa, the density of the 

shear bands in the matrix was increased as shows in Figure 4.24d4. It is 

unlike the Vit-1 case where the shear bands can propagate through the 

matrix. It is because of the additional dendrites and the interface [8]. This 

strong interface is able to effectively deflect or arrest the fast propagation 

of the shear bands, causing more shear bands to nucleate (white arrow) 

and changing the propagation orientation across the interface (yellow 

arrow). The shear band is the local plastic deformation of the material, 

therefore the increase in the shear band density resulting in increasing in 

overall plasticity. This phenomenon was reflected on the overall tensile 

stress-strain curve in Figure 4.23b. However, as shows in graph above 

1714MPa. Figure 4.24 d4 shows more shear bands in the matrix at the local 
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stress of >2GPa. This is because the dendrites prevent the shear bands to 

propagate and cause high stress required to form more shear bands. 

 

Finally, at 1847 MPa, 5.3%, Figure 4.25a shows the fractured sample. The 

SEM image shows the sample fracture along the propagated crack as shows 

in Figure 4.24 e1. Unlike the Vit-1 sample, the ZrTi is more controllable 

near the fracture point and allow us to observe the crack propagation. In 

the plastic deformation region, the dendrites undergo heavy distortion 

which agree with Qiao argument in that, the dendrites is acting as a barrier 

to the shear band propagation between the matrix, forcing more shear 

bands nucleates in the matrix, hence enhanced overall plasticity [230].  

 

Similar observation also reported for another ZrTi BMGMC notch sample in 

the Applied Physical Letter. In this composite, the crystalline dendrites are 

relatively soft and ductile as confirmed by the nano-indentation. This soft 

nature allows the dendrites to deform plastically and causes dislocation first 

at 1500 MPa (Figure 4.43 b), and most nucleated shear bands were 

confined within the domains having a spatial scale of the order of the 

dendrite axe length. The strong interface dendrite and matrix is again 

shows able to effectively deflect or arrest the fast propagation of shear 

bands, as show in Figure 4.43 c inset where the shear bands change the 

propagation orientation across the interface. Hence, more energy (stress) is 

needed for the shear bands to propagate in a highly zig-zag manner as 

shows in Figure 4.43 d, resulting in the enhanced plasticity and strength of 

the composite. However, at the later stage of plastic deformation, when 

many nearly parallel shear bands form and pass through the dendrite 

network collectively, the interfaces cannot deflect the collective movement 

of the shear band clusters, work softening occurs and the sample fails as 

the shear bands quickly propagate through the sample. 
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Figure 4.43 The backscattered scanning electron images, showing the 

microstructure, the shear band nucleation and propagation at the location where 

the diffraction patterns are acquired at different stress levels of: (a) 588 MPa, (b) 

1500 MPa, (c) 1680MPa and (d) 1782MPa. For (b), (c), and (d), the insets show the 

enlarged images of the rectangular areas [13]. 

 

 

4.9 Summary 

This chapter describes the in situ tensile test results for the Vit-1 monolithic 

BMG and ZrTi composite in Chapter 4, and the key findings in the 3 journals 

publication. The load step and displacement step control of the in situ 

experiments allowed us to duplicate the similar stress condition for the in 

situ SEM and in situ SXRD experiment to investigate the shear bands 

initiation and propagation within the two alloys. The in situ results provide 

new insight on the formation of the “step” that lead to crack and the load 

transferred into the amorphous matrix when yielding occur in the crystalline 

dendrites. 
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Chapter 5 High pressure compression of metallic 

glass and anomalous X-ray scattering  

This chapter describes in details the high pressure compression experiments 

of a binary alloy (Cu50Zr50) and a ternary alloy (Fe60Nb15B20) metallic glass 

ribbons using Diamond Anvil Cell (DAC). Synchrotron X-ray was used to 

acquire diffraction patterns in situ at different pressure steps and pair 

distribution function was used to study the evolution of atomic structures at 

different pressures. The relevant proposals and awarded beam times at 

beamline I15 of Diamond Light Source (DLS) are detailed in Table 1.1. In 

addition, anomalous X-ray scattering experiments were also carried out at 

beamline I11 of DLS to decouple the convoluted diffraction information for 

the Cu50Zr50 and Fe60Nb15B20 alloys at ambient pressure to facilitate the 

analyses of partial pair distribution functions for the two alloys. 

 

5.1 High pressure compression experiments 

5.1.1 Diamond Anvil cell and sample loading 

DAC is a type of the so called opposed anvil pressure devices [231] and the 

most commonly used device to create very high pressures. Figure 5.1 

shows a schematic illustration of using DAC to do high pressure in situ 

synchrotron X-ray diffraction experiments. The diamond anvil has a table 

face where an external force is applied and a very tiny culet face where the 

force is transmitted onto the sample. High pressure is created at the culet 

face because of the huge difference in area between the table face and the 

culet face. Any sample positioned and trapped between the two tiny culet 

faces of two oppositely arranged diamond anvils is therefore subject to the 

high pressure [231]. To create a quasi-hydrostatic pressure between two 

culet faces, more complicated arrangement is needed and the one used in 

the experiments of this research is showed schematically in Fig. 5.2a, and it 

is a membrane driven DAC (Betsa type) [232]. The key components consist 

of a Rhenium (Re) gasket, two diamond anvils and two Tungsten carbide 

backing plates. The gasket is made of a 250µm thin sheet of Re with a small 

hole in the middle (see the photo in Figure 5.1) as the sample chamber to 

hold a sample and any liquid confining medium surround the sample. The 

gasket also contains the very steep pressure gradient generated by the 
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diamond anvils, allowing more homogeneous pressure be acted onto the 

sample. This gasket arrangement plus a liquid confining medium surround 

the sample allows a quasi-hydrostatic pressure within the sample chamber 

to be realised [233, 234]. The two diamond anvils are held by the two 

Tungsten backing plates which in turn held by a cell body [232].  

 

Loading a sample of a few tens of micrometres into the DAC sample 

chamber is a relative complicated procedure, and a very steady operation 

performed under a binocular stereomicroscope is often needed. Trained and 

guided by the beamline scientist, Dr Dominik Daisenberger, the following 

procedure was used to prepare and load the samples into the DAC. 

 

1. The culet faces of both diamond anvils (showed in Figure 5.2b and 

seated on two tungsten carbide backing plates) was carefully cleaned 

using a cotton swap with acetone under a Leica Z6 Apo 

stereomicroscope with Mitutoyo objective to remove any remaining 

samples and/or dust from previous experiments. 

 

2. A  Re metal sheet of 250 µm thick was placed on top of the culet face of 

a diamond anvil and then pressed to create an indentation mark. Figure 

5.2c shows such an arrangement before making the indentation mark. 

 

3. The Re sheet was drilled a 150 µm diameter hole in the centre of the 

indentation mark using electrical discharge machining (a Betsa spark 

eroder). It was then placed back to the original position on the culet 

face to form the sample chamber.  

 

4. Metallic glass ribbon sample was cut into ~50 µm piece using a tungsten 

carbide tweezers and placed into the sample chamber using a fine 

needle via the electrostatic force.   
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Figure 5.1 A schematic illustration, showing two diamond anvils, a metal gasket and a sample illuminated under Synchrotron X-ray beam. The 

inserted photo shows the diamond anvil and its culet face with the Re gasket and metallic glass ribbon sample (inside the hole of the gasket) 

used in this research. The photo was taken using a binocular stereomicroscope during sample loading at beamline I15 of Diamond Light Source.  



  Chapter 5  

166 

  

 

Figure 5.2 DAC (a) schematic diagram of the DAC (b) photo of the DAC showing the position of the DAC in the in situ SXRD experiment.  

(a) 

Diamond anvils 

Re sheet 

(c) 

(b) 
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5. The sample was positioned intentionally offset from the centre of the 

sample chamber (Figure 5.5) to create a sufficient empty area for collecting 

the background diffraction pattern during the experiments.  

 

6. A ruby sphere (as pressure calibrant) of ~10 µm in diameter was placed 

closely to the sample (Figure 5.5) for measuring the pressure in the sample 

chamber during the experiments.  

 

7. Finally, the sample chamber was filled with methanol-ethanol (4:1) 

solution before carefully closing the cell body. The liquid solution is used as 

the confining medium to homogenise the pressure within the sample 

chamber, realising a quasi-hydrostatic compression environment inside the 

sample chamber. 

 

A membrane is placed at the end of the upstream backing plate as shows in 

Figure 5.3. 

 

 

Figure 5.3 Membrane Diamond Anvil Cell [235]. 

 

The DAC was mounted onto a standard V-block and then together onto the 

sample stage of beamline 15 of DLS as typically showed by the three photos 

in Figure 5.4. The superhead equipped with a 20x objective lens was used 

to view the sample chamber and take optical images during experiments. 

Figure 5.5 are two optical images of the sample chambers taken using the 

spearhead, showing the Cu50Zr50 and Fe60Nb15B25 samples together with the 

ruby spheres inside the sample chamber formed by the Re gasket. 

Gas pipe 

Membrane 

Diamond 
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5.1.2 Alignment of X-ray beam with DAC and samples  

The alignment of X-ray beam with samples is very critical for the 

acquisitions of diffraction patterns either from the samples or from the 

background (see Figure 5.5). A retractable X-ray photodiode (Figure 5.4a) 

that can detect the X-ray intensity was used to find the centre of the 

sample chamber and the sample itself inside the chamber. The procedure is 

as below. 

 

1. Firstly, the DAC was rotated to face the objective lens as showed in 

Figure 5.4a, and an optical image of the DAC sample chamber was 

projected onto the monitor screen. Then the centre of the sample 

chamber was moved to coincide with the predefined reference centre of 

the screen by moving the sample stage. An image (such as those 

showed in Figure 5.5) was taken to record the location of the sample 

chamber centre, and the location of the sample relative to the sample 

chamber centre.  

 

2. Secondly, the sample stage was rotated to allow the DAC to face the X-

ray beam (Figure 5.4b). Then, the X-ray photodiode was moved out and 

onto the X-ray path to measure the intensity of the X-ray passing 

through the DAC in order to align the X-ray beam with the sample 

chamber centre.   

 

3. To find the sample chamber centre in the horizontal direction, the DAC 

was first moved in the horizontal axis with a step of 0.02 mm, while the 

transmitted X-ray through the DAC was recorded by the photodiode as 

typically showed in first scan in Figure 5.6a. Because of the sample 

chamber is off centre (insert figure in Figure 5.6a), the first scan only 

show a broad peak profile. Using the Gaussian fitting to find the peak 

position, the new sample chamber centre was set accordingly to the 

peak position. 

 

4. Step 3 was repeated to find the vertical sample chamber centre by 

moving the DAC vertically. Figure 5.6b shows readout from the 

photodiode. The first scan of the vertical sample chamber shows the 

scan profile which containing 2 flat plateaus which are different from the 
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broad peak profile in the first scan for the horizontal sample chamber. It 

is because after the horizontal sample chamber centre was found in step 

3. The highest intensity plateau is the sample chamber followed by a 

steep reduction in intensity which is the edge of the sample chamber 

and Re gasket. The 2nd plateau is the Re gasket which is sandwiched 

between the two diamond culets and the second steep reduction in 

intensity is the Re gasket outside the diamond culet. Again, using the 

Gaussian fitting, the peak position was found and was used as the 

vertical sample chamber position. 

 

5. A second scan was carried out similar to step 3 and 4 first for the 

horizontal sample chamber followed by vertical sample chamber with a 

step size of 0.01mm. This operation is to refine the sample chamber 

position with a smaller step scan. Once both centre positions were 

found, the sample stage position was recorded.  

 

6. Once the centre position was decided, the sample stage position was 

recorded. Using the image taken earlier by the telescope (Figure 5.5) 

the sample and background position were also found and recorded 

offsetting the centre positions.  

 

7. Finally the photo diode was retracted to its original position. 
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Figure 5.4 The setup of high pressure experiments at I15 of DLS. (a) A top view of the DAC on the sample stage with the 

superhead and objective lens facing the DAC and using blue laser to measure the pressure. (b) An insert photo, showing the DAC 

facing the X-ray beam for diffraction measurement. (c) A close-up of the DAC facing the objective lens and the laser beam. 
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Figure 5.5 Two optical microscopy images, showing (a) the Cu50Z50 and (b) Fe60Nb15B25 samples, each together with the ruby 

spheres (as pressure calibrants) inside the sample chamber formed by the Rhenium gasket and the diamond anvils. 
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Figure 5.6 Sample chamber step scan with X-ray photodiode readout (a) horizontal 

scan (b) vertical scan.  
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5.1.3 DAC pressure control and measurement  

Ruby fluorescence is one of the very common methods used for pressure 

measurement [236]. The Ruby sphere placed inside the sample chamber is 

chemically inert, and has strong fluorescence when illuminated by a green 

laser light [237]. The superhead (from Horiba Jobin-Yvon) has built-in 

optical fibres and fibre coupled 473 nm laser (from Laser Quantum) which is 

sensitive for ruby fluorescence to at least 100 GPa [238]. The iHR320 

spectrometer was used to detect fluorescence from the Ruby. The 

fluorescence peak position was used to determine the pressure [239-241].  

 

At each pressure step, the targeted pressure inside the DAC sample 

chamber was realised by increasing the membrane pressure using the gas 

pressure controller mounted outside the experiment hutch. Pressure 

measurement was made by using the following procedure: 

 

1. Firstly, the DAC was rotated towards and aligned with the objective lens 

of the superhead, and the objective lens was moved close enough to the 

DAC and in focus with the sample chamber as showed in Figure 5.4a and 

Figure 5.4c.  

 

2. Secondly, the laser beam was turned on and the Ruby sphere inside the 

sample was moved under the direct illumination of the laser beam. The 

resulting Ruby fluorescent spectrum was then projected onto the monitor 

screen. 

 

3. Thirdly, the fluorescent spectrum was fitted using Gaussian distribution 

function and the position of the Ruby fluorescence peak was determined by 

maxima of the fitted curve.  

 

4. Finally, the pressure was calculated by the putting the peak position into 

the well-calibrated state function [239-241]. The pressure was measured 

before and after collecting the diffraction patterns to monitor and record 

any pressure relaxation while taking measurement at each pressure step. 

 

Table 5.1 lists the pre-set membrane pressure and the measured DAC 

chamber pressure for the Cu50Zr50 and Fe60Nb15B25 experiments. The 
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pressure of the membrane and images of the sample chamber were also 

recorded at each pressure step to monitor the DAC behaviour for any sign 

of premature failure.  

 

Table 5.1 The present membrane pressure and measured DAC chamber pressures 

for Cu50Zr50 and Fe60Nb15B25 experiments. 

The membrane pressure and measured 

DAC chamber pressure for Cu50Zr50 

The membrane pressure and measured 

DAC chamber pressure for Fe60Nb15B25 

Membrane 

(bar) 

Chamber 

before 

measurement 

(GPa) 

Chamber after  

measurement 

(GPa) 

membrane 

(bar) 

Chamber 

before 

measurement 

(GPa) 

Chamber 

after  

measuremen

t (GPa) 

0 9.95 10.05 24.5 10.36 11.34 

21 16.75 16.93 37.5 20.41 21.15 

32 21.04 21.25 44.3 25.19 25.67 

37.8 23.73 24.07 51.7 30.18 30.58 

44 27.37 27.87 59 35.16 35.495 

49 30.95 31.35 66.5 40.09 40.545 

53.7 34.35 34.74 74 45.34 45.735 

55.8 37.10 37.62 81.2 50.21 50.73 

67 42.52 43.78 89.2 55.60 56.2 

   96.6 60.28 60.96 

   105 65.26 65.9 

   114.5 70.34 70.94 

 

Figure 5.7 plots the averaged chamber pressure (before and after diffraction 

measurements) versus the pre-set membrane pressure, and the error bars 

represent the pressure before (the lower pressure) and after (higher 

pressure) collecting the diffraction patterns. It clearly demonstrates the 

almost linear relationships for the two cases.  

 

For the Cu50Zr50 experiment Figure 5.8a taken at 43.15 GPa pressure 

showed that it was very likely that the gasket would fail if pressure were 

further increased. Hence the experiment stopped at this pressure to prevent 

the possible crush of the two diamond culet faces. While for the Fe60Nb15B25 

experiment, the linear relationship maintains until the target pressure of 70 

GPa (the maximum required pressure stated in the user proposal) was 

reached and the gasket remained in a good functional shape.  
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Figure 5.7 The measured DAC sample chamber pressure versus the set membrane 

pressure. The lower and higher pressure error bars are corresponding to the DAC 

chamber pressure before and after taking the XRD patterns.  

 

  

 

Figure 5.8 Images of the DAC sample chamber at the final pressure step (a) 

Cu50Zr50 at 43.15 GPa, (b) Fe60Nb15B25 at 70.64 GPa.  
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5.1.4 In situ acquisition of X-ray diffraction patterns  

A monochromatic ~70µm spot size X-ray beam of 72 keV was focussed 

using a Ø70 µm pin hole onto the sample contained inside the DAC chamber 

as schematically showed in Figure 5.2a. At each pressure step, the X-ray 

exited from the sample is diffracted, travelling in a solid angle (2θ) before 

being detected by a 2-D detector (Perkin Elmer flat panel 1621 EN) placed 

327.65mm away from the sample to record the intensity of the diffracted X-

ray signals within the solid angle. The exposure time of 120 sec per SXRD 

pattern was used to acquire the 2D diffraction patterns as show in Figure 

5.9a and Figure 5.9c for Cu50Zr50 at 10 GPa and Fe60Nb15B25 at 10.85GPa, 

respectively. To acquire diffraction patterns through DAC, longer exposure 

time is needed as compared to the measurements made at ambient 

pressure without DAC.  It is because of (1) the small sample size (only ~30 

µm thick), (2) small X-ray beam size (~Ø70 µm), and (3) the X-ray 

absorption by the DAC, which limited the amount of scattering information 

from the sample. In addition, the diffuse scattering information from the 

amorphous sample is much weaker as compared to that from crystalline 

materials. Hence, five diffraction patterns were acquired for the sample and 

background at each pressure step to ensure sufficient signal-to-noise ratio 

for the data collection. The background diffraction patterns were acquired 

by moving the sample away and allowing the incident X-ray beam to focus 

onto the empty area within the sample chamber as illustrated in Figure 5.5.     

 

At each pressure step, a quick background subtraction was carried out using 

the Fit2D software to ensure the diffraction patterns from the sample were 

indeed obtained before proceeding to the next pressure step. 

 

5.2 Data processing and analyses 

5.2.1 Masking of the unwanted diffraction information  

Apparently, the acquired diffraction patterns contain the coupled diffracted 

information from the diamond anvils and the sample, and partially from the 

downstream backing plate (see Figure 5.2a) as well. Figure 5.9a and Figure 

5.9c show the convoluted diffraction information acquired from the Cu50Zr50 

sample and the Fe60Nb15B25 sample inside the 53H and ST2 DAC, 
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respectively. Clearly, the bright Bragg’s spots on the diffraction patterns are 

produced by the diamond anvils. These unwanted features need to be 

masked out together with the dead pixels from the detector. Figure 5.9b 

and Figure 5.9d show the masking templates created using the Fit2D 

software for the two samples. 

 

  

  

 

Figure 5.9 The 2D diffraction patterns acquired for (a) the Cu50Zr50 sample at 10 

GPa and (c) the Fe60Nb15B25 sample at 10.85 GPa inside the DAC respectively, 

showing the convoluted diffraction information including those from the beam-

stopper, beam-stopper arm, the dead pixels from the detector, and the Bragg’s 

spots from the diamond anvils. Using Fit2D, mask was created to remove these 

unwanted features before integrating those 2D patterns into 1D spectrum. The 

corresponding masks for (a) and (c) are showed in (b) and (d) respectively. 
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5.2.2 Compensation of X-ray intensity attenuated by diamond anvil 

and backing plate  

In addition to those unwanted features showed in Figure 5.9b and Figure 

5.9d, the diffracted X-rays (after exiting the sample) are also attenuated by 

the downstream diamond anvil and the tungsten carbide (WC) backing plate 

(only the diffracted X-rays that hit on the backing plate at higher 2θ angle 

as illustrated by Figure 5.2a). Such attenuated X-ray intensity needs to be 

taken into account and compensated for the total scattering analyses. A 

DAC transmission coefficient, T(2θ), is introduced for such compensation 

and it can be calculated by [242]: 

 

 𝑇 (2𝜃) =  
𝐼1

𝐼0
= exp[−𝜇1𝑡1(2𝜃)] + exp[−𝜇2𝑡2(2𝜃)] 

(11) 

 

Where 𝐼0 and 𝐼1 are the diffracted X-ray intensity before and after passing 

through the diamond anvil and downstream WC backing plate, 𝜇1 = 

0.057508 mm-1 and 𝜇2 = 14.349 mm-1 are the attenuation coefficient [243] 

of the diamond anvils and WC backing plate,  𝑡1(2𝜃) and 𝑡2(2𝜃) are the 

diffracted X-ray travel paths corresponding to the 2𝜃 in the diamond and the 

backing plate calculated from the geometry of the DAC as show in Figure 

5.10a and Figure 5.10b corresponding to the 53H DAC used for Cu50Zr50 and 

ST2 DAC used for Fe60Nb15B25. The detail of the dimension of both DACs is 

in Appendix 7 and Appendix 8. 

  

The calculated T (2θ) for the two DACs used in the project is shows in 

Figure 5.10. The calculation was made by assuming the X-ray beam is at 

the centre of the sample chamber.  

 

After obtaining T(2θ), the corrected sample diffraction patterns with the 

compensation accounted for the attenuation from the downstream diamond 

anvil and backing plate can be obtained using the following operation [244].  

 
𝐼𝑐𝑜𝑟(2𝜃) =

𝐼𝑆(2𝜃) − 𝑛 𝐼𝐵(2𝜃)

𝑇(2𝜃)
 

 

(12) 
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Where 𝐼𝑐𝑜𝑟(2𝜃) is the corrected sample diffraction pattern, 𝐼𝑆 (2𝜃) is the 

acquired sample diffraction pattern, 𝐼𝐵 (2𝜃) is the acquired background 

diffraction pattern, 𝑛 is the normalisation factor for scaling the background 

intensity (within 1.2 to 0.8) and 𝑇(2𝜃) is the calculated DAC transmission 

coefficient. 

 

Using Eq. (12) to calculate 𝐼𝑐𝑜𝑟(2𝜃) is based on the assumption that the 

background diffraction pattern (with the sample removed from the DAC) is 

acquired with the X-ray beam at the exact spatial position when acquiring 

the diffraction patterns from the sample (before sample is removed from 

the DAC). Such condition ensures that the same T (2θ) can be used for both 

𝐼𝑆(2𝜃) and  𝐼𝐵(2𝜃), so, Eq. (12) is valid. 

 

However, in our experiments, the background diffraction patterns were 

acquired from the background areas within the sample chamber (see the 

dotted red line circles in Figure 5.5) at the same pressure level, and the X-

ray beam was shifted away from the original sample position, resulting in 

different T(2θ) for the 𝐼𝑆(2𝜃) and  𝐼𝐵(2𝜃). Hence, in this project, different 

approach was used to calculate T (2θ).  

 

The positions for both samples and background as shows in Figure 5.5 were 

recorded and taken into account during the calculation using a matlab code 

(Appendix 9). To simplify the T (2θ) calculation, we only calculated the T 

(2θ) at ϕ = 90° and 270° for Cu50Zr50 and horizontal ϕ = 0° and 180° for 

Fe60Nb15B25. Figure 5.11a and Figure 5.11b show the calculated T (2θ) for 

Cu50Zr50 and Fe60Nb15B25, correspondingly. The reason for 4 selected ϕ 

angles were to match the 1D spectra integration as shows in Figure 5.9.  
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Figure 5.10 The calculated transmission coefficients for the DAC backing plates (a) 53H for Cu50Zr50 (b) ST2 for Fe60Nb15B25.  
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Figure 5.11 The example of calculated DAC transmission coefficients, T (Q) at ϕ = 

0° for (a) Cu50Zr50 and (b) Fe60Nb15B25 corresponding to their sample and 

background position. 
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5.2.3 Integration of 2D diffraction pattern into 1D spectra  

Based on the diffraction patterns and the masking patterns showed in 

Figure 5.9, several integration trials were made using different ranges of 

sector areas from the 2D diffraction patterns, and the resulting integrated 

1D spectra for 20° sector as showed in Figure 5.12. Apparently, the four 

sectors (each of 20°) marked in Figure 5.9b and Figure 5.9d give the best 

quality of integrated 1D spectra in terms of containing sufficient diffraction 

information from the sample and minimum error in T(2θ) (because only 

specific 4 angles of T(2θ) were calculated instead of a sector). The actual 

correction of the background and attenuation from the diamond anvil and 

backing plate is as follow  

 

For Cu50Zr50: 

 
𝐼𝑐𝑜𝑟(2𝜃) = [

𝐼𝜑=90°
𝑆 (2𝜃)

𝑇𝜑=90°
𝑆 (2𝜃)

− 𝑛 (
𝐼𝜑=90°

𝐵 (2𝜃)

𝑇𝜑=90°
𝐵 (2𝜃)

)] + [
𝐼𝜑=180°

𝑆 (2𝜃)

𝑇𝜑=180°
𝑆 (2𝜃)

−

𝑛 (
𝐼𝜑=180°

𝐵 (2𝜃)

𝑇𝜑=180°
𝐵 (2𝜃)

)]  

(13) 

 

For Fe60Nb15B25: 

 
𝐼𝑐𝑜𝑟(2𝜃) = [

𝐼𝜑=0°
𝑆 (2𝜃)

𝑇𝜑=0°
𝑆 (2𝜃)

− 𝑛 (
𝐼𝜑=0°

𝐵 (2𝜃)

𝑇𝜑=0°
𝐵 (2𝜃)

)] + [
𝐼𝜑=270°

𝑆 (2𝜃)

𝑇𝜑=270°
𝑆 (2𝜃)

−

𝑛 (
𝐼𝜑=270°

𝐵 (2𝜃)

𝑇𝜑=270°
𝐵 (2𝜃)

)]  

(14) 

 

The corrected 𝐼𝑐𝑜𝑟(2𝜃) for Cu50Zr50 and Fe60Nb15B25 are show in Figure 5.19a 

and Figure 5.19b, respectively. Similar procedure was used for all diffraction 

patterns acquired at all other pressure steps, and a series of 𝐼𝑐𝑜𝑟(2𝜃) were 

obtained and plotted as a function of the scattering vector, 𝑄 = 4 𝜋 𝑠𝑖𝑛𝜃/𝜆 as 

described in the next section. Based on the obtained 𝐼𝑐𝑜𝑟 (2𝜃), pair 

distribution functions can be also calculated using software PDFGetX by 

adopting the procedure described in the literature review.    
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Figure 5.12 The 1D diffraction spectra for (a) Cu50Zr50 and (b) Fe60Nb15B25 samples 

and their backgrounds integrated from the 2D patterns within the defined angles 

with T(2θ) correction showed on the figures, and those after background 

subtraction, and finally averaging to obtain the corrected 𝐼𝑐𝑜𝑟(2𝜃).   

(a) 

(b) 
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5.3 The experimental results for Cu50Zr50 

Figure 5.13 shows the 𝐼𝑐𝑜𝑟 (2𝜃) as a function of Q for the Cu50Zr50 sample at 

different pressure steps. The 𝐼𝑐𝑜𝑟 (2𝜃) at ambient pressure was obtained at 

the ambient pressure with the sample placed outside the DAC. The first 

sharp diffraction peak (FSDP) of each 𝐼𝑐𝑜𝑟(𝑄) is fitted using Gaussian 

distribution function to find the exact location of the maxima of the peak.  

 

Figure 5.14 shows the FSDP shift as a function of pressure. Clearly, the 

FSDP shifts toward higher Q as pressure increases, reflecting that the 

distances among atoms within the alloy become closer as pressure 

increases. This phenomenon is similar to the FSDP shift in the transverse 

direction for the sample subject a uniaxial tensile load described in section 

4.3.  

 

From ambient pressure to 34.55 GPa, the FSDP shifts with a relative 

constant rate versus the increase of pressure, while just one point (that 

measured at 10.00 GPa) is deviated from the linear relationship. Between 

34.55 GPa and 43.15 GPa, the FSDP was found to shift backwards to lower 

Q. This might be due to during the experiment measurement at the last two 

pressure points; the Cu50Zr50 sample was pushed toward the edge of the 

sample chamber and away from the pressure marker as shows in Figure 

5.8a. This results in different pressure acting on the sample compared to 

the measurement from the ruby pressure marker, as the Diamond Anvil Cell 

tend to have uniform stress within the sample chamber [245].  

 

Figure 5.15 shows the structure factors at different pressures obtained from 

the  𝐼𝑐𝑜𝑟(𝑄) showed in Figure 5.13. Each curve is plotted with an equal 

spacing of 2 for easy comparison. The 𝑆 (𝑄) curves show that there are no 

apparent changes in the shapes of the curves throughout the whole 

pressure process, suggesting that there are no significant structure changes 

in the Cu50Zr50 alloy from ambient pressures up to 43.15 GPa. 

 

Figure 5.16 shows the reduced pair distribution function, 𝐺 (𝑟) curves at 

different pressures. The 𝐺 (𝑟) curves are Fourier transformed from the 𝑆 (𝑄) 

curves. The information showed below r < 2 contains errors generated 

during the Fourier transformation which are directly related to the 
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normalisation and background subtraction [246, 247]. The G (r) curves 

show that there are several peaks with their intensity reduced toward 

longer atomic distance, r. These peaks represent the probability of 

occurrence of the atoms at those particular distances (atomic shells) in the 

metallic glass alloy.   
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Figure 5.13 The X-ray intensity, Icor(Q) as a function of scattering factor, Q for the 

Cu50Zr50 sample at different pressures. 
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Figure 5.14 The shift of Cu50Zr50 first sharp diffraction peak position at different 

pressure step. 

 

The G (r) curves show that the 1st, 2nd and 3rd atomic shells are composed 

of several sub peaks. The 1st atomic shell and half of the 2nd atomic shell 

are in the short range order region, whereas the 3rd atomic shell is within 

the medium range order region. As the pressure increases, the 3 atomic 

shells shift toward the lower atomic radii, especially for the 2nd atomic shell 

where its peak moved into the short range order region.  

 

Figure 5.17 shows the shifts of the 1st, 2nd and 3rd atomic shells versus the 

increase of pressure. For the 1st atomic shell, the peak shifts from 2.775 Å 

to 2.691 Å, when the pressure increase from ambient pressure to 34.55 

GPa, and maintains a near linear relationship with the increase of pressure. 

However, from 34.55 GPa to 43.15 GPa, the 1st peaks stay at approximately 

the same location of 2.691 to 2.693 Å. 
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Figure 5.15 The structure factor as a function of scattering factor for the Cu50Zr50 

sample at different pressures. 
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Figure 5.16 The reduced pair distribution function, G(r) for the Cu50Zr50 sample at 

different pressures. 
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For the 2nd atomic shell, the peak shifts from 4.955 Å to 4.715 Å, when the 

pressure increase from ambient pressure to 37.36 GPa, and between 10 

GPa and 37.36 GPa, the peak shift follows a roughly linear relationship with 

the increase of pressure. However, from ambient pressure to 10 GPa, the 

peak shift deviates from the linear trend found for the higher pressures and 

also from 37.36 GPa to 43.15 GPa the trend the shift stop. 

 

For the 3rd atomic shell, the peak shifts from 7.429 Å to 7.163 Å, when the 

pressure increases from ambient pressure to 34.55 GPa. Again the peak 

seems to shift linearly towards lower atomic distance with the increase of 

pressure until 34.55 GPa. Above 34.55 GPa, the 3rd peak split into two 

peaks as highlighted by Figure 5.18 (two minor peaks at 6.949 Å and 7.237 

Å respectively at 37.36 GPa). The two minor peaks (at 7.006 Å and 7.234 Å 

respectively) become more obvious at the final pressure step, i.e. 43.15 

GPa. 
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Figure 5.17 The shifts of the positions of the PDF peaks (atomic shells) for the 

Cu50Zr50 alloy as the pressure increases: (a) the 1st atomic shell, (b) the 2nd atomic 

shell, and (c) the 3rd atomic shell. 

 

Figure 5.18 The 3rd PDF peak (the 3rd atomic shell) of the Cu50Zr50 at 34.55, 37.36 

and 43.15 GPa, highlighting the split of the 3rd peak in the last 2 pressure steps. 
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5.4 The experimental results for Fe60Nb15B25 

Figure 5.19 shows a series of 𝐼𝑐𝑜𝑟 (𝑄) stacked together for the Fe60Nb15B25 

alloy obtained at different pressures. Again, the ambient pressure 𝐼𝑐𝑜𝑟(𝑄) 

was measured outside the DAC. Compared to those of Cu50Zr50, the 𝐼𝑐𝑜𝑟 (𝑄) 

curves for the Fe60Nb15B25 contain high frequency noises because the 

diffraction-to-background ratio for the Fe60Nb15B25 sample is lower than 

those for the Cu50Zr50 sample as illustrated by the integrated 1D spectra 

showed in Figure 5.12a and Figure 5.12b, respectively.  

 

Again, the positions of the FSDP at different pressures were fitted using 

Gaussian distribution function and the shift of the FSDP against the increase 

of pressure was plotted and showed in Figure 5.20. It clearly shows that, 

above 10 GPa, the FSDP shifts towards higher Q in a nearly linear manner.   
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Figure 5.19 The X-ray intensity, Icor(Q) as a function of scattering factor, Q for the 

Fe60Nb15B25 sample at different pressures. 
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Figure 5.20 The shift of first sharp diffraction peak (FSDP) position for the 

Fe60Nb15B25 sample at different pressures. 

 

The changes of the Fe60Nb15B25 sample surface to the increase of pressure 

were investigated with the optical microscope “superhead”. Figure 5.21 

shows a series of images taken at different pressure steps. The images 

show two different contrast, because the sample do not have a completely 

flat surface like a polished sample, this result in more than half of the 

sample surface reflect the fibre optic light to other direction. Therefore, only 

the bottom left sample surface was concerned in the study. Between 2.22 

GPa to 25 GPa, there is no obvious change occur on sample surface. At the 

30 GPa, there are 4 features observed at the sample surface. With the 

increase of pressure, more of these kinds of features were found. However, 

the sample did not appear to be fractured in pieces even after the 

experiment return to ambient pressure. These features still remained on the 

surface as observed from the superhead.  
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Figure 5.21 The optical images of Fe60Nb15B25 sample taken at different pressure step. 
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The 𝑆 (𝑄) curves for the Fe60Nb15B25 sample at different pressures are 

plotted together (stacked with an equal spacing of 2) and showed in Figure 

5.22. The noise is due to the low diffraction-to-background ratio. Similar to 

the Cu50Zr50 case, there are no obvious changes found in the 𝑆 (𝑄) curves 

which suggest there are no significant structural changes throughout the 

high pressure experiment.  

The 𝑆 (𝑄) curves were then Fourier transformed into the reduced pair 

distribution functions, 𝐺 (𝑟) and is shows in Figure 5.23 (stacked with an 

equal spacing of 5). Similar to those curves in Figure 5.16, the information 

at r < 2 is the transformation noise and has no information concerning any 

atomic structures of the sample.  

 
Similar to Figure 5.17, the peak positions of the 1st, 2nd and 3rd atomic shells 

are plotted against the increase in pressure and is shows in Figure 5.24a,  

Figure 5.24b and Figure 5.24c, respectively. 

  

For the 1st atomic shell, the peak shifts from 2.639 Å to 2.453 Å, when the 

pressure increase from ambient pressure to 70.64 GPa, and maintains a 

near linear relationship with the increase of pressure, except that there is 

one data point at 55.90 GPa deviated from the linear trend. 

 

For the 2nd atomic shell, there is noticeable point, i.e. at 35.33 GPa where 

the slope of the curve changes. Below that the peak shift follows an 

approximately linear line with the slope of -0.00764 Å/GPa However above 

35.33 GPa, the peak shift “slows down” as the pressure continue to 

increase, and follows an approximately linear line with the slope of -0.00167 

Å/GPa. 

 

As for the 3rd atomic shell, again the peak seems to shift approximately 

linearly towards lower atomic distance with the increase of pressure until 

65.58 GPa. However, there are two obvious pressure points (at 30.38 and 

40.32 GPa, respectively) where the linear trend is violated, and finally the 

last point at 70.64 GPa is not on the linear line either.  The deviated from 

the linear trend at 30.38 GPa and 40.32 GPa were found together with the 

features occurred on the sample surface as shows in Figure 5.21. 
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Figure 5.22 The structure factor as a function of scattering factor for the 

Fe60Nb15B25  sample at different pressures. 
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Figure 5.23 The reduced pair distribution function, G(r) for the Fe60Nb15B25 sample 

at different pressures. 
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Figure 5.24 The shifts of the positions of the PDF peaks (atomic shells) for the 

Fe60Nb15B25 alloy as the pressure increases: (a) the 1st atomic shell, (b) the 2nd 

atomic shell, and (c) the 3rd atomic shell.  
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5.5 Anomalous X-ray scattering 

5.5.1 Experiment setup for anomalous X-ray scattering 

The anomalous X-ray scattering experiments were carried out at the High 

Resolution Powder Diffraction beamline (I11). The experiment setup at 

beamline I11 is shows in Figure 5.25. Unlike beamline I12 and I15 which 

use the 2D detector, I11 uses the position-sensitive detector (PSD) Mythen-

II which can scan a wider range of 2θ to complement the reduction in 

scattering vector due to low X-ray energy. 

 

 

Figure 5.25 Experiment setup of anomalous X-ray scattering experiment at I11 of 

DLS. 

 

5.5.2 Sample preparation 

The anomalous X-ray scattering experiment was used to extract the specific 

partial pair distribution function of individual element, especially for the 

elements contained in the alloys subject to high pressure experiments; 

Fe60Nb15B25, Cu50Zr50 and Ti55Cu45. The ribbon samples were cut into thin 

strips of ~100-150µm using a tungsten carbide cutter and loaded into a 

borosilicate capillary tubes held by brass sample holders as shows in Figure 

5.26a. 
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The capillary tube samples were then labelled and placed on the carousel as 

shows in Figure 5.26b. The samples were automatically placed on the 

capillary spinner using a robotic arm.   

 

  

 

Figure 5.26 Samples prepared for the anomalous X-ray scattering experiments, (a) 

thin strips samples in the borosilicate capillary tubes and brass sample holders (b) 

samples placed on the carousel.  

 

5.5.3 X-ray energy tuning and flatfield correction 

Initially, the X-ray scattering edge (f’) was determined from the calculated f’ 

edge [248]. The exact X-ray energy was determined using the fluorescent 

detector by scanning the sample under the calculated energy range. The X-

ray fluorescent detector was placed perpendicular to the sample as shows in 

Figure 5.25. Ideally the edge was selected around middle of the slope as 

shows in Figure 5.27. Once the energy was determined, it was shifted 15 eV 

to the lower energy region to reduce the X-ray absorption. It is because if 

the X-ray absorption was too high, it will be difficult for the PSD detector to 

pick up the scattering signal and causes high noise-to-signal ratio. Table 3.9 

summarises the X-ray energies used in the experiment.  

(a) (b) 
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Figure 5.27 X-ray fluorescence count from the Cu50Zr50 sample near the Cu k-edge. 

 

Because the PSD detector is composed of 1028 Si strips, each of them has 

different characteristic in photon read-out. To correct the difference in the 

signal detection sensitivity, flatfield patterns were collected for the selected 

X-ray energies. After applying the flatfield correction for the selected X-ray 

energies, the samples, background and air scattering patterns were 

collected by scanning the PSD detector along the arc at the exposure time 

of 1 to 3 secs depending on the X-ray fluxes and fixed step size of 0.25°.  

 

 

5.5.4 Experimental results for Cu50Zr50 and Fe60Nb15B25 

Theoretically, the 1st, 2nd and 3rd peaks of the G(r) curves show in  

Figure 5.16 and Figure 5.23 are the probability of occurrence of the atom 

coordination number at those atomic shells [55]. The intensity of a peak 

actually contains the contributions from different atom pairs within that 

particular atomic shell [249]. For example, for the Cu50Zr50, the G(r) 

contains the information from Cu-Cu, Cu-Zr and Zr-Zr atom pairs. To obtain 

and decouple those convoluted atomic structural information, anomalous X-

ray scattering technique was used in this research. Figure 5.28 shows the 
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scattering factors for the Fe, Cu, Zr and Nb elements as a function of X-ray 

energy from 0 to 25 keV, referenced from the database [56] and then 

converted into the plot. At the edge, the scattering intensity of the element 

is reduced significantly and therefore for the alloy that containing the 

element, the X-ray scattering contribution from this particular element is at 

its minimum and can be considered as being “removed” from the 

contribution from the remaining alloy elements.  

 

 

 

Figure 5.28 The X-ray scattering factor as a function of X-ray energy for the 

elements studied, showing clearly the X-ray edge for the Fe, Cu, Zr and Nb in the 

energy range from 0 to 25 keV [56]. 

The weighting factor, 𝜔𝑎𝑏(𝑄, 𝐸) is dependent on X-ray energy and can be 

calculated using Eq. (15) [250] . 

 
𝜔𝑎𝑏(𝑄, 𝐸) =

𝑐𝑎𝑐𝑏𝑓𝑎(𝑄, 𝐸)𝑓𝑏(𝑄, 𝐸)

[𝑓𝑡𝑜𝑡𝑎𝑙(𝑄, 𝐸)]2
 

 

(15) 

Where 𝑐𝑎 and 𝑐𝑏 are the atomic concentration of the element in the system, 

𝑓𝑎(𝑄, 𝐸) and 𝑓𝑏(𝑄, 𝐸) are the X-ray energy dependent scattering factor of the 

element, and 𝑓𝑡𝑜𝑡𝑎𝑙(𝑄, 𝐸) is the total scattering factor of the system at a 

specific X-ray energy. 𝑓𝑎(𝑄, 𝐸) can be calculated using Eq. (16) [251]: 
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 𝑓𝑎(𝑄, 𝐸) = 𝑓0(𝑄) + 𝑓′(𝐸) + 𝑖𝑓"(𝐸) 

 

(16) 

Where 𝑓0(𝑄) is the usual atomic scattering factor which can be calculated 

using Eq. (17), 𝑠 = 𝑄/4𝜋, 𝑎, 𝑏 and 𝑐 is the parameter from scattering factor 

functions for free atoms [252], 𝑓′(𝐸) and 𝑓"(𝐸) are the anomalous scattering 

depending on the X-ray energy [56]. 𝑓′(𝐸) is the real part which is related 

to the scattering of the atom, and 𝑓"(𝐸) is the imaginary part which is 

related to the absorption of the atom.  

 𝑓(𝑠)  =  ∑ 𝑎𝑖𝑒−𝑏𝑖𝑠2
+ 𝑐

5

𝑖=1

 (17) 

Table 5.2 shows the weighting factor for the Cu50Zr50 and Fe60Nb15B25 

samples at 76keV (the energy used during the experiments at I15 in 

ambient pressure condition). It clearly shows that for the Cu50Zr50 alloy, the 

Cu-Zr and Zr-Zr pairs are the dominant atom pairs to contribute the 

scattering information, while the Cu-Cu pair just accounts for 18.4%. For 

the Fe60Nb15B25 alloy, the Fe-Fe and Fe-Nb pairs are the dominant pairs and 

together, they contribute nearly ~85% of the total scattering information. 

The other two pairs that contain B element (Fe-B and N-B pairs) just 

contribute ~8% of the total scattering information, and therefore can be 

neglected at certain conditions.  

 

Table 5.2 The calculated weighting factors for the atom pairs in Cu50Zr50 and 

Fe60Nb15B25 alloys. 

Alloy and their weighting factors for each element pairs  

(E = 76 keV, Q = 2) 

Cu50Zr50 Fe60Nb15B25 

𝜔𝐶𝑢−𝑍𝑟 = 0.4899 𝜔𝐹𝑒−𝐹𝑒 = 0.4675 

𝜔𝑍𝑟−𝑍𝑟 = 0.3262 𝜔𝐹𝑒−𝑁𝑏 = 0.3748 

𝜔𝐶𝑢−𝐶𝑢 = 0.1840 𝜔𝑁𝑏−𝑁𝑏 = 0.0751 

 𝜔𝐹𝑒−𝐵 = 0.0577 

 𝜔𝑁𝑏−𝐵 = 0.0232 

 𝜔𝐵−𝐵 = 0.0018  
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To obtain the partial pair scattering information, we performed the 

anomalous X-ray scattering at the Cu and Zr edge for the Cu50Zr50 sample 

and Fe and Nb edge for the Fe60Nb15B25 at the beamline I11 of DLS. 

Unfortunately, due to the Fe k-edge X-ray energy is at 7.11keV, and the 

window material of I11 absorbs much of the X-ray around this energy level 

before it hits on the sample. Hence, the scattering information at the Fe k-

edge cannot be obtained in the experiment. 

 

Figure 5.29 shows the calculated weighting factors for the atom pairs in the 

Cu50Zr50 for the X-ray energy from 5 to 25keV. It clearly shows that the 

weighting factors are energy dependent and at Cu k-edge and Zr k-edge, 

near zero weighting factors are found for the Cu-Cu and Zr-Zr, respectively. 

 

 

Figure 5.29 The calculated weighting factors for each atomic pair in the Cu50Zr50 

alloy as a function of X-ray energy, showing near-zero weighting factor across the 

k-edge for the Cu and Zr element. 

 

Figure 5.30a and Figure 5.30b show the XRD spectra of Cu50Zr50 and 

Fe60Nb15B25, respectively obtained at different X-ray energies. Those at 76 

keV were obtained at beamline I15 in ambient pressure. Those at the X-ray 

energies of 8.984 keV, 17.983 keV and 18.963 keV were measured at 
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beamline I11 using anomalous X-ray scattering technique. The samples 

used in both measurements are from the same batch of samples. The 

obtained XRD patterns were corrected for the background patterns and 

incoherent scattering to obtain the structure factors as shows in Figure 

5.31a and Figure 5.31b. However, except those measurements made by 76 

keV at I15, the structure factors are in different Q range because of the 

different X-ray energies used at I11 with limited 2 theta angle. Therefore, to 

standardise Q-range data for Fourier transformation, only Q range up to 8.4 

Å-1 and 13 Å-1 were used for the following analysis to obtain the PDF 

patterns for Cu50Zr50 and Fe60Nb15B25, respectively. 
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Figure 5.30 The XRD patterns measured using different X-ray energies for (a) 

Cu50Zr50 (b) Fe60Nb15B25. 

(a) 

(b) 
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Figure 5.31 Structure factors obtained from the XRD patterns collected at different 

X-ray energies for (a) Cu50Zr50 (b) Fe60Nb15B25. 

  

(a) 

(b) 
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Using the Cu50Zr50 as an example, the procedure to obtain the partial PDF is 

as below. 

1. The total PDF can be expressed as the sum of each partial PDF, i.e. 

𝐺𝐶𝑢−𝐶𝑢(𝑟), 𝐺𝑍𝑟−𝑍𝑟 (𝑟) and 𝐺𝐶𝑢−𝑍𝑟(𝑟) times its weighting factor as shows 

in Eq. (18). 

2. To obtain each partial PDF, the weighting factor for each individual 

atomic pair was calculated using Eq. (12) for the X-ray energy at 76 

keV. Table 5.2 shows the calculated weighting factors for the 2 alloys. 

3. Using the calculated weighting factors showed in Table 5.2, the total 

PDF at 76keV for Cu50Zr50 can be calculated and showed in Eq. (19). 

Now, we have three unknown partial PDFs, i.e. 𝐺𝐶𝑢−𝐶𝑢(𝑟), 𝐺𝑍𝑟−𝑍𝑟 (𝑟) 

and 𝐺𝐶𝑢−𝑍𝑟 (𝑟) to be solved. 

4. Figure 5.29 shows the calculated weighting factors for each atomic 

pair in the Cu50Zr50 alloy as a function of X-ray energy. The weighting 

factor almost approaches zero for the Cu and Zr element at their 

respective X-ray k-edge. For example, using the anomalous X-ray 

scattering at the Cu k-edge, the 𝑤𝐶𝑢−𝐶𝑢 and 𝑤𝐶𝑢−𝑍𝑟 are close to zero. 

Hence the PDF only contains the scattering information from the Zr 

element as showed in Eq. (20) which only contains 𝐺𝑍𝑟−𝑍𝑟(𝑟) 

information. 

5. Similarly, at the Zr k-edge, the resulting PDF only contain 𝐺𝐶𝑢−𝐶𝑢(𝑟) 

information as showed in Eq. (21). 

6. Consequently, using Eq. (19), (20) and (21) together, the partial 

𝐺𝐶𝑢−𝑍𝑟(𝑟) can be obtained. 

 𝐺𝑇(𝑟) = 𝑤𝐶𝑢−𝐶𝑢 × 𝐺𝐶𝑢−𝐶𝑢(𝑟) + 𝑤𝑍𝑟−𝑍𝑟 × 𝐺𝑍𝑟−𝑍𝑟(𝑟) +

𝑤𝐶𝑢−𝑍𝑟 × 𝐺𝐶𝑢−𝑍𝑟(𝑟)  

(18) 

 

 𝐺𝑇 @76𝑘𝑒𝑉(𝑟) = 0.1840 × 𝐺𝐶𝑢−𝐶𝑢(𝑟) + 0.3262 × 𝐺𝑍𝑟−𝑍𝑟(𝑟) +

0.4899 × 𝐺𝐶𝑢−𝑍𝑟(𝑟)  

 

(19) 

 𝐺𝑇𝑜𝑡𝑎𝑙 @𝐶𝑢 𝑘−𝑒𝑑𝑔𝑒(𝑟) = 0 × 𝐺𝐶𝑢−𝐶𝑢(𝑟) + 1 × 𝐺𝑍𝑟−𝑍𝑟(𝑟) + 0 ×

𝐺𝐶𝑢−𝑍𝑟(𝑟) = 𝐺𝑍𝑟−𝑍𝑟(𝑟)  

(20) 
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 𝐺𝑇𝑜𝑡𝑎𝑙 @𝑍𝑟 𝑘−𝑒𝑑𝑔𝑒(𝑟) = 1 × 𝐺𝐶𝑢−𝐶𝑢(𝑟) + 0 × 𝐺𝑍𝑟−𝑍𝑟(𝑟) + 0 ×

𝐺𝐶𝑢−𝑍𝑟(𝑟)  = 𝐺𝑍𝑟−𝑍𝑟(𝑟)  

(21) 

 

Figure 5.32a shows the total and partial PDF for the Cu50Zr50 alloy, each 

partial PDF is multiplied by its own weighting factor calculated at 76 keV. 

Figure 5.32b shows the enlarged section from Figure 5.32a, showing the 

first 3 atomic shells. 

For the Fe60Nb15B25, the X-ray scattering for the atomic pairs that contain B 

element is ignored due to its low scattering from the B element at 76 keV. 

Therefore, Figure 5.33a only shows the total and partial PDF for the Fe and 

Nb element pairs multiply with their weighting factors. Because the 

anomalous X-ray scattering at Fe k-edge cannot be done, only 𝐺𝐹𝑒−𝐹𝑒(𝑟) is 

obtained at the Nb k-edge. The combined partial PDF of 𝐺𝑁𝑏−𝑁𝑏(𝑟) + 

𝐺𝐹𝑒−𝑁𝑏(𝑟) can be obtained by subtracting 𝐺𝐹𝑒−𝐹𝑒(𝑟) away from the total PDF. 
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Figure 5.32 The PDF and partial PDFs for Cu50Zr50, showing the (a) SRO and MRO 

region, (b) an enlarged view for the first atomic shell.  

(a) 

(b) 

Atomic distance, (r) 

Atomic distance, (r) 
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Figure 5.33 The PDF and partial PDFs for Fe60Nb15B25, showing the (a) SRO and 

MRO region, (b) an enlarged view for the first atomic shell.  

(a) 

(b) 

Atomic distance, (r) 

Atomic distance, (r) 
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5.6 Discussion 

5.6.1 Atomic structure evolution under high pressure  

For the Cu50Zr50 and Fe60Nb15B25, Figure 5.14 and Figure 5.20 show that, 

between the ambient pressures to 10 GPa and 10.85 GPa, the Cu50Zr50 

FSDP shift from 2.6863 Å-1 to 2.7607 Å-1 at the rate of 0.00744 Å-1GPa-1 

which is higher than the Fe60Nb15B25 at the rate of 0.006545 Å-1GPa-1 (shift 

from 3.02374 Å-1 to 3.09475 Å-1. This suggests that the Cu50Zr50 might have 

lower resistance to high pressure compression, hence lower bulk modulus, 

as compared to the Fe60Nb15B25 at the initial compression stage.  

Above 10 GPa and 10.85 GPa, there is a significant change in the gradient 

of the curve, showing the FSDP shift at a lower rate with the increase 

pressure. This might be due to the material enter higher density region 

similar phenomenon reported by Sheng regarding the polyamorphism in the 

Ce55Al45 MG [253]. However, without the extra measuring points between 

the two pressures, it is hardly to support the argument.  

However, it was found that the change in the resistance of the Cu50Zr50 

FSDP at 10 GPa is reflected on the 2nd atomic shell movement as shows in 

Figure 5.17b.  

 

At 34.55 GPa, the is a peak split in the 3rd atomic shell as show in Figure 

5.17c and Figure 5.18. This suggesting that the binary alloy might reaches 

its limit for compression, result in the 3rd atomic shell is begin to split and 

forming a second coordination.  

 

For Fe60Nb15B25, the gradual change of the shape of the 2nd atomic shell as 

pressure increase as shows in Figure 5.24c, implies that the changes in the 

resistivity of the atomic shell for further compression. Figure 5.23 shows 

that at ambient pressure, second half of the 2nd atomic shell are moved into 

the medium range order region, and with pressure increases, it was 

compressed into the short ranger order region (for example at 70.64 GPa). 

The changes in the slope in Figure 5.24c might be due to the 2nd atomic 

shell shifted into the short range order region, and formed densely pack 

metallic glass and causes increase in resistivity for compression. This was 

also captured in the PDF curve at 35.33 GPa, where the shoulder peak 

entered the short range order region. 
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5.6.2 The effect of atomic ratio  

The two alloys selected for the high pressure experiments based on Cu50Zr50 

have two different atomic radii (Cu 145pm, Zr 206pm [254]) with around 

30% different from the bigger atom and same atomic concentration 

between the two elements. Whereas, Fe60Nb15B25 (rFe =156pm, rNb=198, 

rB=87 [254]) have 3 huge different atomic radii with 21% and 56% 

different from the bigger atom and additional small B metalloid element 

which was found in most of the Fe-based BMG to improve their glass 

forming ability [255].The shift in FSDP at different pressure level for both 

alloy in Figure 5.14 and Figure 5.20 show that, the Cu50Zr50 do not have a 

constant shift rate with the increase pressure as compared to the 

Fe60Nb15B25 which have 3 different atomic radii with the additional small B 

element in its system. It might be due to the B can easily fit into the gap 

between the Fe and Nb which have bigger atomic radii as compared to the 

Cu50Zr50. Similar trend was found in the 3rd atomic shell shift, where the 

ternary alloy in general have consistent shift toward the lower atomic 

distance with significant shift rates changes at several point which 

suggested increase in resistance for further compression, for example in the 

2nd atomic shell shows in Figure 5.24b. Whereas, for the Cu50Zr50 the atomic 

shell movement is more fluctuating, for example in the 3rd atomic shell 

shows in Figure 5.17c. The fluctuation might be due to the rearrangement 

between the Cu and Zr atoms for further compression.  

 

5.6.3 The advantage of anomalous scattering  

After obtaining the partial PDF for each atomic pair, especially the case for 

the Cu50Zr50 alloy where a full solution of the partial PDF is achieved. This 

allows information is revealed for the atomic distance of the different atomic 

pairs.  

 

For the Cu50Zr50, it is shows in Figure 5.32b that the highest peak (2.7Å) in 

the 1st atomic shell is dominant by Cu-Zr pair (red curve) peak at 2.7 Å 

follow by the Cu-Cu pair (blue curve) at 2.76 Å. The Cu-Zr pair show 

significantly higher intensity as compare to the other pairs is because of the 

combination of two factors; (1) the weighting factor of the Cu-Zr is 0.4899 

at 76keV X-ray energy, which contribute to nearly half of the scattering 
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signal, and (2) the highest probability of the Cu-Zr pair existing in the 1st 

atomic shell which show the Cu-Zr pair has more ordered structure. 

Whereas the Zr-Zr pair (green curve) has higher probability at 3.07 Å which 

is offset from the 1st atomic shell, causing a shoulder profile to form on the 

right of the 1st peak of the total PDF, indicating that the Zr-Zr pair has more 

probability in occupying the location beyond the 1st atomic shell. 

For the 2nd atomic shell, the peak at 4.98 Å is found dominated by the Cu-Zr 

pair (red curve) which has the highest probability at 4.99 Å. The Zr-Zr pair 

was found to have a quite flat profile beyond ~4.5 Å, implying that beyond 

the 1st atomic shell, the Zr-Zr pair is quite randomly distributed, 

contributing much to the amorphous structure of this particular alloy.   

For the 3rd atomic shell, the peak at 7.41 Å is again found dominated by the 

Cu-Zr pair (red curve) which peak was found at 7.38 Å. The Cu-Cu pair was 

found similar to the Zr-Zr pair with quite flat profile in the 3rd atomic shell.  

 

For the Fe60Nb15B25, Figure 5.33b shows that in the first atomic shell at 2.63 

Å, the Fe-Fe pair (red curve) peak at 2.69 Å are slightly offset from the 1st 

atomic shell. Whereas the combined Nb-Nb and Fe-Nb pairs (blue curve) 

were found to have the highest probability in the 1st atomic shell with peak 

at 2.61 Å. 

For the 2nd atomic shell, the peak at 4.41 Å was found to be composed of 

the Fe-Fe pair (red curve) at 4.32 Å and the combined Nb-Nb and Fe-Nb 

pairs (blue curve) at 4.47 Å.  Both Fe-Fe and the combined Nb-Nb and Fe-

Nb pairs peaks are not similar to the 2nd atomic shell. It suggested that the 

2nd atomic shell is composed of the different distribution of the partial pairs.  

For the 3rd atomic shell, the peak at 6.55 Å is dominated by the distribution 

of the Nb-Nb and Fe-Nb pairs, which peak at 6.62 Å. Whereas, the Fe-Fe 

pair peak was found at 6.49 Å. Again, this is similar to the 2nd atomic shell, 

where the 3rd atomic shells are composed of the different distribution of the 

partial pairs. However, without the partial PDF, 𝐺𝑁𝑏−𝑁𝑏(𝑟) information, we 

cannot resolve it completely.  

Using the anomalous X-ray scattering, (1) the Cu-Zr pair was found to be 

the dominant in the 2nd atomic shell, which is the atomic shell that 

correlated to the changes in the FSDP shift at 10 GPa. (2) Similarly, the Cu-

Zr pair has the highest probability that correlated to the peak spilt 

phenomenon occur in the 3rd atomic shell at 34.55 GPa. Which the splitting 
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is caused by the unevenness of polyhedral connecting styles in the 

amorphous, which results from its higher density and different style of 

cluster dense packing [256]. (3) Compared to the partial pair between the 

Cu50Zr50 and Fe60Nb15B25, the partial pair of the Fe-Fe pair and the combined 

Nb-Nb and Fe-Nb pair were always found offset in the 2nd and 3rd atomic 

shells. This suggest that the difference in atomic ratio causes the 

distribution of difference in the atomic pair distance in the 2nd and 3rd 

atomic shell, making the atomic shells compression less fluctuation as 

compare to the Cu50Zr50, in which the 2nd and 3rd atomic shells are 

dominated by single Cu-Zr atomic pair. 

 

5.7 Summary 

This chapter contains the results and discussion for the binary alloy Cu50Zr50 

and ternary alloy Fe60Nb15B25 under high pressure compression. The chapter 

discusses in details the data analysis procedure to extract the crucial atomic 

structure information in order to investigate their changes under high 

pressure compression. The shift in the atomic shells for the binary and 

ternary alloys are discussed with their possible partial atomic pair 

information obtained using anomalous X-ray scattering.  
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Chapter 6 Novel metallic glass alloys for neutron 

absorption studies 

This chapter describes systematically the design, making and 

characterisation of a series of new Fe-based metallic glassy alloys. One of 

the main target applications is neutron shielding, for example as coating 

materials for containers to store nuclear waste generated from nuclear 

power plants over very long period of time. Section 6.1 describes the design 

and making of the alloys. Section 6.2 and 6.3 present the structures and 

properties of those alloys characterised using synchrotron X-ray diffraction 

(SXRD), scanning electron microscopy (SEM) and nano-indentation. Section 

6.4 summarises the neutron transmission results measured on those alloys 

followed by a discussion in Section 6.5. 

 

6.1 Design, making and characterisation of new glassy alloys 

The aim of the research is to develop novel metallic glass based alloys with 

high corrosion resistance and high neutron shielding capability. The alloys 

need to be competitive in cost and therefore the major alloy elements 

considered should be abundant in nature and cheaper in market and can be 

manufactured using conventional and lower-cost metal mass production 

techniques, such as casting. 

 

Based on those above requirements, Fe is chosen as the matrix element 

because of its abundance in nature and low cost. After the first successful 

synthesis of Fe-based BMG Fe72Al5Ga2P11C6B4 in 1995 by Inoue [257], many 

Fe-based bulk metallic glassy alloys have been successfully developed in the 

past 20 years or so [255], for example Fe66Nb4B30 [258], 

Fe48Cr15Mo14C15B6Er2 [216], Fe48Cr15Mo14C15B6Y2 [259]. The alloy design 

principles and alloy composition ranges of those alloys can be adopted in 

this research. Cr and Mo are selected because they are the major elements 

for providing corrosion and wear resistance properties for metal alloys and 

metal based glassy alloys as reported in [260, 261]. C is the key element in 

Fe based alloys to contribute hardness, and more importantly, C and B 

atoms have smaller radii and form the metalloids required for high glass-

forming ability [262]. To enhance neutron shielding or reduce neutron 
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transmission, Gd and B are chosen because of their high neutron total cross 

section (called NTCS hereafter) [263]. Especially, Gd is an element with the 

highest NTCS among all naturally occurred  metal elements [263].  

 

Figure 6.1 shows that the NTCS of Gd is approximately two orders of 

magnitude higher than that of B in neutron energy below ~50 meV. Above 

~50 meV, the NTCS of Gd begins to fall off but is still higher than B until 

~500 meV. However, in the energy range ~500 meV to ~190 eV, the NTCS 

of Gd is lower than B except at the resonance peak energies. Therefore the 

presence of B is beneficial in compensating the low NTCS of Gd in this 

energy range. In the fast neutron energy region (10 KeV – 20 MeV), 

although the NTCS of both elements reduces significantly, Gd is still about 1 

order of magnitude higher than that of B. Hence Gd can still provide a 

certain shielding capability to capture the fast neutron (0 – 8 MeV as shows 

in Figure 6.2 [264]) emitted from the waste generated by the spontaneous 

fission and alpha decay (α,n) reaction with the oxygen. Of course, in reality, 

other neutron moderating materials (groundwater) are always needed to 

“slow down” the fast neutrons before they reach the shielding materials 

[265]. For example, the neutron moderator (110 K methane) used in the 

pulsed neutron source [266]. In the designed alloys, Gd and B are the most 

important elements that provide the function of shielding neutrons of a wide 

energy range. The ultimate goal of this study is to tailor the concentrations 

of Gd, B and other major elements in the alloys to achieve the maximum 

neutron shield capacity with maximum glass forming ability. It is worth to 

point out that natural Gd and B were used in the alloy development rather 

than the high neutron cross section isotopes. Therefore it is possible to 

further improve the neutron shielding capability by replacing Gd and B with 

their isotopes, i.e. Gd-157 and B-10 [267].  
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Figure 6.1 Total cross section as a function of neutron energy for Gd-157 and B-10 isotopes [267], compared to calculated cross sections 

according to the natural abundance of Gd and B [268]. and the classification of neutrons based on their kinetic energy, i.e. thermal, epithermal, 

slow and fast neutron [269].   

Fast neutron 
10 KeV <En<20 MeV 

 

Cold & thermal neutron  
            En <0.025 eV 

 

Slow  
neutron 
 
1< En<10 eV 

 

Epithermal neutron  
0.025 eV <En < 10 KeV  

 

50 meV 
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Figure 6.2 The calculated weighting factor of neutron generated from the 

pressurised water reactor spent fuel through (α, n) reactions with the oxygen and 

spontaneous fission from the plutonium, uranium nuclide and curium nuclide as a 

function of neutron energy [264]. 

 

Iterative approach was used to design, make and characterise new alloys in 

three rounds over 3 years from 2012 to 2014. Table 6.1, Table 6.2 and 

Table 6.3 summarise the designed alloy compositions in each round. The 

corresponding ingots and samples for each alloy were melt in an arc melting 

furnace and then cast into a water cooled copper mould to form rod bars of  

stepped diameters as described in Section 3.2 of Chapter 3. The different 

diameter sections have different cooling rates, facilitating the studies of 

cooling rates on the glass forming ability of the designed alloys. 

 

The relationships between crystalline structures or glassy states of the 

designed alloys were characterised using synchrotron X-ray diffraction 

(SXRD) method and scanning electron microscopy (SEM). Pair distribution 

function was also used to study the changes of atomic structures of Fe-

B6Gd2 and Fe-B6Y2 alloys produced at different cooling rates. In addition, 

nano-indentation was also carried out to obtain hardness and Young’s 

modulus for the Fe-B6Gd2 and Fe-B6Y2 alloys at different cooling rates. 

 

The SXRD measurements on the newly designed alloys and samples were 

mainly carried out at the high pressure experiments in beamline I15 (Table 

1.1 during the free time between preparing and loading a sample into 

Diamond Anvil Cell. The SXRD data of Ø5.8 mm Fe-B6Y2 were measured 
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separately at beamline I12 during the EE10440-1 experiment of 4-6 Feb 

2015. Figure 6.3 shows the SXRD patterns for Fe-B6Y2 sample acquired at 

I15 and I12. Due to different detector setup, a full 2D ring pattern was 

acquired at I15 (Figure 6.3a), While a slightly bigger than half ring patterns 

was obtained at I12 because of the offset detector setup in that particular 

experiment for acquiring SXRD patterns in higher Q range.   

 

   

Figure 6.3 Typical 2D SXRD patterns of Fe-B6Y2 step rod bar sample acquired at (a) 

I15 for the Ø4 mm section, and (b) at I12 for the Ø5.8 mm section. 

 

To integrate the 2D patterns into 1D spectrum, the shadows caused by the 

beam stopper and detector dead pixels were firstly masked out using the 

threshold method in software Fit2D. The integration was made with ϕ angle 

from 0 to 360° for the SXRD patterns obtained from I15. While for those 

from I12, the integration was made for ϕ angle from -30° to 30° as shows 

in Figure 6.3b.  

 

6.1.1 The 1st round alloy design: selection of basic alloy systems 

The 1st round alloys designed are summarised in Table 6.1. Firstly, a Fe75B25 

binary alloy was used as the baseline system, because B is one of the 

typical element (other include C, Si and P) to form metalloid structures 

which is essential for Fe-based metallic glasses [270]. Then, Nb was added 

into the system to create a ternary system (Fe66Nb4B30) that has 3 different 

atomic radii (rFe =156pm, rNb=198, rB=87 [254]) which is another important 

empirical rule for designing metallic glasses and has been reported 

(a) (b) 

-30° 

+30° 

ϕ = 60° 
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successfully to manufacture into Ø 1mm rob BMG  [258]. However both 

alloys contain crystalline phases with intense crystalline peaks present in 

their 1D SXRD spectra. Thirdly, Cr was added into the ternary system to 

improve the corrosion resistance, and Si added as the secondary metalloid 

element to form a five-element alloy (FeNb-Si5), which shows a slight 

decrease in the intensity of the crystalline peak of its 1D spectrum. In 

addition, needle shape feature was found on the 2D pattern. Finally, the Nb 

was replaced by the Mo to improve the corrosion resistance, and 

concentration of Si and B were slightly changed to form the Fe-Si3B3 and 

Fe-Si6 alloys. Unfortunately both alloys still have crystalline structures. 

 

6.1.2 The 2nd round alloy design: improving glass forming ability 

The 2nd batch alloys designed are summarised in Table 6.2. Firstly, using 

the Fe-Si3B3 developed in the 1st round, the Si was replaced by C to form 

the Fe-B5 five-element system. C can also improve the hardness of the 

alloy. In general, the 1D spectrum from Fe-B5 shows slightly reduced 

crystalline peaks intensity as compared to that from Fe-Si3B3. However, 

needle features were again found on the 2D pattern from Fe-B5. To further 

improve the glass forming ability, Elements with large atomic radii, such as 

Sn (rSn =145pm) and Zr (rZr =206pm) were added into the system to form 

Fe-B6Sn2 and Fe-B6Zr2 which show a significant improvement in glass 

forming ability. Especially, for the case of Fe-B6Zr2, its 1D spectrum shows 

almost a fully amorphous state with only a few very small crystalline peaks 

present. To further improve the glass forming ability, the 2% of Zr was 

replaced by 1% of Sn and 1% Zr to form Fe-B6Zr1Sn1. Again, the 1D 

spectrum shows an improvement in the glass forming ability with further 

reduction in the crystalline peak intensity. Lastly, by replacing 1% Sn and 

1% Zr with 2% Y (a rare earth element), an alloy similar to the published 

composition [259] was made, and its 1D spectrum and 2D pattern show a 

complete amorphous state.   
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Table 6.1 The 1st round alloys designed and their SXRD patterns and spectra.   

Alloy code 

(at. %) 

Synchrotron X-ray diffraction result 

Ø2mm Fe75B25 

(Fe75B25) 

 

Ø3mm Fe66Nb4B30 

(Fe66Nb4B30)  

 

Ø2mm FeNb-Si5 

(Fe50Cr25Nb4Si5B16)  
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Ø3mm Fe-Si3B3 

(Fe50Cr24Mo20Si3B3)  

 

Ø3mm Fe-Si6 

(Fe50Cr24Mo20Si6)  
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Table 6.2 The 2nd round alloys designed and their SXRD patterns and spectra.   

Alloy (at %) X-ray diffraction 2D pattern and 1D spectrum  

Ø2mm Fe-B5 

(Fe45Cr16Mo16C18B5)  

 

Ø2mm Fe-B6Sn2 

(Fe48Cr15Mo14C15B6Sn2)  

 

Ø2mm Fe-B6Zr2 

(Fe48Cr15Mo14C15B6Zr2)  
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Ø2mm Fe-B6Zr1Sn1 

(Fe48Cr15Mo14C15B6Zr1Sn1)  

 

Ø3mm Fe-B6Y2  

(Fe48Cr15Mo14C15B6Y2)  
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Table 6.3 The 3rd round alloys designed and their SXRD patterns and spectra.   

Alloy (at %) X-ray diffraction 2D pattern and 1D spectrum  

Ø2mm Fe-B16  

(Fe52Cr19Mn2Nb4.5 

B16C4Si2.5) 

 

 

Ø2mm FeNb-Si5Gd3 

(Fe50Cr22Nb4B16Si5Gd3)  

 

Ø2mm FeMn-B6Gd2 

(Fe48Cr15Mn14C15B6Gd2)  
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Ø2mm Fe-B15Gd2 

(Fe48Cr15Mo14C6B15Gd2)  

 

Ø2mm Fe-B6Gd2 

(Fe48Cr15Mo14C15B6Gd2)  

 

 



  Chapter 6 

230 

6.1.3 The 3rd round alloy design: improving neutron shield capacity 

The 3rd round alloys designed are summarised in Table 6.3. Built upon the 

success of the 2nd alloy design, the 3rd round was mainly focused on 

improving the neutron shielding capability. Firstly, alloy Fe-B16 was designed 

based on the composition of SAM2X5 (Fe49.7Cr17.7Mo7.4W1.6Mn1.9Si2.4B15.2C3.8) 

[162] by replacing the very high melting point element Mo (2896 K) and W 

(3695 K) with Nb (2742 K). However, the result was not encouraging, and 

crystalline phases were present as shows in the 1D spectrum. Then, Mn and 

C were replaced by Gd to improve neutron shielding capability, and form 

the FeNb-Si5Gd3. Its 1D spectrum shows very complicated crystalline 

structures with needle features again found in the 2D pattern. Thirdly, in 

the FeMn-B6Gd2, Nb was replaced by Mn and the corresponding 1D 

spectrum shows a less complicated crystalline structures. For Fe-B15Gd2, Mo 

was again added into the system to replace Mn, and 1D spectrum shows a 

significant improvement in glass forming ability. Lastly, the concentration of 

the two metalloid elements, C and B were reversed to form Fe-B6Gd2, and 

the 2D pattern and 1D spectrum show that a fully amorphous state is 

achieved again for this alloy. The neutron shield capacity for these alloys 

are described in section 6.4 later.  

 

6.2 Effect of cooling rates on glass forming of the designed alloys 

The two amorphous alloys, Fe-B6Gd2 and Fe-B6Y2, were chosen to 

investigate their atomic structures formed at different cooling rates, using 

the different diameter samples taken from the as-cast step rod bars. 

 

Total synchrotron X-ray scattering and pair distribution function method 

were used for such studies. Figure 6.4 and Figure 6.5 show the SXRD 

patterns obtained for the different diameter samples from the as cast step 

bars of Fe-B6Gd2 and Fe-B6Y2 alloys, respectively. A quarter of the 2D SXRD 

pattern acquired for each different diameter sample is cropped from its 

whole pattern, magnified and showed together with the corresponding 1D 

spectrum to highlight the transition from crystalline structure to amorphous 

structure for the different diameter samples. Each 1D spectrum was then 

subtracted from its background diffraction pattern and imported into 

pdfgetX2 software to obtain the reduced pair distribution function (PDF). 
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Figure 6.6a and Figure 6.6b show the calculated PDF patterns for the 

different diameter samples from the Fe-B6Gd2 and Fe-B6Y2 alloys.  
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Figure 6.4 The 1D spectra and corresponding 2D SXRD patterns for the different 

diameter samples from the Fe-B6Gd2 alloy. 
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Ø 3.0 mm 

Ø 4.0 mm 

Ø 5.8 mm 
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Figure 6.5 The 1D spectra and corresponding 2D SXRD patterns for the different 

diameter samples from the Fe-B6Y2 alloy. 

Ø 3.0 mm 

Ø 4.0 mm 

Ø 5.8 mm 

Ø 6.6 mm 
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Figure 6.6 Reduced pair distribution functions for the different diameter samples 

from the (a) Fe-B6Gd2, and (b) Fe-B6Y2 stepped rod bars. The PDF curve is stacked 

with an equal spacing of 6. 

(a) 
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6.3 Hardness and Young’s modulus of the designed alloys 

Nano-indentation was used to study the changes in material properties for 

the different diameter samples from the step rod bars, especially for the 

transition from a crystalline state to a fully amorphous state for each alloy. 

Figure 6.7a and Figure 6.7b show the typical load-depth curves for the 

different diameter bars from the Fe-B6Gd2 and Fe-B6Y2 alloy samples 

respectively. The hardness (Hit), and Young’s modulus (Eit) and Vickers 

hardness are calculated using the equations discussed in section 3.4 of 

Chapter 3.  

 

The arrays of indents captured using SEM are showed in Table 6.4, together 

with the harness and Young’s modulus calculated based on the averaged 

data from an array of 30 indents for each case. 
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Figure 6.7 Load versus indentation depth curves from the nano-indentation tests for 

(a) the Ø5.8mm and Ø7.7mm samples from Fe-B6Gd2, and (b) the Ø5.8mm and 

Ø6.6mm samples from Fe-B6Y2.   

(a) 

(b) 

Ø 7.7 mm 

Ø 5.8 mm 

Ø 6.6 mm 

Ø 5.8 mm 
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Table 6.4 Nano-indentation tests made on the Fe-B6Gd2 and Fe-B6Y2 alloy samples, and the hardness and Young’s modulus calculated.  

Alloy SEM images on the Nano-indentation Material properties 

Fe-B6Gd2  

Ø5.8mm  

(Amorphous) 

  

Hit: 13.60 GPa 

Eit: 228.83GPa 

Vickers hardness: 1259.85 

Fe-B6Gd2  

Ø7.6mm  

  

Hit: 12.60 GPa 

Eit: 189.04GPa 

Vickers hardness: 1167.23 

20 µm 

20 µm 

2 µm 

2 µm 
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Fe-B6Y2  

Ø5.8mm  

(Amorphous) 

  

Hit: 13.08 GPa 

Eit: 282.58GPa 

Vickers hardness: 1211.68 

Fe-B6Y2  

Ø6.6mm  

 

  

Hit: 13.28 GPa 

Eit: 275.91GPa 

Vickers hardness: 1229.95 

20 µm 

20 µm 

2 µm 

2 µm 
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6.4 Neutron absorption measurement 

To study the neutron absorption capabilities of the designed glassy alloys, 

neutron transmission measurements were carried out at the test beamline 

ROTAX of spallation neutron source ISIS, UK. The measurement was done 

by the IMAT beamline scientist, Dr Genoveva Burca with the strong support 

from the principal scientist, Dr Winfried Kockelmann of IMAT and Dr Anton 

Tremsin of Space Science Laboratory, University of California.  

 

6.4.1 Sample preparation for neutron absorption measurement 

Neutron absorption measurements were made on four alloys using their as-

cast step rod bars. Thin disk samples of 0.5 mm and 0.8 mm thick were 

firstly sectioned from each diameter sections of the step bars using electric 

discharging machining. For each diameter section, three 0.5 mm thick 

samples and three 0.8 mm thick sample were cut in order to have enough 

samples to obtain sufficient statistic data during absorption measurement. 

To remove the surface imperfection and maintain a perfect parallel 

thickness, the 0.5 mm and 0.8 mm thick samples were double-side ground 

and polished into thin disks of a nominal thickness of 0.3 mm and 0.5 mm 

respectively using the procedure described in section 3.3.2 of Chapter 3. To 

control the sample thickness during grinding, a small 0.3 mm or 0.5 mm 

thick piece cut from a standard Feeler Gauge was placed nearby the 

samples to be ground and mounted together into the special sample 

grinding holder as illustrated in Figure 3.4. Once the initial grinding (P400) 

touched the Feeler Gauge piece surface, it was believed that the right 

thickness was reached and the fine grinding and polishing was proceed with 

great care to maintain the thickness in an acceptable tolerance. The final 

sample thicknesses were measured using a micrometre (with ±1 µm 

resolution), and the effect of sample thickness difference on neutron 

transmission were taken into account during the transmission calculations 

as described later. 

Figure 6.8 shows the double side polished thin disk samples for the Fe-B16, 

Fe-B15Gd2, Fe-B6Gd2 and Fe-B6Y2 alloys, and they were carefully placed on a 

30 x 30 mm aluminium thin foil of 0.1 mm thick. Each sample was held 

firmly and positioned using aluminium adhesive at the edge of each sample, 
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leaving most of the area of the sample without any other obstacle when 

facing the incident neutron beam for measurement.  

 

  

Figure 6.8 Double side polished thin disk samples with the nominal thickness of 0.3 

mm and 0.5 mm for the Fe-B16, Fe-B15Gd2, Fe-B6Gd2 and Fe-B6Y2 alloys. (a) Plate A 

(Plate B). 

Table 6.5 summarises the alloys and samples (including the measured 

thickness for each sample) used in the measurements. 

 

Table 6.5 The alloys and double-side polished thin disk samples (with the measured 

thickness) prepared for the neutron transmission measurement.  

Alloys Diameter (mm) Thickness (mm) Plate 

Fe-B16: 

Fe52Cr19Mn2Nb4.5B16C4Si2.5 

5.8 0.544 A: 5.5 

4.0 0.550 A: 5.5 

3.0 0.549 A: 5.5 

5.8 0.244 A: 5.3 

4.0 0.305 A: 5.3 

3.0 0.285 A: 5.3 

Fe-B15Gd2: 

Fe48Cr15Mo14C6B15Gd2 

5.8 0.528 A: 2.5 

4.0 0.581 A: 2.5 

3.0 0.567 A: 2.5 

5.8 0.291 A: 2.3 

(a) (b) 
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4.0 0.304 A: 2.3 

3.0 0.303 A: 2.3 

Fe-B6Gd2: 

Fe48Cr15Mo14C15B6Gd2 

4.0 0.526 B: 1.5 

3.0 0.537 B: 1.5 

7.6 0.358 B: 1.5 

5.8 0.319 B: 1.5 

4.0 0.361 B: 1.3 

3.0 0.353 B: 1.3 

Fe-B6Y2: 

Fe48Cr15Mo14C15B6Y2 

5.8 0.563 B: 4.5 

4.0 0.546 B: 4.5 

3.0 0.582 B: 4.5 

5.8 0.296 B: 4.3 

4.0 0.294 B: 4.3 

3.0 0.289 B: 4.3 

 

 

6.4.2 Neutron source, detector, experiment setup 

The ISIS spallation neutron source was used for the experiments, it consists 

of a tungsten target and a cold 110 K methane neutron moderator at a 

pulse repetition rate of 50 Hz [266]. A chopper system consists of a ‘t-zero’ 

chopper and a disk chopper were used to filter out gamma radiation 

generated at the time of neutron production in the spallation target and to 

remove very slow neutrons below 5 meV from the incident beam, 

respectively. The flight path from the moderator to the detector was 

measured to be 15.865 m and was used to calculate the time-of-flight (TOF 

– the travelling time of different energies neutrons from the moderator to 

the MCP detector) and neutron energies [266]. 

 

A microchannel Plate (MCP) detector with Timepix readout 32 was used in 

this measurement. The detector has a detecting area of 28 x 28 mm2 and 

512 x 512 total pixels with 55 x 55 µm2 pixel size accordingly. The 

aluminium foil with the set of samples was then placed 5 mm in front of a 1 

mm thick aluminium window of the MCP detector which is operated in 

vacuum. With a distance of the window to the neutron sensitive MCP of 1 

mm, the sample to sensor distance was about 7 mm. In order to prevent 

any neutron damage to the readout electronics and reduce background 
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neutron scattering, boron carbide shielding was also placed around the 

detector area as shows in Figure 6.9. 

 

Figure 6.9 Samples positioned in front of the MCP detector (the detector window 

was behind the sample) and with boron carbide shielding surounding the detector 

to reduce the background neutron scattering. 

 

The actual experiment setup is showed in the schematic diagram in 

 

Figure 6.10 A schematic experiment setup for neutron transmission measurement 

at beamline ROTAX of ISIS. 

Sample 

Boron carbide shielding 
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6.4.3 Data acquisition and analyses 

For each pixel the time of arrival of each detected neutron was registered 

and transferred into a histogram of 2676 time channels, i.e. a single 

measurement results in a stack of as many time-of-flight radiographies. 

Therefore, to minimize deadtime effects, the entire TOF range was 

separated into six regions separated by five 320 μs readout gaps and the 

acquired image sequence was further corrected for the detector deadtime 

using an overlap correction algorithm [271]. For all the thin disk samples, 

transmission images with the energy range between 5 meV to 2x108 meV 

were collected. However, >1000 meV, the neutron count rates was too low 

hence only the energy range between 5-1000 meV was analysed, for the 

purpose to investigate the neutron shielding for the neutron energy range 

where a rapidly decrease in Gd total cross section occurs. In addition, 

neutron transmission images were also collected without the presence of 

samples and the aluminium foil (the so called “open beam” condition) and 

were used to normalize the difference in neutron counts at different 

energies. I performed primarily the data analyses for all samples with the 

essential inputs from Dr Genoveva Burca, Dr Winfried Kockelmann of IMAT 

and Dr Anton Tremsin of Space Science Laboratory, University of California. 

 

Figure 6.11a and Figure 6.11b show examples of the raw radiography 

images from the stack images taken by the Microchannel Plate (MCP) 

detector for the samples mounted on plate A and plate B with their 

corresponding alloys summarise in Table 6.5. The raw images were 

deadtime corrected using an overlap correction algorithm from A. S. 

Tremsin [271]. In addition to those sample images, “open beam” images 

were also taken for the purpose of correcting the difference in neutron flux 

along the TOF. Figure 6.12 shows the neutron count rates along the TOF for 

(1) the sample marked by the dotted square in Figure 6.11a, (2) the Al foil 

(with the sample removed from the neutron beam path) where the sample 

was mounted on, and (3) the “open beam” (without sample and Al foil). 

 

The unusual shapes of neutron count rates along the TOF in Figure 6.12 is 

caused by (1) a combination of the energy dependent beam flux profile on 

the beamline, (2) different TOF bin widths used for different sections of the 

covered time regime, and (3) at higher energies (shorter TOF values), an 
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effect of the 50 Hz ‘t-zero’ chopper blade moving out of the beam. The drop 

of count rates at ~103 meV is due to change of the bin-width from 20.48 µs 

to 0.48 µs. 

  

Figure 6.11 Examples of raw radiography images from the stack of images acquired 

at 80 meV neutron energy by the MCP detector for the samples on (a) plate A, and 

(b) plate B. 

 

Figure 6.12 Neutron count rates at different neutron energies captured for the 

“open beam”, the Al foil, and the thin sample marked by the dotted square in 

Figure 6.11b. 

(a) (b) 

Open beam 

Al foil 

Thin sample  

(Ø5.8mm Fe-B15Gd2) 

0.528mm thick 

5 mm 5 mm 
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These raw data were then corrected for the difference in neutron count 

rates along the TOF, and the neutron transmission 𝑇𝑠 of each alloy was 

calculated with following procedure. 

 

Firstly, the TOF neutron intensity was normalised by dividing the raw 

samples images with the ‘open beam’ images. Normally, neutron 

transmission 𝑇𝑠  was obtained by dividing the sample images to the open 

beam images.  However, in our case, the effect of the aluminium foil needs 

to be removed and to improve the counting statistics as described below.  

 

Secondly, the neutron TOF neutron transmission profile of a sample (with Al 

foil behind it) from a particular area of ~Ø10 pixels in diameter was 

extracted from each sample. When selecting the area, its neutron 

transmission image was visually inspected to avoid any obvious area that 

exhibits pores. To minimize the error generated by any visually unnoticed 

pores, 3 areas were selected from each sample and their neutron 

transmission profiles were averaged, and taken as the transmission profiles 

for sample plus Al foil.  

 

Next, the neutron attenuation generated from the Al foil needs to be 

corrected. The transmission profile of an empty area (with the Al foil but 

without sample) as shows in Figure 6.11 were extracted from an area of the 

same size ~Ø10 pixels in diameter, and data from at least 3 different such 

locations were extracted and averaged, and taken as the Al only neutron 

transmission profile. Finally, the sample transmission was obtained by 

dividing the sample plus Al foil neutron transmission profile by the Al only 

neutron transmission profile. This operation is, of course, assumes that the 

incident neutron beam is spatially and spectrally homogeneous across the 

effective detector area of 28 x 28 mm2. 

 

Figure 6.13 shows the neutron transmissions measured for the alloy 

samples with different thickness. Only neutron energy from 5 meV to 1000 

meV range were included here because at above 1000 meV, the neutron 

count rate falls off (Figure 6.12) and the noise increases significantly which 

might affect the transmission measurement. 
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Figure 6.13 Neutron transmission profiles between 5 meV to 1000 meV for the 

samples of (a) Fe-B6Gd2, (b) Fe-B15Gd2, (c) Fe-B6Y2 and (d) Fe-B16 alloy. 

 

Neutron transmission is apparently affected by the thickness of the samples 

and also varies with incident neutron energy. However, in general among 

the four alloys, Fe-B15Gd2 (Figure 6.13b) demonstrated the highest neutron 

shielding capability with the lowest neutron transmission, followed by Fe-

B6Gd2 (Figure 6.13a), Fe-B16 (Figure 6.13d) and Fe-B6Y2 (Figure 6.13c). For 

<30 meV, the neutron transmission for Fe-B6Gd2 and Fe-B15Gd2 are as low 

as 0.1, while those of the Fe-B6Y2 and Fe-B16 are much higher. However, 

>200 meV, the neutron shielding capability for Fe-B6Gd2 and Fe-B15Gd2 falls 

off significantly. At 1000 meV, Fe-B15Gd2 and Fe-B6Y2 are over 0.8.  

 

To investigate the effects of alloy compositions on neutron shielding, the 

sample thickness factor was taken into account by the macroscopic 

attenuation coefficient (MAC), 𝛴𝑡 calculated using the Lambert-Beer’s law: 

 

(a) (b) 

(c) (d) 
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𝑇𝑠 = 𝑒−𝑁𝜎𝑡𝑥 

𝛴𝑡 = 𝑁𝜎𝑡 

 

(22) 

Where 𝑥 is the thickness of the sample, 𝜎𝑡 is the total cross section of the 

sample with its composition taken into account, and 𝑁 is the number 

density. The MAC for different thick samples of Fe-B6Gd2 and Fe-B6Y2 alloys 

are compared in Figure 6.14a. The average MAC from different thickness 

samples are shows in Figure 6.14b. Finally using the obtained MAC, the 

neutron transmission at the thickness of with the thicknesses of 0.1, 0.5, 

1.0 and 1.5 mm for the Fe-B6Gd2 and Fe-B6Y2 alloys were calculated and 

shows in Figure 6.15. 
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Figure 6.14 Calculated MAC from the neutron absorption measurement between 5-

1000 meV for the samples: (a) Fe-B6Gd2 vs. Fe-B6Y2 at different sample thicknesses 

(b) averaged MAC for all 4 alloys at different sample thicknesses and SAM2X5 at 

25.3meV. 
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Figure 6.15 The calculated neutron transmission for the Fe-B6Y2 and Fe-B6Gd2 alloys 

at different thicknesses.  

  

Fe-B6Y2: 0.1 mm 

 
Fe-B6Y2: 0.5 mm 

 

Fe-B6Y2: 1.0 mm 
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6.5 Discussion 

6.5.1 Composition design for Fe-based metallic glassy alloys   

The Fe-based alloys designed in this project are based on the empirical rule 

that multiple elements, significant atomic size mismatch >12% and 

negative heats of mixing among the three main elements [82]. Elements 

with different atomic radii are categorised into the group of large (≥1.5 Å) 

such as Nb, Mo, Mn, Gd, Y, W and Zr, medium (1.2 Å ~ 1.5 Å,) such as Fe 

and Cr, and small (<1.2 Å) B, C and Si [254]. Metalloid elements such as B, 

C, and Si were also included in the alloys to improve glass forming ability 

[270].  Table 6.1 shows the Fe-based alloys designed in the project and 

their corresponding XRD patterns. Unfortunately, as shows in their SXRD 

patterns, most of the alloys do not form glassy state. However, those 

attempts pointed us the right direction for choosing the potential baseline 

alloy systems.  

   

The alloy Fe-B16 was designed based on the composition of SAM2X5 

(Fe49.7Cr17.7Mo7.4W1.6 Mn1.9Si2.4B15.2C3.8) [162] by replacing the very high 

melting point element Mo (2896 K) and W (3695 K) with Nb (2742 K). The 

aim is to low the melting temperature of the alloy and remove the 

expensive alloy element Mo and W, and at the same time to retain the glass 

forming ability as claimed by Farmer [162]. Unfortunately, this design is not 

successful. 

 

The FeNb-Si5Gd3 was designed based on Fe-B16 by replacing C4 with Gd3, 

and removing Mn completely. The aim is to study the neutron absorption 

capability by using the highest atomic percentage of (B+Gd), i.e. 19 at% in 

this alloy, and also study the possibility of using B without C to retain the 

glass forming capability. The 1D spectrum shows that, compared with that 

of the Fe-B16, the crystalline peaks are less intense, suggesting that the 

majority of alloy is in amorphous state, and this is confirmed by the relative 

smooth halo with faint crystalline rings in the corresponding 2-D pattern. 

The result shows that the adding of 3 at% Gd shows an apparent benefit in 

improving the glass forming capability. However, more crystalline peaks 

were found, which suggested the system contain more complicated 

crystalline system. The needle-shaped features present in the 2D diffraction 
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pattern, indicate that, for this particular composition, crystal structures form 

with possible change of the orientation during the solidification process 

because similar needle-shaped features were observed in situ for TiAl during 

the transformation from α to γ phases using synchrotron X-ray diffraction 

[272]. 

 

In the FeMn-B6Gd2, Nb was replaced by the Mn, and Si was replaced by C to 

improve the hardness of the alloy system. The 1D spectrum shows a less 

complicated crystalline alloy with less crystalline peaks and bigger 

amorphous profile was observed. This indicates an improvement in the glass 

forming ability. 

 

Encouraged by the results from the FeMn-B6Gd2, we replaced the Mn with 

Mo to form the Fe-B15Gd2. The 1D spectrum and the 2D diffraction pattern 

obtained from this alloy (Table 6.3) show that this alloy exhibits almost a 

complete amorphous feature with very faint overall crystalline features.  

The results from the Fe-B15Gd2 suggest that with a minor tuning of its 

composition, it is very possible to design an alloy to have a more stable 

amorphous state. By further analysing the Fe48Cr15Mo14C15B6Y2 alloy 

reported by Ponnambalam, at el [259], we believe that the key for the fine 

tuning of the alloy composition is by tailoring the ratio of the C and B. and 

based on this judgment, we designed the alloy Fe-B6Gd2 by replacing the Y2 

with Gd2, and retaining the ratio of C:B = 15:6. Table 6.6 summarises all 

metallic glassy alloys successfully designed in this project.   

 

6.5.2 Effect of cooling rates on glass forming ability   

Figure 6.4 shows the 1D spectra for the Ø 2, 3, 4, 5.8 and 7.7 mm sections 

and the corresponding 2D diffraction patterns for the alloy Fe-B6Gd2. Clearly 

for the sections of diameter less than or equal to Ø5.8 mm, A full 

amorphous state is achieved. Unfortunately the sample of Ø6.6 mm was 

lost, so no data is given for this diameter section. Crystalline peaks only 

appear in the Ø7.7 mm diameter section, indicating that this alloy has at 

least a glass forming ability of ~Ø5.8 mm. We also analysed the benchmark 

alloy, Fe-B6Y2, and similar results are showed in Figure 6.5 where full 

amorphous state can retain up to Ø5.8 mm diameter section. In the Ø 6.6 
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mm section, minor crystalline peaks do appear in the 1D spectrum, and 

more is showed in the Ø7.7 mm section materials. 

Based on these systematic SXRD studies, it is confident to conclude that the 

newly designed alloy Fe-B6Gd2 has a similar glass forming ability as the 

widely studied Fe-based metallic glass alloy, Fe48Cr15Mo14C15B6Y2 [216, 273] 

 

The PDFs for Fe-B6Gd2 and Fe-B6Y2 alloys are show in Figure 6.6a and 

Figure 6.6b for the different diameter sections. The PDF patterns include 

two ranges of atomic distances: short atomic range (SR) (<5 Å) and 

medium atomic range (MR) (5 Å ~ 20 Å). Whereas, any ordered atomic 

structures formed in those atomic distances are normally called short-range 

order (SRO) and medium-range order (MRO) structures. While long atomic 

range often refers an atomic distance of >20 Å. A typical glassy PDF pattern 

contain broad peaks in the SR and MR region [274]. A crystalline system 

shows sharp peaks in all atomic distances, especially in the long range, 

indicating the repeated unit cells in the crystal structure [275].  

 

For Fe-B6Gd2 and Fe-B6Y2, the onset of the crystal growth can be easily seen 

where the peaks appear in the bigger atomic distance in the MRO region as 

the step-bar diameter increases and the cooling rate is reduced.  For Fe-

B6Gd2 (Figure 6.6a), the SRO and MRO do not exhibit any significant 

changes in the G(r) profiles until Ø5.8mm. At Ø7.7mm, three broad peaks 

at 4.2, 4.4 and 7 Å turn in to sharper peaks, and additional peaks appear in 

the MRO region. Apparently, the volume fraction of crystalline phases 

increases significantly at Ø7.7 mm. However the broad peaks imbedded in 

the SRO region of the G(r) suggest that there is SRO structure present. It 

should be noted that the SRO features are also observed in the 1D 

diffraction spectra. Unfortunately, the PDF for Ø6.6 mm is missing, 

therefore whether onset of the crystallite formation starts at Ø6.6 is not 

clear. A small peak is spotted at 7.9 Å between Ø3 mm and Ø5.8 mm 

indicating that the glass structure has started to form crystals; however at a 

cooling rate which is still fast enough to prevent the crystal formation occur. 

This shows that the Fe-B6Gd2 chemical composition is stable at Ø5.8mm 

without any obvious peaks found in the bigger atomic distance in MRO, 

suggest a fully amorphous system.  
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As for Fe-B6Y2 (Figure 6.6b), the SRO and MRO regions show practically the 

same G(r) up to Ø5.8 mm, indicating that there is no crystal formation. At 

Ø6.6 mm, LRO structural information is observed in the corresponding 

region. However there are no new peaks or more intense peaks within the 

SRO range. This observation suggests that the volume fraction of the 

crystals within the Fe-B6Y2 in comparison to Fe-B6Gd2 is low and covered by 

the broad peaks of the SRO peaks. In addition, the peaks in the bigger 

atomic distance MRO region are broader compared to Fe-B6Gd2 at Ø7.7 mm 

which suggests a lower degree of crystallization. The degree of 

crystallisation is reflected in PDF curves by peak sharpening in the bigger 

atomic distance MRO region. This can be observed ex situ between Ø5.8 

mm and Ø7.7 mm sections where the PDF peaks at 13 Å, 15 Å and 17 Å 

become sharper where the reduced cooling rates allow the atoms have 

more time for rearrangement in order to form bigger crystals. These 

features are difficult to pick up by lab-based XRD analysis, and especially 

for the Ø6.6mm case, lab based X-rays might wrongly indicate complete 

amorphous structures whereas first indications of crystallisation is visible in 

the SXRD patterns. Hence, the PDF analyses based on SXRD data is more 

accurate and effective in determining the glass forming ability. All 

experimental results show that both Fe-B6Gd2 and Fe-B6Y2 exhibit no 

crystallization up to Ø 5.8 mm. Fe-B6Y2 has been successfully used as a fully 

amorphous coating materials [165], Fe-B6Gd2 is a promising candidate for a 

BGM coating with high neutron shielding capability.  

 

6.5.3 Improvement in mechanical properties 

The changes in material properties because of the transition from crystalline 

phase to amorphous state were studied using nano-indentation (Table 6.4) 

for the Fe-B6Gd2 and Fe-B6Y2 alloy samples. Using the Fe-B6Y2 as the 

benchmark, Ø5.8 mm diameter sample was used as fully amorphous sample 

and Ø6.6mm diameter sample was used crystalline sample. Similarly, for 

Fe-B6Gd2, Ø5.8 mm diameter sample was used as fully amorphous sample; 

and the Ø7.7 mm sample was used for crystalline sample.  

 

For the Fe-B6Gd2 sample, Figure 6.7a shows that Ø5.8 mm diameter 

sample, compared to the Ø7.7 mm diameter sample, needs a higher load 
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(~25mN or 12.5%) to achieve 1000 nm indentation depth. This shows that 

the crystalline phases in the Fe-B6Gd2 sample reduce the hardness of the 

material. Whereas for the Fe-B6Y2, there are no obvious changes in the load 

versus indentation depths curve (Figure 6.7b). It might be because the 

crystalline phases are so small at Ø6.6 mm diameter sample and therefore 

do not affect much on its hardness at larger scale. The crystalline phase in 

both alloys can be visualised by the backscattered SEM images in Table 6.4. 

 

The SEM images show that the crystalline phases in the Fe-B6Gd2 Ø7.7 mm 

diameter sample (white spots) are much clearer and bigger than those in 

the Fe-B6Y2 Ø6.6 mm diameter sample (grey spots). The material properties 

of both alloys were extracted and shows in Table 6.4. In general, at the 

fully amorphous state, the Fe-B6Gd2 is slightly harder than the Fe-B6Y2 with 

addition (0.5 GPa higher in hardness); whereas Fe-B6Y2 has higher elasticity 

(54 GPa higher in Young’s modulus).  

 

In Fe-B6Gd2, the material properties are compared between amorphous and 

crystalline states. The result shows that indentation hardness (13.60 to 

12.60GPa) and Vickers hardness (1259.85 to 1167.23) are reduced with the 

appearance of crystalline phases. An obvious change occurs in the Young’s 

modulus, reducing from 228.83 GPa to 189.04 GPa. For the Fe-B6Y2, just a 

slightly change in material properties occurs with the introduction of 

crystalline phases. It is interesting to note that the indentation hardness 

(13.08 to 13.28 GPa) and Vickers hardness (1211.68 to 1229.95) was 

slightly increased, whereas the Young’s Modulus reduced from 282.58 GPa 

to 275.91 GPa. The changes in the hardness is so small which might be 

caused by the sensitivity from the machine. The reduction in Young’s 

modulus was because of lower BMG fraction in the material as BGM sample 

tended to feature with high elasticity in general. 

  

The high glass forming ability of up to Ø5.8mm for the newly designed Fe-

B6Gd2 alloy make it possible to be used as amorphous coatings without 

difficulty, and the increase in hardness compared to that of the Fe-B6Y2 is 

another beneficial property.  
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6.5.4 Improvement in neutron shielding capability 

Figure 6.14a shows the calculated MAC for the Fe-B6Gd2 and Fe-B6Y2 at 

0.5mm and 0.3mm thick samples. For the Fe-B6Gd2 alloy, at ≤80 meV, the 

𝛴𝑡 for 0.5 mm and 0.3 mm thick samples show a distinct difference which is 

not compatible with Lambert-Beer’s law. This is due to a combination of 

three effects: for low energy neutrons the sample are completely opaque 

(“black”) for the thinner samples already, so any further increase in 

thickness does not result in any reduce in transmission. With only 2% of Gd 

element within the alloy, it is capable to completely prevent transmission of 

neutron radiation due to the high neutron cross section of Gd. Therefore for 

the 0.5 mm thick disk, Lambert Beer’s law gives an underestimation of the 

MAC. For the Fe-B6Y2 alloy with no Gd, the attenuation agrees for the 0.5 

mm and 0.3 mm thickness samples. The result shows that the effectiveness 

of Gd doping of the BMG system and using it as a coating layer can 

significantly block off the neutron radiation of ≤ 80 meV even just use a 

thin layer of 0.3 mm of such material. Therefore, for the MAC 

measurements, the thin Gd-doped samples (0.3 mm) give better estimates 

in the sense of lower limits for the actual attenuations coefficients.  

 

Figure 6.14b shows the averaged MAC for the four alloys and the MAC of 

SAM2X5 at 25.3 meV is also showed in the figure (the green square). 

Clearly, Fe-B6Y2 has the lowest MAC in this neutron energy range followed 

by Fe-B16. Actually, in both Fe-B6Y2 and Fe-B16,  the neutron absorption 

contributions are mainly due to B, which has a  total neutron cross 

section[268] of 767 barn at 25.3 meV, and significantly higher than that of 

Cr (3.05 barn), Nb (1.15 barn), Mn (13.3 barn), Si (0.171 barn), C (0.0035 

barn), Mo (2.48 barn), and Y (1.28 barn). On the other hand, in addition to 

B, both Fe-B6Gd2 and Fe-B15Gd2 alloys contain Gd (49700 barn at 25.3 

meV). In theory, Gd should provide approximately 2 orders of magnitude 

higher in neutron absorption than that of B in the energy range of below 

~50meV. In this study, the neutron transmission measurement (Fig. 8 in 

the Method part), and the calculated MAC in Figure 6.14b give more 

systematic data for us to evaluate the designed alloys’ performance in 

terms of neutron absorption versus neutron energy. In the neutron energy 

of >200 meV, the four alloys actually show approximately the similar MAC 

trends in Fig. 4a. It is interesting to see that Fe-B15Gd2 has almost the same 
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profile as that of Fe-B16 in the neutron energy of >400 meV, because the 

two alloys just have 1 at% difference in B, while the 2% Gd added into Fe-

B15Gd2 does not enhance the neutron absorption capability anymore above 

400 meV. This is simply because the drop of the neutron total cross section 

of Gd in that energy range as showed in Figure 6.1. The insert figure in 

Figure 6.14b also shows that the MAC of Fe-B16 is higher than that of Fe-

B6Gd2 when neutron energy is >180 meV, indicating that B is taking over 

Gd in that energy range to provide the neutron absorption capability. 

Hence, both Gd and B are the essential alloy elements for designing alloys 

with high neutron absorption capability in a wider neutron energy range. 

 

Fe-B15Gd2 is slightly better than Fe-B6Gd2 with the addition of the B 

component. However, the SXRD data show that Fe-B15Gd2 is a crystalline 

alloy, which will most likely to significantly reduce the corrosion 

resistance[276]. While Fe-B6Gd2 has a glass forming ability of Ø 5.8mm, 

and the glass nature of the alloy allows a much more homogeneous 

distribution of Gd and B elements in the glassy matrix. Therefore at micro 

level, the effect of neutron absorption will be much more homogeneous.  

 

Figure 6.15 shows the effectiveness of Fe-B6Gd2 alloy for absorbing 

neutrons if used as a coating material with the thicknesses of 0.1, 0.5, 1.0 

and 1.5 mm, and the comparisons with the benchmark Fe-B6Y2 alloy. At 

approximately below 100 meV, Fe-B6Gd2 alloy materials are generally 

performed much better than those of Fe-B6Y2 alloy materials. From 

engineering point of view, only 1/4 or 1/5 of the thickness of Fe-B6Gd2 alloy 

materials would achieve the similar neutron absorption capability as those 

of Fe-B6Y2 alloy materials. In the energy range of 10-50 meV, the 0.1 mm 

thick Fe-B6Gd2 alloy has a better neutron absorption capability than the 1.5 

mm thick Fe-B6Y2 alloy material. So far, Fe-B6Gd2 is an amorphous alloy 

(with Ø 5.8mm glass forming ability) with the highest neutron shielding 

capabilities. However, the radiation induced crystallization and corrosion 

resistance of the alloys were not measured in the thesis and further 

measurement is required for the alloy if was intended to use as a neutron 

shielding material.  
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Table 6.6 The compositions of the designed alloys, their glass forming ability and 

the measured MAC at 25.3 meV (thermal neutron). 

Alloy Nominal composition Glass forming 

ability (diameter, 

mm) 

MAC, Σt (cm
-1 

@25.3meV) 

Fe-B16 Fe52Cr19Nb4.5Mn2Si2.5B16C4 < Ø 2  15.48 

Fe-B16Gd3 Fe50Cr22Nb4Si5B16Gd3 < Ø 2 Not available 

Fe-B15Gd2 Fe48Cr15Mo14C6B15Gd2 < Ø 2 73.32 

Fe-B6Gd2 Fe48Cr15Mo14C15B6Gd2 Ø 5.8 73.64 

Fe-B6Y2 Fe48Cr15Mo14C15B6Y2 Ø 5.8 4.56 
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6.6 Summary   

This chapter contained the results and discussions for the novel metallic 

glass alloys designed and the neutron absorption experiments. The results 

included the X-ray diffraction, total scattering studies, nano-indentation and 

neutron absorption for the designed alloys. The alloy composition for 

designing the Fe-based metallic glass alloys throughout the research period 

was discussed in details. The effect of different cooling rates on the Fe-

B6Gd2 and Fe-B6Y2 alloys particularly in the atomic structure were discussed 

together with their mechanical performance measured using the nano-

indentation tests. Lastly, the neutron shielding capabilities of the newly 

designed Fe-based alloys were discussed at the final section.  
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Chapter 7 Conclusions and future work 

7.1 Conclusions 

Three systematic experimental studies on metallic glass alloys were 

conducted in my PhD project. They are: 

 

1. A systematic in situ tensile deformation studies of a bulk metals glass 

alloy, Zr41.2Ti13.8Cu12.5Ni10Be22.5, and a bulk metallic glass matrix composite, 

Zr39.6Ti33.9Nb7.6Cu6.4Be12.5 using scanning electron microscopy and 

synchrotron X-ray diffraction. The key scientific findings for this part of 

research are: 

 

 Introduction of a notch-type stress concentrator at the gauge length 

can control the initiation and propagation of shear bands, and 

therefore they can be imaged in situ at the particular load where the 

phenomena occur.   

 

 Using this technique, the local stresses/strains in front of the shear 

band can be measured using in situ synchrotron X-ray diffraction 

technique. Then this allows the shear band initiation and propagation 

is directly linked to the local stress field. 

 

 For the Vit-1, the SEM images taken between 1703 MPa and 1992 

MPa captured the formation of “step” when two propagating shear 

bands are cross over each other. This phenomenon can only be 

observed in-situ, while previous reports always to argue that the 

propagation of shear bands only goes along a single direction. 

Actually, the in-situ imaging shows that, at the cross-over point, a 

“step” was first formed, then a bigger “step” is formed, driven by the 

concentrated local stress at this point. 

 

 For the ZrTi composite, the SEM image of the in situ tensile test at 

1492 MPa captured the plastic deformation first occurred on the 

dendrites in P2 location. At 1626 MPa tensile stress, in situ SXRD 

result shows that the dendrites at P2 location reduced in axial strain 
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rate whereas, the amorphous matrix at same location shows increase 

in strain rates. The combined techniques explained that, when the 

yielding occurs in the dendrites, the load was transferred to the 

matrix.  

 

2. A systematic in situ high pressure compression studies of a binary 

metallic glass alloy, Cu50Zr50, and a ternary metallic glass alloy, Fe60Nb15B25 

composite were studied using Diamond Anvil Cell and synchrotron X-ray 

diffraction. The key scientific findings for this part of research are: 

 

 For Cu50Zr50, when pressed until 43.15 GPa, there is no obvious 

polyamorphism structural changes. However the pair distribution 

function analysis shows that the 3rd atomic shell start to split into two 

minor peaks, indicating that, at that pressure, the atom coordination 

number in the 3rd shell start to change.  

 

 For the Fe60Nb15B25, when pressed until 70.64 GPa, there is no 

obvious polyamorphism structural changes either. However the pair 

distribution function analysis shows that the rate of deformation for 

the 2nd atomic shell is different to those of the 1st and the 3rd shells, 

especially above 35.33 GPa, the rate of deformation slows down 

nearly 5 times. 

 

 Comparing the binary with the ternary alloy, the Cu50Zr50 has ~30% 

difference between the size of the Cu atom and Zr atom; while for 

Fe60Nb15B25, the atomic radii between Nb and Fe is 22% and that 

between Nb and B is 56%. So the bigger atomic size ratio showed in 

the Fe60Nb15B25 alloy resulted in a more smooth change in the atomic 

shell distance during compression. While the 3rd atomic shell of 

Cu50Zr50 fluctuates more because of the relatively smaller atomic size 

ratio. 

 

3. A systematic studies were also carried out to design, make and 

characterise a series of new Fe-based bulk metallic glass alloys with the 

objective of achieving a sufficient glass forming ability and neutron 

absorption capability. Through 3 round of iterative studies, alloy with the 
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composition of Fe48Cr15Mo14C15B6Gd2 were successfully designed and 

developed with the glass formation ability up to Ø5.8 mm which is very 

suitable for making powders for coating applications. While this alloy also 

has so far the highest neutron absorption cross section with 73.64 cm-1 at 

thermal neutron 25.3 meV, as compared with other existing Fe-based 

metallic glass alloys.  

 

7.2 Future work 

For the in situ SEM and in situ SXRD experiments, the introduction of the 

artificial notch allowed a better control on the shear bands formation and 

propagation. However, due to the larger X-ray beam size used in our 

experiments, the local atomic structure strain measurements from the 

SXRD were averaged within the 0.25 X 0.25 mm2 area, resulting in nearly 

linear relationship for the strains. Therefore, for the future work, it is a good 

direction to re-evaluate the shear bands formation and propagation by 

using a smaller X-ray beam size to measure the local strains during the 

shear band initiation and propagation. 

 

For the in situ SXRD under high pressure compression, the result shows 

that there is a small deviation from the linear relationship between the 

ambient pressure to 10 GPa. It is a good direction to acquire the SXRD 

patterns at pressure between the ambient to 15 GPa with a smaller 

pressure step size, i.e. ~1 GPa. 

 

Lastly, for the neutron shielding alloy design, further tuning of the B and C 

concentrations for Fe-B15Gd2 is required to form a fully amorphous system 

with high glass forming ability such as exhibited by Fe48Cr15Mo14C15B6Gd2. 

The radiation induced crystallization and corrosion resistance of the alloys 

were not measured in the thesis and further measurement is required for 

the alloy if was intended to use as a neutron shielding material. 
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Appendix 1 Dog-bone sample 
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Appendix 2 Sample holder (outer ring) 

  

Sample holder (outer ring) 
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Appendix 3 Sample holder (inner ring) 

  

Sample holder (inner core) 
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Appendix 4 Sample clamp (left block) 
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Appendix 5 Sample clamp (right block) 
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Appendix 6 Sample clamp (clamp cap X2) 

 

Clamp cap 
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Appendix 7 Downstream Diamond Anvil Cell (53H) 
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Appendix 8 Downstream Diamond Anvil Cell (ST2) 

  



Appendix 

289 

Appendix 9 Matlab code for calculating T(2θ) 

% must first import the 2 theta angle into the matlab workspace using 

the 
% 'import data' function. The name for the file put as 'data' 
two_theta=data(:,1); 
disp('Calculate the T(Q) for Diamond Anvil Cell') 
prompt = 'Which Diamond Anvil Cell was used?\n 1. 2013 53H\n 2. 2014 

53H(Cu50Zr50)\n 3. 2014 ST2(Fe60Nb15B25)\n Selection:  '; 
j = input(prompt); 
if j==1 
   disp('Calculate the T(Q) for 2013 53H Diamond Anvil Cell')  
   img = imread('2013_53H.tif'); 
   imshow(img) 
   %img = gpuArray(imread('2013_53H.tif')); 
   %figure; imshow(img) 
   prompt = 'Beam centre position (mm): \n (+) for shift away from the 

backing plate \n (-) for shift toward the backing plate \nBeam centre 

position: '; 
   C = input(prompt); 
   %Enter D1, D2, D3, D4, D5, D6, D7, M1 and M2 position 
   prompt = 'Eneter D1 value (mm)\D1='; 
   D1 = input(prompt); 
   prompt = 'Eneter D2 value (mm)\D2='; 
   D2 = input(prompt); 
   prompt = 'Eneter D3 value (mm)\D3='; 
   D3 = input(prompt); 
   prompt = 'Eneter D4 value (mm)\D4='; 
   D4 = input(prompt); 
   prompt = 'Eneter D5 value (mm)\D5='; 
   D5 = input(prompt); 
   prompt = 'Eneter D6 value (mm)\D6='; 
   D6 = input(prompt); 
   prompt = 'Eneter D7 value (mm)\D7='; 
   D7 = input(prompt); 
   prompt = 'Eneter M1 value (degree)\M1='; 
   M1 = input(prompt); 
   prompt = 'Eneter M2 value (degree)\M2='; 
   M2 = input(prompt); 
   D8=D4+C; 
   D9=D5+C; 
   D10=D6+C; 
   D11=D7+C; 
   i=1; 
   for i=1:2880 
   l1=tand(two_theta(i))*D1; 
   l2=tand(two_theta(i))*D2; 
   l3=tand(two_theta(i))*D3; 
   k1(i)=D1/(cosd(two_theta(i))); 

    
   if (l1 > D8 && l2 <= D9) 
       k2(i)=((l1-D8)/(sind(90-M1-two_theta(i))))*sind(M1); 
   elseif l2>D9 
           k2(i)=(D2/cosd(two_theta(i)))-k1(i); 
   else 
           k2(i)=0; 
   end 
   if (l2>D10 && l3<=D11) 
       k3(i)=((l2-D10)/sind(90-M2-two_theta(i)))*sind(M2); 
   elseif l3>D11 
       k3(i)=(D3/cosd(two_theta(i)))-k1(i)-k2(i); 
   else 
       k3(i)=0; 
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   end 

    
   %add in the attunuation of the WC and Diamond (attenuation are 
   %calculated in ##/mm, therefore the absorption is equals to 

attunuation 
   %length * k distance 
   

Total(i)=(k1(i)*0.057508)+(k2(i)*14.349)+(k3(i)*14.349);%attenuation 

at 76keV and 0.163137A 
   T(i)=exp(-(Total(i))); 
   i=i+1; 
   %Plot a T(Q) graph 
   end 
   disp('Calculated T(Q) @76keV and 0.163137A wavelength') 
   plot(two_theta,T) 
elseif j==2 
   disp('Calculate the T(Q) for 2014 53H(Cu50Zr50) Diamond Anvil 

Cell') 
   img = imread('2014_53H_Cu50Zr50.tif'); 
   imshow(img) 
   prompt = 'Beam centre position (mm): \n (+) for shift away from the 

backing plate \n (-) for shift toward the backing plate \nBeam centre 

position: '; 
   C = input(prompt); 
   %Enter D1, D2, D3, D4, D5, D6, D7, M1 and M2 position 
   prompt = 'Eneter D1 value (mm)\D1='; 
   D1 = input(prompt); 
   prompt = 'Eneter D2 value (mm)\D2='; 
   D2 = input(prompt); 
   prompt = 'Eneter D3 value (mm)\D3='; 
   D3 = input(prompt); 
   prompt = 'Eneter D4 value (mm)\D4='; 
   D4 = input(prompt); 
   prompt = 'Eneter D5 value (mm)\D5='; 
   D5 = input(prompt); 
   prompt = 'Eneter D6 value (mm)\D6='; 
   D6 = input(prompt); 
   prompt = 'Eneter D7 value (mm)\D7='; 
   D7 = input(prompt); 
   prompt = 'Eneter M1 value (degree)\M1='; 
   M1 = input(prompt); 
   prompt = 'Eneter M2 value (degree)\M2='; 
   M2 = input(prompt); 
   D8=D4+C; 
   D9=D5+C; 
   D10=D6+C; 
   D11=D7+C; 
   i=1; 
   for i=1:2880 
   l1=tand(two_theta(i))*D1; 
   l2=tand(two_theta(i))*D2; 
   l3=tand(two_theta(i))*D3; 
   k1(i)=D1/(cosd(two_theta(i))); 

    
   if l2 > D9 
       k2(i)=((l2-D9)/(sind(90-M1+two_theta(i))))*sind(M1); 
   else 
           k2(i)=0; 
   end 
   if (l2>D10 && l3<=D11) 
       k3(i)=((l2-D10)/sind(90-M2-two_theta(i)))*sind(M2); 
   elseif l3>D11 
       k3(i)=(D3/cosd(two_theta(i)))-((D1+D2)/cosd(two_theta(i))); 
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   else 
       k3(i)=0; 
   end 
   %add in the attunuation of the WC and Diamond (attenuation are 
   %calculated in ##/mm, therefore the absorption is equals to 

attunuation 
   %length * k distance 
   

Total(i)=(k1(i)*0.057508)+(k2(i)*14.349)+(k3(i)*14.349);%attenuation 

at 72keV and 0.1722A 
   T(i)=exp(-(Total(i))); 
   i=i+1; 
   %Plot a T(Q) graph 
   end 
   disp('Calculated T(Q) @72keV and 0.1722A wavelength') 
   plot(two_theta,T) 
elseif j==3 
   disp('Calculate the T(Q) for ST2(Fe60Nb15B25) Diamond Anvil Cell')  
   img = imread('2014_ST2_Fe60Nb15B25.tif'); 
   imshow(img) 
   prompt = 'Beam centre position (mm): \n (+) for shift away from the 

backing plate \n (-) for shift toward the backing plate \nBeam centre 

position: '; 
   C = input(prompt); 
   %Enter D1, D2, D3, D4, D5, D6, D7, M1 and M2 position 
   prompt = 'Eneter D1 value (mm)\D1='; 
   D1 = input(prompt); 
   prompt = 'Eneter D2 value (mm)\D2='; 
   D2 = input(prompt); 
   prompt = 'Eneter D3 value (mm)\D3='; 
   D3 = input(prompt); 
   prompt = 'Eneter D4 value (mm)\D4='; 
   D4 = input(prompt); 
   prompt = 'Eneter D5 value (mm)\D5='; 
   D5 = input(prompt); 
   prompt = 'Eneter D6 value (mm)\D6='; 
   D6 = input(prompt); 
   prompt = 'Eneter D7 value (mm)\D7='; 
   D7 = input(prompt); 
   prompt = 'Eneter M1 value (degree)\M1='; 
   M1 = input(prompt); 
   prompt = 'Eneter M2 value (degree)\M2='; 
   M2 = input(prompt); 
   D8=D4+C; 
   D9=D5+C; 
   D10=D6+C; 
   D11=D7+C; 
   i=1; 
   for i=1:2880 
   l1=tand(two_theta(i))*D1; 
   l2=tand(two_theta(i))*D2; 
   l3=tand(two_theta(i))*D3; 
   k1(i)=D1/(cosd(two_theta(i))); 

    
   if l2 > D9 
       k2(i)=((l2-D9)/(sind(90-M1+two_theta(i))))*sind(M1); 
   else 
           k2(i)=0; 
   end 
   if (l2>D10 && l3<=D11) 
       k3(i)=((l2-D10)/sind(90-M2-two_theta(i)))*sind(M2); 
   elseif l3>D11 
       k3(i)=(D3/cosd(two_theta(i)))-((D1+D2)/cosd(two_theta(i))); 
   else 
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       k3(i)=0; 
   end       
   %add in the attunuation of the WC and Diamond (attenuation are 
   %calculated in ##/mm, therefore the absorption is equals to 

attunuation 
   %length * k distance 
   

Total(i)=(k1(i)*0.057508)+(k2(i)*14.349)+(k3(i)*14.349);%attenuation 

at 72keV and 0.1722A 
   T(i)=exp(-(Total(i))); 
   i=i+1; 
   %Plot a T(Q) graph 
   end 
   disp('Calculated T(Q) @72keV and 0.1722A wavelength') 
   plot(two_theta,T) 
else 
    disp('Invalid selection')  
end 
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