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Abstract 

The COX-2 isozyme is overexpressed in several kinds of cancer, including colorectal, 

lung, breast, and oesophageal cancer. High levels of COX-2 are usually associated with 

poor prognosis and advanced disease. Furthermore, studies have suggested that co-

administering COX-2 inhibitors along with classic chemotherapy can improve disease 

outcome. Therefore, COX-2 is an attractive PET imaging biomarker for patient 

stratification. 

 

A first library of potential COX-2 inhibitors with a 5,5-diphenyl hydantoin core was 

synthesised and screened for its affinity for COX isozymes. This structure was chosen 

for its novelty, its potential to improve the biodistribution of the tracer, due its lipophilicity, 

and its possible in vivo metabolic stability.  

However, these compounds showed no affinity for COX-2, therefore its further 

development into PET probes was no longer pursued. 

 

A second library with a 1,5-diphenyl imidazole structure was designed and synthesised, 

based on previous literature data with optimistic IC50 values for COX inhibition. A 

candidate for fluorine-18 radiolabelling was identified, therefore nitro and trimethyl 

ammonium triflate precursors were synthesised. A variety of conditions were tested for 

the fluorine-18 radiolabelling reactions, which identified the trimethyl ammonium 

precursor as a better choice. Further experiments, however, are needed in order to fully 

optimise the conditions of the reaction and to calculate the specific activity. 

 

In conclusion, two libraries of potential COX-2 inhibitors were designed, synthesised and 

tested in order to develop a PET imaging probe. A possible compound was identified, 

precursors were synthesised and radiolabelled with fluorine-18 in a variety of conditions, 

though further tests are necessary.  
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1. CYCLOOXYGENASE 

 

Cyclooxygenase (COX) is the membrane-bound enzyme that catalyses the conversion 

of arachidonic acid to PGH2 in the biosynthesis of prostaglandins (PGs). COX has three 

isoforms: 

- COX-1, referred to as a “constitutive isoform”, and is considered to be expressed 

in most tissues under basal conditions; [1] 

- COX-2, mostly known as an inducible isoform and involved in inflammatory and 

carcinogenic processes; 

- COX-3, mainly present in the brain, and sensitive to inhibition by paracetamol. [2] 

Further studies have actually shown that constitutive COX-2 expression is well 

recognised in brain, kidney, and the female reproductive tract, and evidence for induction 

of COX-1 during the lipopolysaccharide (LPS)-mediated inflammatory response and 

cellular differentiation has been reported. [3] 

These findings show that the role of COX-2 in the human body is not only pathological 

and confined to the inflammatory process, but it also has a homeostatic role; genetic 

deletion of COX-2 produces a severe disruption of postnatal kidney development, and 

female knockout mice are infertile due to failure of ovulation and embryo implantation. 

[4]  

 

Both COX-1 and COX-2 have a molecular weight of 71 kDa and both have just over 600 

amino acids; furthermore, their sequence homology reaches the 63%. However, the 

human COX-2 gene is a small immediate early gene (8.3 kb), while human COX-1 

originates from a much larger gene (22 kb). The mRNA they produce are also different: 

the mRNA for COX-2 is approximately 4.5 kb, while that of COX-1 is 2.8 kb. [5] 

 

Both isoforms contain three high mannose oligosaccharides, one of which facilitates 

protein folding. A fourth oligosaccharide, present only in COX-2, regulates its 

degradation. [6]  

They are both homodimers, and each subunit contains three domains: 

- the epidermal growth factor domain 

- the membrane binding domain 
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- the catalytic domain, which contains the cyclooxygenase and peroxidase active 

sites on either side of the heme prosthetic group. [7] 

 

The X-ray crystal structure of human or murine COX-2 can be superimposed on that of 

COX-1; the amino acids of the substrate binding channel and the catalytic sites are the 

same except for two small variations. In these two positions, the same substitutions 

occur; Ile in COX-1 is exchanged for Val in COX-2 at positions 434 and 523. The smaller 

size of Val523 creates a side pocket off the main substrate binding channel in COX-2. 

[8] [9] 

Another structural difference between the isoforms, whose effect is still unknown, is the 

absence of the COX-1 N-terminal sequence of 17 amino acids and the presence of a 

sequence of a C-terminal 18 amino acid sequence in COX-2, which is absent in COX-1. 

The C-terminal sequence in COX-2 does not alter the last four amino acid residues, 

which in both enzymes form the signal for attachment to the membrane of the 

endoplasmic reticulum (ER). However, while COX-1 is attached only to the membranes 

of ER, COX-2 is located also on the nuclear membrane. The different sequence of the 

C-terminus might be the reason for the selective localization. [6] [10] 

 

COX-2 accepts a wider range of fatty acids as substrates than COX-1. Both enzymes 

can oxygenate arachidonic acid, but COX-2 oxygenates other fatty acid substrates, such 

as eicosapentaenoic acid, α-linolenic acid, γ-linolenic acid and linoleic acid more 

efficiently than COX-1 does (Figure 1). [11] 
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Figure 1: structure of selective COX-2 substrates. Unlike arachidonic acid, which is oxygenated by both 

COX-1 and 2, these molecules are oxygenated by COX-2 only. 

 

1.1 EICOSANOIDS 

The metabolism of arachidonic acid by COX and 5-lipooxygenase (5-LOX) generates 

eicosanoids, signalling molecules which include prostanoids (PGs and thromboxanes, 

TXs) and leukotrienes (LTs).  

Eicosanoids act as autacoids, taking parts in several biological functions (smooth muscle 

tone, haemostasis, gastric acid secretion) and pathological processes (inflammation, 

carcinogenesis). 

 

1.1.1 Biosynthesis of eicosanoids 

Arachidonic acid is the precursor for eicosanoids synthesis. In response to several 

stimuli, arachidonic acid is released from cell membranes by phospholipase PLA2 and in 

this free form it acts as a substrate for COX, 5-LOX and cytochrome P450. [7] 

In the 5-LOX pathway, this enzyme translocates to the nuclear membrane, where it 

associates with 5-Lipoxygenase Activating Protein (FLAP) to convert arachidonic acid in 

5-Hydroxyperoxyeicosatetraenoic acid (5-HPETE), which spontaneously reduces to 5-

Hydroxyeicosatetraenoic acid (HETE). 5-LOX converts 5-HETE to LTA4, an unstable 
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epoxide. This may be converted to LTB4 in cells equipped with LTA4 hydrolase or it might 

be conjugated to glutathione (GSH) to form cysteinyl LTs (LTC4, LTD4, LTE4) in cells 

equipped with LTC4 synthase (Figure 2). [12] 

 

Figure 2: 5-LOX pathway leading to the biosynthesis of LTs. 12-, 15-, and 5-LOX produce the respective 

HETEs through HPETE. 15-HETE generates lipoxines A and B, while LT A4, precursor of several other 

LTs, is produced from 5-HPETE. Biologically active molecules are shown in grey boxes. [12] 

 

In the COX pathway, COX catalyses the first step in the biosynthesis of PGs, 

thromboxanes and other eicosanoids, consisting of two sequential reactions. The initial 

reaction converts arachidonic acid to PGG2, which is then reduced to PGH2. The latter is 

then converted to several biologically active PGs, such as PGE2, PGF2α, PGI2 by cell 

specific isomerases and synthases (Figure 3). These products act as secondary 

messengers of the signal transduction by interacting with prostanoid G-protein coupled 

receptors mostly. [7] 
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Figure 3: PGs biosynthesis from arachidonic acid via COX catalysis. When arachidonic acid is released 

from the membrane by PLA2, COX metabolises it into the PGG2 intermediate and then into PGH2, which is 

further transformed into several PGs by cell specific isomerases and synthases.  [13] 

 

1.1.2 Eicosanoids and inflammation 

LTs are produced in white cells, as their name suggests. The effects of LTs and cysteinyl 

LTs are mediated respectively by BLT receptors and CysLT receptors. These receptors 

are all coupled with Gq proteins. 

LTB4 is a potent chemotactic agent for neutrophils and macrophages. On neutrophils, it 

up-regulates membrane adhesion molecule expression, and increases the production of 

toxic oxygen products and the release of granule enzymes. On macrophages and 

lymphocytes, it stimulates proliferation and cytokine release.   

Cysteinyl-LTs cause contraction of the bronchiolar smooth muscle and increased mucus 

secretion; the CysLT antagonists zafirlukast and montelukast are used in the treatment 

of asthma. [12] 

The table below lists the subtypes of prostanoid receptors, their location and the 

biological effects activated when PGs and TXs bind to them. 
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Table 1: prostanoid receptors, their biodistribution and their biological effect [12] 

PG/TX Receptor Tissue Biological effect 

PGE2 EP1 (Gq) 

EP2 (Gs) 

EP3 (Gq/Gi/Gs) 

EP4 (Gs) 

Monocytes 

Kidneys  

Stomach  

Uterus  

Hypothalamus 

Regulation of the tone of smooth muscle 

Reduction of acid secretion 

Lowering of pain threshold 

Increased diuresy and natriuresy 

Hypertermia 

PGF2α FP (Gq) Uterus 

Blood vessels 

Bronchus 

Increased tone of smooth muscle 

Luteolysis 

PGI2 IP (Gs) Blood vessels 

Stomach 

Renal cortex 

 

Inhibition of platelet aggregation 

Vasodilation 

Gastric mucus secretion 

Increased renal blood flow 

PGD2 DP (Gs) Blood vessels 

Platelets 

Brain 

Bronchus 

Bronchoconstriction 

Vasodilation 

Inhibition of platelet aggregation 

Regulation of sleep cycle 

TXA2 TP (Gq) Platelet 

Blood vessels 

Lungs 

Renal cortex 

Platelet aggregation 

Vasoconstriction 

Bronchoconstriction 

Reduced renal blood flow 
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During the acute inflammatory response prostanoids are released, especially PGE2 and 

PGI2, generated by the local tissue and the blood vessels, and PGD2, released by mast 

cells. During the chronic inflammation, monocytes and macrophages also release TXA2 

and PGE2. 

PGE2, PGI2 and PGD2 are powerful vasodilators and synergise with other inflammatory 

vasodilators such as histamine and bradykinin. This combined dilator action on 

precapillary arterioles contributes to the redness and increased blood flow in areas of 

acute inflammation. Prostanoids do not directly increase the permeability of the 

postcapillary venules, but potentiate this effect of histamine and bradykinin. Similarly, 

they do not induce pain, but increase the effect of bradykinin by sensitising afferent C 

fibres to the effects of other noxious stimuli. PGs of the E series are also pyrogenic.   

However, under some circumstances some prostaglandins have anti-inflammatory 

effects.  An example is PGE2, which causes a reduction of lysosomal enzyme release 

and of the generation of toxic oxygen metabolites from neutrophils. It also induces the 

release of histamine from mast cells. [12] 

 

1.1.3 Eicosanoids and cancer 

Animal and epidemiological studies prove that a high fat diet can increase the risk of 

cancer, especially colorectal breast, pancreatic and prostate. The biologically active 

lipids derived from arachidonic acid, which is one of the major ingredients of animal fats, 

play key roles in chronic inflammation and carcinogenesis. The activation of COX and 

LOX during chronic inflammation results in aberrant metabolism of arachidonic acid, 

which might be one of the mechanisms contributing to the carcinogenic effect of dietary 

fats. [14] 

 

Emerging evidence suggests that LOX is also involved in carcinogenesis. 5-LOX is 

generally absent in normal epithelia, but is induced by pro-inflammatory stimuli and is 

constitutively expressed in several epithelial cancers including colon, oesophagus, lung, 

prostate and breast. [14] 

 

The correlation between high levels of PGE2 and cancer is well established and is 

discussed later on (“Involvement of COX-2 in cancers”)  

On the other hand, the role of PGD2 is still debated. An anti-tumour role has been 

suggested based on the observation that overexpression of PGD2 synthase in ApcMin/+ 
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mice reduces intestinal tumour growth; however, genetic disruption of DP receptor has 

no effect on colon tumour formation on the azoxymethane mouse model. [15] [16] 

A possible explanation for this discrepancy is that the PGD2 derived product 15dPGJ2 

inhibits tumour growth by activation of PPARγ; another possibility is that the 

overexpression of PGD2 synthase might reduce the conversion of PGH2 to PGE2. [14] 

  

As for the role of LTs in cancer, LTB4 levels are increased in human colon and prostate 

cancer and the expression of LTB4 receptors is increased in human pancreatic cancer. 

[17] [18] 

The CysLT1 receptor is highly expressed in human colon and prostate cancers and it 

negatively correlates with patient survival, while reduced expression of CysLT2 receptor 

is associated with poor prognosis in patients with colorectal cancer. [19] [20] 

 

1.2 INVOLVEMENT OF COX-2 IN CANCERS 

The strongest evidence for COX-2 involvement in cancers arises from the beneficial 

outcome of NSAIDs administration to cancer patients, such as repression of intestinal 

polyps. [21] [22] [23] 

The mechanism by which COX-2 is upregulated in human cancers is largely unknown. 

One hypothesis suggests that cancer cells become intrinsically more active in expressing 

COX-2 because COX-2 gene expression is induced by activation of oncogenes, which 

in turn activate signal transducers such as MAP kinases and pAkt that can stimulate 

COX-2 transcription and increase the stability of the transcript. [24] [25] 

COX-2 is expressed in several types of adenocarcinomas. In every organ, the frequency 

of COX-2 expression depends on the histological subtypes; for example, in breast tissue 

a ductal cancer is more likely to overexpress COX-2 than a lobular breast cancer. [26, 

27] 

As discussed in further details later on, studies have shown that COX-2 expression is 

correlated with the depth of invasion and advanced tumour stage, as positive expression 

of COX-2 is more common among advanced stage tumours than in early stage tumours. 

[28] [29]  
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1.2.1 Colorectal cancer 

Colorectal cancer is the second most common cause of cancer death among over 40 

year old men. [30] 

Several studies show that non-steroidal anti-inflammatory drugs (NSAIDs) reduce the 

risk of developing colon cancer. Early studies carried by Kudo and co-workers using 

animal models of colon cancer indicated that NSAIDs were chemopreventive. [21]  

Furthermore, Waddell and Loughry observed that sulindac decreased intestinal polyp 

burden in patients with familial adenomatous polyposis (FAP). [31] Further studies 

carried by different research group confirmed the repression of polyps by NSAIDs, which 

lead to the FDA approval of celecoxib for the treatment of FAP. [22] [23]  

If NSAIDs reduce the risk of developing colon cancer, then high levels of PGs might be 

present in tumour sites. Indeed, it has been reported that PGE2 and 6-keto PGF1α levels 

were elevated in colorectal cancers. [32] These higher PG levels may be explained by 

either an increased COX expression or an increased COX catalytic activity: 85% of 

adenocarcinomas had increased expression of COX-2, which suggests that COX-2 

could be involved in colorectal carcinogenesis. [33] 

Further evidence implicating COX-2 in colorectal carcinogenesis can be found in studies 

of animal models of colorectal cancer. The azoxymethane treated rat is one of the most 

common animal model used. The progression of the lesions advances from ACF, to 

polyp, and finally to carcinoma. This animal model shows increased level of COX-2 and 

sulindac seems to reduce aberrant crypt foci (ACF) formation, polyp number and 

carcinogenesis. [34] [35] 

Oshima and co-workers used a genetic model to test the role of COX-2 in 

tumourigenesis. They provided genetic evidence that COX-2 is important for polyp 

promotion by breeding ApcD716 mutant mice, which are heterozygous for an 

adenomatous polyposis coli mutant allele and develop hundreds of intestinal polyps, with 

cox-2 null mice; their offspring showed a decreased tumour burden in a gene dose-

dependent way. [36] 

However, Grösch et al. monitored the inhibition of the growth of colon cancer xenografts 

in nude mice caused by celecoxib and showed that it was significant in HCT-15 colon 

cancer xenografts, which are COX-2 deficient, while celecoxib had no relevant effect on 

HT-29 tumours that express COX-2. This study supports the hypothesis that the anti-

tumoural effects of celecoxib is not a consequence of COX-2 inhibition only. This 

hypothesis is further supported by comparison of the concentration of celecoxib required 

to inhibit COX-2 and tumour cell proliferations; the latter is four times higher. [37] 
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Studies suggest that these COX-2 independent anti-tumoural effects are not a 

prerogative of celecoxib, but are common among coxibs. This suggests a 

chemotherapeutic role for this class of compounds. [38] 

Since COX-2 overexpression promotes formation of polyps, which progress to 

carcinoma, imaging of COX-2 would be a useful tool for detection of predisposition to 

malignancy, at a stage where it can be treated more efficiently. [39]  

 

1.2.2 Oesophageal cancer 

There are two main types of oesophageal cancer, squamous cell carcinoma and 

adenocarcinoma. 

Oesophageal adenocarcinoma usually develops from Barrett’s oesophagus, a 

metaplastic change of the normal squamous epithelium of the oesophagus to a columnar 

epithelium caused by gastro-oesophageal reflux. [40] 

Five studies compared the expression of COX-2 in normal squamous cells and in 

metaplastic epithelium, finding COX-2 to be overexpressed in Barrett’s metaplasia-

dysplasia-adenocarcinoma sequence; while the normal squamous epithelium was 

negative or weakly positive for COX-2, 78 to 100% of the adenocarcinomas showed 

COX-2 expression. [41] [42] [43] [44] [45] 

It has been reported a chemopreventive effect of aspirine in both adenocarcinoma and 

squamous cell carcinoma. These findings are further supported by nine studies 

containing 1813 cancer cases who were independently reviewed; these studies show a 

protective effect of NSAIDs in both hystologic types of oesophageal cancer. [46] 

 

Elevated COX-2 levels seem to be associated with reduced survival in Barrett’s 

carcinoma patients who underwent oesophageal resection, as they were more likely to 

develop regional recurrences and distant metastases. [45] This evidence supports the 

use of COX-2 as a prognostic biomarker. 

 

1.2.3 Gastric cancer 

Several factors play a role in gastric carcinogenesis, including diet, H. pylori infection, 

and genetic factors. 

Lauren classification of gastric carcinoma recognises two different types, intestinal type 

and diffuse type. Intestinal type adenocarcinoma tumour cells show irregular tubular 
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structures, harboring pluristratification, multiple lumens, and reduced stroma. This 

variant also has certain precursor lesions that lead to invasive carcinoma. Diffuse type 

adenocarcinoma tumour cells are poorly differentiated, discohesive and secrete mucus 

which is delivered in the interstitium. [47] 

The association between NSAIDs use and gastric cancer was analysed in four studies, 

three of which showed a protective effect of NSAIDs against gastric cancer. In these 

studies, COX-2 expression in normal tissue was low or below the detection limit, while 

the neoplastic mucosa showed elevated COX-2 levels, suggesting that COX-2 may play 

a role in gastric carcinogenesis. [48] [49] [50] [51] 

The correlation between gastric cancer and overexpression of COX-2 seems to be 

related to the intestinal type. [26] [52] 

However, unlike the latter, expression of COX-2 was not found to correlate with 

prognosis in gastric cancer patients, suggesting that the prognostic value of COX-2 is 

limited to a subgroup of gastric cancer patients. [53] [54] Nonetheless, it is crucial to 

consider that non-imaging measurements of COX-2 might not be entirely accurate, due 

to tumour heterogeneity and variability of immunohistochemistry. 

Elevated levels of COX-2 are associated with invasive disease and metastasis, similarly 

to oesophageal adenocarcinoma. [55] [53] [56] Therefore, COX-2 has a potential use as 

a prognostic biomarker for gastric cancer patients. 

 

1.2.4 Breast cancer 

A recent meta-analysis suggested that the incidence of breast cancer might be reduced 

among NSAIDs users. Furthermore, in a transgenic mouse model expression of COX-2 

was enough for formation of invasive breast tumours. [57] [58] 

Elevated COX-2 levels have been reported to be more frequent in ductal type than in 

lobular type carcinomas. A recent study also suggested that COX-2 expression is 

elevated in breast cancer samples that also overexpress HER-2. [27] [59] 

As prostanoids synthesised by COX-2 seem to enhance stromal cell aromatase 

expression, it is possible that COX-2 overexpression in oestrogen receptor positive 

cancers might induce oestrogen production via the aromatase pathway, promoting 

tumour cells growth. [60] [61] 

Studies have suggested also a correlation between COX-2 activation and invasiveness 

of chemotherapy-resistant breast cancer cells. [62] 
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COX-2 overexpression seems to be associated with an unfavourable outcome, leading 

from ductal carcinoma in situ to invasive breast cancer. These studies support the 

prognostic value of COX-2 expression; this prognostic role seems to be more relevant in 

cancers with oestrogens receptor positivity, low level of p53 expression and no 

amplification of the HER-2 oncogene. [27] 

 

1.2.5 Brain cancer 

Malignant gliomas are the most common tumours of the central nervous system, 

especially astrocytic gliomas, which account for more than 25% of all central neoplasms. 

[63] 

The role of COX-2 in human glioma formation and progression has not been completely 

elucidated, as different studies show opposite results; Deininger and co-workers initially 

reported that COX-2 expression occurred in only 20% of glioma cells, while Joki et al. 

demonstrated that high-grade glioma tissues expresses elevated levels of COX-2 and 

that NS-398, a selective COX-2 inhibitor, increases apoptosis, reduces proliferation and 

invasion of cultured human glioma cells. [64] [65] This discrepancy between studies may 

be due to the variability of COX-2 measurements with a more traditional technique than 

imaging. 

Further research conducted by Shono et al. showed that COX-2 was localised 

predominantly in necrosis areas, which suggests induction of COX-2 by hypoxia or 

hypoglucosemia. Furthermore, increasing tumour grade seems to correlate with a high 

percentage of COX-2 expressing tumour cells and with poor prognosis in patients with 

astrocytic brain tumours. [66] These findings suggest a prognostic role for COX-2 as a 

biomarker for brain cancer. 

 

1.2.6 Lung cancer 

Most primary lung cancers are carcinomas, which are divided into small cell lung 

carcinoma and non-small cell lung carcinoma. The first type is usually more aggressive, 

but it responds initially well to treatment with chemotherapy and/or radiotherapy.  

Small cell lung carcinomas (SCLCs) have been reported to express only low or 

undetectable levels of COX-2. [67] 

As reviewed by Mascaux and co-workers, the analysis of the literature data about the 

impact of COX-2 overexpression on survival of non-small cell lung cancer (NSCLC) did 

not reach statistical significance; however, when the analysis was restricted to stage I 
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NSCLC, a statistically relevant detrimental effect of COX-2 on survival was observed, 

suggesting that COX-2 could be a prognostic marker for early stage NSCLC, being also 

a sign of more aggressive disease and of worse prognosis. Therefore, high levels of 

COX-2 would be useful to determine among stage I patients those who would benefit 

from a more aggressive treatment. [68] 

Furthermore, in clinical studies on NSCLC patients who were given carboplatin with or 

without celecoxib, patients with COX-2 overexpression who did not receive celecoxib 

showed an inferior outcome, suggesting also a predictive role for COX-2 as a biomarker. 

[69] 

In a phase II clinical study the efficacy and toxicity of coxibs in combination with 

chemoradiotherapy for patients with inoperable stage III lung cancer was examined. An 

improved response rate or survival was not observed. However, a urinary assay based 

on PGE-M (the major urinary metabolite of PGE2) levels was developed to predict 

response to COX-2 inhibition with celecoxib in association with chemoradiotherapy; 

celecoxib decreased PGE-M production in patients with NSCLC, which suggests that 

COX-2 overexpression is responsible for the excess of PGE2 production, which is known 

to be involved in tumour growth. Notably, the best response was not from patients with 

upregulation of COX-2, which is consistent with COX-2 overexpression being correlated 

with more aggressive disease and worse prognosis. [70] 

 

1.2.7 Chemoresistance 

Studies have suggested a correlation between COX-2 overexpression and resistance to 

chemoradiotherapy, which renders COX-2 a valuable marker for the prediction of 

chemoradiotherapy efficacy. [71]  

Celecoxib has been shown to suppress COX-2 expression in cancer and to induce 

tumour suppression. [7] [72] Chemotherapy based on coxibs alone is not efficient, 

however it does enhance the anti-tumoural activity of other chemotherapeutic agents; 

the reason might lie in the inhibition of IFN- γ and VEGF angiogenesis activity by coxibs. 

[73] [74] [75]  

Furthermore, coxibs also enhance radiotherapy efficacy through cell cycle arrest, 

inhibition of DNA repair processes and activation of caspases 8 and 3. [76] [77] [78] [79] 

However, in vitro and clinical trials showed antitubulin agents such as taxanes induce 

COX-2 expression. [80] [81] This suggests that administration of celecoxib as a 

chemotherapy drug along with taxanes might not be a favourable approach. This was 

also suggested by further studies investigating the efficacy of celecoxib in increasing the 
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effect of carboplatin and taxanes on early stage lung carcinoma; this study describes a 

reduced survival time in patients treated with a combination of celecoxib and irinotecan-

docetaxel compared to those who were administered chemotherapy only. [82] A further 

explanation of these findings was proposed by Gradilone and co-workers, who found 

that celecoxib induced MRP-4, an ATP binding cassette transporter involved in the 

resistance to anticancer drugs such as topotecan and cyclophosphamide, in lung cancer 

cells. By inducing MRP-4 expression and localisation on the plasma membrane, 

celecoxib could increase the efflux of irinotecan from tumour cells, reducing its efficacy 

and worsening the patients’ prognosis. [83] 

 

On the other hand, several studies have shown that coxibs might be useful in prevention 

or reduction of multidrug resistance (MDR) in colon cancer cell lines or patients with 

cancer, for example ovarian cancer. [84] [85] A recent study carried on MCF-7, MCF7-

MX and MDA-MB-231 cells showed that celecoxib reverses the enhancing effect of TPA, 

a COX-2 inducer, on the activity of the ATP binding cassette ABCG2, which is 

responsible for MDR in breast cancer. [86] Furthermore, studies suggest that COX-2 

inhibition may be beneficial in 35% cases of advanced NSCLC whose cells have 

moderate to high COX-2 expression. [87]  

These studies suggest not only the use of COX-2 as a biomarker for prediction of 

chemotherapy efficacy, but also as a biomarker for stratification of patients which might 

benefit from the administration of coxibs. 

 

1.2.8 COX-2 as a biomarker for stratification of cancer patients 

Stratification is the identification of a group of patients who share the same biological 

trait via molecular, biochemical or imaging diagnostic techniques in order to select the 

optimal management for the patients and achieve the best possible outcome in terms of 

prevention, risk assessment and treatment. [88] 

The correlation of high levels of COX-2 with premalignancy and cancer progression 

suggests that COX-2 is a useful target for imaging early lesions. As several kinds of 

cancer show an association between COX-2 levels and chronic inflammation in 

premalignant conditions, the assessment of COX-2 expression may be useful to 

determine predisposition to malignancy and for the early detection of cancer. [68] 

Since chronic inflammation can predispose tissues to develop malignancy, imaging 

probes that can highlight regions of inflammation, such as COX-2 inhibitors, may be able 

to monitor high-risk premalignant lesions and guide preventive measures. [89] 
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1.3 COX INHIBITORS: NSAIDS 

COX-2 is a cytoplastic enzyme located on both immune and tumour cells; therefore, in 

order to reach this target, COX-2 probes need to be able to cross both the endothelial 

barrier and the plasma membrane of the targeted cell. Furthermore, in order to achieve 

selectivity for COX-2, the probe must enter the active site of COX-2 only, which is 

embedded beyond a small constriction; therefore, COX-2 probes need to be small 

enough to be able to cross this port. Established structures for such probes are 

derivatives of celecoxib and indomethacin, which are NSAIDs. [89]  

NSAIDs are chemically heterogeneous compounds capable of inhibiting COX-1 and/or 

COX-2, showing antipyretic, anti-inflammatory and analgesic properties. 

The use of anti-inflammatory analgesic drugs traces back to the early Chinese, Indian, 

African and American eras and were initially described in some detail by Roman and 

Greek medical authorities; extracts of Salix alba and other salicylate-containing plants 

were used in the treatment of fever, pain and inflammatory conditions.  

The active ingredient was isolated in the early 19th century, followed by the synthesis of 

salicylic and acetylsalicylic acids, the latter being commercialised by Bayer AG as 

Aspirin™ over 100 years ago. [90] 

The first NSAID developed was phenylbutazone in 1946 and later indomethacin in the 

1960’s. Phenylbutazone was for almost 30 years used for the treatment of arthritic and 

other painful inflammatory conditions until it was associated with agranulocytosis and 

bone marrow suppression, upper gastrointestinal ulcers and bleeding. [91] 

Ibuprofen was developed in the 1950–1960’s and it was the first NSAID (other than 

aspirin) to be approved for non-prescription use in the UK. 

The target of these drugs was cloned in 1988 and only in 1991 another isoform of COX 

was found, starting the research that developed selective COX inhibitors. 

 

1.3.1 Structure-activity relationship (SAR) studies 

NDSAIDs containing a carboxylic acid group ion pair with the guanidinium group of 

Arg120, which also ion pairs with the carboxylate of arachidonate. [10] When the arginine 

residue in COX-1 is substituted with glutamine or glutamate, the protein becomes 

resistant to inhibition by carboxylic acid-containing NSAIDs. Arg120 interacts with 

Glu524 and Tyr355 through hydrogen bonds, which stabilize the interactions between 
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the substrate and the inhibitor. If this hydrogen-bonding network is disrupted, the 

substrate/inhibitor complex released. Opening and closing of the Arg120–Glu524–

Tyr355 network may contribute to the time dependence of all COX inhibitors. [8] 

Selective COX-2 inhibition requires: 

- two lipophilic substituents (one of which must be a phenyl ring) on adjacent 

positions within   the central unsaturated ring system; 

- a methylsulfone/sulfonamide moiety on the necessary phenyl ring. 

COX-2-selective inhibitors bind to regions accessible in COX-2 but not COX-1. Figure 4 

shows how the sulfonamide or the methylsulfone moiety in selective COX-2 inhibitors 

interacts with a lipophilic side pocket of COX-2 bordered by Val523 and forms hydrogen 

bonds with Arg513 and a peptide bond with Phe518.  

 

Figure 4: binding of a COX-2 inhibitor (yellow) to COX-2. Arg513, Phe518 and His90 interact with the 

sulphonamide group of the coxib. When a coxib binds to COX-2, it prevents the access of arachidonic acid 

to the catalytic substrate at Tyr385. [92] 

 

The 4-methylsulfonyl diarylheterocycle combination was first observed in DuP697 

(Figure 5). [93]  

SAR studies on potential methylsulfone bioisosters resulted in the discovery of the 4-

sulfonamido group which retained the COX-2 inhibitory potency, with a loss of COX-2 

selectivity. [94] 
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Figure 5: chemical structure of COX-2 selective inhibitor DuP697 

 

The oxidation state of the sulfur atom in the pharmacophore is pivotal for selective COX-

2 inhibition, as its reduction to sulfoxide or sulfide reverses isozyme selectivity. As an 

example, table 2 shows the IC50 values of methylsulfone SC-8092 and the 

methylthioether analogue SC-8076. [95] 

 

Table 2: comparison of selectivity profile between a methylsulfone and its methylthioether analogue. 

N

S

O

R

Cl

 

Compound R IC50 (µM) 

  COX-1 COX-2 

SC 8092 SO2 >100 0.06 

SC 8076 S 0.1 >100 

 

The phenyl ring that does not contain the sulfonamide/methylsulfone pharmacophore 

can be substituted with a cyclohexyl ring, as seen in JTE-522 (Table 3). [96] [97] 
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F

Br
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Table 3:  IC50 values of JTE-522 

O

N

H2NO2S  

IC50 (µM) 

COX-1 COX-2 

>100 0.3 

 

It is worth mentioning that coxibs with a sulfonamide moiety have been shown to inhibit 

carbonic anhydrases, similarly to commercially available carbonic anhydrases inhibitors, 

which are sulfonamides as well. As shown in figure 6A, the sulfonamide moiety forms 

ion bonds with the Zn2+ in the active site of carbonic anhydrase. [98] 

Sulfonamide binding to carbonic anhydrase in erythrocytes slows down the blood 

clearance of this class of COX-2 inhibitors. [99] 

This feature is ideal for a compound with therapeutic purposes, as administration of 

drugs with a short plasma half-life requires frequent dosing and often results in poor 

patient compliance; however, it is not favourable for a compound designed for imaging 

purposes, as it causes high blood pool background in the imaging target tissue. 

 

  

Figure 6: schematic drawing of the interactions between celecoxib and carbonic anhydrase II (A) and 

between SC-558 and COX-2 (B). Bond lengths are given in Å. The interactions that the sulfonamide 

establishes with the Zn2+ of carbonic anhydrase and the active site of COX-2 are shown. [98] 

 

 

Table 4 shows the affinity data of some coxibs and some commercially available carbonic 

anhydrase inhibitors, all bearing a sulfonamide moiety, as measured by Weber and co-

workers. Acetazolamide and methazolamide are diuretics, dorzolamide is an 
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antiglaucoma agent. As shown by the IC50 values, the sulfonamide moiety is pivotal for 

carbonic anhydrase inhibition; rofecoxib, being a methylsulfone, does not inhibit such 

enzyme.  [98] 

 

Table 4: IC50 (nM) of some coxibs for for different isoforms of carbonic anhydrases (CA). [98] 

  IC50 (nM)  

Inhibitor hCA I hCA II bCA IV hCA IX 

acetazolamide 250 12 70 25 

methazolamide 50 14 36 27 

dorzolamide 50000 9 43 52 

celecoxib 50000 21 290 16 

rofecoxib >100 μM >100 μM >100 μM >100 μM 

 

In conclusion, in order to hit as few biological targets as possible and therefore generate 

a reliable COX-2 image, a COX-2 inhibitor used as a probe for COX-2 imaging should 

have: 

- a diaryl heterocycle core structure; 

- a methyl sulfone moiety instead of a sulfonamide group to assure COX-2 

affinity and avoid binding to carbonic anhydrase. 

 

1.3.2 Kinetics of COX inhibition 

Traditional NSAIDs show one of three different modes of binding: 

- reversible binding, such as ibuprofen,  

- rapid, low affinity reversible binding followed by a time-dependent, higher affinity, 

slowly reversible binding (flurbiprofen),  

- rapid, reversible binding followed by a covalent modification of the enzyme 

(aspirin).  

Aspirin is unique in its mechanism, since it causes irreversible inhibition of the enzyme 

by acetylating a serine residue (530 of COX-1 and 516 of COX-2), thus preventing the 

access of arachidonic acid in the active site. While acetylation of COX-1 blocks the 



32 

 

  

metabolism of arachidonic acid completely, inhibition of COX-2 by aspirin still allows the 

biological substrate to reach the peroxidase site and be metabolised to 15-HPETE. [11] 

 

The most potent COX inhibitors are slow, tight binding inhibitors that form very stable 

complexes. Many selective COX-2 inhibitors appear to be competitive inhibitors of COX-

1, but show time-dependent inhibition of COX-2 which is responsible for their selectivity. 

[100] [101] [102] [103] 

Fluorescence quenching analysis shows that diarylheterocycles bind to both enzymes 

and the kinetics of fluorescence decay reveals that sequential bimolecular and 

unimolecular steps occur at comparable rates. A third unimolecular step is only observed 

with COX-2; the first two steps are reversible, while the third step is pseudo irreversible. 

Recovery of fluorescence in the presence of excess flurbiprofen takes 3 hours with COX-

2 and 40 seconds with COX-1. [104] [105] 

It was originally believed that competitive inhibitors formed only a reversible complex (EI) 

and that time-dependent inhibitors could additionally form tightly bound irreversible 

complexes (EI*): 

 

Therefore, it was believed that the selectivity of COX-2 inhibitors may be due to the 

formation of EI* with COX-2 and reversible EI with COX-1. [101] [106] 

However, it was later proposed that both reversible time-dependent inhibitors and 

irreversible time-independent inhibitors bind by the same mechanism and differ by the 

activation energy (Ea) of the transition from EI to EI*, which will be faster with a low Ea: 

[107] 

 

More recently, it was proposed that COX-2 inhibitors with a diaryl heterocycle structure 

could generate a three-step time-dependent irreversible COX-2 inhibition: [100] 
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The fact that potent COX-2 inhibitors are slow and tight binding compounds which form 

a stable complex with the enzyme has some repercussion on the imaging of this 

biomarker; for instance a radiolabelled probe that binds tightly to its biological target 

might show negligible washout from the tissue during the course of a typical study, which 

would make it impossible to measure the washout rate and to calculate the levels of said 

biological target. [108] 

 

1.3.3 COX inhibition assays 

The assessment of the inhibition kinetics of COX, as well as the affinity for the isozymes, 

is a complex matter that has been attempted in several ways, with both in vitro and ex 

vivo methods, with a high inter-assay variability degree of the results. 

The methods for the determination of COX activity are based on the two enzymatic 

activities exhibited by the enzyme: cyclooxygenation and peroxidation. 

In the biosynthesis of PGs, the insertion of two oxygen atoms in arachidonic acid 

catalysed by COX consumes O2 from the reaction environment; therefore, COX activity 

can be measured by monitoring the initial rate of O2 consumption using an oxygraph 

equipped with an oxygen electrode. This assay has the advantage of reflecting directly 

COX activity, but it is not suitable for the screening of numerous compounds, as it uses 

relatively high amounts of enzyme (100-200 µg) because of the poor sensitivity of the 

oxygen sensor. [109] [110] 

 

Most of the currently used methods for the screening of COX inhibitors detect the 

enzyme peroxidase activity. The peroxidase co-substrate oxidation assay is based on 

the sequential reactions catalysed by the cyclooxygenase activity (generating PGG2 from 

arachidonic acid) and the peroxidase activity (converting PGG2 to PGH2). In this assay, 

a peroxidase co-substrate is oxidised to a stable chromophore in a known stoichiometric 

relationship with PGG2 reduction. A common co-substrate is N,N,N’,N’-tetramethyl-p-

phenylenediamine (TMPD), which can undergo one-electron oxidation by the peroxidase 

with two moles of TMPD oxidised per mole of hydroperoxide reduced by the peroxidase. 

The reaction forms a blue product whose absorbance maximum is at 590 nm. 

The rate of TMPD oxidation is measured by the change of absorbance at 590 nm; the 

initial rate of this change caused by the test compound is compared to the one caused 

by the reference in order to obtain the inhibitory activity of the compound. 
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This assay can be used for high throughput screening of compounds by performing it in 

a 96 well plate and is considered a fast, reliable and relatively inexpensive method. [109] 

[110] 

However, inhibition values can greatly be influenced by several factors, such as the 

volumes of arachidonic acid that are added; a COX inhibitor might function by competing 

with arachidonic acid, thus making the concentration of the latter decisive for the 

calculation of the IC50 value. Furthermore, as coxibs are time-dependent inhibitors, 

incubation time of these compounds with COX-2 is an important variable; optimisation of 

the protocol is therefore needed, even when instructions are provided by the 

manufacturer. 

 

Another approach is the assessment of PG production from arachidonic acid in whole 

cells; one of the methods for this quantification is ELISA, which is usually based on the 

competition between unlabelled PGE2 in the samples and a fixed quantity of peroxidase 

labelled PGE2 for a limited amount of binding sites on a PGE2 specific antibody. The 

amount of peroxidase labelled ligand bound to the antibody is inversely proportional to 

the concentration of free PGE2 in the sample. 

Several ELISA kits are commercially available for the quantification of both supernatant 

and intracellular PGE2 levels, the latter providing more accurate readings than the first. 

Whole cell methods avoid the complicated process of COX purification; furthermore, 

since COX-2 is an intracellular enzyme, this system is also used to check whether 

potential coxibs are able to cross the cell membrane. These methods, however, have 

similar disadvantages to the TMPD based assays.  

 

Variations in the biosynthesis of PGs can be analysed also by assessing [1-14C]PG 

production from [1-14C]arachidonic acid. An efficient method was developed by Uddin 

and co-workers and can be applied to both purified enzymes and whole cells.   

The protocol is similar whether it is performed with purified enzymes or whole cells. The 

enzyme or the cells are incubated with the inhibitor, then radiolabelled arachidonic acid 

is added; the reaction is terminated by solvent extraction and, after centrifugation of the 

phases, the organic layer is spotted on a TLC, which is then developed and read with an 

appropriate radioactivity scanner. [111] 
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This method allows precise measurements which are not perturbed by variations of the 

volume of arachidonic acid added in the assays, which is one of the main limiting factors 

of “cold” assays. On the other hand, it requires expensive equipment and substrates. 

 

Another commonly used method is the human blood assay, which usually requires 

addition ex vivo of the inhibitors to whole blood. COX-1 activity is assessed by production 

of TXA2 generated via platelet COX-1, while COX-2 activity is assayed by measuring the 

levels of PGE2 produced by LPS activated monocytes.  

This assay has the advantage of performing the assessment in relevant cell populations 

in physiological conditions, which account for plasma protein binding. Furthermore, 

prostanoids are synthesised from endogenous arachidonic acid, thus removing the 

variations that might be caused by the addition of exogenous substrate. However, 

studies from different laboratories cannot be compared, as suggested by the different 

results. Furthermore, due to the high cost, it is not suitable for high throughput screening. 

[92] 

 

A large degree of intervariability in the IC50 values can be observed using different 

systems. This inter-assay variability is the effect of many factors, including variety of 

species, tissue types, purity of the enzymes, whether endogenous or exogenous 

arachidonic acid is used, and incubation time. [109]  

For some mechanisms, the results of in vitro assays depend on variables such as 

enzyme and substrate concentration, presence or absence of membranes, and time and 

order of addition of substrate and inhibitor; furthermore, lowering the concentration of 

substrate in an assay will favour the competitive versus the time-dependent component 

of COX-2 inhibition, reducing the apparent selectivity of these compounds. Therefore, 

the same compound could show different IC50 values when tested with a different assay 

and/or according to a different protocol. 

Another factor which complicates COX screening is the allosteric inhibition of COX-1 by 

arachidonic acid when used at concentrations of 50 nM-1µM, which decreases the 

affinity of COX-1 inhibitors, but not COX-2 inhibitors. This allosterism is not observed in 

the presence of hydroperoxide, suggesting a role of this oxidant in regulating COX-1 

catalysis in vitro and in vivo. [112] 
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2. MOLECULAR IMAGING 

 

Molecular imaging is defined as the non-invasive visualization, characterisation, and 

measurement of biological processes at the molecular and cellular level. 

Molecular imaging technology has seen progresses in early diagnosis, therapeutic 

monitoring of several pathologies, including cancer, neurodegenerative disorders and 

cardiovascular conditions. It is also useful for drug discovery and development and 

understanding nanoscale reactions such as protein-protein interactions and enzymatic 

conversions. [113] 

In oncology, modern clinical treatments require precise information such as the 

localisation of the tumour, its size, the possible involvement of lymph nodes; these pieces 

of information are provided by both anatomical imaging methods such as computed 

tomography (CT) and ultrasound (US), and molecular imaging methods such as (single 

photon emission computed tomography (SPECT), positron emission tomography (PET) 

and fluorescence imaging (FI).  

Table 5 compares CT, US, MRI, PET, SPECT, and FI in terms of costs, means of 

detection, resolution, depth, and target. [114] 

 

Table 5: comparison of imaging modalities. Resolution and depth are indicated for small animal systems. 

[114] 

Imaging Means of 

detection 

Resolution 

and depth 

Target Costs 

CT Ionising radiation 

(X-rays) 

50 µm, no 

limit 

Anatomical, 

physiological 

Intermediate 

US Acoustic waves 50 µm, up to 3 

cm 

Anatomical Low 

MRI Electromagnetism 10-100 µm, 

no limit 

Anatomical, 

physiological 

High 

FI Fluorescent light 1-2 mm, up to 

<5 cm 

Physiological, 

molecular 

Low 
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SPECT Ionising radiation 

(γ-rays) 

0.3-1 mm, no 

limit 

Physiological, 

molecular 

High 

PET Ionising radiation 

(γ-rays) 

1-2 mm, no 

limit 

Physiological, 

molecular 

High 

 

Being based on specific molecules, molecular imaging methods are more flexible than 

anatomical imaging techniques, which rely on the physical properties of a tissue or a 

pathological change in a tissue. The small molecule COX-2 probes subject of this thesis 

have applications in fluorescence, PET and SPECT imaging, depending on the label 

added to the compound.  

 

2.1 FLUORESCENCE IMAGING (FI) 

FI is a popular imaging modality for the observation of cells and tissues in vitro and in 

vivo. This technique provides several advantages, including high signal to noise ratio, 

high sensitivity, and the low cost of the instruments required. [115] 

In oncology, FI has a significant relevance when applied to surgery. The first line of 

treatment for many cancers is surgical resection, and complete removal of malignant 

cells is essential to the patients’ survival. Surgeons rely on white light reflectance, which 

has very low sensitivity for identifying malignant cells, and on anatomical distortion or 

discoloration when performing surgical resection; the presence or absence of remaining 

tumour cells in the surgical margin is a strong predictor of tumour recurrence and 

survival. 

Furthermore, in order to achieve optimal patient outcome, it is equally important to 

preserve structures such as nerves, blood vessels, ureters and bile ducts.  

Enhancing the visual differences between tissues by using a targeted fluorescent probe 

would remove potential ambiguity during surgery, leading to decreased morbidity and 

surgical duration. [116] 

In case of metastatic disease, FI could be useful also for sentinel lymph node mapping. 

A sentinel lymph node is the first draining lymph node for a given anatomical site, and is 

usually removed and examined for evidence of cancer invasion; if there is no sign of it in 

the sentinel lymph node, the patient is spared from having the other lymph nodes in that 

region removed. This technique is widely used only for breast cancer and melanoma, 

mostly because of the more complex lymphatic anatomy of other anatomical sites such 
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as the pelvis. Currently, lymphatic imaging is performed using dye-injection, nuclear 

imaging, CT, and MRI, each with their specific limitations regarding sensitivity, resolution, 

and exposure to radioactivity, or practical use. [116] [117] 

 

2.2 SINGLE PHOTON EMISSION COMPUTED TOMOGRAPHY 

(SPECT) 

SPECT is a tomographic technique which uses γ camera data from many projections to 

obtain multiple 2D images called projections, which can be manipulated in order to obtain 

a 3D image.  

This imaging technique is similar to PET, but the isotopes used in SPECT emit a single 

γ-ray instead of a double, therefore SPECT images have less sensitivity and can only 

image larger structures. [118] 

The technique requires the administration of a γ emitting radiopharmaceutical to the 

patient, and the γ camera is rotated around the patient every 3-6 degrees. Since position 

detection of the photons does not convey adequate information about the origin of the 

photon, it is not possible to define a line of response; therefore, a lead or tungsten 

collimator is added in order to exclude any diagonally incident photons. The limitation of 

this collimator is that it rejects most of the photons that are not travelling at right angles 

to the crystal in the camera, so the sensitivity is much lower than PET.  

Unlike MRI, SPECT requires only a small amount of imaging agent, therefore it is usually 

nontoxic and unlikely to exert pharmacological effects. [119] 

The isotope most commonly used in SPECT is 99Tc; its half-life is six hours and its γ 

energy is 140 KeV. [118] 

123I is also used; its half-life is 13.2 hours and the predominant γ energy is 159 KeV. [118] 
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3. POSITRON EMISSION TOMOGRAPHY 

  

Positron emission tomography (PET) is a non-invasive nuclear medicine technique used 

for in vivo visualisation of physiological and pathological processes at the molecular and 

cellular levels by following the path of a radiolabelled ligand, capable of emitting 

positrons, which was previously administered in the body. 

The tracer is administered at much lower concentrations than those used to obtain 

pharmacological effects, which makes PET tracers safe to use. [120]  

However, they also have some limitations: 

- suitable precursors for radiolabelling a number of compounds may not be 

available; 

- in some cases, the multistep chemistry required for labelling precludes 

radiolabelling and purification of molecules rapidly enough to avoid substantial decay of 

radioactivity; 

- the position of the label may not be robust to metabolic degradation. [121]  

 

3.1 PRINCIPLES OF PET 

Decay by positron emission is the basis for PET imaging. 

The positron emitting isotopes are prepared in a cyclotron (a particle accelerator), which 

propels protons to high speeds; these protons are used to bombard stable nuclei of 

nitrogen, oxygen, and carbon. The incorporation of another proton in the nuclei produces 

an unstable isotope; in order to regain its stability, the nucleus must decay through 

positron emission (also called β+ decay): a proton in the nucleus is converted into a 

neutron and a positron. Positrons are the antiparticles to the electrons, having the same 

mass and opposite charge. The positron is ejected from the nucleus, along with a 

neutrino (𝜈) that is not detected. [122]  

An example of radionuclide that decays by β+ decay is 11C: 

 

11C →11B + e+ + 𝜈 
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The positron that is ejected after the decay has a very short lifetime in electron rich 

materials such as tissue. As positrons travel through human tissue, they give up their 

kinetic energy principally by Coulomb interactions with electrons. As the rest mass of the 

positron is the same as that of the electron, the positrons may undergo large deviations 

in direction with each Coulomb interaction, and they follow a random path through the 

tissue as they give up their kinetic energy. When the positrons reach thermal energies, 

they start to interact with electrons either by annihilation or by the formation of a 

hydrogen-like orbiting couple called positronium. The positronium state lasts for about 

10-10 seconds before the annihilation occurs, converting the mass of the electron and the 

positron into electromagnetic energy. As the positron and the electron of the positronium 

are almost at rest when the annihilation occurs, the net momentum is close to zero. Since 

momentum and energy must be conserved, it is generally not possible for annihilation to 

result in the emission of a single photon; otherwise, a net momentum would occur in the 

direction of that photon. Instead, two photons are emitted simultaneously in opposite 

directions, carrying an energy of 511 keV (Figure 7). [122] 

 

The annihilation photons are very energetic, therefore they have a good chance of 

escaping the body for external detection; furthermore two photons are emitted with a 

precise geometry, so if they can be detected externally, the line joining the detected 

locations passes directly through the point of annihilation, and since this point is close to 

the point of positron emission, this gives a good indication of where the tracer was. 

 

All positron emitting radionuclides lead to the emission of two 511 keV photons, therefore 

PET scanners can be designed and optimised from imaging all of them at this single 

energy. One drawback of this property is that it is not possible to perform dual 

radionuclide studies with PET and distinguish between two radionuclides based on the 

emission energy. [122] 

The following image reconstruction provides quantitatively accurate cross-sectional 

images of the distribution of the radiotracer injected in the object that is scanned. [122] 
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                  Figure 7: the annihilation process; an electron collides with a positron, emitting two 511 keV 

gamma rays at 180 ֯ to each other. [122] 

 

3.2 DEVELOPMENT OF A PET PROBE 

When developing a PET imaging agent, the first criterion to consider is the identification 

of an unmet clinical need and the potential to significantly improve patients’ care. In order 

to determine the need for and the likely impact of a new tracer, we might consider the 

following cases: 

- agents that target processes found in a large number of disease, i.e. 

aberrant glycolysis; 

- specific targets in common diseases, such as radioiodine for thyroid 

disorders; 

- specific targets in uncommon diseases, where there are no suitable 

alternatives, such as somatostatin receptor imaging for neuroendocrine 

tumours; 

- situations where the use of a radioactive agent offers several advantages 

over other methods, such as the use of trapped nuclear perfusion agents in 

the imaging of myocardial perfusion. [123] 
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As for the chemical and biological properties, a potential PET probe has to satisfy the 

following criteria. 

 

High affinity 

The lower the density of the target, the higher must be the affinity of the ligand to the 

molecule to be able to image it. Normally, the Kd constant (the dissociation constant of 

the ligand-target complex, which is the inverse of the binding affinity) is in the nM range. 

[124] 

As COX-2 is present at low levels even when it is overexpressed, this feature is 

particularly important.  

However, in some cases the affinity is too high, so that the delivery of the tracer is the 

limiting factor for binding, and in this case tracer retention would reflect perfusion. A lower 

affinity might be desirable also in order to ease the dissociation between tracer and target 

and the displacement by and endogenous or exogenous ligand to achieve a pseudo-

equilibrium in shorter time. [125] 

 

High selectivity 

An ideal radiotracer should bind to one type (or subtype) of receptor, enzyme or 

transporter. As a general rule, the binding of the tracer to the target is considered 

acceptable if it is 100 times stronger than the binding to non-target molecules. [124] 

As for cancer imaging of COX expression, putative PET tracers should be selective for 

COX-2, since COX-1 is mostly expressed in physiological conditions, and therefore a 

tracer that binds to COX-1 would have no diagnostic value. 

 

High contrast ratio 

As conclusions drawn from low quality images can be misleading, high contrast images 

with high signal-to-noise ratio are necessary in order to ensure appropriate interpretation 

of the condition of the disease. A tracer with high uptake and slow wash-out in target 

tissue and low uptake and fast clearance from normal organs is desirable. [126] 

The optimal target to non-target ratio is the maximum target density (Bmax) divided by the 

highest affinity (Kd). The Bmax / Kd ratio is used to eliminate potential labelled antagonists 

and inhibitors before starting in vivo preclinical studies, since it is taken from in vitro 

studies to predict the maximum bound to free ratio. As in vitro measurements involve 
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very low non-specific binding and are conducted in the absence of complicating factors 

such as blood flow, metabolism and permeability, these ratios provide best-condition 

values. A maximal ratio of >25 would warrant further investigation of the probe. [123] 

 

Adequate lipophilicity 

Tissue uptake of a drug is analysed using the compartmental model; a compartment is 

defined as a space in which the concentration of a drug is uniform.  

In most PET models of receptor-ligand interactions, we hypothesise three kinetically 

distinct compartments and an arterial plasma pool of tracer, all of which contribute to the 

measured PET radioactivity. The arterial pool must exist to drive the model: if no activity 

is introduced into the plasma, none is ever taken up into the tissue of interest. A version 

of the compartmental model corresponding to free (F), specifically bound (B), and non-

specifically bound (NS) tracer is shown below (Figure 8). K1 and k2 are first-order 

constants that are related to blood flow; kon is a second-order rate constant which 

describes the association of tracer and receptor; koff is the dissociation rate constant. 

B’
max represents the concentration of receptors available for binding, k5 and k6 are first-

order constants that measure the rates of forward and reverse non-specific binding. [127] 

Free and non-specifically bound ligand cannot be washed away as they are during in 

vitro studies, therefore a high ratio of specific to non-displaceable uptake is required in 

order to obtain reliable data. While increasing lipophilicity enhances the permeability of 

a compound, on the other hand it also tends to increase non-specific binding to plasma 

protein, therefore an ideal PET tracer should have an intermediate lipophilicity value; for 

example, it has been reported for many drug classes that the optimum logP value for 

targeting the central nervous system lies between 2.0 and 3.5. [128] 

 



44 

 

  

Figure 8: compartmental model scheme of PET tracer uptake showing free (F), specifically bound (B), and 

non-specifically bound (NS) tracer. The PET pixel indicates that the measured quantity is the sum of 

radioactivity in F, B, NS and some in the blood. P indicates that the metabolite corrected plasma 

concentration is not a compartment, as it is measured separately from the PET images and is assumed to 

be known. [127] 

 

Adequate effective half-life 

The effective half-life of a PET tracer (Teff) is the period of time required to reduce the 

radioactivity level of an organ or of the whole body to one half its original value due to 

both elimination and decay, therefore it is a function of both its physical half-life (Tp) and 

its biological half-life (Tb). The correlation is described by the following equation: 

1

𝑇𝑒𝑓𝑓
=  

1

𝑇𝑏
+

1

𝑇𝑝
 

Therefore, if Tp>>Tb, Teff ≃Tb, and if Tb>>Tp, then Teff≃Tp.  

The biological half-life increases with reduced excretion and metabolism. Pathological 

conditions can alter this component; for example, renal or hepatic failure slows down 

excretion. 

The chemical properties of the tracer also determine the biological half-life; high 

lipophilicity, and high plasma protein binding, for example, extend the biological half-life. 

The effective half-life should match the time window required to image the desired 

process, such as the uptake of the tracer in the desired target structure; it should be short 

enough to minimise radiation exposure and long enough to allow patient’s scanning. 

[129] 

 

High stability in vivo and adequate metabolism 

The quality of the image as well as the validity of the quantitative analysis of the images 

heavily depend on the in vivo stability of the imaging probe. [126]  

The slower equilibrium due to the slower irreversible kinetics of high affinity tracers such 

as COX-2 inhibitors, imposes longer PET acquisition times to quantify potential changes 

in binding density as accurately as possible. However, radio-metabolites entering the site 

can complicate this quantification. In cases where uptake and washout of the parent drug 

are faster than production and accumulation of radio-metabolites in plasma, their 

contribution to the total measured activity might be negligible during the PET study; for 

longer acquisition times, however, this is seldom the case, as radio-metabolites can 

reach sufficient concentrations to confound the PET signal. [108] 
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The candidate tracer should therefore not generate troublesome radiometabolites; for 

example, if the target is in the brain the radiometabolites should not be able to cross the 

blood-brain barrier, especially if they bind to the target molecule too. [124] 

In this case, when carbon-11 labelled PET radiotracers produced by carbon-11 

methylation at hetero atoms are used, they offer the advantage of being metabolised by 

demethylation, leading to small polar radiometabolites, which are excluded by the blood-

brain barrier and therefore have little interference with brain measurements. [130]  

As for fluorine-18 labelled PET probes, their defluorination produces [18F]fluoride ion, 

which binds to the bone. Since the spatial resolution of PET is limited to 1-4 mm, there 

will be a “spill-over” of radioactivity from the bone to the nearby tissue (and vice versa) 

through a partial volume effect, rendering quantitation of radiotracer binding inaccurate. 

This problem can be avoided by labelling to an aromatic carbon atom within a phenyl or 

pyridinyl ring. [130] 

Accordingly, as discussed later on (“Imaging of COX-2 expression”), rapid in vivo 

defluorination is a recurring issue for COX-2 imaging probes when fluorine-18 

radiolabelling occurs on an aliphatic position. 

 

Ease of radiolabelling of precursor 

Due to the relatively short half-lives of the isotopes, the radionuclide must be 

incorporated quickly into appropriate precursors in no more than two synthetic steps just 

before the imaging study is performed. [128] 

Furthermore, in order to allow routine clinical use of the tracer, its production should be 

automatable and economically feasible.  [126] 

 

Low immunogenicity and toxicity 

Although tracers are administered in low concentration, the biological effects caused by 

an imaging probe still require close monitoring. A molecular imaging probe should have 

minimal or acceptable level of immunogenicity and toxicity before it can be safely 

employed in humans. [126] 

 

 

 



46 

 

  

3.2 ONCOLOGICAL PET IMAGING 

As medical experts agree that most cancers can be treated effectively when detected 

early, the ability of medical imaging in recognising early manifestations of cancer and 

small otherwise undetectable tumours holds a key role in the diagnosis and treatment of 

cancers. [131] 

The actual diagnosis of cancer generally requires laboratory tests of tissue sample 

collected through biopsy or surgery, the need of which is usually determined by blood 

tests and/or imaging.  

Once a histologic diagnosis is made, imaging is the key diagnostic tool for the staging of 

cancer, i.e. to determine where the primary tumour is located, how far the cancer has 

spread and whether metastases are present. Staging is pivotal for the selection of the 

appropriate treatment; once a course of treatment has been chosen, the patient’s 

response to the therapy is monitored via imaging. [131] 

The patient’s response to the administered drugs is evaluated through a series of criteria 

called RECIST (Response Evaluation Criteria in Solid Tumours), which were published 

in 2000 and are based on the anatomic tumour response metrics.  

According to RECIST, the number of lesions to evaluate should be up to 10 and not be 

more than 5 per organ. Considering that transaxial imaging like CT would be performed, 

RECIST specifies that only the single longest dimension of the tumour should be 

mentioned and it should be used as the metric for determining response. [132] 

The RECIST categories for response include complete response (disappearance of all 

tumour foci for at least 4 weeks), partial response (decrease of at least 30% in tumour 

diameters for at least 4 weeks), stable disease (neither decrease nor increase in tumour 

size) and progressive disease (at least 20% increase in the sum of all tumour diameters). 

[132] 

Wahl et al.. have raised some concerns regarding RECIST. For example, limiting the 

continuous data in tumour size and response to four classes of response might lead to 

important information loss, especially with newer cancer treatment which are mostly 

cytostatic; in this case, stable disease is a beneficial outcome. [132]  

These authors propose using PERCIST criteria (PET Evaluation Response Criteria In 

Solid Tumours) on the premise that cancer response evaluated by PET is a time-

dependent variable and that metabolic response criteria could have a greater predictive 

value than that of anatomic studies. [132] 
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It is important to keep in mind that extensive heterogeneity between individual tumours 

exists. A single tumour biopsy specimen reveals a minority of genetic aberrations that 

are present in an entire tumour. This heterogeneity highlights the limitation of biopsy 

versus PET, which may provide a more comprehensive diagnosis. [133] 

Recent studies have shown that tumours with more genomic heterogeneity are more 

likely to develop a resistance to treatment and to metastasise. Lambin et al.. proposed a 

“Radiomics hypothesis”, according to which advanced image analysis on conventional 

and novel medical imaging could capture additional information not currently used, and 

more specifically, that genomic and proteomics patterns can be expressed in terms of 

macroscopic image-based features; the Radiomics hypothesis suggest that genomic 

heterogeneity could translate to an expression in intra-tumoural heterogeneity that could 

be assessed through imaging. [134] 

The first step in the workflow of Radiomics involves the acquisition of high quality and 

standardised imaging, either via CT, MRI or PET-CT. From this image, the macroscopic 

tumour is defined. Quantitative imaging features, such as intensity distribution, texture 

heterogeneity patterns and descriptors of shape and of the relations of the tumour with 

the surrounding tissues, are subsequently extracted from the tumour region. The most 

informative features are identified based in their independence from other traits, 

reproducibility and prominence on the data. The selected features are then analysed for 

their relationship with the treatment outcomes or gene expression. The ultimate goal is 

to provide accurate risk stratification by incorporating the imaging traits into predictive 

models for treatment outcome and to evaluate their added value to commonly used 

predictors. [134] 

 

 

3.2.1 Applications of PET imaging 

The key processes involved in the evaluation of cancer patients are diagnosis, staging, 

treatment planning, therapeutic monitoring and post-treatment surveillance. Imaging, 

because of its non-invasive nature, plays a crucial role in all these phases and is currently 

highly dependent upon anatomical imaging techniques such as CT and MRI. However, 

size criteria might lead to important data loss; similarly, benign processes may form 

lesions that may be mistaken for tumours.  

In the past few years, however, the clinical applications of PET have increased 

significantly, especially [18F]FDG-PET, for which there is now plenty of evidence about 
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its superior accuracy than conventional imaging techniques for the diagnosis of cancer. 

[135] 

The use of [18F]FDG for oncological imaging is based on the Warburg effect; while normal 

cells use oxidative phosphorylation performed by mitochondria to generate ATP, cancer 

cells consume glucose to generate ATP via glycolysis. Like glucose, [18F]FDG is 

phosphorylated by hexokinase on position 6, which prevents it from exiting the cell; unlike 

glucose, though, it cannot enter glycolysis, and becomes trapped in the cells as 

[18F]FDG-6-phosphate. 

 

One of the applications of [18F]FDG-PET, especially coupled with CT, is tumour staging, 

which is essential for an appropriate therapeutic strategy. For instance, [18F]FDG-PET-

CT is commonly used for the staging of NSCLC, and has shown to change the 

management of patients in 20 to 30% of cases, mostly by upstaging the disease and 

redefining unresectable a previously considered resectable disease by traditional 

radiological techniques. Several studies have also reported that tumour staging with 

[18F]FDG-PET revealed more patients with mediastinal and distant metastases than 

conventional imaging. [136] 

PET imaging is particularly useful in radiotherapy planning, especially when the patient 

has poor defined target volumes, or when the intent of radiotherapy is to deliver higher 

than standard doses. This approach needs accurate definition of the metabolically active 

tumour volume and its differentiation from the surrounding tissue. PET-CT can be more 

accurate than standard CT, as it might be able to detect unsuspected lymph nodes or 

distant metastases and it might be able to prevent the irradiation of tissues that don’t 

contain tumour cells. For instance, inclusion of [18F]FDG-PET in the care of NSCLC 

patients alters the planned treatment in up to 30% of cases by making them ineligible for 

radical radiotherapy, because of distant metastases or extensive intrathoracic disease. 

[137] 

 

Assessment of tumour response to treatment is equally as important. In patients with 

locally advanced oesophageal cancer, preoperative chemotherapy or 

chemoradiotherapy has been shown to improve outcome; in this case, [18F]FDG-PET 

could be a useful tool for the assessment of chemosensitivity early during treatment. In 

a clinical study with 37 patients presenting locally advanced adenocarcinoma of the 

oesophago-gastric junction, [18F]FDG-PET-CT was carried out at the baseline and after 

14 days of cisplatin-based polychemotherapy, demonstrating that this imaging technique 
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allowed prediction of pathological response by metabolic response assessment as early 

as two weeks after initiation of chemotherapy. [138] 

However, [18F]FDG has been shown to be an inferior tracer than [18F]FLT for the 

assessment of early response to chemotherapy, where DNA synthesis decrease is to be 

expected after cytostatic or cytotoxic therapies. This compound is a fluorine-18 labelled 

analogue of thymidine, and is used for the imaging of proliferation in cancer, as thymidine 

phosphate is only incorporated in DNA and not RNA. [139] 

Another probe that could be used for the determination of the patients’ response to 

treatment is [18F]ICMT-11, the first caspase-3/7 specific PET tracer, which has the 

potential of early assessment of apoptosis induced by both cytotoxic and mechanism-

based drugs. [140] 

Another possible approach accounts for the disruption mitochondrial membrane potential 

(∆Ψm) that occurs in the early stages of apoptosis.  

Phosphonium cations can pass through the lipid bilayer because their charge is 

delocalised and they are sufficiently lipophilic; furthermore, since the membrane potential 

of mitochondria is the highest in cells, phosphonium cations might accumulate selectively 

in the mitochondria and therefore, loss of ∆Ψm during apoptosis would decrease the 

concentration of phosphonium cations in cells. [141] 

In vivo studies of [18F]fluorobenzyl triphenylphosphonium cation ([18F]-FBnTP) were 

performed in orthotropic prostate tumour-bearing mice. [18F]-FBnTP and [18F]FDG were 

administered 48 hours after treatment with docetaxel; 60 minutes after the injection,  the 

uptake of [18F]-FBnTP was higher in the prostate tumour of untreated mice, while levels 

of [18F]FDG in both cases were very similar. Treatment with docetaxel resulted in a 

significant decline in tumour uptake of the first tracer, while the latter showed no 

significant change, meaning that measurement of ∆Ψm could be an effective strategy for 

early detection of apoptosis. [142] 

Another possible tracer for the assessment of treatment success is [89Zr]bevacizumab, 

a clinically used monoclonal antibody for VEGF-A. [89Zr]bevacizumab was evaluated in 

22 patients with metastatic renal cell carcinoma to assess the possibility of using VEGF-

A as a predictive biomarker for anti-angiogenic treatment of this tumour. Tumour uptake 

of the tracer was high in cancer cells, with remarkable interpatient and intrapatient 

heterogeneity. Treatment with bevacizumab and IFN-α strongly decreased tumour 

uptake, while sunitinib results in a modest reduction with an overshoot after 2 drug-free 

weeks. These results suggest that [89Zr]bevacizumab could be a reliable tool for 
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assessing tumour uptake rate in metastatic renal cell carcinoma, and therefore predicting 

the treatment success. [143] 

 

While [18F]FDG-PET holds great promise in the diagnosis of certain cancers, images 

must be carefully evaluated in order not to avoid false positives. Besides tumour cells, 

brain and heart cells show high glucose consumption due to their high metabolic 

demand. Glucose is also used for healing and detoxification, therefore kidneys and 

bladder both contain byproducts of this process; during intense stress, large muscle 

groups also increase the metabolism of glucose. Inflammation and infection can also 

lead to false positives. 

It is therefore crucial to develop PET tracers that are based on more specific cancer 

features, rather than increased glucose metabolism. [144] 

[18F]FDG-PET has some limitations and areas of uncertainty, regarding its lack of 

specificity, which narrows its use for patients’ management. On the other hand, while 

COX-2 cannot be used as a biomarker for angiogenesis, apoptosis or cell proliferations 

like other markers discussed before, it directly effects tumourigenesis, for instance, by 

promoting formation of intestinal polyps, which eventually progress to carcinoma, or by 

inducing the aromatase production of oestrogen, which promotes breast tumour growth; 

therefore, COX-2 is a more representative biomarker in a clinical setting. 

 

 

3.3.2 Imaging of COX-2 expression 

As previously discussed, COX-2 is overexpressed in several cancers, therefore 

molecular imaging of this target has strong potential for the early detection of cancer. 

Furthermore, COX-2 levels might be associated with progression and invasive disease, 

which suggests imaging COX-2 may improve the staging of cancer and ultimately patient 

management. Stratification of patients may also be possible, as some studies showed 

that the addition of coxibs to standard chemotherapy regimens improves therapeutic 

outcomes. [145] 
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3.3.2.1 Carbon-11 radiolabelling 

The first approach to a COX-2 PET probe was radiolabelling celecoxib with carbon-11; 

this was carried from a tributylstannyl precursor via Stille reaction using [11C]methyl 

iodide by Prabhakaran and co-workers, while an alternative Pd catalysed 

[11C]methylation of celecoxib was proposed by Hirano et al., who also converted 

[11C]celecoxib to the known metabolite [11C]SC-62807 by oxidising the tolyl carbon using 

potassium permanganate. [146] [147] 

[11C]celecoxib was not tested as a COX-2 imaging agent, but for imaging hepatobiliary 

excretion via drug transporters; however, it proved to be a poor imaging agent, as it 

showed slow blood clearance. [147] 

Gao et al. synthesised a library of celecoxib derivatives that were radiolabelled using 

[11C]methyl triflate at either the phenolic methyl ether or at the methyl ester. The cold 

compounds were tested in an MTS assay using MDA-MB-435 cells, where they showed 

inhibitory properties similar to celecoxib. No further assessment, however, was 

performed. [148] 

Rofecoxib was also radiolabelled with carbon-11. The approach used by de Vries and 

co-workers was an alkylation of the sulfinate precursor with [11C]methyl iodide. The 

authors assessed the uptake of this tracer in the brain of healthy rats, demonstrating that 

it correlated with regions of high basal COX-2 mRNA expression. This accumulation was 

also displaceable by the COX-2 inhibitor NS398. However, [11C]rofecoxib uptake could 

not be demonstrated in preclinical inflammation models. [149] 

Tanaka and co-workers synthesised and evaluated indole and imidazole derivatives. 

These compounds showed higher COX-2 selectivity and acceptable metabolic stability. 

However, they resulted sub-optimal imaging agents because of the non-specific, non-

displaceable binding. [150] 
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Figure 9: [11C]radiolabelled COX-2 inhibitors. They all have a diphenyl heterocycle core, varying in the 

central cycle and the substitutions on the phenyl ring. 

 

3.3.2.2 Fluorine-18 radiolabelling 

Prabharakan and co-workers radiolabelled celecoxib at the trifluoromethyl position by 

SN2 displacement of a bromo-difluoromethyl precursor. The radiotracer defluorinated in 

vivo during imaging of 2-h duration; the authors pointed out that the rate of defluorination 

was slower in baboons than in rats, therefore it could be slower in humans; however, it 

also was rapidly metabolised in baboons. [151] 

A similar analogue of valdecoxib was also synthesised and radiolabelled with fluorine-

18, showing rapid in vivo defluorination as well. [152] 

SC58125 was radiolabelled by direct nucleophilic displacement of the 

trimethylammonium triflate precursor. Although in vitro cell studies showed selective 

uptake that was reversed by pre-incubation with cold compound, blocking studies in vivo 

were unsuccessful in rats. As the tracer showed high retention in rat brain, baboon 

studies were carried out, however the cerebral uptake could not be correlated with the 

known expression of COX-2 in the brain. This suggested non-specific binding. [153] [154] 
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Desbromo-DuP-697 was radiolabelled via nucleophilic substitution on the corresponding 

nitro precursor. Biodistribution studies in rats showed displaceable uptake in sites where 

COX-2 is known to be expressed (heart, kidney, lung), but also non-displaceable uptake 

in intestines and fat, probably due to the high lipophilicity of the tracer (logP=3.72 ± 0.16) 

and its biliary excretion. This suggests that the tracer is not suitable for abdomen 

imaging, but it might be able to cross the blood brain barrier, therefore it might be useful 

for neuroimaging. [155] 

Uddin et al. reported an extensive library of fluorinated celecoxib and indomethacin 

derivatives. Their lead candidate, a fluoromethyl analogue of celecoxib, was 

radiolabelled by nucleophilic substitution of a tosylate precursor and then evaluated in 

vivo using a carrageenan-induced inflammation model in male rats, demonstrating 

higher uptake in the inflamed versus control paw. Biological evaluation in tumour models 

showed displaceable uptake in HSNCC1483 xenografts with high COX-2 expression and 

negligible uptake in HCT116 xenografts with low COX-2 expression. However, the 

radiotracer showed defluorination in line with previously discussed tracers. [111] 

An indole-based radiotracer was radiolabelled by Kniess and co-workers via substitution 

of a trimethylammonium salt precursor followed by McMurry cyclisation. In vitro 

evaluation of the tracer showed uptake in COX-2 expressing cell lines that was blocked 

by pre-incubation with cold compound. In vivo evaluation showed good metabolic 

stability; however, evaluation in a mouse HT-29 xenograft model showed no significant 

tumour uptake, probably due to the lower affinity of the probe. [156] 

The synthesis of 1,2,3-triazole ring via Huisgen 1,3-dipolar cycloaddition is a common 

strategy in fluorine-18 radiolabelling. Wuest and co-workers have studied COX-2 

inhibitors incorporating a triazole ring; a copper catalyst yielded 1,4-disubstituted 

triazoles, while a ruthenium catalyst afforded the 1,5-disubstituted triazole structure, 

which is more conventional for COX-2 inhibition. The 1,4-disubstituted triazoles showed 

a surprisingly high affinity for COX-2; however, the 1,5-disubstituted triazoles showed 

greater COX-2 affinity. [157]  

The same group evaluated the use of a tetrazole as core heterocyclic structure, but the 

compounds showed reduced COX-2 affinity. So far, no biological evaluation of this class 

of compounds was reported. [158] 
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Figure 10: [18F]radiolabelled COX-2 inhibitors. The substitution with fluorine-18 has been explored in both 

aromatic and aliphatic positions. The latter appeared less stable due to in vivo defluorination. 

 

3.3.2.3 Iodine-123 and iodine-125 radiolabelling 

Kuge and co-workers synthesised two iodocelecoxib derivatives, with either a 

methylsulfone or a sulfonamide moiety, by halogenation exchange from a bromine 

precursor with iodine-125. The rationale for this study was to investigate the possibility 

that sulfonamide binding to carbonic anhydrases in erythrocytes slowed blood clearance. 

In vivo evaluation of the two tracers showed that the sulfonamide derivative cleared 

indeed more slowly from blood than the sulfone analogue. Uptake of the sulfonamide 

was blocked with incubation of carbonic anhydrase with inhibitors such as 

acetazolamide, while blood uptake of the methylsulfone was unaffected under the same 

conditions. [159] 

The same group also investigated a radioiodinated derivative of lumiracoxib, which was 

radiolabelled by iodo-destannylation followed by base-induced hydrolysis of an amide 

precursor to give the final benzoic acid. This tracer showed uptake in an in vitro 

inflammation induced macrophage model that was blocked by incubation with cold 
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analogue. Biodistribution in normal rats showed rapid clearance from blood, but time-

dependent accumulation in intestines. [99] 

Uddin and co-workers synthesised a library of sulfonamide and methylsulfone celecoxib 

derivatives with meta or para iodo substitution on the vicinal aryl ring and various 

substituents at the 3-pyrazole position. A lead compound was chosen based on COX-2 

inhibitory profile and radiolabelled with iodine-123 by iodo-destannylation to give an 

alternative radiolabelled version of the radiotracer evaluated by Kuge et al. and 

discussed previously. The radiotracer showed selective and displaceable uptake in a 

carrageenan-induced model of inflammation in the rat paw. [160] 

The same research group also explored the synthesis of indomethacin derivatives in 

order to radiolabel them with iodine-123. From a COX-2 enzyme assay and a COX-2 

inhibition assay in intact cell compounds, two, a carboxylic acid and an amide, were 

selected for further investigation. Radiolabelling via iododestannylation gave the desired 

radiotracers. The carboxylic acid was metabolically stable in vivo and was able to 

accumulate in a COX-2 expressing tumour in vivo at 3 h post-injection, although full 

biodistribution findings were not reported in this non-radiolabelled study. [161] 

 

N N

R1

CF3

R2O2S

[n] R1=[123I] or [125I], R2=NH2

[o] R1=[123I] or [125I], R2=CH3

H3C O

OH
NH

125IF

Cl

N

OCH3

CH3

O

N
H

O

123I

123I

N

OCH3

CH3

O

OH

[p]

[q] [r]  

Figure 11: radioiodinated COX-2 inhibitors. Both iodine-123 and iodine-125 have been explored. 



56 

 

  

 

Table 6: COX-2 IC50 (nM) values of the radiolabelled compounds. 

 

Compound IC50 

Celecoxib 870 

Rofecoxib 530 

[f] 4 

[g] 0.006 

SC58125 <86 

[h] 8 

[i] 160 (purified enzyme) 

80 (whole cell) 

[j] 20 

[k] 30 

[l] 21 

[m] 0.0027 

[n] 0.0082 

[o] 0.00516 

[p] 0.00246 

[q] 120 (purified enzyme) 

1000 (whole cell) 

[r] 1710 (purified enzyme) 

1490 (whole cell) 
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To summarise, several attempts of developing a feasible COX-2 PET tracer have been 

made, but many have shown limitations. 

The approach of translating a coxib used in therapy into an imaging probe has displayed 

some flaws regarding the pharmacokinetics of the molecule. Slow blood clearance is 

desirable for therapeutic agents, while it is not the case for tracers; therefore, a 

successful COX-2 probe should have a methylsulfone moiety, rather than a sulfonamide. 

Furthermore, non-specific binding due to fat and intestine uptake was an issue; in order 

to avoid this problem, the logP of a potential COX-2 imaging agent should be lower than 

desbromo-DuP-697 (3.72 ± 0.16). 

Finally, in vivo defluorination was quite common when the fluorine-18 radiolabelling point 

was on an aliphatic position; thus, improved metabolic stability should be achieved by 

radiolabelling with fluorine-18 on an aromatic position. 

 

 

3.4 FLUORINE-18 RADIOCHEMISTRY 

Fluorine-18 is commonly used for the preparation of radiopharmaceuticals, as it is an 

ideal radionuclide for several reasons: 

- low positron energy (0.64 MeV) with a short range in tissue (max 2.4 mm), which 

helps provide high resolution images; 

- can be produced in high specific activity; 

- can be produced in large amounts in a cyclotron (> 10 Ci); 

- has relatively high labelling yields (20-40%) in the synthesis of 18F-PET tracers; 

- has acceptable radiation dosimetry for multiple studies in a patient; 

- its half-life (t1/2= 110 min) allows for transport from the production site to the PET 

centres. [162]  

Therefore, fluorine-18 was the isotope of choice for this project.  

The most common method to produce fluorine-18 is to start from oxygen-18 enriched 

water through the 18O(p,n)18F reaction, which is the most effective and delivers 

[18F]fluoride of high molar radioactivity. [163] 

The low concentrations of fluorine-18 even when GBq of radioactive source is used 

restricts the available chemistry; as macroscopic and small amounts of fluorine react 

differently, in most cases existing “cold” fluorine chemistry cannot be converted to “hot” 

reactions. [164] 
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There are two basic way to introduce fluorine-18 into organic molecules, a nucleophilic 

attack by [18F]fluoride and an electrophilic attack by either [18F]fluorine gas or less 

reactive reagents derived from [18F]fluorine gas. 

 

3.4.1 Fluorine-18 radiolabelling via nucleophilic substitution 

All nucleophilic substitutions start with a drying step, as [18F]fluoride in aqueous solution 

is a very weak nucleophile due to the hydrogen bonds with water molecules. Therefore, 

[18F]fluoride must first be passed through an activated ion exchange cartridge to remove 

the bulk of the H2
18O from the target. The trapped [18F]fluoride is then eluted with a 

mixture of ACN, K2CO3 solution and Kryptofix 2.2.2®, a crown ether that complexes 

potassium ions, so that after the drying step [18F]fluoride is present as unsolvated and 

highly reactive anion whose counterion is the complexed potassium. ACN is used in this 

step because it forms an azeotrope with water, lowering its boiling point and easing its 

removal. The vial containing [18F]fluoride is then heated and a low N2 flow is maintained 

to ease the drying step, as it prevents the condensation of the evaporated solvents. 

Further ACN is added twice to the vial to complete the removal of water. [164] 

 

Nucleophilic substitutions with [18F]fluoride are usually carried in polar aprotic solvents 

such as ACN, DMSO and DMF because they ease the ionic dissociation of Kryptofix 

2.2.2®. 

The reactivity of the leaving group depends on its ability to stabilise the negative charge 

due to the [18F]fluoride attack, therefore in aliphatic substitutions, triflate is the most 

reactive leaving group. However, triflate precursors have a short shelf life and are 

hygroscopic; furthermore, they can be hard to purify due to their reactivity, as they usually 

are not stable in columns. This happens less frequently with mesylates and tosylates, 

therefore they are more commonly used. [164] 

Nucleophilic aromatic substitutions work best in activates systems, with a negative 

inductive and/or a negative mesomeric effect substituents in ortho or para positions to 

the leaving group. The leaving groups commonly used in aliphatic substitutions are not 

applicable to nucleophilic aromatic substitutions; fluorine itself is the best leaving group 

in such reactions, however only low specific activity [18F]compounds are usually 

produced due to the high excess of the precursor when compared to fluorine-18. 

Commonly used leaving groups are nitro and trimethyl ammonium. [164] 
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3.4.2 Fluorine-18 radiolabelling via electrophilic substitution 

Electrophilic attacks are carried by either [18F]fluorine gas or less reactive reagents 

derived from [18F]fluorine gas such as acetylhypofluorite and xenon difluoride. Due to the 

necessary carrier addition in the [18F]F2 production in order to allow the recovery of the 

radioisotope and due the fact that each [18F]F2 carries only one fluorine-18 atom, the 

maximum theoretical achievable radiochemical yield is 50%; thus, this reaction is used 

only for radiopharmaceuticals where a high specific activity is not required. Furthermore, 

due to the high reactivity of electrophilic labelling, side reactions occur, therefore this 

method requires extensive purification. [163] 

As xenon difluoride has a rich chemistry for fluorination organic molecules under 

relatively mild conditions, fluorine-18 labelled XeF2 has been recognised as a potentially 

useful electrophilic radiofluorination agent. [165] 

[18F]XeF2 has been prepared by fluorine exchange of XeF2 with [18F]fluoride, which is 

particularly interesting because of the direct use of readily available cyclotron-produced 

[18F]fluoride. However, literature shows conflicting results. [166] [167] 

Therefore, Lu and Pike further investigated this reaction, studying the effect of several 

reaction parameters, such as the reaction vessel material and the solvent use. The 

synthesis of [18F]XeF2 gave higher yields when DCM was used instead of ACN and when 

reactions where conducted in glass vials instead of polypropylene vessels. These trends 

seem to confirm the hypothesis according to which hydrogen fluoride has a major role in 

promoting the synthesis of [18F]XeF2. HF might be produced through the reaction of XeF2 

with the glass, trace water, solvent or K 2.2.2, therefore XeF2 is less stable in Pyrex glass 

than Teflon vessels. The instability in glass is due to the acidity of the borosilicate 

surface, which may generate some HF from fluoride. Furthermore, XeF2 is known to 

react with DCM at RT, but more with ACN, generating in both cases HF2
- anion via the 

formation of HF; this might explain why the radiochemical yield was generally lower in 

ACN than DCM. Finally, XeF2 has been shown to react slowly with K 2.2.2, likely 

producing HF as well.  

Further investigation to explore the utility of this labelling agent is currently in progress. 

[165] 
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3.4.3 Novel approaches to fluorine-18 radiochemistry 

As traditional nucleophilic aromatic substitutions of non-activated systems usually 

affords low yields, an alternative has been introduced with diaryliodonium salts. The 

nucleophilic attack usually happens at the more electron-deficient ring; furthermore, an 

“ortho effect” is observed, meaning that the substitution occurs more favourably at this 

position, probably due to the iodine-centred trigonal bipyramidal intermediate with the 

sterically more demanding ortho-substituted ring in the equatorial position upon attack of 

the nucleophile (Scheme 1). [168] 

However, the starting compounds can be challenging to prepare and they usually have 

short shelf lives. Moreover, radiolabelling of electron-neutral or rich substrates often 

require extreme temperatures and show low regioselectivity, providing modest 

radiochemical yields. [169] 

 

I S

X

R R

18F

 

Scheme 1: radiofluorination of aryl iodium salts. [168] 

 

An approach to improving this reaction was introduced by Coenen and co-workers, who 

used iodonium ylides, which enable fluorination of electron rich arenes. This concept was 

further explored by Rotstein and colleagues, who used spirocyclic iodonium ylides to 

address the stability issue of the previous ylides, as these spiro compounds are stable 

crystals. They proved these compounds enable direct and regioselective fluorine-18 

labelling of non-activated and sterically hindered arenes with broad functional group 

compatibility (Scheme 2); furthermore, they used this methodology to synthesise several 

PET tracers, which were easily isolated in high radiochemical yields and specific 

activities. [170] 
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Scheme 2: radiofluorination of spirocyclic iodonium ylides. [170] 
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Another recently developed strategy for nucleophilic radiofluorination of electron-rich 

arenes requires transition metal catalysts, which could enhance reactivity and selectivity, 

as well as accelerate the rate of reactions. 

Hooker and Ritter have generated in situ a fluorophilic Pd(IV) species with [18F]KF which 

forms an intermediate that is able to react with Pd(II) arenes to form Pd(IV) aryl fluoride 

complexes; these complexes can undergo C-F coupling to yield the radiotracer (Scheme 

3). This radiolabelling route gives reasonable yields; however, the need for a two-step 

procedure and the sensitivity of the first intermediate to air and moisture, complicates 

the automation of this synthetic route. 

N

Pd

N

N
N

N N

B N

NN
N

2
2 OTf

N

Pd

18F

N
N

N N

B N

NN
N

2 OTf

R

[Pd]

R

18F

Scheme 3: Pd- catalysed radiofluorination of electron-rich arenes. [171] 

 

In order to overcome these limitations, the Ritter group followed up this work with a 

method for radiofluorination of arylnickel complexes which offers a one-step oxidative 

fluorination of arenes using aqueous [18F]fluoride (Scheme 4). However, increasing the 

volume of aqueous [18F]fluoride degraded the Ni complex and the oxidant, and classical 

azeotropic drying of [18F]fluoride resulted in solutions that were too basic, affording low 

radiochemical yield. Efforts to improve the chemistry included elution of the [18F]fluoride 

from the ion exchange cartridge with tetrabutylammonium bicarbonate to produce 

[18F]TBAF and the addition of pyridinium p-toluenesulfonate to produce a bicarbonate 

buffer that was compatible with the oxidant. 
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Scheme 4: Ni- catalysed radiofluorination of electron-rich arenes. [172] 

 

As Sanford’s group showed that copper salts catalyse the fluorination of stable and 

synthetically accessible mesityl-substituted diaryliodonium salts, Cu-catalysed 

radiofluorination of arenes was also studied (Scheme 5). While in cold chemistry Cu(II) 

catalysts provided the highest yields, Cu(I) catalysts provided higher yields of hot 

fluorination in the 20 minutes time constraint of the radiochemical reaction; this is 

attributed to the rate of the reaction being higher for Cu(I) catalysis, which makes them 

more suitable for radiochemistry. On the other hand, Cu(II) catalysts are more suitable 

for cold chemistry, as they afford higher yields over longer reaction times, due to less 

side reactions. [173] [174] 

Current limitations of this strategy are the multi-step synthesis of the diaryliodonium 

precursors and the automation of the process, which requires further optimisation, as the 

isolated radiochemical yield was low. [174] 

I
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R R
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Scheme 5: Cu-catalysed radiofluorination of diaryliodonium salts. [174] 

 

Metal-catalysed radiofluorination is also being investigated for aliphatic systems. One 

approach focuses on Pd-catalysed allylic fluorination, such as the conversion of cinnamyl 

carbonates and cinnamyl halides to their corresponding allylic fluorides, which was 

investigated by Gouverneur’s group. (Scheme 6). [175] 

X 18FPd catalyst

 

Scheme 6: Pd-catalysed radiofluorination of cinnamyl carbonates and halides. [175] 
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Iridium-catalysed allylic radiofluorination was also investigated. These allylic reactions, 

however, haven’t been used yet to synthesise radiopharmaceuticals, as the allylic 

fluoride moiety is uncommon. [176] 

The first example of enantioselective radiosynthesis was reported by Doyle and co-

workers, whose research focused on the synthesis of radiotracers containing the 

[18F]fluorohydrin moiety (Scheme 7). These radiopharmaceuticals were usually prepared 

from the corresponding cyclic sulfonates or by selective displacement of protected diols. 

These routes are both effective, but require separation of regioisomers and 

stereochemistry had to be set prior to radiolabelling if the radiolabelled product was 

required as a single enantiomer. The approach suggested by Doyle overcomes these 

issues by treating racemic epoxides with [18F](salen)CoF, a chiral transition metal 

[18F]fluoride catalyst, to generate radiotracers as single enantiomers. Doyle’s group 

showed that [18F](R,R)-(salen)CoF could be generated from a quaternary ammonium 

ion-exchange cartridge using (R,R)-(salen)CoOTs, with a process analogous to the 

preparation of [18F]KF, which can be carried out under air and without the use of dried 

solvents. The subsequent radiofluorination proceeds under mild conditions. [177] 
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Scheme 7: enantioselective radiofluorination of racemic epoxides. [177] 

 

Due to their mild reaction conditions, short reaction times, high yield and regioselectivity, 

azide-alkyne 1,3-dipolar Huisgen cycloadditions, more commonly known as “click 

reactions”, have become more prevalent in radiochemistry. These reactions are usually 

catalysed by Cu, which is potentially cytotoxic, therefore metal-free methods are under 

investigation.  

The first attempt dealt with strain-promoted Cu-free alkyne-azide cycloaddition, focusing 

on cyclooctynes and dibenzocyclooctynes; such molecules required complex and low 

yielding synthesis, therefore only few papers were published regarding this subject. 

However, nowadays plenty of cyclooctynes are commercially available, which 

encourages this approach. [178] 

The first example was published by Bouvet and colleagues, who used fluorine-18 

labelled aza-dibenzocyclooctyne [18F]FB-DBCO with a series of azides; all tracers were 

produced with good to excellent radiochemical yield, however the formation of two 

regioisomers (1,4- and 1,5-triazole) was observed, and separation via HPLC was not 

always possible (Scheme 8). [179] 
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Scheme 8: strain-promoted Cu-free alkyne-azide cycloaddition using [18F]FB-DBCO. [179] 

 

Another approach for Cu-free click reactions was first explored by Li and co-workers, 

who proposed a tetrazine-trans-cyclooctene ligation, which is an inverse electron 

demand of Diels Alder cycloaddition between a cyclooctene and a tetrazine. Considering 

the instability of tetrazines, cyclooctenes are much more suitable for direct fluorination 

than tetrazines, therefore they functionalised the biomolecule with a tetrazine, followed 

by the reaction with a fluorine-18 labelled cyclooctene (Scheme 9). [180] 

Both Cu-free method show promising results; however, only the tetrazine-trans-

cyclooctene ligation has a potential for in vivo application, given the short reaction time 

and radiochemical yield (respectively, <10 seconds and 98% in the example shown 

below). 
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Scheme 9: example of tetrazine-trans-cyclooctene ligation proposed by Li and colleagues. [180] 

 

 

Despite the development of several modern fluorination methods to fluorine-18 

radiolabelling, the projected significant increase in the number of available PET tracers 

has not occurred yet. Short reaction time and high functional group tolerability are only 

two of the desirable features for a radiochemical reaction to show promise in practical 
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PET tracer synthesis. It is also crucial to focus on easily automatable procedures and 

efficient purification protocols. [181] 
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4. CONCLUSIONS AND AIM OF THIS PROJECT 

Elevated expression of COX-2 correlates with premalignancy and cancer progression, 

which suggests a potential use of COX-2 as a target for imaging early lesions.  

In many cases, cancers show an association between high COX-2 levels and chronic 

inflammation in premalignant conditions, therefore the assessment of COX-2 expression 

may be useful to determine predisposition to malignancy and for the early detection of 

cancer.  

Most importantly, clinical studies have reported that NSCLC patients have benefited from 

the co-administration of celecoxib and carboplatin, therefore a COX-2 tracer could be a 

useful tool for stratification of patients. 

 

The complete development of such a tracer, from the design of a novel library of COX-2 

inhibitors to the radiolabelling of a lead compound, was the aim of this project. 

This library would be based on the diarylheterocycle core with a methylsulfone 

pharmacophore, which is able to inhibit COX-2 selectively; the methylsulfone is 

preferable over the sulfonamide moiety to avoid binding to carbonic anhydrase in 

erythrocytes, which might be the reason for the slow blood clearance of this class of 

drugs. The lipophilicity of these compounds would have to be low enough to reduce 

plasma protein binding, but high enough to be able to cross cell membranes. 

 

The synthesised compounds would be then screened in appropriate assays to determine 

their SAR and find a lead probe candidate. Colourimetric assays based on the 

peroxidase activity of COX would be ideal, as they are regarded as fast, reliable and 

relatively inexpensive; the protocol of this assay would need optimisation, especially the 

incubation time of these compounds with the enzyme, being coxibs time-dependent 

inhibitors. 

 

Efforts would then be focused on synthesising an appropriate precursor for the lead 

probe candidate, considering also the accessibility of the synthetic route. Finally, fluorine-

18 radiolabelling of this precursor would be attempted and carried out in a variety of 

conditions in order to optimise the radiochemical reaction. 
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5. 5,5-DIPHENYL HYDANTOINS 

 

5.1 Introduction 

The first selective COX-2 inhibitor, DuP697, was synthesized before the existence of 

COX-2 was confirmed. The development of DuP697 was later discontinued, but its 

structure served as a starting point for the synthesis of the most extensive chemical class 

of COX-2 selective inhibitors, which is diarylheterocycles. In DuP697 case, the central 

heterocycle is a thiophene and the two aryl groups are differently substituted phenyl 

rings. [93] 

Extensive research has been carried out starting from this core, both for imaging and 

therapeutic purposes; libraries of compounds from this building block were originated by 

exploring substitutions either of the aryl groups or of the heterocycle. 

Examples include: 

- celecoxib, whose structure includes a pyrazole instead of a thiophene; [182] 

- rofecoxib, which has a furan-2-one as central heterocycle; [183] 

- valdecoxib and its prodrug parecoxib, which show an isoxazole; [184] [185] 

- etoricoxib, which includes two pyridines, one as central ring; [186] 

- apricoxib, whose central ring is a pyrrole; [187] 

- tilmacoxib, with an oxazole as an heterocycle and a cyclohexane instead of a 

phenyl ring; [188] 

- firocoxib, with a furan-2-one as central heterocycle and a cyclopropane instead 

of a phenyl ring. [189] 
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Figure 12: structures of diarylheterocycles with COX-2 inhibitory activity. 
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Mimicking DuP697 structure, these inhibitors show both aryl groups in adjacent positions 

of the central (usually) five membered heterocycle. 

Table 7 shows IC50 values of the compounds mentioned. 

 

Table 7: IC50 values (µM) of several COX-2 inhibitors. *: as calculated by assessing PG synthetic capability 

in homogenates from COX expressing cells [190]; **: as calculated by whole blood assays [191] [192] 

[193]; *** as calculated with a [14C]arachidonic acid purified enzyme assay [194] 

Compound IC50 (µM) 

 COX-1 COX-2 

DuP697 * 0.8 0.01 

Celecoxib ** 6.7 0.87 

Rofecoxib ** 19 0.53 

Valdecoxib ** 26 0.87 

Etoricoxib ** 116 1.1 

Apricoxib ** 2.2 0.31 

Tilmacoxib *** 6.2 0.01 

Firocoxib ** 105 0.3 

 

However, recently Zarghi and co-workers proposed a novel structure of COX-2 inhibitors 

that stands out, as both rings are bound to the same carbon atom; despite this 

modification, this core seemed to be suitable, according to their COX-1 and COX-2 

inhibition data (Table 8). [195] 
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Table 8: IC50 values of Zarghi’s library of hydantoins. [195] 

 

HN

N

O2
S

O

O

R

 

R IC50 (µM) SI 

 COX-1 COX-2  

 H >100 0.077 >1298 

Me 22.69 0.081 280.1 

Et 20.21 0.098 206.2 

Pr 12.01 0.171 70.2 

Allyl 14.96 0.099 151.1 

 

Docking studies on the unsubstituted hydantoin show that the p-MeSO2 moiety is 

oriented towards the secondary pocket of COX-2 (Arg513, Phe518, Val 523), with one 

of its O atom forming a hydrogen bond with the amino group of Arg513 at a distance of 

4.6 Å, and the other O atom at 3.5 Å from NH of Arg513. An additional hydrogen bond 

forms between the NH in position 3 of the hydantoin ring and the N atoms of Arg120 at 

a distance of 4.8 Å (Figure 13). [195] 
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Figure 13: docking studies of the unsubstituted hydantoin within COX-2. Docking studies were performed 

using Autodock version 5.3; the coordinates of the X-ray crystal structure of the selective COX-2 inhibitor 

SC-558 bound to the murine COX-2 enzyme were obtained from the RCSB Protein Data Bank. [195] 
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Analysing this particular study in further details and expanding their library (Table 2) was 

the main focus of this research project. 

 

5.2 Rationale 

The novelty of the 5,5-diphenyl hydantoin core versus the traditional COX-2 inhibitor 

scaffolds was only one reason to choose this as a starting point for this research. 

The strategy of labelling compounds used in therapy in order to use them for diagnostic 

purposes is not always beneficial, as their pharmacokinetic properties are optimised for 

therapeutic purposes.  For instance, carbon-11 celecoxib has been found to have slow 

blood clearance, which causes high blood pool background in the imaging target tissue; 

fluorine-18 desbromo DuP-697 showed high non-specific intestine uptake, probably due 

to its high lipophilicity. 

The 5,5-diphenyl hydantoin core has never been used for the development of coxibs. 

The central heterocycle is the main difference among this class of pharmaceuticals, while 

the two aryl rings are most commonly phenyl. By comparing the cLogP of hydantoin 

versus the pyrazole of celecoxib and the thiophene of desbromo DuP-697 (respectively, 

1.69+/- 0.24 versus -0.72+/- 0.56 and 1.90+/- 0.22), there is reason to believe that this 

5,5-diphenyl hydantoins would have a more suitable lipophilicity.  

Table 9 lists cLogP values of the designed hydantoins. While an aliphatic R group 

corresponds to lower than ideal lipophilicity, an aromatic R substitution on N3 results in 

logP values high enough for crossing the cell membrane, but low enough to avoid 

elevated plasma protein binding. This level of lipophilicity should reduce the biological 

half-life to a more suitable value for imaging. This is further achieved by limiting the 

possibility of plasma protein binding, by using the methylsulfone pharmacophore instead 

of the sulfonamide. The latter has been shown to inhibit carbonic anhydrases, and might 

be responsible for the slow blood clearance of this class of COX-2 inhibitors, due to the 

affinity of this moiety for this enzyme in erythrocytes. [99] 

The fluoro-aromatic substitution is potentially superior to the fluoro-aliphatic group also 

in terms of metabolic stability. As reviewed in the introduction of this thesis, [18F] 

celecoxib, [18F]valdecoxib, the [18F]fluoromethyl analogue of celecoxib synthesised by 

Uddin and co-workers all were subject to in vivo defluorination.  

However, since SAR studies of the 5,5-disubstituted hydantoin core structure were 

scarce, the aliphatic substitutions were included as well in the library in order to get a 
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more comprehensive investigation on the COX-2 inhibitory activity of these compounds 

(Figure 14).  

 

HN
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O2
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O
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Pharmacophore:
methyl sulfone
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aromatic substitutions

both with a 
radiolabelling point

 

Figure 14: SAR studies planned for the 5,5-diphenyl hydantoin core. 

 

A variety of alkyl groups were designed in order to analyse the affinity and selectivity 

trend while increasing the chain length from methyl to n-butyl; in order to explore the 

effect of aromatic substitution, several benzyl groups were also included (Table 9). 

Since a phenyl ring containing the p-sulfonamide/methylsulfone and a further lipophilic 

group bound to the central heterocycle are necessary for COX-2 inhibition, the two 

phenyl groups were retained as well. These cycles were considered a reasonable 

starting point for the investigation of a new core structure, as they are the most 

established substitutions in commercially available COX-2 inhibitors. 

Most compounds also contain a radiolabelling point, either with carbon-11 ([6]), fluorine-

18 (such as [2]) and I isotopes ([12]), which make them suitable for PET/SPECT imaging 

purposes. 

Focusing on fluorine-18 radiolabelling, [2] could be radiolabelled via aromatic 

nucleophilic substitution starting from the 4-nitro precursor; its synthesis is easily 

accessible by reacting the non-substituted hydantoin with 4-nitrobenzyl bromide, which 

is commercially available at an affordable price. 

A valid alternative is reducing the nitro group of this precursor and methylate it to get the 

trimethylammonium precursor. This reduction would have to be either targeted to the 

nitro group alone, or carried out before the oxidation of the methylthio group to 

methylsulfone, in order not to lose the pharmacophore. Several methods for 

chemoselective nitroreduction of compounds with reduction-sensitive groups have been 

reported, including Fe powder or SnCl2 under ultrasonic irradiation, Fe powder and 

CaCl2, and a Pd catalysed method with aqueous KF and polymethylhydrosiloxane. [196] 

[197] [198] 
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As for the potential aliphatic fluorine-18 radiolabelling, [5] for instance could be 

radiolabelled starting from the mesylate or the tosylate precursor, which are produced 

from the corresponding alcohol. The synthesis of this intermediate would require 2-

bromoethanol, which is commercially available and affordable. 

 

Table 9: library of hydantoins synthesised and cLogP values, calculated using ACD/Chemsketch, version 14.01. 

HN

N

O2
S

O

O

R

 

Compound R cLogP 

[1] Allyl 0.91+/- 0.69 

[2] 4-Fluorobenzyl 2.23+/- 0.71 

[3] Propargyl 0.85+/- 0.69 

[4] 3-Fluoropropyl 0.96+/- 0.70 

[5] Fluoromethyl 0.56+/- 0.71 

[6] Methyl 0.31+/- 0.68 

[7] 3-Iodobenzyl 3.21+/- 0.71 

[8] 2-Fluoroethyl 0.65+/- 0.70 

[9] 4-Fluorobutyl 0.96+/- 0.70 

[10] Benzyl 2.17+/- 0.68 

[11] 3-Fluorobenzyl 2.23+/- 0.71 

[12] 4-Iodobenzyl 3.21+/- 0.71 
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5. 3 Synthesis 

The synthesis route followed was the same as Zarghi et al.. A Friedel-Crafts acylation 

yields an intermediate which undergoes Riley oxidation; the resulting dione reacts with 

urea to form the hydantoin core. Oxidation of the sulfide to sulfone yields the 

pharmacophore. The final products are synthesised via alkylation on the N3 of the 

heterocycle (Scheme 10). 
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[15][16][1]-[12]  

 

Scheme 10: synthesis of 5,5-diphenyl hydantoins. [a]: AlCl3, dry DCM, N2 atmosphere, 0°C for 2.5 h, RT, 

overnight; [b]: SeO2, refluxing glacial acetic acid, 3 h; [c] urea, refluxing EtOH and NaOH 30%, 3 h; [d]: 

Oxone®, THF/water, rt, 4 h; [e]: K2CO3, RX or ROMs, DMF, rt, 3 h 

 

 

Step a 

The first reaction is a Friedel-Crafts acylation between thioanisole and phenacetyl 

chloride catalysed by AlCl3, which afforded [13] at high yields. 

The reaction was performed in dry DCM under N2 atmosphere, as anhydrous conditions 

are necessary whenever AlCl3 is used, since it reacts with water yielding HCl and 

Al(OH)3. 

While in Friedel-Crafts alkylation the Lewis acid is used in catalytic quantities, in an 

acylation it can complex to any oxygen atoms present, therefore more acid is required, 

usually slightly over one equivalent. 

A Friedel-Crafts acylation yields a monoacylated product starting from an arene and an 

acyl chloride; the product is deactivated and does not undergo a second substitution, as 
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due to the electron withdrawing effect of the carbonyl group, the product is always less 

reactive than the starting arene. 

The mechanism of the reaction (Scheme 11) requires the formation of an electrophilic 

acylium ion from the Lewis acid (in this case, AlCl3) and the acyl chloride (phenacetyl 

chloride). The aromatic ring of thioanisole performs a nucleophilic attack on the acylium 

ion, losing its aromaticity and forming a cyclohexadienyl cation intermediate. Removal of 

the proton on the sp3 hybridised C atom bearing the acyl group regenerates the 

aromaticity of the system and the catalyst. 
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O
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Scheme 11: mechanism of step a, a Friedel-Crafts acylation. An electrophilic acylium ion is formed, which 

is then attacked by the aromatic system; chloride ion deprotonates the ring, regenerating the aromaticity of 

the system and the catalyst. 

 

Step b 

The second step is the oxidation of the methylene in alpha to the carbonyl group to yield 

a 1,2-dione. This reaction is called Riley oxidation. [199] 

This oxidation was carried differently than the reference paper, as a large excess of SeO2 

and acidic conditions afforded higher yields than refluxing 1,4-dioxane/water and a 2:1 

ratio of SeO2:[13]. 

As shown on Scheme 12, this step requires an ene reaction, which produces a seleninic 

acid. Ene reactions, also called “Alder ene”, are pericyclic reactions between an ene 

(usually, an alkene with an allylic H atom) and an enophile (a compound containing a 

multiple bond), which form a new σ bond and causes the migration of the ene double 

bond and H transfer.  

Considering the orbital orientation of this reaction, the C-H orbital is parallel with the p 

orbitals of the ene, so that the orbitals that overlap to form the σ bond are already parallel. 

The electrons involved in this reaction are both σ and π, with the ene having two 
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components, σ2 and π2, and the enophile having one π2 component. The three 

components are involved in a suprafacial reaction; since all three components are of the 

(4n+2)s type, the reaction is allowed, according to the Woodward-Hoffmann rules. 

Considering the cyclic intermediate, this stage can be classified as a 6-endo-dig, which 

is allowed according to Baldwin’s rules. 

The ene reaction is followed by a [2,3] sigmatropic rearrangement to seleninic ester and 

by the elimination which yields the desired 1,2-diketone. This step is a 5-endo-dig 

reaction, which is allowed. 
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R O
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Scheme 12: mechanism of step b, a Riley oxidation. The dione is produced after the seleninic acid and the 

seleninic ester intermediates. 

 

Step c 

The hydantoin was synthesised via nucleophilic addition of urea. This reaction was first 

used for the synthesis of phenytoin, an anticonvulsant drug, achieved by Blitz. 

Early literature described this reaction as the result of a pinacol rearrangement. However, 

the mechanism is actually based on a rearrangement that closely resembles the benzil-

benzilic acid rearrangement. [200] [201] 

Due to resonance, urea is a weak base (pKa= 26.8), therefore needs the presence of a 

stronger base in order to increase its nucleophilicity to attack one of the carbonyl groups 

of the dione. The loss of a proton from the quaternary nitrogen atom yields an 

intermediate which undergoes the benzilic acid rearrangement. This rearrangement 

precedes through a 1,2-phenyl migration to produce an amide and a tertiary alkoxide in 

the resulting intermediate.  Final dehydration produces the desired product. 
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Scheme 13: mechanism of step c, the synthesis of the hydantoin core. 

 

 

Step d 

The methylsulfone pharmacophore was achieved by oxidising the sulfide to sulfoxide 

with Oxone®. Oxone® is a triple salt with the formula KHSO5·0.5 KHSO4·0.5 K2SO4, and 

the active compound is KHSO5. Its use as an oxidant has grown rapidly due to its stability, 

its non-toxic nature, its low cost, and its versatility; as shown in Figure 15, it is well known 

for its oxidation of a variety of compounds containing N, S, B or P atoms and it is also 

frequently used to prepare dimethyldioxirane, which epoxidises olephins. [202] 

 

Figure 15: applications of Oxone® to organic synthesis. [202] 

 

The mechanism of action is shown in Scheme 14. The S atom of the sulfide attacks the 

terminal O atom of the peroxide group; the peroxide bond breaks, forming HSO4
- and a 

sulfoxide group. The oxidation of sulfoxide to sulfone follows the same mechanism. 
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Scheme 14: mechanism of reaction for step d, the oxidation of sulfide to sulfone by Oxone®, which 

requires an intermediate sulfoxide step  

 

Step e 

The final compounds were synthesised via alkylation on the N3 of the starting hydantoin. 

N3 is alkylated over N1, as the imidic proton is more acidic (pKa ≈ 9) than the lactam 

proton (pKa ≈ 12). 

A 1:1 ratio between substrate and halo-alkylating agent afforded the N-substituted 

product only, and no trace of N,N’-dialkylated product was isolated. 

When the halo-alkylating agent was not available (compounds [4] and [8]), the final step 

was performed with the mesylate equivalent, which was synthesised from the 

corresponding alcohol (Scheme 15). Mesylates are good leaving group in nucleophilic 

substitutions, as the resulting negative charge is delocalised on the mesylate group. 

 

F OH
( )n [a]

F OMs
( )n

[17], [18]  

Scheme 15: synthesis of mesylates. [a]: MsCl, TEA, DCM, 0°C-5°C, 2 hours 
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5.4 Biological evaluation 

The COX-1 and COX-2 inhibitory activity and COX-2 selectivity of these library was 

tested by performing colourimetric COX (ovine) inhibition kits (Cayman Chemical, MI, 

USA, Item number 760111).  

This assay measures the peroxidase component of COX. The peroxidase activity is 

assayed colourimetrically by monitoring the absorbance of oxidised TMPD at 590 nm 

(Scheme 16). 

N

N

N

N  

Scheme 16: oxidation of TMPD to a blue-violet compound which absorbs at 590 nm. 

The assays were performed on a 96 well plate, testing each concentration in triplicates, 

including background wells, containing only assay buffer and heme, and 100% activity 

wells, containing also enzyme. Compounds were dissolved in DMSO to reach a final 

concentration between 4 µM and 20 nM. Colourimetric substrate and arachidonic acid 

were added after a period of incubation; the plate was then read kinetically, collecting as 

many time points as possible in the course of 2 minutes. Considering the acquisition 

times of the absorbance reader, in order to get more accurate results, only half a plate 

was used, so that the least amount of time would pass between the reading of the first 

line and the last. Initial rates were then analysed as described by the manufacturer in 

order to generate IC50 curves. 

 

This assay kit is widely used, as it is relatively inexpensive, fast and requires extensively 

available instrumentations. 

However, despite the existence of a set of instructions provided by the manufacturer, the 

protocol needs to be optimised. Particular attention needs to be addressed to the 

incubation step; as most COX-2 inhibitors are time-dependent inhibitors, different 

incubation times could result in a different IC50 values for the same compound. In case 

these compounds were time-dependent inhibitors as well, the incubation step was set at 

30 minutes, which was previously assessed as suitable for celecoxib.  

 

While celecoxib showed concentration-dependent inhibition of COX-2 and no inhibition 

of COX-1, the hydantoins inhibited neither enzyme. This 5,5-diphenyl hydantoin core, 
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therefore, was acknowledged as unsuitable for COX inhibition, despite previously 

published data (Table 10). 

 

Table 10: IC50 data (µM) of this library of compounds, as assessed by colourimetric pure enzyme assay. 

Compound IC50 (µM) 

 COX-1 COX-2 

[1] >4 >4 

[2] >4 >4 

[3] >4 >4 

[4] >4 >4 

[5] >4 >4 

[6] >4 >4 

[7] >4 >4 

[8] >4 >4 

[9] >4 >4 

[10] >4 >4 

[11] >4 >4 

[12] >4 >4 

Celecoxib  >4 0.1 

 

Several considerations can be made when speculating why this core structure failed as 

a coxib.  

For the screening of their compounds, Zarghi’s co-workers used a similar kit, with a 

chemiluminescent method of detection instead of a colourimetric one; however, a precise 

comparison cannot be drawn because they did not report their protocol. As stated in the 

introduction, variations of the assay protocol (such as incubation times and volumes of 
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reagents added) can result in different data, which might explain this discrepancy, 

especially for [1] and [6], which are also part of Zarghi’s library. 

Other hypotheses could be formulated, such as poor solubility of the compounds in the 

assay buffer; however, no precipitation was observed when the compounds, dissolved 

in DMSO, were added to the wells. 

Possibility of degradation of the compounds was also considered; however, some 

compounds were tested via HPLC after a year and were found unaltered.  

 

As for the docking studies performed by Zarghi and co-workers, the interactions between 

the non-substituted hydantoin and COX-2 are shown, one of which is an H bond between 

the NH in position 3 of the hydantoin ring and the N atoms of Arg120 at a distance of 4.8 

Å. When N3 is derivatised, this interaction is suppressed if the group introduced does 

not bear H bond donors at the appropriate distance, which might have lowered the affinity 

of these compounds for COX-2. 

This theory seems to collide with the observation that none of the structures of the COX-

2 inhibitors mentioned in the introduction paragraph of this chapter bear such an H atom 

on their heterocycles. However, those compounds are all vicinal diaryl heterocycles; 

considering the wide variety of heterocycles that are regarded as suitable, it can be 

assumed that the position of the two aryl groups is more important for the affinity to COX-

2 than the nature of the ring, as the former is responsible for the orientation of the 

aromatic rings in space. [203] 

In the non-substituted hydantoin, the different spatial orientation of the two phenyl rings 

might be compensated by the extra H bond provided by the heterocycle; however, when 

this is removed, the compounds lose any affinity for COX-2.  

A positive confirmation of this theory would come from a library of 1,5-diaryl hydantoins 

that act as COX-2 inhibitor. However, so far such a library has been only synthesised 

and not tested for its biological activity. [204] 

Finally, a contribution might come from the keto-enol tautomerism of the non-substituted 

hydantoin (Scheme 17). It is possible that the enol forms of the molecule contribute to 

the affinity for COX-2 via additional H bonds; in this case, the loss of this contribution by 

derivatising the molecule on the N3 atom could explain the loss of COX-2 affinity. 
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Scheme 17: keto-enol tautomerism of the unsubstituted hydantoin. 
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6. 1,5-DIPHENYL IMIDAZOLES 

 

6.1 Introduction 

As the hydantoins proved to be ineffective COX inhibitors, the attention was turned to 

1,5-diaryl imidazoles, which proved to be potent and selective COX-2 inhibitors by 

Almansa and co-workers (Table 11). [205] 

These compounds show the more traditional approach to COX-2 inhibitors scaffold 

design, as the two aromatic rings are in vicinal positions of the central heterocycle, which 

has been extensively used and documented in literature and therefore is more likely to 

successfully inhibit COX-2. 

 

Table 11: IC50 values of Almansa’s library of imidazoles. [205] 

N
N

O2S

Cl
R

 

R IC50 (µM) 

 COX-1 COX-2 

          4-F >10 0.014 

3-F >10 0.065 

2-F 100 0.028 

H >10 0.123 

4-Me >10 0.016 

4-OMe 1.3 0.011 

4-OEt >10 0.004 

4-OPr >10 10 

4-OCF3 >10 10 

4-Pr >10 0.100 

4-SMe 0.9 0.011 
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4-SEt >10 0.053 

4-SO2Et >10 >10 

4-NH2 >10 0.187 

4-AcNH >10 >10 

4-NEt2 >10 0.187 

2,4-diF 23.8 0.007 

4-OMe-2-F 0.11 0.015 

4-OMe-3-F >10 0.004 

4-OMe-3-Me >10 0.013 

4-Me-3-OMe >10 0.015 

4-Cl-3-Me 4.0 0.011 

4-NMe2-3-Cl 1.9 0.027 

4-OMe-3-Cl >10 0.008 

4-OEt-3-Cl >10 0.007 

4-OEt-3-F >10 0.025 

4-F-3-OMe >10 0.016 

4-OMe-3,5-diCl >10 0.007 

3,5-di-OEt >10 >10 

3,5-diF >10 0.075 

Their work lead to the discovery of cimicoxib, a COX-2 selective inhibitor used in 

veterinary medicine (Table 12). 
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Table 12: structure and IC50 values of cimicoxib. [205] 

 

Docking studies on cimicoxib show that this inhibitor forms hydrogen bonds with COX-2 

only through its sulfonamide group: the oxygen atoms bind to Phe518 and Arg513, while 

the NH2 moiety interacts with Gln192 (Figure 16). [205] 

 

Figure 16: docking of cimicoxib to COX-2. The arrows indicate two structural water molecules hydrating the 

imidazole ring and bridging Tyr385 to Ser530. Cimicoxib was modeled in the active site of COX-2 from the 

crystal structure of murine COX-2 complex with SC558. [205] 

 

 

 

N
N

H2NO2S

Cl
O

F

 

IC50 (µM) 

COX-1 COX-2 

3.3 0.005 



85 

 

  

6.2 Rationale 

Based on the work published by Almansa and colleagues, which afforded high affinity 

and selectivity COX-2 inhibitors with intermediate lipophilicity values, a library of 

compounds was designed and synthesised for PET imaging rather than therapeutic 

purposes (Table 13). 

The compounds all differ on the phenyl moiety bound to C5 of the heterocycle, as 

literature extensively reported how this position is the most accommodating in terms of 

substitutions. 

Some fluorinated compounds that were part of Almansa’s work were kept, such as [19], 

in case none of the novel compounds would show biological effects.  

The possibility of a double fluorine substitution was also considered; as the 3,5 difluoro 

derivative already proved to be biologically active, a 3,4 difluoro isomer ([22]) was added, 

as the radiolabelling on C4 of the phenyl ring would be more accessible than C3. 

[25] is the methylsulfone analogue of cimicoxib; as the latter has been radiolabelled with 

carbon-11 and has shown non-specific, non-displaceable binding, [25] was included; this 

compound has a potential of showing the same biological activity as cimicoxib, with an 

improvement on the pharmacokinetic properties due to the removal of the sulfonamide 

moiety, which is responsible for the binding to carbonic anhydrase in erythrocytes. 

The tolyl moiety of celecoxib is oriented towards hydrophobic amino acids in the COX-2 

active site, including Leu531, Ile345, Val349, and Met535. The same group was kept in 

[27] and [28], adding though a F atom for radiolabelling purposes. On the other hand, 

the positions between the methyl and the F groups were inverted in [23] and [24] to 

explore variations in affinity and selectivity.  
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Table 13: library of imidazoles synthesised and their cLogP values, calculated using ACD/Chemsketch, 

version 14.01. 

N
N

O2S

Cl

R2

R1

 

Compound R1 R2 cLogP 

[19] 4-F H 2.43+/- 0.95 

[20] 3-F H 2.52+/- 0.92 

[21] 2-F H 3.00+/- 0.93 

[22] 3-F 4-F 2.36+/- 1.00 

[23] 2-Me 5-F 2.98+/- 0.92 

[24] 2-Me 4-F 2.89+/- 0.95 

[25] 3-F 4-OMe 2.77+/- 0.89 

[26] 3-F 5-F 2.58+/- 0.97 

[27] 3-F 4-Me 2.98+/- 0.92 

[28] 2-F 4-Me 3.46+/- 0.93 

5,5-diphenyl hydantoins resulted inactive probably due to the inadequate spatial 

orientation of the two aromatic rings; therefore for this library typical coxib structure was 

chosen, with a central heterocycle substituted with two aromatic rings in adjacent 

positions, as this is usually associated with high affinity and high selectivity for COX-2.  

As for the hydantoins library, the methyl sulfone pharmacophore was favoured over the 

sulfonamide, since the latter has been shown to bind to carbonic anhydrases as well, 

therefore its use is not adequate for PET imaging and would increase the biological half-

life to more acceptable levels for imaging purposes. [159] 

   

Some predictions of the radiolabelled equivalents of some of these compounds can be 

made by drawing some comparisons with literature data of COX-2 probes with similar 

structures. 

[18F]desbromo-DuP-697 is a diphenyl thiophene with high affinity for COX-2 (IC50= 0.25 

µM); due to the high lipophilicity of the tracer (logP=3.72 ± 0.16) and its biliary excretion, 

its biodistribution studies showed non-displaceable uptake in intestines and fat. On the 
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other hand, the clogP of most compounds of this library is much lower, with the exception 

of [28], therefore they might be more appropriate for abdomen imaging than 

[18F]desbromo-DuP-697. 

Potentially, they could be useful as brain imaging agents as well, since the optimum logP 

value for central nervous system targeted drugs lies between 2.0 and 3.5.This interval 

should assure that the imaging agent is lipophilic enough to cross the blood-brain barrier, 

but not too lipophilic to extensively bind to blood proteins, thereby reducing the fraction 

of radiotracer that is freely available in plasma to cross the barrier. [128] 

 

The fluoromethyl analogue of celecoxib synthesised and radiolabelled by Uddin was 

subject to defluorination. This is often the case among tracers with a fluorine-18 isotope 

on an aliphatic position, such as [18F]fallypride, a D2/D3 antagonist, and [18F]FCWAY, a 

5-HT1A tracer whose in vivo defluorination was successfully inhibited with miconazole. 

[206] [207]  

A proposed mechanism for the in vivo radiodefluorination involves the cytochrome P450-

catalysed oxygenation of the carbon atom in the α-position to the fluorine atom, as shown 

in Scheme 18. [208] 

Since the compounds proposed all bear the fluorine atom on the aromatic position, in 

vivo defluorination should not occur, avoiding the issue of fluorine-18 accumulation in 

the bones. 

R 18F
CYP450

NADPH

O2

R 18F

O
H

R

O

 

Scheme 18: proposed mechanism of radiodefluorination in vivo. [208] 

 

While fluorine atoms in some positions were included for SAR purposes only, particularly 

to explore the positions on the C5 phenyl ring where the fluorine atom would be best 

accommodated, some of them make for a good labelling point. For instance, the labelled 

equivalents of [19] and [21] could be radiofluorinated starting from the nitro precursors; 

their synthesis would follow the same steps of the synthetic route of this library of 

compounds, therefore it would be fairly established and accessible. Furthermore, the 

starting compounds needed (4-nitrobenzaldehyde and 2-nitrobenzaldehyde, 

respectively) are commercially available at affordable prices. 
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A trimethylammonium precursor could also be synthesised from these nitro-compounds, 

via reduction and complete methylation of the aniline. As stated for potential precursors 

of the hydantoins, the reduction reaction would have to be nitro-specific, in order to avoid 

reducing the methylsulfone pharmacophore. 

[24] could be radiolabelled via the trimethylammonium precursor as well; the starting 

compound needed, 4-dimethylamino-2-methyl-benzaldehyde, is commercially available 

at a reasonable price. 

[22], on the other hand, could be radiolabelled on the C4 via the iodonium salt, using the 

commercially available 3-fluoro-4-iodo-benzaldehyde as starting material; the potential 

of cold fluorine itself to act as a leaving group during the radiolabelling reaction should 

not be an issue, considering its position on the phenyl ring. 

 

6.3 Synthesis 

The synthesis was performed according to literature. The methylthio group of 4-

methylthioaniline was oxidised to methylsulfone, and the product underwent 

condensation with the appropriate benzaldehyde to yield an aldimine. The cyclisation to 

imidazole followed, and the final chlorination on the C4 of the heterocycle yielded the 

final compounds (Scheme 19). 
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N
N

O2S
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N

Cl

[a] [b]

[c]

[d]

R1

R2

R1

R2

R1

R2

[29]

[30]-[39]

[40]-[49][19]-[28]  

Scheme 19: synthesis of 1,5-diaryl imidazoles. [a]: Na2WO4, H2O2, acetic acid, H2O, 65°C, 1.5 h; [b]: 

aldehyde, refluxing toluene, 2 days; [c]:TosMIC, K2CO3, refluxing MeOH and DME, 2 h; [d]: NCS, refluxing 

CHCl3, 18 h 
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Step a 

The synthesis starts with the oxidation of 4-methylthioaniline to yield the methylsulfone 

pharmacophore. Na2WO4 is the favourable oxidizing agent, as other oxidants afford 

higher quantities of amino-oxidation byproducts (mainly azoxy and nitroderivatives). 

[205] 

Na2WO4 catalyses the reaction of H2O2 through the formation of inorganic peracid, which 

undergoes heterolysis of the O-O bond with a nucleophile. Although H2O2 is a relatively 

weak electrophile, substitution of H atom by an electron withdrawing oxometal group 

renders the peroxidic oxygens more electrophilic. As shown in Scheme 20, this hydroxyl 

peracid is formed via a reaction involving the addition of H2O2 to the oxometal group. The 

conjugate base of the acid provides an excellent leaving group for nucleophilic 

displacement after the attack of the S atom of the sulfide to the terminal O atom of the 

peroxide group, forming a sulfoxide. In the presence of enough Na2WO4, the oxidation 

continues to sulfone. 
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OH
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Scheme 20: mechanism of the oxidation of sulfide to sulfoxide by Na2WO4 

 

Step b 

In this step, aldimines are prepared by condensation of the primary amine to the 

aldehyde via nucleophilic addition, giving an hemiaminal intermediate; the elimination of 

water yields the final imine (Scheme 21).  
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Scheme 21: mechanism of aldimine synthesis via nucleophilic addition to the C=O bond. 
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As the equilibrium of the reaction favours the starting compounds, the water produced 

has to be removed. The use of dried molecular sieves afforded good yields and only 

small traces of aldehydes remained, as seen in Figure 17. 

 

Figure 17: comparison of intensity between the aldehyde proton peak (δ=9.97 ppm) and the imine peak 

(δ=8.38 ppm) of compound [30]. The imine peak is approximately ten times more intense. 

 

The aldimines resulted unstable in silica, as they most probably hydrolise back to the 

starting materials; therefore they were used directly in the next reaction. 

 

 

Step c 

The following reaction was a Van Leusen cyclisation to imidazole with tosyl methyl 

isocyanide (TosMIC), which has a reactive isocyanide C atom, an active methylene and 

a good leaving group. [209] 

 

The CH2N=C moiety can undergo a stepwise cycloaddition to a polarised double bond 

under basic conditions. Elimination of the p-toluene sulfinic acid from the imidazoline 

intermediate provides a 1,5-disubstituted imidazole (Scheme 22). 
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Scheme 22: mechanism of Van Leusen imidazole synthesis with TosMIC. 

 

Small amounts of oxazoles produced by cyclisation of the aldehyde traces were also 

isolated (Figure 18).  

 

Figure 18: structure and 1H NMR spectrum of the oxazole impurity in the synthesis of [45]. 
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Step d 

Chlorination of position 4 of the imidazole yielded the final compounds. As reported by 

literature, this reaction was regioselective; only small amounts of 2-chloro and dichloro 

derivatives were found in comparison to the main product, and identified via 1H NMR 

spectra of the fractions of side products. 

N-chlorosuccinimide (NCS) is commonly used as a source of chlorine in radical 

reactions, as it can undergo homolysis to yield a Cl radical which initiates the reaction. 

In the chain propagation step, an H atom is pulled off, leaving a radical and HCl; HCl 

reacts with the Cl radical to yield Cl2, which generates more Cl radicals. The chain 

reaction terminates by recombination of two free radicals (Scheme 23). 
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Scheme 23: mechanism of radical chlorination by NCS. 
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6.4 Biological evaluation 

6.4.1 Colourimetric purified enzyme assays 

As with the hydantoins library, these imidazoles were tested using purified COX 

colourimetric assays. Table 14 summarises the IC50 values of this library. 

 

Table 14: IC50 values of this library of compounds (µM). 

Compound IC50 

 COX-1 COX-2 

[19] >3 1.9 

[20] >3 0.4 

[21] >3 0.5 

[22] >3 0.4 

[23] >3 >3 

[24] >3 3 

[25] >3 0.5 

[26] >3 0.7 

[27] >3 0.4 

[28] >3 1.2 

Celecoxib >3 0.1 

 

Except for [23], all compounds showed reasonable affinity to COX-2 with no binding of 

COX-1, confirming the efficacy of the methyl sulfone moiety as a pharmacophore for 

COX-2 inhibition. 

The monosubstituted derivatives were all active; surprisingly, however, the affinity trend 

was the opposite of the one described by Almansa’s work, as these tests found the m-
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fluoro isomer to be the most potent and the p-fluoro the least potent. Che and co-workers 

also synthesised these three molecules and tested them for PGE2 production inhibition 

in LPS induced RAW 264.7 cells at a concentration of 10 µM, and found the p-fluoro and 

o-fluoro isomer to be to more potent, showing respectively 93% and 96% of inhibition 

versus 86% for the m-fluoro isomer. [210] 

Interestingly, the double fluorine substitution was well tolerated by the COX-2 binding 

site, as both [22] and [26] inhibited the isozyme. The IC50 value of the 3,5-difluoro 

derivative was in agreement with Almansa’s findings; the 3,4-difluoro compound hadn’t 

been reported, and showed higher affinity (0.4 µM versus 0.7 µM). These findings are in 

line with the data collected for the monosubstituted compounds, as the m-fluoro 

substitution seems to be linked to lower affinity than the p- and the o- positions.  

The methyl-fluoro derivatives showed higher affinity when the methyl group was on the 

p- position, while the o-methyl isomers showed either lower affinity ([24]) or no affinity at 

all ([23]). Since, on the other hand, the o-fluoro substituted compounds ([21] and [28]) 

showed lower IC50 values, it is reasonable to believe that the group on this position is 

close to hydrophilic amino acids in the binding pocket, which can interact through 

hydrogen bonds with fluorine atoms. 

When the p-methyl group of [27] was changed with a methoxy group ([25]), the affinity 

remained high (IC50= 0.4 versus 0.5 µM), showing that the interposed oxygen atom was 

well tolerated by the binding pocket. This high affinity suggests a potential use of this 

compound as a carbon-11 radiolabelled PET tracer, as [11C]methoxy tracers are easily 

radiolabelled from the corresponding phenol precursors.  

 

A comparison can be drawn with the indole-based radiotracer synthesised by Kniess and 

co-workers. The lower affinity of this probe (IC50=1.2 µM) was considered the probable 

cause for its lack of uptake in a mouse HT-29 xenograft model showed no significant 

tumour uptake. Most 1,5-diphenyl imidazoles synthesised have higher affinities, which 

potentially suggest a more favourable in vivo profile for these compounds. 

 

More COX-2 inhibitors with a diaryl imidazole structure can be found in literature, though 

with the two aromatic rings bound to two different vicinal positions.  

4,5-diaryl imidazoles (Figure 19) have been explored by Salimi and co-workers; however, 

their sulfonamides, including the fluorinated ones, showed high affinity but low selectivity 

for COX-2. [211] 
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Considering the SAR for COX-1 selectivity reviewed by Perrone et al., it is possible that 

the low selectivity of these compounds is due to a “hybrid” core structure containing 

elements for both COX-2 selectivity (the sulfonamide group) and COX-1 selectivity (the 

presence of a methylthio group that could be responsible for the same interactions as a 

thienyl moiety). [212] 

 

The 1,2-diaryl imidazole core structure has been explored successfully by Khanna and 

co-workers (Figure 19). They noted that COX-2 inhibition was higher when the 

(methylsulfonyl) phenyl group was bound to N1 (such as the library subject of this thesis) 

and when their compounds included a CF3 group on the central imidazole. This is further 

confirmation to Almansa’s comment regarding the need for this moiety in order to keep 

COX-2 affinity, as this group reduces the desolvation of the molecule upon binding; this 

can be accomplished as well with a Cl atom, as seen with these 1,5-diaryl imidazoles. 

[205] [213] 

 

 

Figure 19: general structures of the 4,5-diaryl imidazoles (A) and 1,2-diaryl imidazoles (B) in literature. 

 

6.4.2 Whole cell assays 

Whole cell experiments were also planned in order to check whether these compounds 

would cross the membrane. RAW 264.7 are macrophages which have shown to express 

COX-2 when treated with stimuli such as LPS and IFN-γ, therefore this system was 

chosen for whole cell activity evaluation via the assessment of the levels of PGE2 

produced by LPS-induced COX-2. [214]  

Three different ELISA kits were used for this evaluation, one purchased from Cayman 

Chemical (Item number 560131), one from R&D Systems (catalogue number KGE004B) 

and one from GE Healthcare (Bio-Sciences Corp., Piscataway, NJ, product code 

RPN222). 

The first attempt was made with the Cayman Chemical kit. RAW 264.7 cells were grown 

to 40% confluence, then COX-2 expression was stimulated by adding LPS and IFN-γ; 

then, cells were exposed to inhibitors at several concentrations and incubated for 30 
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minutes. Supernatants were collected and used to assay PGF2α levels, generated by 

SnCl2 oxidation of the COX-derived PGH2, according to the manufacturer’s instructions. 

As shown in Figure 20, this assay is based on the competition between PGs and a PG-

acetylcholinesterase conjugate (PG tracer) for a limited amount of PG antiserum. Since 

the concentration of PG tracer is held constant, while the concentration of PG varies 

according to COX inhibition, the amount the PG tracer that is capable of binding to the 

PG antiserum is inversely proportional to the concentration of PG in the well. The rabbit 

antiserum-PG (either free PG or PG tracer) complex binds to a mouse monoclonal anti-

rabbit antibody that has been previously attached to the plate. The plate is washed to 

remove unbound reagents, then Ellman’s Reagent, containing acetylthiocholine and 5,5’-

dithio-bis-(2-nitrobenzoic acid), is added; the product of this reaction, 5-thio-2-

nitrobenzoic acid (Scheme 24), absorbs at 412 nm and appears yellow. The intensity of 

the colour is determined spectrophotometrically; the absorbance is inversely proportional 

to the amount of free PG in the well during incubation, and directly proportional to the 

concentration of the bound PG tracer. 

 

Figure 20: schematic representation of the ELISA. [215] 
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Scheme 24: the acethylcolinesterase reaction on Ellman’s reagent. 

 

This assay is also performed on 96 well plates, with data assayed in duplicates, including 

blank (absorbance caused by Ellman’s reagent), background samples (containing 

inactivated COX), 100% initial activity samples (containing viable COX), non-specific 

binding (non-immunological binding of the tracer to the well), total activity (enzymatic 

activity of the acethylcolinesterase linker), maximum binding (maximum amount of the 

tracer that the antibody can bind in absence of free PG) and PG screening standards, 

necessary to generate the standard curve, a plot of the % bound/maximum bound values 

versus concentration of the wells containing various amounts of PG. 

 

As with the colourimetric assay, this kit is widely used in literature, because of its 

relatively low cost and the use of standard equipment. The disadvantages of this kit are 

similar to the colourimetric assay: the incubation time after adding the inhibitors needs 

to be optimised, as it can cause variations of the results. 

 

The assay was performed first with [19] and celecoxib; however, IC50 curves for both 

inhibitors could not be achieved, as data showed incongruous results; the percentile 

inhibition, calculated by subtracting the inhibitor sample from the 100% activity sample, 

dividing by the 100% activity and multiplying by 100, resulted in negative values. Figures 

20 and 21 compare the binding saturation curve of celecoxib as calculated via this assay, 

versus literature data. [216] 

The negative values of the percentile inhibition are usually a sign of interference by 

impurities in the sample; however, the purity of these compounds was assessed via 
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HPLC prior to performing this assay, and was over 95%. Therefore, attempts with this kit 

were not pursued any further (Figure 21 and Appendix). 

The most probable cause of this unsuccessful attempt lies in the inter-variability of COX-

2 inhibition assessments, which are strongly dependent on the assay condition and 

whose protocol needs to be optimised for each case, especially the incubation step with 

inhibitors. 

 

Figure 21: binding saturation curve of COX-2 inhibition by celecoxib as assessed via Cayman Chemical 

ELISA assay kit (% inhibition versus inhibitor concentration in µM). The grey plot is the average between 

the duplicates, shown in orange and blue. 
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Figure 22: literature data of binding saturation curve of COX-2 inhibition by celecoxib. [216] 

 

Given the unsuccessful results of this kit, more attempts were planned with GE 

Healthcare and R&D Systems ELISA kits; the principle of these ELISA kits is similar to 

the previous one, but COX derived PGE2 levels are assessed instead of PGF2α.  

The GE Healthcare kit was chosen because of the possibility of assessing intracellular 

COX derived PG levels, which is able to get a tenfold increase in sensitivity over 

measurements on supernatant alone, as stated by the manufacturer. While levels of 

PGE2 in supernatant will reflect production from before and after inhibition depending on 

timing, intracellular PGE2 levels measure actual cell responsiveness and provides an 

accurate reflection of the action of the inhibitor on cellular processes. Measuring only 

secreted PGE2 secreted in supernatants may underestimate the activities of these 

compounds.  

RAW 264.7 cells were grown to 40% confluence, then COX-2 expression was induced 

by adding LPS and IFN-γ; cells were then exposed to celecoxib, [19], [20] or [21] and 

incubated for 30 minutes. Supernatants were then removed, cells were washed with 

DMEM and lysed in order to collect intracellular PGE2. 

However, the absorbance values read when this kit was performed did not correlate to 

PGE2 concentrations, as they were mostly in the 0.5-0.6 range, which resulted in almost 
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homogeneous inhibition despite assaying concentrations between 25 nM and 5 µM 

(Figure 23 and Appendix). 

 

 

Figure 23: binding saturation curve of celecoxib as assessed via GE Healthcare ELISA assay kit. The grey 

plot is the average between the duplicates, shown in orange and blue. 

 

Given the unsuccessful attempts with the previous ELISA assays, the R&D kit system 

was first tested using only few conditions, in order to optimise the protocol before 

attempting to screen the imidazoles. The conditions assayed were: 

- cells whose expression of COX-2 was induced with LPS and IFN-γ. Then, 

activated cells were assayed in presence and absence of celecoxib; 

- cells that were not treated to induce COX-2.  

Each condition was assayed in duplicates. The absorbance read at the end of the assay 

is inversely proportional to the concentration of PGE2 in the sample, therefore the “no 

induction” wells should have high absorbance, since the cells which weren’t treated with 

LPS and IFN-γ do not express COX-2, as well as the “celecoxib + LPS + IFN-γ” wells, 

since celecoxib was added at high concentrations, therefore it would inhibit the 

production of PGE2 induced by COX-2 completely; on the other hand, the “LPS + IFN-γ” 

wells should show low absorbance. 

Several attempts were performed. Table 15 compares the results of an assay in which 

these expectations were met (Assay 1), except for one “LPS + IFN- γ” well, and one in 

which they were not (Assay 2). The optimistic results obtained in Assay 1 were not 

replicated in the following assays (Table 15 and Appendix). 
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Table 15: comparison of absorbance at 450 nm in two R&D Systems PGE2 ELISA assays performed. The 

data below were recorded 10 minutes after adding the stop solution. 

 

Wells Absorbance at 450 nm 

Assay 1 Assay 2 

NSB 0.077 0.069 

Well 1.4 1.207 

No induction 1.54 0.18 

No induction 1.273 0.123 

LPS + IFN-γ 1.131 0.807 

LPS + IFN-γ 0.541 0.615 

celecoxib + LPS + IFN-γ 0.911 0.908 

celecoxib + LPS + IFN-γ 0.921 0.957 

 

In order to investigate these discrepancies, a further assay was run, in which three 

standards at known PGE2 concentrations were tested (Table 16).  

However, this attempt was inconclusive, since the lowest concentration standard (S1) 

showed the lowest absorbance, while S2 and S3 showed similar absorbance levels, 

despite S3 being almost 20 times higher than S2 

 

 

 

 

 

.  
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Table 16: R&D Systems PGE2 ELISA test performed with three standards; S1= 39 pg/ml, S2= 156 pg/ml, 

S3= 2500 pg/ml. 

 

Well Absorbance at 450 nm 

Assay 4 

0.077 

1.4 

1.54 

1.273 

1.131 

0.541 

0.911 

0.921 

NSB 

Well 

No induction 

LPS + IFN-γ 

celecoxib + LPS + IFN-γ 

S1 

S2 

S3 

 

These inconsistent findings with all three ELISA kits highlight the complexity of the 

screening of potential COX-2 inhibitors and of the optimisation of the assays required. 

For whole cell experiments, along with the incubation time of the compounds, the amount 

of arachidonic acid added to the wells needs to be strictly controlled, as variations of this 

volume can greatly influence the results. 

This variable could be resolved by running an assay based on the [1-14C]arachidonic 

acid conversion to [1-14C]PG products. This technique, used extensively by Uddin and 

co-workers, can be applied to both purified enzyme and whole cell assays and is a fast 

and more reliable way to screen COX inhibitors.  

However, carbon-14 is a low-energy β emitter (average decay energy is around 50 keV 

and the maximum is 156 keV), and it is detected most efficiently using liquid scintillation 

counting.  

The detectors available in the laboratories where this project was carried out are a 

PMT/NaI detector and a plastic scintillator-based PMT. The first one has an aluminium 

end window and therefore the carbon-14 β particles will be unable to penetrate through 

to the NaI scintillation crystal. On the other hand, the carbon-14 β particles can penetrate 

through the end window of the latter; however, due to the low energy, the efficiency is 

very low and further limited by the collimator. 
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Considering these limitations, these assays could not be performed and further 

development of a potential PET tracer was carried out based on the colourimetric assays 

results. 
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7. RADIOCHEMISTRY OF 1,5-DIPHENYL IMIDAZOLES 

 

7.1 Introduction 

All 1,5-diphenyl imidazoles synthesised have a fluorine atom bound to a phenyl ring, 

therefore the radiolabelling method would be an aromatic substitution. 

Radiolabelling via aromatic substitutions can be achieved via electrophilic and 

nucleophilic substitution.  

As stated previously, with electrophilic substitutions high specific activities cannot be 

achieved; furthermore, due to high reactivity of electrophilic fluorine-18, the selectivity of 

electrophilic substitution is low, as radical side reactions occur.  

Therefore, nucleophilic substitution is the preferred method, as it achieves the 

radiolabelling of fluorine-18 radiopharmaceuticals with highest specific activity. 

 

From the SAR studies carried on the library of imidazoles synthesised, several 

candidates for fluorine-18 radiolabelling emerged. Excluding [23] and [24], all of them 

were potent and selective COX-2 inhibitors. At first, an aromatic nucleophilic substitution 

of a precursor with a nitro as a leaving group was considered, as the synthesis of the 

nitroprecursor is accessible. In this case, the best candidates were the o-F and p-F 

substituted compounds ([19], [21], [22], [28]); however, the starting benzaldehydes were 

commercially available for only two of these compounds ([19] and [21]). At the time the 

radiosynthesis was planned, biological evaluation was still undergoing, therefore [19] 

was eventually chosen on the basis of its higher affinity and selectivity for COX-2, as 

evaluated by Almansa and co-workers. Furthermore, its cLogP value (2.43+/- 0.95) and 

the fluorine atom in [19] is in an aromatic position, which makes it resistant to in vivo 

defluorination, make [19] a feasible choice for a potential PET tracer.  

 

Although the imidazole in para position is slightly deactivating, previous research studies 

have shown that medium yields are still possible; flumazenil, for example, was 

radiolabelled with fluorine-18 starting from a nitro precursor, reaching a yield of 55-60% 

(Scheme 25). 
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Scheme 25: fluorine-18 radiolabelling of flumazenil; [a]: K+K222/[18F]F-, 160°C, DMF, 30 m 

 

 

7.2 Synthesis of the precursors and radiochemistry  

The synthesis of a nitro precursor [52] for [19] was planned accordingly, as this route 

was well-established and used throughout the synthesis of the library of 1,5-diphenyl 

imidazoles. 

 The methylthio group of 4-methylthioaniline was oxidised to methylsulfone, and the 

product underwent condensation with 4-nitrobenzaldehyde to yield the corresponding 

aldimine. The cyclisation to imidazole followed, and the chlorination on the C4 of the 

heterocycle yielded the final compound (Scheme 26). 

The protocol of these reactions was optimised during the development of the library of 

imidazoles, therefore the synthesis of [52] proceeded efficiently. 
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Scheme 26: synthesis of [52]. [a] Na2WO4 dihydrate, acetic acid, H2O, H2O2, 65°C, 1.5 h; [b]: refluxing 

toluene, 2 d; [c]: TosMIC, K2CO3, refluxing MeOH+DME, 2 h; [d]: NCS, refluxing CHCl3, 18 h 

 

[19] and [52] were then analysed by HPLC to find an appropriate system that would 

separate them, in order to be able to monitor the radiochemical reaction. Several 
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conditions were attempted, but due to the similarities between the two compounds, such 

a system was not found. This is often the case with fluorine-18 radiolabelling of nitro 

precursors; notable examples are the [18F]flumazenil and [18F]PK14105 cases. [164] 

[217] 

As a consequence, the possibility of monitoring via radioTLC was explored.  

While radio-TLC does not usually have the high resolution of HPLC, it can detect all non-

volatile radioactivity, and therefore it is useful in determining the spectrum of crude 

radioactive products from any radiosynthesis. [218] For instance, in HPLC studies of 

99mTc(dmpe)2Cl2+ and 99mTc-DisIDA, 5-10% of the sample activity was not recovered from 

the column due to trapping and adsorption of some radiolabelled species, with a 

radiocolloid being trapped at the head of the column; on the other hand, the same 

compound was detectable on radio-TLC with a retention factor of 0. [219] 

The system eventually chosen was ACN: buffer (ammonium acetate 10 mM, pH= 4.5 

corrected with acetic acid) 50:50 and normal silica plates. 
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Scheme 27: radiolabelling of [52]; [a]: several conditions 

Table 17 lists the conditions that were tested for this radiochemical reaction in order to 

improve the yield of the radiochemical conversion. Each reaction was carried out by 

changing time, temperature and solvent, but keeping the amount of Kryptofix 2.2.2 (6 

mg) and of base (2 mg) constant. 

 

Table 17: list of conditions tested for the radiolabelling of [52]. The amount of the base and of Kryptofix 

2.2.2 were kept constant (respectively, 2 mg and 6 mg). 

Solvent Volume 

(µl) 

Time 

(m) 

Temperature 

(°C) 

Heating Amount of 

precursor 

(mg) 

Base Incorporation 

DMSO 250 10 130 Conventional 2 mg K2CO3 11.5% 

DMSO 250 30 130 Conventional 2 mg K2CO3 5.2% 

ACN 250 10 130 Conventional 2 mg K2CO3 3.1% 
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ACN 250 20 130 Conventional 2 mg K2CO3 3.6% 

ACN 250 10 100 Conventional 2 mg K2CO3 None 

ACN 250 20 100 Conventional 2 mg K2CO3 1.7% 

ACN 250 10 160 Conventional 2 mg K2CO3 4.5% 

ACN 250 30 160 Conventional 2 mg K2CO3 5% 

DMF 250 10 160 Conventional 2 mg K2CO3 7% 

DMF 250 30 160 Conventional 2 mg K2CO3 7.3% 

DMF 250 5 160 Microwave 2 mg K2CO3 16.8% 

DMF 250 10 160 Microwave 2 mg K2CO3 18.8% 

DMF 250 15 160 Microwave 2 mg K2CO3 20.3% 

DMF 250 10 180 Microwave 2 mg K2CO3 7.4% 

DMF 250 20 180 Microwave 2 mg K2CO3 7.6% 

DMF 250 5 160 Microwave 2 mg KHCO3 9.3% 

DMF 250 10 160 Microwave 2 mg KHCO3 10.7% 

DMF 250 15 160 Microwave 2 mg KHCO3 12.2% 

DMF 50 5 160 Microwave 2 mg K2CO3 10.9% 

DMF 50 15 160 Microwave 2 mg K2CO3 10.7% 

DMF 500 5 160 Microwave 2 mg K2CO3 5.1% 

DMF 500 10 160 Microwave 2 mg K2CO3 6.2% 

DMF 500 15 160 Microwave 2 mg K2CO3 5.2% 

NMF 500 5 160 Microwave 2 mg K2CO3 2.1% 

NMF 500 10 160 Microwave 2 mg K2CO3 2.1% 

DMF 250 5 160 Microwave 6 mg K2CO3 15.7% 

DMF 250 10 160 Microwave 6 mg K2CO3 19.3% 

DMF 250 15 160 Microwave 6 mg K2CO3 18.5% 
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DMSO 250 5 160 Microwave 6 mg K2CO3 8% 

DMSO 250 10 160 Microwave 6 mg K2CO3 11% 

DMSO 250 15 160 Microwave 6 mg K2CO3 14.3% 

 

Attempts have been made to optimise the temperature (from 120 °C to 180 °C), and 160 

°C was found to be the most suitable.  

Among the several dry solvents used (DMF, DMSO, ACN, NMF), DMF afforded the 

highest yield. 

A substantial improvement was obtained when switching from conventional heating to 

microwave heating; while conventional heating of 2 mg of [52] in 250 µl of DMF at 160 

°C gave a 7% yield in 30 minutes, performing the reaction in a microwave reactor 

afforded a 16.8% yield after 5 minutes, 18.8% yield after 10 minutes and 20.3% yield in 

15 minutes, as shown in Figure 24.  

 

Figure 24: example of radioTLC of fluorine-18 radiolabelling of [52]. 

 

The major peak was identified as fluoride-18 by spotting it on a separate TLC plate 

(Figure 25). 
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Figure 25: radioTLC of fluorine-18. 

 

Other modifications were applied in order to further increase the radiochemical 

conversion.  

A milder base (KHCO3 in place of K2CO3) was used; however, the yields were almost 

halved. 

Similar results were obtained when a smaller amount of solvent was used (50 µl), 

keeping the amount of [52] constant in order to increase the concentration. 

Despite the fact that a reduced volume usually seems to improve the radiochemical 

incorporation, the reaction was also run in a larger amount of solvent (500 µl), as an 

hypothesis was made that the microwaves might not be efficiently heating the solvent 

due to the larger size of the vessel compared with the volume of the reaction mixture. 

However, this attempt was unsuccessful, as the highest yield obtained was 6.2%. 

Another attempt was made by triplicating the amount of precursor used, keeping the 

volume constant, in order to verify whether the yields were low because the amount of 

[52] was insufficient. However, the radiochemical conversion was unaffected by this 

modification. 

 

As the yield was still unsatisfactory, an alternative precursor was planned, i.e. a 

trimethylammonium triflate derivative, as these salts have been shown to allow higher 

radiochemical yields at lower temperatures, which lowers the potential risk of non-

radioactive byproducts formation. [220] 
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For this purpose, [52] was reduced to the aniline analogue, which was methylated with 

MeI first to yield the tertiary amine and with methyl triflate to yield the ammonium salt 

(Scheme 28).  
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O2N

N
N
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Cl
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N
N
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O

O

O
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F
F

[a] [b]

[c]

[52] [53]
[54]

[55]  

Scheme 28: synthesis of trimethyl ammonium precursor [55]. [a]: iron, concd HCl, refluxing EtOH and 

water, 90 m; [b] MeI, refluxing EtOH, 24 ; [c] methyl triflate, DCM, RT, overnight 

 

 

The first two steps of this synthesis proceeded fairly smoothly, the reduction yielding only 

the desired compound and the alkylation yielding only the dimethyl derivative when an 

excess of MeI was used. However, the last step was not always efficient, as during some 

attempts a byproduct was also synthesised. This impurity was not clearly identified, but 

it appeared to include an extra methyl group on the imidazole, as shown by proton NMR 

(Figure 26). 
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A  

B  

Figure 26: 1H NMR spectra of product (A) and byproduct (B) from the synthesis of [55]. Notice how the 

byproduct has an extra methyl group at 4 ppm and lacks the C2 imidazole proton. 

 

Whenever the byproduct was synthesised, purification was necessary, as this compound 

also had a trimethylammonium group; purification was achieved via semipreparative 

HPLC. 
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The radiolabelling of [55] was performed following the conditions that afforded the best 

yield when starting from [52] (Scheme 29). 
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Scheme 29: radiolabelling of [55]. [a]: DMF, K2CO3, K222, 160 °C, MW 

 

The reaction was monitored after 5, 10 and 15 minutes. The radioTLC performed after 5 

minutes suggested complete radiochemical conversion, as shown in Figure 27. 

 

 

Figure 27: radioTLC of radiolabelling of [55] after 5 minutes 

 

After 5 more minutes, the yield was notably reduced, suggesting that these harsh 

conditions are not suitable for [55] (Figure 28). A similar result was obtained after 5 more 

minutes, proving that shorter reaction times are more favourable in this case, as opposed 

to the nitroprecursor. The disappearance of the radiolabelled compound when longer 

reactions are performed could be a result of a reaction with the precursor, but this matter 

needs further investigation. 
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Figure 28: radioTLC of radiolabelling of [55] after 10 minutes 

 

7.3 Further work 

In conclusion, the trimethylammonium group of [55] has been shown to be a better 

leaving group than the nitro of [52] for radiofluorination to [18F] [19], both in terms of 

radiochemical conversion yield and reaction time. Furthermore, the chemical differences 

between the final product and the starting salt would allow for an easier HPLC 

separation. However, its synthetic route is less accessible than [52] and needs 

optimisation of the last step, including the identification of the methylated impurity to 

understand the mechanism of the side reaction and plan the final methylation 

accordingly. 

Diaryliodonium salts would have been precursors of interest as well, and their use had 

been considered, but lack of time was a major factor in the decision of not pursuing this 

possibility. It would also have been interesting to explore the synthesis and 

radiofluorination of spirocyclic iodonium ylides, as well as metal-catalysed fluorine 

radiochemical conversion. 

The radiolabelling of [55] itself would have been optimised by testing more conditions, 

including shorter reaction times and milder conditions, as well as calculating the specific 

activity. With the radiosynthesis optimised, the project would have moved on to further 

assessment for the validation of [18F] [19] as a PET probe. Biodistribution studies with 

COX-2 negative and positive tumour xenografts such as, respectively, HCT116 and 

HNSCC1483, would have been conducted in order to assess the COX-2 uptake of the 

tracer; further in vivo studies would have been carried by pre-injecting cold celecoxib in 
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a HNSCC1483 bearing mouse before [18F] [19] injection to determine the specificity of 

the binding. 

 

7.4 Conclusions 

COX-2 is an attractive biomarker in the oncological setting, as literature shows that its 

expression is an early event in tumourigenesis and plays a role in tumour progression; 

furthermore, COX-2 expression correlates with the depth of invasion and advanced 

tumour stage, as positive expression of this isozyme is more common among advanced 

stage tumours than in early stage tumours. 

Uddin’s group has arguably published the most advanced research in the field of COX-

2 molecular imaging, encompassing potential fluorescent, SPECT and PET probes; the 

most notable example of the latter is an [18F]fluoromethyl analogue of celecoxib, which 

is slightly less potent than celecoxib in vitro, though its affinity should be sufficient for in 

vivo use.  Furthermore, its structural similarity to celecoxib suggests that it should be 

safe for clinical use. However, in vivo defluorination and potentially slow blood clearance 

due to the binding of the sulfonamide moiety to carbonic anhydrase in erythrocytes, might 

indicate that the search for a COX-2 PET probe is still ongoing. 

This research project suggested a feasible alternative, showing a high affinity and 

selectivity COX-2 inhibitor library with a 1,5-diphenyl imidazole core structure and a 

methylsulfone pharmacophore, which does not bind to carbonic anydrases, and a 

fluorine-18 radiolabelling point on an aromatic position, thus preventing  in vivo 

defluorination. 

On the other hand, the 5,5-diphenyl hydantoin core displayed no COX affinity; this lack 

of biological activity is probably due to an imperfect spatial orientation of the two phenyl 

rings, which are on germinal positions instead of the optimal vicinal positions. The 

optimistic results shown in literature regarding the same core structure, might be due to 

a compensation of this shortcoming with the extra binding point provided by the hydrogen 

bonds formed between hydrophilic amino acids of the active site and the unsubstituted 

NH. When this anchoring point is removed by alkylation, COX affinity is lost. 

A comparison between Uddin’s probe and the potential probe suggested by this project 

can be drawn, though considering that different in vitro assays give different results when 

testing COX-2 inhibitors. These two compounds are both high affinity inhibitors; Uddin’s 

compound has an IC50 of 0.16 µM in a purified enzyme assay (0.08 µM in a whole cell 

assay), while the imidazole has an IC50 of 0.014 µM in a whole blood assay. Most 

compounds of the imidazoles library are comparable to several established COX-2 
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inhibitors in terms of affinity, including celecoxib, rofecoxib, valdecoxib and apricoxib, 

and have higher affinity than etoricoxib for COX-2. 

Such high affinity is crucial for a COX-2 inhibitor, since there might be reason to doubt 

that COX-2 levels in malignancies is high enough to be amenable to detection with a 

radionuclide. However, quantitative data of COX-2 levels could not be found in literature. 

The first probe showed optimistic results, therefore the imidazole has a potential of 

displaying similar results, with the addition of increased metabolic stability and reduced 

plasma protein binding. 

However, the radiochemistry of this compound needs to be optimised, both in terms of 

yield and purification, before any attempt to further develop this potential PET tracer.  

Furthermore, it is pivotal to focus on facilitating the translation from small-scale 

radiolabelling to clinical PET imaging through the use of automatable protocols and 

efficient purification methods. [181] 

 

Notably, there has been an increasing interest towards COX-1 as an ovarian cancer 

biomarker. COX-1 overexpression has been found in various stages of human epithelial 

ovarian cancers, where it controls the biosynthesis of PGs and promotes angiogenic 

growth factor production. Furthermore, in an in vivo model obtained with ovarian surface 

epithelial cells allografted in female nude mice, SC-560, a highly selective COX-1 

inhibitor, significantly reduces tumour growth, while celecoxib has no effect, indicating 

that COX-1 has a primary role for the production of PGs in murine epithelial ovarian 

cancers. [221] 

A preliminary investigation performed by Uddin’s group in collaboration with Scilimati and 

co-workers led to a novel fluorine-18 labelled compound which shows promising results, 

including high in vitro and in vivo COX-1 selectivity and in vivo stability. [221] 

[19] could potentially be the starting core structure for a new class of COX-1 inhibitors, 

with the appropriate modifications, such as substitution of the methylsulfone moiety with 

a sulfide group, which has been shown to reverse COX isozyme selectivity. 

COX-1/2 PET probes are still in their early stages of development, and they require 

further assessment prior to testing them in a clinical setting. Yet, they could potentially 

be implemented in the care of patients with a wide variety of cancers. Therefore, further 

research in this field is crucial for the improvement of the quality of oncology patients’ 

treatment. 

  



116 

 

  

 

8. EXPERIMENTAL 

 

8.1 GENERAL NOTES 

Bulk solvent was removed by rotary evaporation on a Buchi R-210 equipped with a 

vacuum pump V-700; trace solvent was removed on a Schlenk line equipped with an oil 

pump. 

 

Materials 

Solvents were used as received, except when dry solvents were required. Solvents were 

dried over molecular sieves (10-20 mesh, 3 Å pore diameter), which were oven dried at 

130 °C for 24 hours.  

Chemicals were purchased from Sigma-Aldrich, Fisher Scientific, Apollo Scientific and 

used without any further purification. 

 

NMR spectroscopy 

1H NMR, 13C NMR and 19F NMR were obtained using a Jeol JNM-LA400 spectrometer 

at respectively 400 MHz, 100 MHz and 376.17 MHz in the solvents indicated, referenced 

against standard internal TMS or CFCl3. Chemical shifts (δ) are quoted in parts per 

million (ppm). Splitting patterns are designated as s (singlet), d (doublet), t (triplet), q 

(quartet), quin (quintet), dd (doublet of doublets), dt (doublet of triplets), m (multiplet) and 

br (broad). 

 

MS 

High resolution MS was performed either by Karl Heaton from the University of York 

using a Bruker microTOF mass spectrometer with electrospray ionisation (ESI) or by Dr 

Kevin Welham at the University of Hull. 

 

Melting points 

Melting points were measured using a Stuart SMP10 melting point apparatus and Jaytec 

melting point capillaries, 100 mm in length and 1.3-1.4 mm in diameter. 
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Silica based methods 

Column chromatography purification was performed using Sigma Aldrich silica gel 

technical grade, pore size 60 Å, 70-230 mesh. 

Thin layer chromatography was performed on pre-coated TLC plates silica gel 60, 0.2 

mm layer, with fluorescent indicator UV254. 

Preparative thin layer chromatography was performed on pre-coated TLC plates 20x20 

cm, 0.25 mm layer, with fluorescent indicator UV254. 

 

High performance liquid chromatography 

High performance liquid chromatography (HPLC) was carried out using a Phenomenex 

Gemini 5u C18 110A 150x4.60 mm 5 micron at 1 ml/min, equipped with a UV detector 

(series G1315B). Data was recorded using Lablogic Laura (version 4.1.13.91). 

 

Standard HPLC methods 

Gradient conditions: 

- 80% buffer (imidazoles: 10 mM ammonium acetate pH=4.5 corrected by acetic 

acid; hydantoins: 2mM ammonium acetate pH=3.4 corrected by formic acid) and 

20% acetonitrile from start to 14 minutes 

- 10% buffer and 90% acetonitrile from 14 minutes to 19 minutes 

- 50% of each solvent from 19 minutes to 30 minutes. 
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8.2 CHEMISTRY 

 

8.2.1 5,5-diphenyl hydantoins 

Synthesis of 1-[4-(methylsulfanyl)phenyl]-2-phenylethanone ([13]) [195] 

S

O

 

Phenacetyl chloride (24 mmol, 4 ml, 1.25 eq) was added to a suspension of dry 

aluminium chloride (31.6 mmol, 4.2 g, 1.3 eq) in dry DCM (50 ml) under nitrogen 

atmosphere at 0 °C. This temperature was maintained for 30 minutes, then thioanisole 

(24 mmol, 3 ml, 1 eq) was added dropwise over 15 minutes and the mixture was stirred 

at 0 °C. After 2 hours, the reaction mixture was allowed to stir at room temperature 

overnight. The mixture was poured over 50 ml of crushed ice and extracted with DCM 

(20 ml × 3), dried over MgSO4, filtered and bulk solvent removed in vacuo. The crude 

compound was recrystallised from boiling EtOH. 

6.9 g of yellow solid. Yield: 94% 

1H NMR (400 MHz, CDCl3) δ: 2.51 (3H, s, CH3), 4.24 (2H, s, CH2), 7.24-7.30 (7H, m, 

Ph), 7.92 (2H, d, J=8.3 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 14.69, 45.35, 124.96, 126.84, 128.66, 129.04, 129.35, 

132.79, 134.66, 146.01, 196.64 

LC-MS (ESI): m/z 243.1 (M+1) (100) 

 

Synthesis of 1-[4-(methylsulfanyl)phenyl]-2-phenylethan-1,2-dione ([14]) [195] 

S

O

O

 

Selenium dioxide (142 mmol, 15.77 g, 5 eq) was added portionwise to a warm solution 

of [13] (28.47 mmol, 6.89 g, 1 eq) in glacial acetic acid (100 ml) over 5 minutes and the 

reaction mixture was refluxed for 3 hours. The reaction mixture was filtered to remove 

selenium and the filtrate was poured onto crushed ice and extracted with chloroform (20 
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ml × 3). The organic layer was dried over MgSO4, filtered and bulk solvent removed in 

vacuo. 

7.18 g of dark yellow solid. Yield: 98% 

1H NMR (400 MHz, CDCl3) δ: 2.52 (3H, s, CH3), 7.29 (2H, d, J= 8.3 Hz, Ph), 7.51 (2H, t, 

J=7.1 Hz, Ph), 7.64 (1H, t, J=7.1 Hz, Ph), 7.87 (2H, d, J=8.6 Hz, Ph),  7.96 (2H, d, J=7.1 

Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 14.52, 124.99, 127.24, 128.59, 129.09, 129.8, 133.00, 

134.79, 149.90, 193.49, 194.52 

LC-MS (ESI): m/z 257.1 (M+1) (100) 

 

 

Synthesis of 5-[4-[methylsulfanyl)phenyl]-5-phenylimidazoline-2,4-dione ([15]) 

[195] 

S

N
H

NH

O

O

 

A solution of [14] (28.06 mmol, 7.185 g, 1 eq) and urea (33.67 mmol, 2.02 g, 1.2 eq) in 

30% aqueous NaOH (60 ml) and EtOH (240 ml) was refluxed for 3 hours. The reaction 

mixture was then cooled, bulk solvent was removed in vacuo and chilled water (50 ml) 

was added. The mixture was acidified with conc HCl to pH= 1, cooled in an ice bath and 

the precipitated product was isolated by filtration, washing with chilled water. 

4.1 g of dark brown solid. Yield: 50% 

1H NMR (400 MHz, CDCl3) δ: 2.47 (3H, s, CH3), 7.20-7.34 (9H, m, Ph), 8.73 (1H, s, NH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 15.35, 71.42, 123.60, 126.33, 126.74, 127.21, 128.23, 

134.94, 138.39, 139.85, 156.70, 173.59 

LC-MS (ESI): m/z 299.1 (M+1) (100) 
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Synthesis of 5-[4-(methylsulfanyl)phenyl]-5-phenylimidazoline-2,4-dione ([16]) 

[195] 

O2
S

N
H

NH

O

O

 

[15] (13.76 mmol, 4.1 g, 1 eq) was dissolved in THF (50 ml) and Oxone® (68.8 mmol, 

21.12 g, 5 eq) in THF/water (100 ml, 1:1) was added. The mixture was stirred at room 

temperature for 4 hours. After evaporation of THF, the residue was extracted with EtOAc 

(3x20 ml) and dried over MgSO4, filtered and concentrated in vacuo. The crude 

compound was recrystallised in EtOAc at ambient temperature. 

2.09 g of off-white solid. Yield: 46% 

1H NMR (400 MHz, CDCl3) δ:  3.02 (3H, s, CH3), 7.19-7.32 (5H, m, Ph), 7.58 (2H, d, J= 

8.3 Hz, Ph), 7.85 (2H, d, J= 8.3 Hz, Ph), 8.87 (1H, s, NH) 

13C {1H} NMR (100 MHz, CDCl3) δ:  44.1, 71.1, 126.1, 128.3, 128.7, 129.4, 129.6, 136.2, 

139.8, 144.9, 157.0, 174.6; 

 

 

General procedure for the synthesis of [1]-[12] 

K2CO3 (1.1 eq) was suspended in DMF (2 ml) and [16] (1 eq) was added, followed by 

the halide or the mesylate (1 eq). The mixture was stirred at room temperature for three 

hours. The reaction mixture was added to three volumes of water and extracted once 

with EtOAc (10 ml). The organic layer was washed with 5% NaOH and water, dried over 

Na2SO4, filtered and concentrated in vacuo. The crude compound was purified via silica 

column chromatography (EtOAc: Hexane 3:2). 
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5-[4-(methylsulfonyl)phenyl]-5-phenyl-3-(prop-2-en-1-yl)imidazolidine-2,4-dione ([1]) 

[195] 

O2
S

N
H

N

O

O

 

95 mg of pale yellow oil. Yield= 59%. Rt: 9:27 (95.4%) 

1H NMR (400 MHz, CDCl3) δ:   3.03 (3H, s, CH3), 4.16 (2H, d, J= 5.7 Hz, CH2CH=CH2), 

5.21 (2H, d, J= 4.1 Hz, CH2CH=CH2), 5.81 (1H, tt, 1J= 5.7 Hz, 2J= 4.1 Hz, CH2CH=CH2), 

7.01 (1H, s, NH), 7.26-7.28 (2H, m, Ph), 7.36-7.38 (3H, m, Ph), 7.63 (2H, d, J= 8.3 Hz, 

Ph), 7.91 (2H, d, J= 8.3 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ:  41.17, 44.40, 69.89, 118.49, 126.57, 127.84, 128.01, 

129.12, 129.25, 130.52, 138.45, 140.72, 144.82, 156.05, 171.98 

High Res GS-MS m/z: 393 (M++Na, 7), 371 (M++1, 100) 

 

 

3-(4-Fluorobenzyl)-5-[4-(methylsulfonyl)phenyl]-5-phenyl-imidazolidine-2,4-dione ([2]) 

O2
S

N
H

N

O

O F

 

87 mg of yellow oil. Yield: 47%. Rt: 11:25 (98.6%) 

1H NMR (400 MHz, CDCl3) δ:   3.06 (3H, s, CH3), 4.68 (2H, s, CH2), 6.87 (1H, s, NH), 

7.01 (2H, t, J= 8.5 Hz, Ph), 7.19-7.23 (2H, m, Ph), 7.36-7.38 (5H, m, Ph), 7.60 (2H, d, J= 

8.3 Hz, Ph), 7.92 (2H, d, J= 8.3 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ:  42.12, 44.37, 69.88, 115.69 (d, J= 22 Hz), 126.52, 

127.82, 127.98, 129.15, 129.23, 130.38, 130.46, 138.31, 140.70, 144.62, 155.92, 162.49 

(d, J= 246 Hz), 171.22 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -113.78 

High Res GS-MS m/z: 461 (M++Na, 7), 439 (M++1, 100) 
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5-[4-(Methylsulfonyl)phenyl]-5-phenyl-3-(prop-2ynyl)imidazolidine-2,4-dione ([3]) 

O2
S

N
H

N

O

O

 

 

130 mg of pale yellow oil. Yield: 42%. Rt: 9:22 (95.2%) 

1H NMR (400 MHz, CDCl3) δ:   2.26 (1H, t, J= 2.4 Hz, CH2C≡CH), 3.05 (3H, s, CH3), 4.34 

(2H, d, J= 2.4 Hz, CH2C≡CH), 6.13 (1H, s, NH), 7.25-7.28 (2H, m, Ph), 7.38-7.41 (3H, 

m, Ph), 7.63 (2H, d, J= 8.3 Hz, Ph), 7.94 (2H, d, J= 8.3 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ:  28.29, 44.38, 70.00, 72.05, 76.35, 126.67, 127.77, 

128.09, 129.12, 129.20, 138.28, 140.67, 144.64, 154.84, 162.56 

High Res GS-MS m/z: 391 (M++Na, 18), 369 (M++1, 100) 

 

3-Fluoromethyl-5-[4-(methylsulfonyl)phenyl]-5-phenyl-imidazolidine-2,4-dione ([4]) 

O2
S

N
H

N

O

O

F

 

35 mg of white solid. Yield: 23%. Melting point: 204-206 °C. Rt: 9:48 (100%) 

1H NMR (400 MHz, CDCl3) δ:  3.04 (3H, s, CH3), 5.62 (2H, d, J= 51 Hz, CH2F), 7.35-7.37 

(2H, m, Ph), 7.71 (2H, d, J= 8.3 Hz, Ph), 7.93 (2H, d, J= 8.3 Hz, Ph), 7.94-7.99 (3H, m, 

Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 38.45, 76.84, 97.40 (d, J= 40 Hz), 128.68, 129.72, 

130.10, 130.98, 131.02, 140.15, 142.60, 146.52, 155.60, 164.51 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -176.03 

High Res GS-MS m/z: 385 (M++Na, 7), 363 (M++1, 56), 343 (100) 
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3-Methyl-5-[4-(methylsulfonyl)phenyl]-5-phenyl-imidazolidine-2,4-dione ([5]) [195] 

O2
S

N
H

N

O

O

 

80 mg of white solid. Yield: 56%. Melting point: 216-218 °C. Rt: 8:26 (95.2%) 

1H NMR (400 MHz, CDCl3) δ:  : 2.99 (3H, s, NCH3), 3.05 (3H, s, SO2CH3), 6.22 (1H, s, 

NH), 7.20-7.22 (2H, m, Ph), 7.32-7.34 (3H, m, Ph), 7.59 (2H, d, J= 8.3 Hz, Ph), 7.88 (2H, 

d, J= 8.3 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 25.50, 44.43, 76.68, 126.63, 127.84, 128.09, 129.21, 

129.28, 131, 142.50, 147, 154.60, 161.50 

High Res GS-MS m/z: 367 (M++Na, 16), 345 (M++1, 100) 

 

3-(3-Fluoro-propyl)-5-(4-methanesulfonyl-phenyl)-5-phenyl-imidazolidine-2,4-dione ([6]) 

O2
S

N
H

N

O

O

F

 

16 mg of pale yellow oil. Yield: 10%. Rt: 9:42 (95.1%) 

 

1H NMR (400 MHz, CDCl3) δ:  2.06 (2H, dquint, J1= 21.4 Hz, J2= 5.9 Hz, FCH2CH2CH2), 

3.04 (3H, s, SO2CH3), 3.76 (2H, t, J= 5.9 Hz, FCH2CH2CH2), 4.46 (2H, dt, J1= 45.7 Hz, 

J2= 5.9 Hz, FCH2CH2CH2), 6.55 (1H, s, NH), 7.24-7.27 (2H, m, Ph), 7.37-7.39 (3H, m, 

Ph), 7.63 (2H, d, J= 8.3 Hz, Ph), 7.92 (2H, d, J= 8.3 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 28.77 (d, J= 19.8 Hz), 38.90 (d, J= 4.6 Hz), 44.38, 

73.30, 81.55 (d, J= 165 Hz), 126.59, 127.81, 128.04, 129.11, 129.23, 138, 141, 144.5, 

156, 172 

19F {1H} NMR (376.17 MHz, CDCl3) δ: 149.13 

High Res GS-MS m/z: 413 (M++Na, 100), 391 (M++1, 28) 
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3-(3-Iodobenzyl)-5-[4-(methylsulfonyl)phenyl]-5-phenyl-imidazolidine-2,4-dione ([7]) 

O2
S

N
H

N

O

O

I

 

180 mg of yellow oil. Yield: 82%. Rt: 12:58 (95%) 

1H NMR (400 MHz, CDCl3) δ:  3.05 (3H, s, CH3), 4.66 (2H, s, CH2), 6.61 (1H, s, NH), 

7.05 (1H, t, J= 7.76 Hz, Ph), 7.21-7.25 (2H, m, Ph), 7.28-7.39 (4H, m, Ph), 7.59-7.67 

(4H, m, Ph), 7.93 (2H, d, J= 8.36 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ:  41.96, 44.43, 76.68, 94.50, 126.59, 127.60, 127.92, 

128.03, 129.23, 129.34, 130.51, 136.99, 137.28, 137.60, 138.20, 140.80, 144.40, 

155.80, 172.20 

High Res GS-MS m/z: 610 (78), 569 (M++Na, 100) 

 

3-(2-Fluoro-ethyl)-5-(4-methanesulfonyl-phenyl)-5-phenyl-imidazolidine-2,4-dione ([8]) 

O2
S

N
H

N

O

O

F

 

18 mg of pale yellow oil. Yield: 7%. Rt: 7:56 (95.6%). 

1H NMR (400 MHz, CDCl3) δ:  3.05 (3H, s, CH3), 3.90 (2H, dt, J1= 24 Hz, J2= 5.12 Hz, 

CH2CH2F), 4.62 (2H, dt, J1= 46.92 Hz, J2= 5.12 Hz, CH2CH2F), 6.57 (1H, s, NH), 7.26-

7.27 (2H, m, Ph), 7.37-7.38 (3H, m, Ph), 7.63 (2H, d, J= 8.52 Hz, Ph), 7.92 (2H, d, J= 

8.52 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ:   35.80 (d, J= 20 Hz), 40.84, 66.45, 76.14 (d, J= 171 

Hz), 123.09, 124.32, 124.54, 125.68, 125.74, 134.60, 137.10, 141, 152.20, 168.90 

19F {1H} NMR (376.17 MHz, CDCl3) δ: 176.6 

High Res GS-MS m/z: 399 (M++Na, 9), 377 (M++1, 2), 209 (100) 
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3-(4-Fluorobutyl)-5-[4-(methylsulfonyl)phenyl]-5-phenyl-imidazolidine-2,4-dione ([9]) 

O2
S

N
H

N

O

O

F

 

50 mg of yellow oil. Yield: 41%. Rt: 10:09 (95%) 

1H NMR (400 MHz, CDCl3) δ: 1.59-1.75 (4H, m, NCH2CH2CH2CH2F), 3.02 (3H, s, CH3), 

3.61 (2H, t, J= 6.92 Hz, NCH2CH2CH2CH2F), 4.42 (2H, dt, 1J= 47.08 Hz, 2J= 5.72 Hz, 

NCH2CH2CH2CH2F ), 6.25 (1H, s, NH), 7.25-7.28 (2H, m, Ph), 7.36-7.40 (3H, m, Ph), 

7.62 (2H, d, J= 8.76 Hz ,Ph), 7.92 (2H, d, J= 8.76 Hz ,Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 24.09 (d, J= 4.58 Hz), 27.52 (d, J= 19.87 Hz), 38.76, 

44.39, 69.79, 83.16 (d, J= 165.01 Hz), 126.54, 127.85, 127.99, 129.14, 129.27, 138.45, 

140.71, 144.77, 156.25, 171.20 

19F {1H} NMR (376.17 MHz, CDCl3) δ: 183.60 

High Res GS-MS m/z: 427 (M++Na, 100) 

 

3-Benzyl-5-(4-methanesulfonyl-phenyl)-5-phenyl-imidazolidine-2,4-dione ([10]) 

O2
S

N
H

N

O

O

 

21 mg of white solid. Yield: 27%. Melting point: 208-210 °C. Rt: 11:13 (97.2%) 

1H NMR (400 MHz, CDCl3) δ: 3.06 (3H, s, CH3), 4.38 (2H, s, CH2), 6.39 (1H, s, NH), 

7.27-7.40 (8H, m, Ph), 7.59-7.66 (3H, m, Ph), 7.91-7.97 (3H, m, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 45.47, 76.70, 116.02, 118.44, 122.85 12.93, 129.38, 

129.56, 130.09, 133.33, 139.68, 156.24, 171.50 

High Res GS-MS m/z: 443 (M++Na, 100) 
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3-(3-Fluoro-benzyl)-5-(4-methanesulfonyl-phenyl)-5-phenyl-imidazolidine-2,4-dione  

([11]) 

O2
S

N
H

N

O

O

F

 

 

18 mg of white solid. Yield: 14%. Melting point: 106-108 °C. Rt: 11:24 (99.2%) 

1H NMR (400 MHz, CDCl3) δ: 3.07 (3H, s, CH3), 4.73 (2H, s, CH2), 6.52 (1H, s, NH), 7.02 

(1H, td, Ph),  7.09 (dd, 1H, Ph), 7.18 (d, 1H, Ph), 7.21-7.32 (6H, m, Ph), 7.39-7.41 (3H, 

m, Ph), 7.61 (2H, d, J= 8.56 Hz), 7.95 (2H, d, J= 8.56 Hz) 

13C {1H} NMR (100 MHz, CDCl3) δ: 42.31, 44.39, 73.50, 115,70 (d, J= 20 Hz), 123.99, 

126.55, 127.88, 128.01, 129.23, 129.30, 130.37, 138.50 (d, J= 250 Hz), 156.24, 171.50 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -112.06 

High Res GS-MS m/z: 461 (M++Na, 100) 

 

3-(4-Iodo-benzyl)-5-(4-methanesulfonyl-phenyl)-5-phenyl-imidazolidine-2,4-dione ([12]) 

O2
S

N
H

N

O

O I

 

31 mg of pale yellow oil. Yield= 20%. Rt: 12:40 (95.7%) 

1H NMR (400 MHz, CDCl3) δ: 3.06 (3H, s, CH3), 4.66 (2H, s, CH2), 6.67 (1H, s, NH), 7.11 

(2H, d, J= 8.16 Hz, Ph),  7.09 (dd, 1H, Ph), 7.18-7.22 (2H, m, Ph), 7.36-7.38 (3H, m, Ph), 

7.59 (2H, d, J= 8.36 Hz Ph), 7.64 (2H, d, J= 8.36 Hz), 7.91 (2H, d, J= 8.56 Hz) 

13C {1H} NMR (100 MHz, CDCl3) δ: 42.32, 44.39, 69.93, 93.80,126.52, 127.85, 127.99, 

129.19, 129.27, 130.39, 135.07, 137.91, 155,77, 172.07 

High Res GS-MS m/z: 569 (M++Na, 100) 
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General procedure for the synthesis of [18] and [17] 

The alcohol (1 eq) was dissolved in DCM and TEA (1.1 eq) was added. MsCl (1.1 eq) in 

DCM was added dropwise to the cold solution of alcohol. The reaction mixture was 

stirred ad 0-5°C for two hours. The reaction mixture was then washed with water, a 

saturated solution of NaHCO3, water and brine; the organic layer was dried over MgSO4, 

filtered and concentrated in vacuo to yield pure product. 

 

2-Fluoroethylmesylate ([18]) 

F

OMs

 

1.02 g of colourless liquid. Yield: 72% 

1H NMR (400 MHz, CDCl3) δ: 3.05 (3H, s, Ms), 4.44 (2H, dt, J1= 27.92 Hz, J2= 4.08 Hz, 

FCH2CH2), 4.65 (2H, dt, J1= 47.12 Hz, J2= 4.08 Hz, FCH2CH2) 

13C {1H} NMR (100 MHz, CDCl3) δ: 37.64, 68.23 (J= 19.86 Hz), 80.09 (J= 85.65 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: 149.11 

 

2-Fluoropropylmesylate ([17]) 

OMsF

 

1.26 g of colourless liquid. Yield: 80% 

1H NMR (400 MHz, CDCl3) δ: 2.08 (2H, dquint, J1= 23.53 Hz, J2= 5.68 Hz, FCH2CH2CH2), 

2.97 (3H, s, Ms), 4.3 (2H, t, J= 5.68 Hz, FCH2CH2CH2), 4.51 (2H, dt, J1= 39.21 Hz, J2= 

5.68 Hz, FCH2CH2CH2) 

13C {1H} NMR (100 MHz, CDCl3) δ: 26.85 (J= 20.60 Hz),33.94, 62.37 (J= 4.60 Hz), 76.17 

(J= 165 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: 178.85 
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8.2.2 Celecoxib 

4,4,4-Trifluoro-3-hydroxy-1-p-tolyl-but-2-en-1-one [182] 

O OH

CF3

 

4’-methylacetophenone (360 µl, 2.7 mmol, 1 eq) was dissolved in dry THF (15 ml) under 

N2 atmosphere and NaH (60% in mineral oil, 963 mg, 24 mmol, 1.2 eq) was added at 

0°C. After stirring at this temperature for 30 minutes, ethyl trifluoroacetate (390 µl, 3.24 

mmol, 1.2 eq) was added and the reaction mixture was allowed to stir at ambient 

temperature for 5 hours. Afterwards, the reaction mixture was poured into ice water, 

acidified with HCl 2 M and extracted with EtOAc (20 ml × 3). The combined organic layers 

were dried over MgSO4, filtered and bulk solvent was removed in vacuo to yield the crude 

1,3-dione, which was used in the next reaction with no further purification. 

590 mg of yellow oil (crude). 

1H NMR (400 MHz, CDCl3) δ: 0.86 (1H, br s, OH), 2.04 (3H, s, CH3), 7.64 (2H, d, J= 8.4 

Hz, Ph), 7.87 (2H, d, J= 8.4 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 29.69, 93.29 (J= 2.2 Hz), 102.06, 117.10 (J= 280 Hz), 

128.78, 132.23, 138.39, 165.09 (J= 35 Hz), 185.04 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -76.41 

 

4-(5-p-Tolyl-3-trifluoromethyl-pyrazol-1-yl)-benzenesulfonamide  (Celecoxib) 

[182] 

N N
CF3

H2NO2S  

(4-sulfamoylphenyl)hydrazine hydrochloride (630 mg, 2.83 mmol, 1.1 eq) was added to 

a stirred solution of the crude AP1 (590 mg, 2.57 mmol, 1 eq) in EtOH (14 ml). The 

mixture was heated to reflux and stirred for 20 hours. The mixture was allowed to cool 

down, then bulk solvent was removed in vacuo. The residue was dissolved in EtOAc and 

washed with water and brine (10 ml). The organic layer was dried over MgSO4, filtered 

and bulk solvent removed in vacuo to yield the crude final compound, which was purified 

via column chromatography (hexane:EtOAc 4:1) and recrystallised from EtOAc/hexane. 
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294 mg of white solid. Yield (over two steps): 30%. Rt: 13:00 (98.1%). 

1H NMR (400 MHz, CDCl3) δ: 2.37 (3H, s, CH3), 4.20 (2H, s, SO2NH2), 6.90 (1H, s, Py), 

7.15-7.20 (4H, m, Ph), 7.48 (2H, d, J= 8.8 Hz, Ph), 7.92 (2H, d, J= 8.8 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 21.27, 106.89, 117.40 (q, J= 200 Hz), 127.04, 127.22, 

128.31, 128.33, 130.09, 130.73, 141.02, 143.29, 145.12, 147.12 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -63.79 

High Res GS-MS m/z: 382 (M++1, 100) 

 

 

8.2.3 1,5-diphenyl imidazoles 

Synthesis of 4-methylsulfonylaniline ([29]) [205] 

H2N S
 

A mixture of Na2WO4 dihydrate (0.0075 mg, 0.023 mmol), 1 drop of acetic acid and 1.9 

ml of H2O was heated to 65 °C. 4-methyl thioaniline (1.9 ml, 15.29 mmol) was added, 

followed by dropwise addition of H2O2 over 10 minutes (3.45 ml) and the mixture was 

stirred at 65°C for 1.5 hours. After cooling to ambient temperature, 80 ml of HCl 1 M and 

50 ml of CHCl3 were added. The layers were separated and the aqueous phase was 

washed with CHCl3 (50 ml × 3). The aqueous phase was basified to pH= 10 with 25% 

NaOH and washed with brine (50 ml), then dried over MgSO4. Bulk solvent was removed 

in vacuo to yield pure compound. 

1.51 g (8.83 mmol) of yellow solid. Yield: 58% 

1H NMR (400 MHz, CDCl3) δ: 2.98 (3H, s, SO2CH3), 4.20 (2H, s, NH2), 6.69 (2H, d, J= 

8.5 Hz, Ph), 7.66 (2H, d, J= 8.5 Hz, Ph). 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.95, 114.06, 128.78, 129.44, 151.29 
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General procedure for the synthesis of [30]-[39], [50] 

A mixture of [29] (1 eq) and 4-fluorobenzaldehyde (1 eq) in toluene (15 ml) was refluxed 

for two days in a round bottom flask which was charged with dry molecular sieves (3 Å 

pore diameter). Bulk solvent was removed in vacuo and the crude compound was used 

directly in the next reaction. 

 

 (4-Fluoro-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([30]) [205] 

O2S

N

F

 

1.34 g (4.84 mmol) of white solid (crude). 

1H NMR (400 MHz, CDCl3) δ: 3.11 (3H, s, SO2CH3), 7.19 (2H, t, J= 8.3 Hz, Ph), 7.28 

(2H, t, J= 8.3 Hz, Ph), 7.91-7.97 (4H, m, Ph), 8.38 (1H, s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.70, 116.18 (d, J= 22.2 Hz), 121.45, 128.78, 131.30 

(d, J= 9.2 Hz), 131.80 (d, J= 3Hz), 137.24, 156.81, 161.05, 165.17 (d, J= 254 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -106.18 

 

(3-Fluoro-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([31]) [205] 

O2S

N

F

 

1.25 g (4.5 mmol) of light brown solid (crude). 

1H NMR (400 MHz, CDCl3) δ: 3.11 (3H, s, SO2CH3), 7.19 (2H, t, J= 8.3 Hz, Ph), 7.28 

(2H, t, J= 8.3 Hz, Ph), 7.91-7.97 (4H, m, Ph), 8.38 (1H, s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.68, 114.96 (d, J= 22.1 Hz), 119.21 (d, J= 21.4 Hz), 

121.44, 125.48 (d, J= 3.1 Hz), 128.81, 130.51 (d, J= 8.4 Hz), 137.51, 137.65 (d, J= 8.9 

Hz),  156.21, 161.18, 162.8 (d, J= 308 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -111.85 
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(2-Fluoro-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([32]) [205] 

O2S

N F

 

 

1.26 g (4.54 mmol) of light brown solid (crude). 

1H NMR (400 MHz, CDCl3) δ: 3.06 (3H, s, SO2CH3), 7.14-7.29 (4H, m, Ph), 7.51 (1H, s, 

Ph), 7.95 (2H, d, J= 7.7 Hz, Ph), 8.15 (1H, m, Ph), 8.72 (1H, s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.70, 116.07 (d, J= 21.4 Hz), 116.08 (d, J= 22.2 Hz), 

121.57, 124.66 (d, J= 3.9 Hz), 128.04, 128.79, 133.98 (d, J= 8.4 Hz), 137.50, 155.96 (d, 

J= 5 Hz), 156.92, 163.10 (d, J= 260 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -120.354 

 

(5-Fluoro-2methyl-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([33]) 

O2S

N

F

 

596 mg (2.15 mmol) of light brown solid (crude). 

1H NMR (400 MHz, CDCl3) δ:  2.57 (3H, s, CH3), 3.10 (3H, s, SO2CH3), 7.13 (1H, m, Ph), 

7.22-7.31 (3H, m, Ph), 7.81 (1H, d, J= 8.3 Hz, Ph), 7.98 (2H, d, J= 7.7 Hz, Ph), 8.66 (1H, 

s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 14.05, 44.71, 114.03 (d, J= 26.5 Hz), 114.08, 118.91 

(d, J= 22 Hz), 121.47, 128.80 (d, J= 2.3 Hz), 129.67, 132.65 (d, J= 10 Hz), 133.02 (d, J= 

8 Hz), 158.4 (d, J= 280 Hz), 159.9, 162.60  

19F {1H} NMR (376.17 MHz, CDCl3) δ: -112.85 
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(3,4-Difluoro-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([34]) 

O2S

N

F

F

 

1.48 g (5 mmol) of light yellow solid (crude). 

1H NMR (400 MHz, CDCl3) δ: 3.08 (3H, s, SO2CH3), 7.14-7.37 (4H, m, Ph), 7.83 (1H, t, 

J= 8.4 Hz, Ph), 7.97 (2H, d, J= 8.4 Hz, Ph), 8.34 (1H, s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.64, 116.9-118.2 (2C), 121.4, 125.2, 126.3 (2C, J= 

6.8 Hz, J= 3 Hz), 128.2, 128.8, 129.0, 150.8 (dd, J= 249 Hz, J= 12.9 Hz), 152.8 (dd, J= 

254.4 Hz, J= 13 Hz), 156.2, 159.9 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -130.7, -135.8 

 

 

(4-Fluoro-2-methyl-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([35]) 

O2S

N

F

 

660 mg (2.27 mmol) of white solid (crude). 

1H NMR (400 MHz, CDCl3) δ:  2.35 (3H, s, CH3), 3.08 (3H, s, SO2CH3), 6.97 (2H, m, Ph), 

7.17-7.28 (2H, m, Ph), 7.96 (2H, d, J= 8.8 Hz, Ph), 8.08 (1H, m, Ph), 8.66 (1H, s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 19.48, 44.72, 113.84 (d, J= 21.4 Hz), 117.85 (d, J= 

21.4 Hz), 121.47, 128.79, 129.75 (d, J= 3.5 Hz), 130.86 (d, J= 9.2 Hz), 137.12, 142.07 

(d, J= 9.1 Hz), 157.39, 159.90, 164.72 (d, J= 251.4 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -116.47 
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(4-Methoxy-3-fluoro-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([36]) 

O2S

N

O

F

 

435 mg (1.41 mmol) of yellow solid (crude). 

1H NMR (400 MHz, CDCl3) δ: 3.06 (3H, s, SO2CH3), 3.95 (3H, s, OCH3), 7.01-7.03 (1H, 

m, Ph), 7.24-7.27 (1H, m, Ph), 7.54-7.74 (3H, m, Ph), 7.94 (2H, d, J= 8.5 Hz, Ph), 8.29 

(1H, s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.7, 56.2 (d, J= 7.6 Hz), 112.73, 115.24, 115.43, 

121.49, 126.98, 128.77, 137.07, 151.1 (d, J= 20 Hz), 152.4 (d, J= 250 Hz), 156.81, 

160.76 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -133.7 

 

(3,5-Difluoro-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([37])  

O2S

N

F

F

 

 

397 mg (1.34 mmol) of white solid (crude). 

1H NMR (400 MHz, CDCl3) δ: 3.07 (3H, s, SO2CH3), 6.95 (1H, tt, 1J= 8.4 Hz, 2J= 2 Hz, 

Ph), 7.28 (2H, dt, 1J= 8.8 Hz, 2J= 2 Hz, Ph), 7.43 (2H, d, J= 8.6 Hz, Ph), 7.96 (2H, d, J= 

8.6 Hz, Ph), 8.33 (1H, s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.66, 107.41 (t, J= 25.2 Hz), 111.74 (dd, J= 25.9 

Hz, J= 7.6 Hz), 114.08, 121.42, 128.86, 129.48, 138.60 (t, J= 8 Hz), 155.90, 163.15 (dd, 

J= 250 Hz, J= 20 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -108.2, -107.1  
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(3-Fluoro-4-methyl-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([38]) 

O2S

N

F

 

612 mg (2.10 mmol) of pale yellow solid (crude) 

1H NMR (400 MHz, CDCl3) δ: 2.34 (3H, s, CH3), 3.06 (3H, s, SO2CH3), 7.24-7.37 (2H, m, 

Ph), 7.51-7.63 (3H, m, Ph), 7.94 (2H, d, J= 8.5 Hz, Ph), 8.33 (1H, s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 14.9 (d, J= 3.8 Hz), 44.7, 114.5 (d, J= 22.9 Hz), 121.4, 

127.25 (d, J= 3.1 Hz), 128.77, 129.8 (d, J= 17.5 Hz), 131.9 (d, J= 6.4 Hz), 135.2 (d, J= 

7.7 Hz), 137.28, 156.7, 161.3, 161.54 (d, J= 245.2 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -116.11  

 

 

(2-Fluoro-4-methyl-benzylidene)-(4-methanesulfonyl-phenyl)-amine  ([39]) 

O2S

N F

 

180 mg (0.62 mmol) of yellow solid (crude). 

1H NMR (400 MHz, CDCl3) δ: 2.34 (3H, s, CH3), 3.06 (3H, s, SO2CH3), 6.69 (1H, dd, 1J= 

6.7 Hz, 2J= 2.04 Hz, Ph), 7.05  (1H, d, J= 8.0 Hz, Ph), 7.25 (2H, d, J= 8.3 Hz, Ph), 7.66 

(1H, m, Ph), 7.94 (2H, d, J= 8.3 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 21.6, 44.7, 116.3 (d, J= 20.6 Hz), 116.5 (d, J= 20.6 

Hz), 120.5 (d, J= 9.0 Hz), 121.6, 124.6, 127.6 (d, J= 2.3 Hz), 129.4, 145.5 (d, J= 8.4 Hz), 

155.9, 157.1, 163.1 (d, J= 252.9 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -121.25  

 

 

 



135 

 

  

(4-Nitro-benzylidene)-(4-methanesulfonyl-phenyl)-amine ([50]) 

 

O2S

N

NO2

 

7.42 g (24.41 mmol) of impure yellow amorphous solid. 

1H NMR (400 MHz, CDCl3) δ: 3.03 (3H, s, SO2CH3), 7.94 (2H, d, J= 8.4 Hz, Ph), 8.01 

(2H, d, J= 8.8 Hz, Ph), 8.30 (2H, d, J= 8.4 Hz, Ph), 8.33 (2H, d, J= 8.8 Hz, Ph), 8.46 (1H, 

s, N=CH) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.66, 121.46, 124.32, 129.87, 130.47, 138.20, 

139.80, 149.70, 155.80, 159.98 

 

 

General procedure for the synthesis of [40]-[49], [51] 

A mixture of the proper aldimine (1 eq), tosyl methyl isocyanide (1.5 eq) and K2CO3 (2 

eq) in MeOH/DME (2:1, 45 ml) was refluxed for 2 hours. The solvent mixture was 

removed and the residue was redissolved in DCM (15 ml) and washed with brine (10 

ml). The organic phase was dried over MgSO4 and bulk solvent was removed in vacuo. 

The compound was purified via column chromatography using EtOAc as eluent. 

 

5-(4-Fluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([40]) [205] 

F

N
N

O2S
 

916 mg (2.9 mmol) of yellow solid. Yield (over two steps): 33% 

1H NMR (400 MHz, CDCl3) δ: 3.11 (3H, s, SO2CH3), 6.99-7.02 (2H, m, Ph), 7.07-7.09 

(2H, m, Ph), 7.24 (1H, d, J=0.8 Hz, Im), 7.34 (2H, d, J= 8.56 Hz, Ph), 7.74 (1H, d, J=0.8 

Hz, Im), 7.97 (2H, d, J= 8.56 Hz) 
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13C {1H} NMR (100 MHz, CDCl3) δ: 44.41, 115.97 (d, J= 22.2 Hz), 124.75 (d, J= 3.8 Hz), 

125.83, 129.06, 129.84, 130.19 (d, J= 8.4 Hz), 131.94, 138.44, 139.98, 140.86, 162.47 

(d, J= 247.5 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -112.59 

 

5-(3-Fluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([41]) [205] 

N
N

O2S

F

 

480 mg (1.52 mmol) of white solid. Yield (over two steps): 34%  

1H NMR (400 MHz, CDCl3) δ: 3.11 (3H, s, SO2CH3), 6.87-6.89 (2H, m, Ph), 6.98-7.25 

(1H, m, Ph), 7.26-7.31 (1H, m, Ph), 7.32 (1H, d, J= 1.2 Hz, Im), 7.39 (2H, d, J= 8.56 Hz, 

Ph), 7.76 (1H, d, J= 1.2 Hz, Im), 8.01 (2H, d, J= 8.56 Hz) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.47, 115.10 (d, J= 21.4 Hz), 115.17 (d, J= 22.2 Hz), 

123.99 (d, J= 3.1 Hz), 125.87, 129.16, 130.47 (d, J= 8 Hz), 130.51, 130.71 (d, J= 8 Hz), 

131.80, 138.92, 140.16, 140.80, 162.65 (d, J= 250 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -111.49 

 

5-(2-Fluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([42]) [205] 

N
N

O2S

F

 

437 mg (1.38 mmol) of white solid. Yield (over two steps): 47% 

1H NMR (400 MHz, CDCl3) δ: 3.08 (3H, s, SO2CH3), 6.99 (1H, t, J= 6.5 Hz, Ph), 7.16 

(1H, t, J= 6.5 Hz, Ph), 7.24-7.26 (3H, m, Ph+Im), 7.32-7.35 (2H, m, Ph), 7.81 (1H, d, 

J=1.2 Hz, Im), 7.95 (2H, d, J= 6.7 Hz) 
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13C {1H} NMR (100 MHz, CDCl3) δ: 44.46, 116.20 (d, J= 21.4 Hz), 116.96 (d, J= 16 Hz), 

124.61 (d, J= 4.5 Hz), 124.93, 127.08, 129.00, 130.69 (d, J= 7 Hz), 131.14 (d, J= 3.6 

Hz), 131.49, 138.43, 139.75, 141.33, 159.15 (d, J= 250 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -112.48 

 

5-(5-Fluoro-2-methyl-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([43])  

N
N

O2S

F

 

223 mg (0.67 mmol) of yellow solid. Yield (over two steps): 29% 

1H NMR (400 MHz, CDCl3) δ: 1.95 (3H, s, CH3), 3.07 (3H, s, SO2CH3), 6.91 (1H, dd, J= 

8.8 Hz, J= 2.8 Hz, Ph), 6.99 (1H, td, J= 8.8 Hz, J= 2.8 Hz, Ph), 7.15 (1H, dd, J= 8.8 Hz, 

J= 6 Hz, Ph), 7.21 (1H, d, J=1.2 Hz, Im), 7.28 (2H, d, J= 8.8 Hz, Ph), 7.84 (1H, d, J=1.2 

Hz, Im), 7.94 (2H, d, J= 8.8 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 19.34, 44.44, 116.08 (d, J= 20.6 Hz), 117.68 (d, J= 

21.4 Hz), 124.56, 129.09, 129.50 (d, J= 6 Hz), 130.87, 132.06 (d, J= 7.7 Hz), 133.14 (d, 

J= 3.8 Hz), 137.66, 139.64, 140.89, 160.71 (d, J= 243.7 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -116.62 

 

5-(3,4-Difluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([44]) 

N
N

O2S

F

F

 

389 mg (1.16 mmol) of yellow oil. Yield (over two steps): 50% 

1H NMR (400 MHz, CDCl3) δ: 3.11 (3H, s, SO2CH3), 6.79-6.83 (1H, m, Ph), 6.92-6.97 

(1H, m, Ph), 7.05-7.12 (1H, m, Ph), 7.25 (1H, d, J=0.4 Hz, Im), 7.35 (2H, d, J= 8.4 Hz, 

Ph), 7.73 (1H, d, J=0.4 Hz, Im), 7.99 (2H, d, J= 8.4 Hz, Ph) 
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13C {1H} NMR (100 MHz, CDCl3) δ: 44.68, 107.43 (t, J= 25.2 Hz), 111.74 (dd, J= 7.6 Hz, 

J= 19.1 Hz), 114.08, 121.43, 128.87, 129.49, 137.88, 155.88, 159.91 (t, J= 3.1 Hz), 

163.20 (dd, J= 250 Hz, J= 10 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -137.13, -135.73 

 

5-(4-Fluoro-2-methyl-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([45]) 

N
N

O2S

F

 

320 mg (0.97 mmol) of yellow solid. Yield (over two steps): 59% 

1H NMR (400 MHz, CDCl3) δ: 1.96 (3H, s, CH3), 3.00 (3H, s, SO2CH3), 6.08-6.94 (2H, m, 

Ph), 7.09 (1H, s, Ph), 7.13 (1H, d, J=0.8 Hz, Im), 7.19 (2H, d, J= 8.8 Hz, Ph), 7.76 (1H, 

d, J=0.8 Hz, Im), 7.84 (2H, d, J= 8.8 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 21.03, 44.41, 113.22 (d, J= 21.4 Hz), 117.39 (d, J= 

21.4 Hz), 124.39 (d, J= 4 Hz), 124.63, 129.01, 130.76, 132.83 (d, J= 8.4 Hz), 137.46, 

139.55, 140.22 (d, J= 8.4 Hz), 140.98, 162.93 (d, J= 243.7 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -115.45 

 

5-(3-Fluoro-4-methoxy-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([46]) 

N
N

O2S

F

O

 

130 mg (0.37 mmol) of yellow oil. Yield (over two steps): 16% 

1H NMR (400 MHz, CDCl3) δ: 3.11(3H, s, SO2CH3), 3.89 (3H, s, OCH3), 6.80-6.91 (3H, 

m, Ph), 7.23 (1H, d, J=1.2 Hz, Im), 7.37 (2H, d, J= 8.4 Hz, Ph), 7.73 (1H, d, J=1.2 Hz, 

Im), 8.00 (2H, d, J= 8.4 Hz, Ph) 
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13C {1H} NMR (100 MHz, CDCl3) δ: 44.46, 56.19, 113.50 (d, J= 2.3 Hz), 116.21 (d, J= 

19.1 Hz), 121.44 (d, J= 6.9 Hz), 124.55 (d, J= 4.5 Hz), 125.84, 129.09, 129.73, 131.70, 

138.36, 139.98, 140.09, 146.63 (d, J= 13 Hz), 245.9 (d, J= 152.07 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -133.73 

 

5-(3,5-Difluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([47]) 

N
N

O2S

F

F

 

293 mg (0.88 mmol) of white solid. Yield (over two steps): 38% 

1H NMR (400 MHz, CDCl3) δ: 3.01 (3H, s, SO2CH3), 6.61-6.63 (2H, m, Ph), 6.74 (1H, td, 

J= 8.4 Hz, J= 2.4 Hz, Ph), 7.32 (1H, d, J=0.8 Hz, Im), 7.37 (2H, d, J= 8.4 Hz, Ph), 7.74 

(1H, d, J=0.8 Hz, Im), 8.02 (2H, d, J= 8.4 Hz, Ph),  

13C {1H} NMR (100 MHz, CDCl3) δ: 44.48, 103.62 (t, J= 25.2 Hz), 111.06 (dd, J= 19.2 

Hz, J= 7.7 Hz), 125.87, 129.33, 131.08, 131.67 (t, J= 10 Hz), 139.41, 140.46, 162.99 

(dd, J= 250 Hz, J= 14 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -107.88 

 

5-(3-Fluoro-4-methyl-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([48]) 

N
N

O2S

F

 

482 mf (1.45 mmol) of amorphous pale yellow solid. Yield (over two steps): 62% 

1H NMR (400 MHz, CDCl3) δ: 2.26 (3H, s, CH3), 3.10 (3H, s, SO2CH3), 6.74-6.81 (2H, m, 

Ph), 7.10 (1H, t, J= 8 Hz, Ph), 7.26 (1H, d, J=1.2 Hz, Im), 7.37 (2H, d, J= 8.8 Hz, Ph), 

7.73 (1H, d, J=1.2 Hz, Im), 7.99 (2H, d, J= 8.8 Hz, Ph) 
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13C {1H} NMR (100 MHz, CDCl3) δ: 14.33, 44.39, 114.83 (d, J= 22.9 Hz), 123.77 (d, J= 

3.1 Hz), 125.01 (d, J= 16.8 Hz), 125.83, 127.87 (d, J= 9.2 Hz), 129.85, 129.99, 131.88 

(d, J= 5.4 Hz), 135.14, 137.88, 139.98, 140.87, 161.07 (d, J= 244.5 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -115.88 

 

5-(2-Fluoro-4-methyl-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([49]) 

N
N

O2S

F

 

76 mg (0.23 mmol) of pale yellow solid. Yield (over two steps): 32% 

1H NMR (400 MHz, CDCl3) δ: 2.34 (3H, s, CH3), 3.07 (3H, s, SO2CH3), 6.79 (1H, d, J= 

9.6 Hz, Ph), 6.94 (1H, d, J= 8.4 Hz, Ph), 7.11 (1H, t, J= 8.4 Hz, Ph), 7.27 (1H, d, J=1.2 

Hz, Im), 7.32 (2H, d, J= 8.4 Hz, Ph), 7.77 (1H, d, J=1.2 Hz, Im), 7.93 (2H, d, J= 8.4 Hz, 

Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 30.92, 44.48, 116.70 (d, J= 21 Hz), 119.10 (d, J= 25 

Hz), 123.12,124.80, 124.94, 125.33 (d, J= 4 Hz), 128.95, 130.80 (d, J= 5 Hz), 131.21 (d, 

J= 2.6 Hz), 137.01, 138.18, 139.67,160.8 (d, J= 240 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -113.55 

 

5-(4-Nitro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([51]) 

N
N

O2S

O2N

 

5.48 g (15.97 mmol) of yellow amorphous solid. Overall yield (over 2 steps): 40% 

1H NMR (400 MHz, CDCl3) δ: 3.33 (3H, s, SO2CH3), 7.30 (2H, d, J= 8.8 Hz, Ph), 7.41 

(2H, d, J= 8.4 Hz, Ph), 7.47 (1H, d, J= 1.2 Hz, Im), 7.83 (1H, d, J= 1.2 Hz, Im), 8.06 (2H, 

d, J= 8.8 Hz, Ph), 8.19 (2H, d, J= 8.4 Hz, Ph) 
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13C {1H} NMR (100 MHz, CDCl3) δ: 44.43, 124.22, 125.99, 128.34, 129.46, 130.90, 

132.02, 134.99, 140.17, 140.45, 140.76, 147.50 

 

General procedure for the synthesis of [19]-[28], [52] 

A mixture of the appropriate imidazole (1 eq) and NCS (1.05 eq) in CHCl3 (3 ml) was 

refluxed for 18 hours. The mixture was washed with HCl 1 M (2 ml) , NaOH 1 M (2 ml), 

and brine (2 ml). The organic phase was dried over MgSO4, filtered and bulk solvent was 

removed in vacuo. The crude compound was purified via column chromatography using 

EtOAc as eluent. 

 

4-Chloro-5-(4-Fluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([19]) 

[205] 

 

N
N

O2S

Cl
F

 

590 mg (1.68 mmol) of yellow solid. Yield: 58%. Melting point: 163-165 °C. Rt: 10:24 

(97.4%) 

1H NMR (400 MHz, CDCl3) δ: 3.08 (3H, s, SO2CH3), 7.05-7.07 (2H, m, Ph), 7.16-7.17 

(2H, m, Ph), 7.30 (2H, d, J= 8.5 Hz, Ph), 7.66 (1H, s, Im), 7.98 (2H, d, J= 8.5 Hz) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.39, 116.09 (d, J= 21.4 Hz), 122.84 (d, J= 4 Hz), 

123.12, 125.64, 126.02, 129.21, 130.15, 131.58 (d, J= 8.4 Hz), 135.53, 140.42, 162.65 

(d, J= 250 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -111.16 

High Res GS-MS m/z: 351 (M++1, 100) 
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4-Chloro-5-(3-Fluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([20]) 

[205] 

N
N

Cl

F

O2S
 

165 mg (0.47 mmol) of yellow solid. Yield: 31%. Melting point: 170-172 °C. Rt: 10:28 

(99.4%) 

1H NMR (400 MHz, CDCl3) δ: 3.12 (3H, s, SO2CH3), 6.86 (1H, dt, J= 8 Hz, J= 1.2 Hz, 

Ph), 6.89 (1H, dt, J= 9.6 Hz, J= 1.2 Hz, Ph),  6.99 (1H, tdd, J= 8 Hz, J= 1.2 Hz, Ph), 7.22-

7.28 (3H, m, Ph), 7.61 (1H, s, Im), 7.99 (2H, d, J= 8.4 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.42, 115.81 (d, J= 21.4 Hz), 116.58 (d, J= 22.9 Hz), 

125.38 (d, J= 4 Hz), 125.63, 128.79 (d, J= 8 Hz), 129.26, 130.44 (d, J= 9.1 Hz), 130.64, 

130.73, 135.94, 140.34, 140.53, 162.55 (d, J= 250 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -111.18 

High Res GS-MS m/z: 351 (M++1, 100) 

 

4-Chloro-5-(2-Fluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([21]) 

[205] 

N
N

O2S

F
Cl

 

138 mg (0.39 mmol) of yellow solid. Yield: 28%. Melting point: 142-144 °C. Rt: 9:58 

(97.2%) 

1H NMR (400 MHz, CDCl3) δ: 3.07 (3H, s, SO2CH3), 7.00 (1H, t, J= 8.3 Hz, Ph), 7.24-

7.29 (3H, m, Ph), 7.31-7.42 (2H, m, Ph), 7.71 (1H, s, Im), 7.94 (2H, d, J= 8.8 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.42, 115.13 (d, J= 15.5 Hz), 116.23 (d, J= 21.3 Hz), 

121.78, 124.73 (d, J= 6 Hz), 129.10, 131.47, 131.63 (d, J= 9 Hz), 132.09 (d, J= 3 Hz), 

133.71, 135.77, 140.27, 140.78, 159.35 (d, J= 250 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -111.36 
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High Res GS-MS m/z: 351 (M++1, 100) 

 

4-Chloro-5-(3,4-difluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([22]) 

N
N

O2S

Cl

F

F

 

51 mg (0.14 mmol) of off-white solid. Yield: 12%. Melting point: 173-175 °C. Rt: 10:53 

(98.1%) 

1H NMR (400 MHz, CDCl3) δ: 3.08 (3H, s, SO2CH3), 6.86-6.88 (1H, m, Ph), 7.04-7.09 

(1H, m, Ph), 7.12-7.17 (1H, m, Ph), 7.31 (2H, d, J= 8.4 Hz, Ph), 7.64 (1H, s, Im), 7.99 

(2H, d, J= 8.4 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.42, 118.01 (dd, J= 16.8 Hz, J= 6Hz), 118.80 (dd, 

J= 18.3 Hz, J= 8 Hz), 121.04, 121.90, 125.68, 126.17 (dd, J= 7 Hz, J= 4 Hz), 129.37, 

133.54 (dd, J= 8 Hz, J= 4 Hz), 135.95, 140.16, 140.77, 150.27 (dd, J= 255 Hz, J= 20 

Hz), 250.35 (dd, J= 250 Hz, J= 20 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -135.65, -135.37 

High Res GS-MS m/z: 369 (M++1, 100) 

 

4-Chloro-5-(5-fluoro-2-methyl-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole   

([23])   

N
N

O2S

Cl

F

 

54 mg (0.15 mmol) of yellow oil. Yield= 22%. Rt: 10:53 (99.5%) 

1H NMR (400 MHz, CDCl3) δ: 1.95 (3H, s, CH3), 2.99 (3H, s, SO2CH3), 6.82 (1H, dd, J= 

8.8 Hz, J= 2.8 Hz, Ph), 6.98 (1H, td, J= 8.8 Hz, J= 2.8 Hz, Ph), 7.14 (1H, dd, J= 8.8 Hz, 

J= 5.6 Hz, Ph), 7.19 (2H, d, J= 8.4 Hz, Ph), 7.68 (1H, s, Im), 7.87 (2H, d, J= 8.4 Hz, Ph) 
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13C {1H} NMR (100 MHz, CDCl3) δ: 19.02, 44.39, 116.97 (d, J= 20.6 Hz), 118.01 (d, J= 

21.4 Hz), 123.05, 124.50, 127.96 (d, J= 9 Hz), 129.23, 131.02, 132.15, 132.24, 134.07 

(d, J= 3 Hz), 135.31, 140.30 (d, J= 10 Hz), 160.65 (d, J= 250 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -116.64 

High Res GS-MS m/z: 365 (M++1, 100) 

 

4-Chloro-5-(4-fluoro-2-methyl-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole   

([24]) 

 

N
N

O2S

Cl
F

 

126 mg (0.34 mmol) of yellow oil. Yield: 35%. Rt: 10:54 (96.6%). 

1H NMR (400 MHz, CDCl3) δ: 2.05 (3H, s, CH3), 3.05 (3H, s, SO2CH3), 6.89-6.97 (2H, m, 

Ph), 7.12 (1H, dd, J= 8.4 Hz, J= 5.6 Hz, Ph), 7.23 (2H, d, J= 8.8 Hz, Ph), 7.74 (1H, s, 

Im), 7.92 (2H, d, J= 8.8 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 14.16, 44.36, 113.56 (d, J= 22.1 Hz), 117.55 (d, J= 

21.4 Hz), 122.46 (d, J= 3 Hz), 124.6, 125.59, 129.14, 130.98, 133.24 (d, J= 8.4 Hz), 

135.16, 140.11, 140.43, 141.13 (d, J= 8.4 Hz), 163.29 (d, J= 248.3 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -110.89 

High Res GS-MS m/z: 365 (M++1, 100) 

 

4-Chloro-5-(3-fluoro-4-methoxy-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-

imidazole   ([25]) 

N
N

O2S

Cl
O

F

 

73 mg (0.19 mmol) of yellow oil. Yield= 51%. Rt: 10:01 (98.8%) 
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1H NMR (400 MHz, CDCl3) δ: 3.12 (3H, s, SO2CH3), 3.91 (3H, s, OCH3), 6.87-6.98 (3H, 

m, Ph), 7.33 (2H, d, J= 8.4 Hz, Ph), 7.65 (1H, s, Im), 7.99 (2H, d, J= 8.4 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.42, 56.14, 113.37, 113.39, 117.36 (d, J= 20 Hz), 

119.28 (d, J= 7.4 Hz), 125.62, 125.74, 126.04 (d, J= 3.1 Hz), 129.21, 130.05, 135.43, 

140.40 (d, J= 4.6 Hz), 148.03 (d, J= 12 Hz), 151.95 (d, J= 250 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -133.48 

High Res GS-MS m/z: 381 (M++1, 100) 

 

4-Chloro-5-(3,5-difluoro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole   

([26]) 

N
N

O2S

Cl

F

F

 

51 mg (0.14 mmol) of white solid. Yield= 16%. Melting point: 186-188 °C. Rt: 10:52 

(99.3%) 

1H NMR (400 MHz, CDCl3) δ: 3.09 (3H, s, SO2CH3), 6.72 (2H, dt, J= 8 Hz, J= 1.6 Hz, 

Ph), 6.79 (1H, tt, J= 8 Hz, J= 1.6 Hz, Ph), 7.32 (2H, d, J= 8.4 Hz, Ph) 7.65 (1H, s, Im), 

8.01 (2H, d, J= 8.4 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.45, 104.51 (t, J= 25 Hz), 112.55 (dd, J= 18.9 Hz, 

J= 3.9 Hz), 118.35, 119.70, 125.64, 129.45, 136.40, 140.04, 140.90, 145.10 (t, J= 7 Hz), 

158.70 (dd, J= 225 Hz, J= 10 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -107.58 

High Res GS-MS m/z: 369 (M++1, 100) 
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4-Chloro-5-(3-fluoro-4-methyl-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole 

([27]) 

N
N

O2S

Cl

F

 

182 mg (0.5 mmol) of white solid. Yield= 34%. Melting point: 184-186 °C. Rt: 11:16 

(99.8%) 

1H NMR (400 MHz, CDCl3) δ: 2.26 (3H, s, CH3), 3.07 (3H, s, SO2CH3), 6.79 (1H, dd, J= 

8 Hz, J= 1.6 Hz, Ph), 6.88 (1H, dd, J= 8 Hz, J= 1.6 Hz, Ph), 7.13 (1H, t, J= 8 Hz, Ph), 

7.30 (2H,d, J= 8.4 Hz, Ph), 7.63 (1H, s, Im), 7.96 (2H, d, J= 8.4 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 14.47, 44.43, 116.17 (d, J= 23.7 Hz), 125.13 (d, J= 

3.9 Hz), 125.62, 125.87 (d, J= 22.9 Hz), 125.90, 125.92, 129.20, 130.29, 135.64, 131.87 

(d, J= 6.2 Hz), 139.09, 140.43 (d, J= 5 Hz), 161.01 (d, J= 244.4 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -115.48 

High Res GS-MS m/z: 365 (M++1, 100) 

 

4-Chloro-5-(2-fluoro-4-methyl-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole 

([28])  

N
N

O2S

Cl
F

 

31 mg (0.085 mmol) of yellow oil. Yield= 37%. Rt: 10:59 (99.5%) 

1H NMR (400 MHz, CDCl3) δ: 2.35 (3H, s, CH3), 3.01 (3H, s, SO2CH3), 6.75 (1H, d, J= 8 

Hz, Ph), 6.97 (1H, d, J= 8 Hz, Ph), 7.22 (1H, s, Ph), 7.25 (2H, d, J= 8.4 Hz, Ph), 7.65 

(1H, s, Im), 7.88 (2H, d, J= 8.4 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 21.35, 44.42, 111.95 (d, J= 15 Hz), 116.75 (d, J= 

21.4 Hz), 117.95 (d, J= 9 Hz), 124.77, 125.52 (d, J= 3 Hz), 129.06, 130.64, 131.40, 

135.54, 140.17, 140.80, 142.68 (d, J= 8 Hz), 159.25 (d, J= 250 Hz) 

19F {1H} NMR (376.17 MHz, CDCl3) δ: -112.51 
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High Res GS-MS m/z: 365 (M++1, 100) 

 

4-Chloro-5-(4-Nitro-phenyl)-1-(4-methanesulfonyl-phenyl)-1H-imidazole ([52]) 

 

N
N

O2S

O2N
Cl

 

1.63 g (4.32 mmol) of yellow solid. Yield: 27% 

1H NMR (400 MHz, CDCl3) δ: 3.08 (3H, s, SO2CH3), 7.32 (2H, d, J= 8.4 Hz, Ph), 7.37 

(2H, d, J= 8.8 Hz, Ph), 7.71 (1H, s, Im), 8.00 (2H, d, J= 8.4 Hz, Ph), 8.19 (2H, d, J= 8.8 

Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.38, 124.02, 125.74, 127.88, 128.83, 129.55, 

130.08, 131.99, 133.27, 13.05, 139.99, 141.09, 147.30 

High Res GS-MS m/z: 378 (M++1, 100) 

 

Synthesis of 4-[5-Chloro-3-(4-methanesulfonyl-phenyl)-3H-imidazol-4-yl]-

phenylamine ([53]) 

Iron powder (2.42 g, 43.32 mmol, 10 eq) and concd HCl (1.96 ml) were added to a 

solution of the [52] (1.63 g, 4.32 mmol, 1 eq) in EtOH (100 ml) and H2O (25 ml) and the 

reaction mixture was heated to reflux for 90 minutes. Any iron powder left was removed 

by gravity filtration and the volume was reduced in vacuo. EtOAc (50 ml) was added and 

the organic layer was dried with MgSO4. The organic layer was filtered and bulk solvent 

was removed in vacuo to yield pure compound. 

N
N

O2S

Cl
H2N

 

811 mg (2.34 mmol) of yellow amorphous solid. Yield: 54% 
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1H NMR (400 MHz, CDCl3) δ: 2.15 (2H, s, NH2), 3.06 (3H, s, SO2CH3), 6.60 (2H, d, J= 

8.1 Hz, Ph), 6.94 (2H, d, J= 8.1 Hz, Ph), 7.30 (2H, d, J= 8.3 Hz, Ph), 7.61 (1H, s, Im), 

7.93 (2H, d, J= 8.3 Hz, Ph) 

13C {1H} NMR (100 MHz, CDCl3) δ: 44.44, 114.97, 116.26, 125.61, 127.30, 128.99, 

130.92, 134.80, 139.93, 140.92, 145.62, 146.85 

 

Synthesis of {4-[5-Chloro-3-(4-methanesulfonyl-phenyl)-3H-imidazol-4-yl]-

phenyl}-dimethyl-amine ([54]) 

[53] (811 mg, 2.34 mmol, 1 eq) was dissolved in EtOH (25 ml) and K2CO3 (1.61 g, 11.7 

mmol, 5 eq) and a large excess of MeI (1.54 ml, 23.4 mmol, 10 eq) were added. The 

reaction mixture was refluxed for 24 hours. EtOH was removed in vacuo, the solid was 

dissolved in DCM (50 ml) and washed with water (10 ml). The volume of DCM was 

reduced in vacuo to ca. 10 ml and the suspended solid was filtered to yield pure 

compound.  

N
N

O2S

Cl
N

 

115 mg (0.31 mmol) of yellow solid. Yield: 13% 

1H NMR (400 MHz, CDCl3) δ: 2.99 (6H, s, N(CH3)2), 3.09 (3H, s, SO2CH3), 6.65 (2H, d, 

J= 8.8 Hz, Ph), 7.04 (2H, d, J= 8.8 Hz, Ph), 7.35 (2H, d, J= 8.4 Hz, Ph), 7.62 (1H, s, Im), 

7.96 (2H, d, J= 8.4 Hz, Ph) 

1H NMR (400 MHz, D2O) δ: 3.28 (6H, s, N(CH3)2), 3.54 (3H, s, SO2CH3), 7.44 (2H, d, J= 

8.8 Hz, Ph), 7.53 (2H, d, J= 8.8 Hz, Ph), 7.94-7.98 (4H, m, Ph), 8.18 (1H, s, Im) 

13C {1H} NMR (100 MHz, D2O) δ: 41.42, 55.29, 118.46, 121.26, 123.50, 124.74, 127.02, 

127.11, 129.83, 135.78, 137.23, 138.42, 144.51 

 

Synthesis of Trifluoro-methanesulfonate{4-[5-chloro-3-(4-methanesulfonyl-

phenyl)-3H-imidazol-4-yl]-phenyl}-trimethyl-ammonium ([55]) 

[54] (50 mg, 0.14 mmol, 1 eq) was added to a dry flask and dissolved in dry DCM (8 ml) 

under nitrogen atmosphere. Methyl triflate (16 µl, 0.14 mmol, 1 eq) was added and the 
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solution was stirred overnight at RT. The red solid suspended was filtered. Diethyl ether 

(5 ml) was added to the filtrate to precipitate a white solid, which was filtered to yield pure 

trimethyl ammonium triflate. 

 

N
N

O2S

Cl
N

S

O

O

O

F

F
F

 

 

16 mg (0.03 mmol) of white solid. Yield= 23% 

1H NMR (400 MHz, D2O) δ: 3.09 (3H, s, SO2CH3), 3.42 (6H, s, N(CH3)3), 7.31-7.34 (4H, 

m, Ph), 7.60 (2H, d, J= 8.8 Hz, Ph), 7.81 (2H, d, J= 8.8 Hz, Ph), 7.83 (1H, s, Im) 

1H NMR (400 MHz, D2O) δ: 43.04, 56.94, 121.22, 123.47, 125.51, 127.24, 128.51, 

129.35, 132.25, 136.42, 137.52, 141.33, 143.75, 144.10 (J= 200 Hz) 

19F {1H} NMR (376.17 MHz, D2O) δ: -78.83 

High Res GS-MS m/z: 390 (cation M+, 100)  

 

8.3 BIOLOGY 

8.3.1 Purified enzymes assays 

Colourimetric COX assay kits were purchased from Cayman Chemical and used 

according to manufacturer’s instructions. Imidazoles were tested by Dr Cawthorne. 

 

8.3.2 Whole cell assays 

RAW 264.7 (purchased from American Type Culture Collection), passage 5-12, were 

grown in a 6 well plates in Dulbecco’s modified Eagles medium (DMEM) + 10% FBS until 

they reached 40% confluence; the medium was removed and cells were washed with 

serum free DMEM, which was then added to the wells. LPS (200 ng/ml) and IFN-γ (10 

u/ml) were then added to induce COX-2 expression, and cells were incubated for 7 hours 

at 37 °C. DMSO or inhibitors dissolved in DMSO were then added at several 
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concentrations, and cells were incubated for 30 minutes. Arachidonic acid was then 

added (10 µM/l) and cells were incubated for 20 minutes.  

For the assessment of extracellular PG levels, supernatants were collected and used 

according to the manufacturer’s instructions (Cayman Chemical, R&D Systems). 

For the assessment of intracellular PGE2 levels, supernatants were removed, cells were 

washed with DMEM, and lyses with the cell lysis agents provided by the manufacturer. 

PGE2 levels were then analysed via ELISA according to the manufacturer’s instructions 

(GE Healthcare). 

 

8.4 RADIOCHEMISTRY 

8.4.1 [18F]fluoride production 

[18F]fluoride was produced by Goncalo dos santos Clemente, in the PET Research 

Facility at The University of Hull, via the 18O(p,n)18F reaction and delivered as [18F]fluoride 

in [18O]water with a typical activity of 1 GBq. A smaller quota of 140 MBq was collected 

in a separate 2 ml clear glass vial for each reaction; this quota was dried under 

compressed air at 100-110 °C adding small volumes of dry ACN (250 µl × 3) over 20 

minutes. 

 

8.4.2 Radiolabelling 

A vial or a MW vessel were charged with Kryptofix 2.2.2 (2 mg), precursor (2 or 6 mg) 

and a base (K2CO3 or KHCO3, 2 mg). Dry [18F]fluoride was dissolved in dry solvent (DMF, 

DMSO, NMF, ACN, 50, 250 or 500 µl) and transferred in the vial/MW vessel; the mixture 

was heated at different temperatures (in the 100-180 ◦C range) for a time ranging from 5 

minutes to 40 minutes. The reaction was monitored via radioTLC (silica plates, eluent 

ACN:buffer 1:1). 

The MW reactor used was a CEM discover SP. The reactions were performed with a 

ramp time of 1 minute and at full power. 
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9. APPENDIX 

9.1 1H NMR spectra of novel compounds 

 

Figure 29: 1H NMR spectrum of [2]. 
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Figure 30: 1H NMR spectrum of [3]. 

 

Figure 31: 1H NMR spectrum of [4]. 



153 

 

  

 

Figure 32: 1H NMR spectrum of [6]. 

 

 

Figure 33: 1H NMR spectrum of [7]. 
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Figure 34: 1H NMR spectrum of [8]. 

 

Figure 35: 1H NMR spectrum of [9]. 
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Figure 36: 1H NMR spectrum of [10]. 

 

Figure 37: 1H NMR spectrum of [11]. 
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Figure 38: 1H NMR spectrum of [12]. 

 

 

Figure 39: 1H NMR spectrum of [22]. 
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Figure 40: 1H NMR spectrum of [23]. 

 

 

Figure 41: 1H NMR spectrum of [24]. 
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Figure 42: 1H NMR spectrum of [25]. 

 

 

Figure 43: 1H NMR spectrum of [26]. 
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Figure 44: 1H NMR spectrum of [27]. 

 

 

Figure 45: 1H NMR spectrum of [28]. 
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9.2 Some HPLC data of the final compounds 

 

Figure 46: HPLC chromatogram of celecoxib 
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Figure 47: HPLC chromatogram of [5] 

 

Figure 48: HPLC chromatogram of [11] 
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Figure 49: HPLC chromatogram of [19] 

 

Figure 50: HPLC chromatogram of [27] 
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9.3 Colourimetric assay data 

Figures below show the IC50 curves obtained when screening the imidazoles for COX-2 

inhibition with the colourimetric assay kits. 

 

Figure 51: IC50 curve of celecoxib, used as a reference compound. 

 

Figure 52: IC50 curve of [19]. 

IC
50

 = 1.9 µM 
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Figure 53: IC50 curve of [20]. 

  

Figure 54: IC50 curve of [21]. 

 

Figure 55: IC50 curve of [22]. 
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Figure 56: IC50 curve of [24]. 

 

 

Figure 57: IC50 curve of [25]. 

 

Figure 58: IC50 curve of [26]. 
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Figure 59: IC50 curve of [27]. 

 

 

Figure 60: IC50 curve of [28]. 

 

9.4 ELISA data 

The data below show the conflicting results obtained when RAW 264.7 cells were treated 

to induce the expression of COX-2 with LPS and IFN-γ and PG levels were assayed via 

ELISA. 

The several attempts were run following the manufacturer’s instructions (Cayman 

Chemical, GE Healthcare, R&D Systems). [222]  

 

 

 

 

IC
50

 = 0.4µM 

IC
50

 = 1.2µM 
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9.4.1 Cayman Chemical ELISA assay 

The assay was performed with [19] and celecoxib as a reference compound. IC50 curves 

for both inhibitors could not be fitted, as the percent inhibition resulted in negative values. 

Figure 43 shows the binding saturation curve of [19]. 

 

 

Figure 61: binding saturation curve of [19], as assessed via Cayman Chemical ELISA kit. The grey plot is 

the average between the duplicates, shown in orange and blue. 

 

9.4.2 GE Healthcare ELISA assay 

The assay was performed by analysing intracellular levels of PGE2, when cells were 

induced to express COX-2 and then treated with celecoxib, [19], [20] and [21] at 

concentrations concentrations between 25 nM and 5 µM. Absorbance values were 

mostly in the 0.5-0.6 range, which resulted in almost homogeneous inhibition. 
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Figure 62: binding saturation curve of [19], as assessed via GE Healthcare ELISA kit. The grey plot is the 

average between the duplicates, shown in orange and blue. 

 

 

Figure 63: binding saturation curve of [20], as assessed via GE Healthcare ELISA kit. The grey plot is the 

average between the duplicates, shown in orange and blue. 
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Figure 64: binding saturation curve of [21], as assessed via GE Healthcare ELISA kit. The grey plot is the 

average between the duplicates, shown in orange and blue. 

 

 

9.4.3 R&D Systems ELISA assay 

The R&D kit system was tested using only few conditions, in order to optimise the 

protocol before assaying the imidazoles. The conditions tested were with either high 

concentrations of celecoxib or no celecoxib at all with LPS and IFN-γ induced cells, and 

cells that were not treated to induce COX-2. 

Table 18 shows the incongruences observed when running the assay several times, in 

the same conditions. As the absorbance read at the end of the assay is inversely 

proportional to the concentration of PGE2 in the sample, only assay 1 showed somewhat 

favourable results, which were not replicated in the following assays.  
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Table 18: comparison of absorbance at 450 nm in all the R&D Systems ELISA assays performed. The 

data below were recorded 10 minutes after adding the stop solution. 

Well Absorbance at 450 nm 

Assay 1 Assay 2 Assay 3 Assay 4 

NSB 0.077 0.069 0.178 0.092 

Well 1.4 1.207 1.157 1.42 

No induction 1.54 0.18 1.047 1.159 

No induction 1.273 0.123 0.98 0.672 

LPS + IFN-γ 1.131 0.807 3.109 0.985 

LPS + IFN-γ 0.541 0.615 2.185 1.198 

celecoxib + 

LPS + IFN-γ 
0.911 0.908 2.904 1.059 

celecoxib + 

LPS + IFN-γ 
0.921 0.957 1.419 0.394 
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