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Abstract

The work in this project reports: (1) the preparation of the mixed oxide carbonates; Sr2CuO2(CO3),

Sr1.8Ba0.2CuO2(CO3) and Sr1.75Ca0.25CuO2(CO3) via direct reaction of the parent oxides

with CO2, (2) the extraction of CO2 to re-form the original oxides and (3) a Density Func-

tional Theory (DFT) model for understanding the thermodynamics and structural changes of

Sr2CuO3 reacting with CO2, forming Sr2CuO2(CO3).

The one-dimensional structured series of Sr2−xAxCuO3 (A = Ca, Ba and x = 0 – 2) was di-

rectly reacted with CO2, forming oxide carbonates. An alternating gaseous approach was

used so CO2 would react within the anion vacancies of these compounds at specific tempera-

tures. Identical reaction parameters were used for barium and strontium compounds, however

calcium compounds required a longer residence time. This has been attributed to the smaller

anion vacancies and lower CO2 reaction affinity. In all cases CO2 could be removed from

the oxide carbonates to re-form the original oxides for consequent reactions. The structural

changes as well as carbonate formation were studied using a DFT model. This showed how

atomic positioning changes when forming Sr2CuO2(CO3) from the original oxide. An ∆Hrxn

value was calculated which included the enthalpy of structural rearrangement, ∆Hstructure, and

formation of the carbonates, ∆Hcarbonate. This provides an insight into the thermodynamics

involved when forming mixed oxide carbonates from an oxide.

Ce2MnN3 and the Sr2−xBaxPdO3 (x = 0 – 2) series are both isostructural to Sr2CuO3 and

were also investigated. Sr2−xBaxPdO3 compounds indicated only surface carbonates whilst

Ba2PdO3 resulted in Ba11Pd11O20(CO3)2, BaCO3 and Pd metal. CO2 splitting has been

proposed to occur with Ce2MnN3, resulting in reactions with O2 forming CeO2 and MnO2.
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Chapter 1

Introduction

1.1 Carbon Capture and Storage (CCS)

As a result of mass global industrialisation, the amount of CO2 released into our atmosphere

is increasing on a global scale.1–3 In 2017 it was reported that approximately 36.8 Gt of CO2

was released into the atmosphere.4 CO2 adsorbs the heat from the Sun’s radiation that is re-

flected off the Earth’s surface. This "trapping" of heat causes the Earth’s surface temperature

to increase unnaturally, resulting in man made climate change. A report by the International

Panel on Climate Change (IPCC) predicts a rise in global temperature of up to 1.9 ◦C by

2100.5 As a result, global efforts have been made to either store or utilise CO2 to prevent its

release into the atmosphere.

Utilisation of CO2 is an attractive approach as it redirects the greenhouse gas towards different

chemical processes, such as preparing fuels and other chemicals.6, 7 This is an advantageous

alternative compared to simple CO2 storage, as not only is the gas removed from industrial

emissions, but it can also be used towards preparing materials. Some of the common types

of materials which can be prepared from utilising CO2 include, carbonates MCO3, ureas

(RHN)2CO and polycarbonates.8, 9

There are three primary approaches in which CO2 can be captured from emissions within

industry. These are post-combustion, pre-combustion and oxyfuel combustion.10, 11

12



• Post-combustion capture: this involves dissolving the CO2 in amine-based solutions.

The CO2 can then be removed from the liquid to be compressed and stored externally

underground.

• Pre-Combustion capture: the fuel is pre-treated by being converted into a mix of hy-

drogen and CO2. The gases are then separated so CO2 can be stored separately.

• Oxyfuel combustion: this has the fuel source burned in pure oxygen instead of air

to produce a more concentrated stream of CO2. This will have less alternative gases

within the steam which makes the separation process easier.

The current types of carbon capture and storage (CCS) materials used within industry are

amine-based (NH2R’), solvents.12 However due to their limitations alternative materials have

also been investigated such as metal organic frameworks (MOFs), zeolites (natural and syn-

thetic) as well as alkaline earth metal oxides (Ca/MgO).13, 14

Amine solvents are used as the primary pre/post-combustion method for the absorption of

CO2. This type of CO2 capture has been described as the "wet-scrubbing" approach and

is carried out at high pressures and low temperatures.13,15,16 When CO2 is released from

industrial emissions it is passed into a chamber containing an amine based solution. This

solution acts to separate the CO2 from the gas flow and have it stored as a bicarbonate.

The CO2 enriched amine solution is then piped into a separate vessel and heated in order

to recover the amine solution. The regenerated solution is then piped back into the system

for further reactions with the CO2 collected and stored.17 A schematic of how this process

operates within an industrial environment is shown in Figure 1.1. The main type of amine

solvent which is used is monoethanolamine (MEA) (NH2CH2CH2OH).

13



Figure 1.1: Schematic of the layout of the absorption of CO2 from a monoethanolamine

(MEA) solution in an industrial environment.

Currently MEA is used as the benchmark solvent for all CCS applications within indus-

try.12, 18 However different types of amines solvents have been developed, such as secondary

and tertiary amine molecules for capturing CO2 on an industrial scale.19 The absorption

process itself occurs when CO2 reacts with H2O within the solution to produce a carbonic

acid.20, 21 The amine group from the MEA then reacts to strip a H+ producing a bicarbonate

with a monoethanolammonium ion. The reaction mechanism between CO2 and the amine

solution is illustrated in Figure 1.2, to explain this process step by step.

Figure 1.2: A reaction mechanism between CO2, H2O and monoethanolamine resulting in

CO2 being captured in the form of a bicarbonate

14



The benefit of using amine-solvents for CO2 capture is that the initial molecules can be regen-

erated after use with the CO2 removed and stored separately. However, these materials have

limitations and various drawbacks. These include safety concerns when being used on a large

industrial scale, as well as the chemical limitations of amine solvents as they can degrade in

the presence of O2, SOx and NOx which are also present in the emissions flow.22, 23 Due to

the limitations of this type of approach various solid based materials have been investigated

as an alternative.

1.2 Solid Materials for CO2 Capture and Utilisation type

1.2.1 Zeolite towards CO2 storage

One of the most well researched class of materials in the field of CO2 capture and storage, are

porous, which are based on aluminosilicate minerals i.e zeolites.24–26 These have been used

for a variety of applications based upon their porous structure and ion-exchange properties.27

Their crystalline framework is built from SiO4 and AlO4 tetrahedra that are interlinked and

can form a regular array of pores varying from 0.5-1.2 nm in size.28 In these structures Si4+

cations are partially substituted by Al3+, which result in a negatively charged structure that

is balanced from the insertion of exchangeable metal cations such as Na+, K+, Ca2+ and

Mg2+, inserted throughout the pores and framework of the structure.

Both naturally occurring (X and Y Faujasite) and synthetic, for example (5A and 13X) type

zeolites have been investigated for the physisorption of CO2 from an emissions flow.29, 30

The chemical properties of zeolites can be readily changed by altering the Si:Al cation ratio.

The adsorption process of CO2 is via an ion-induced dipole interaction from the metal cations,

present at the surface of the pores.31 As CO2 molecules enter into the zeolite pores it becomes

attracted to the surface via attractive dispersion forces. Figure 1.3 shows the change in the

electron densities resulting in a δ - charge on either side of a CO2 molecule when attracted to

a metal cation.
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(metal ion)x+…. δ−O=C=Oδ− 
δ+ 

(metal ion)x+…. δ−O=C=Oδ− 
δ+ 

(metal ion)x+…. δ−O=C=Oδ− 
δ+ 

Figure 1.3: A representation of CO2 being attracted to a metal ion via attractive dispersion

forces in zeolites.

The strength of the attractive forces between the zeolite material to CO2 depends on the

type of metal cations present. These forces can be stronger when cations of high charge to

density ratio are used. However, these types of forces are not as strong as covalent bonds,

this allows CO2 to be desorbed from the surfaces of the pores so the material can be used

for further capturing cycles. The size of the pores is also important as the volume needs to

be able to accommodate CO2 molecules that have an average kinetic diameter of 3.3 Å.32

Using the crystal structural information of the zeolite, Natrolite, (Figure 1.4) shows how a

CO2 molecules can be inserted into the pores of this type of material.33, 34

Figure 1.4: The crystal structure of Natrolite, with one of its pores highlighted using a black

oval and the CO2 at the centre. This figure shows the different metals present and their

coordination which make up the overall structure. The half coloured sphere show atoms that

can be either Al or Si that are in 1:1 ratio of each other. The red spheres represent the oxygen

atoms.
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Although a great deal of work has been committed into the adsorption capabilities of zeolites,

these materials still have limitations when applied on a large industrial scale. Their selectivity

for CO2 starts to decline at temperatures as low as 30 ◦C and becomes negligible above

200 ◦C.35 Furthermore, in order to desorb CO2, temperatures of up to 500 ◦C are required

resulting in high energy consumption.36, 37

Although zeolites do have limitation for CCS applications, the concept of how they work is

most useful. These compounds have pores within their structure which is large enough to

accommodate multiple gaseous CO2 molecules that are physisorbed through Van der Waals

forces. By this principle various other compounds which have vacant voids, similar to the

pores within zeolites can be used to store and even react with CO2. As a result compounds

which have vacancies within their crystal structure have been investigated for reacting with

CO2 in a similar way to zeolites as discussed within this project.

1.2.2 Alkaline Earth Oxides MO (M = Ca, Mg and Sr) towards Metal

Carbonates

CO2 is Lewis acidic in nature, in that it can receive electrons towards forming a carbonate

(CO3)2− ion. As such alkaline earth metal oxides (MO) are able to adsorb CO2 via their

basic M-O− sites on their surfaces.38 This results in a chemisorption process the creates

chemical bonds with CO2 forming a metal carbonate, MCO3. The exothermic carbonation

and endothermic calcination type reactions for these materials are given in Equations 1.1 and

1.2 with M = alkaline earth metal.39, 40 Of these various types of materials, alkaline earth

metal oxides (MgO and CaO) have been studied extensively for CO2 capture.41, 42

MO(s)+CO2(g)→MCO3(s) (1.1)

MCO3(s)→MO(s)+CO2(g) (1.2)

CaO acts to adsorb CO2 at temperatures of over 700 ◦C, and operates via a chemical loop-

ing process. During chemical looping the CO2 is passed over the metal oxide to form the
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carbonate CaCO3, then a desorption reaction occurs to remove CO2. This allows CaO to be

regenerated and reused over multiple cycles.43 The sorption process of CO2 to CaO has been

found to occur both on the surface (adsorption) and throughout the bulk (absorption)of the

material’s structure.44, 45 However the limitations of CaO are with its low regenerability for

desorbing CO2. This is caused from the sintering of particles occurring during the sorption

process. As a result this can reduce the CO2 capturing capabilities. One of the ways designed

to avoid sintering over calcination reactions, is through incorporating inert materials such as

Ca12Al14O33 and MgAl2O4 into the CaO crystallites resulting in a mixture of these phases.

Ca12Al14O33 and MgAl2O4 are inert to reacting with CO2, and act to separate the CaO parti-

cles reducing the effects of sintering, but also still maintain high capturing capabilities.46, 47

Alternatively MgO-based adsorbers can act as an attractive alternative due to their low tem-

perature formation and regenerability properties (below 500 ◦C), compared to CaO. These

materials can attract CO2 via their basic O2− sites at temperatures between 200-400 ◦C.

This initially results in a carbonate being formed on the surface layers.48 As a result of this

however, MgO materials only have moderate adsorption capabilities, and the sorption is also

slower when compared to that of CaO.49 Attempts to improve the adsorption capabilities of

MgO have been investigated. This has varied from having mesoporous structures to increase

surface area, as well as using metal oxide supports.50–53

MgO and CaO react favourably to form metal carbonates, and due to their relative cheap

cost, they are attractive as CO2 capturing materials. However, their limitations lie in their

regenerative abilities and loading capacities. The availability of surface sites for forming

metal carbonates is a main factor to consider when using these types of materials. Different

methods have been developed to increase the availability of these sites such as changing the

morphology and particle size.54

Work by Miccio et al. also explored using SrO for high temperature CO2 capture.55 This

study has looked into different capturing capabilities of particle types (coarse and fine) of

SrO on different supports such as Al2O3 and hydrotalcites, Mg6Al2CO3(OH)16.4(H2O). It

was found that of the different types of materials, coarse particles of SrO performed the

best with regard to their CO2 capturing abilities over repeated cycles. This is due to coarse

particles being able to maintain their architecture compared to fine articles that collapse and
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aggregate.

In summary, the alkaline earth metal oxide MO (M = Mg, Ca and Sr), series of compounds

have been able to react with CO2 in order to prepare metal carbonates. This is due to the

strong affinity of the M-O bonds for reacting with CO2 towards carbonate formation. This

type of research has either focused on just the metal oxides, or on having the metal oxide on

different types of supports. It is possible, however, that more complex compounds with MO

bonds can be used for reacting with CO2 to prepare MCO3 groups, whilst maintaining the

original crystal structure. This will result in a novel route for the preparation of mixed oxide

carbonate based materials and is the basis of this work.

1.2.3 Alkaline metal based ceramics for CO2 reactions

A variety of alkaline metal based ceramic compounds have been investigated for reacting

with CO2 resulting in the formation of a metal carbonate. These reactions also result in a

secondary phase present alongside the carbonate. Ceramic materials that have been discussed

in this context are Li2ZrO3, Li4SiO4 and Na2ZrO3.31, 56

Li2ZrO3 is traditionally synthesised through the reaction of Li2CO3 and ZrO2, however Naka-

gawa and Ohashi considered the reverse reaction towards CO2 capture.57 Equation 1.3 shows

a reversible reaction involving CO2. Li2ZrO3 is able to capture and react with CO2 at tem-

peratures of up to 600 ◦C.

Li2CO3 +ZrO2� Li2ZrO3 +CO2 (1.3)

The driving force of the carbonate reaction is a result of Li+ ions diffusing from the particle

pores to the surface. There they react with CO2 gas as well as diffusing O2− ions. This results

in a total of three layers, Li2CO3, ZrO2 and Li2ZrO3 as shown in Figure 1.5.
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Figure 1.5: Proposed mechanism of Li2ZrO3 reacting with CO2 forming a surface layer of

Li2CO3.57

When using Li2ZrO3 the diffusion rate of Li+ to the surface determines how much carbonate

is formed, and substantially how much CO2 is captured.

Li4SiO4 has also been found to react with CO2 resulting in mixed phase of Li2SiO3 and

Li2CO3.58 This reaction can also be reversible in order to re-obtain the original silicate.

Na2ZrO3 reacts with CO2 in a similar way to Li2ZrO3.59, 60 However the lamellar structure

of Na2ZrO3 has the advantage of Na+ ions being located within the zirconate layers. This

means that the Na+ ions can diffuse quicker than in the lithium equivalent to react with CO2.

This is as an example of how mixed metal oxides can be used for reacting with CO2, although

this results in the structure dissociating into a carbonate and oxide.

1.3 Perovskites and Related Materials

1.3.1 Perovskites

The term Perovskite relates to any compound that has a crystal structure similar to that of

the archetype CaTiO3.61 These compounds have the general formula ABX3, where A is

an electropositive metal (alkaline, alkaline earth metal or lanthanide), B a transition metal

(smaller in size compared to A) and X represents the anions.

20



An ideal perovskite structure would show a cubic unit cell with the smaller B cations octahe-

drally coordinated and the larger A cations 12 coordinated by the X anions. An example of

such an ideal perovskite is given in Figure 1.6, using the unit cell of KZnF3 (A = K, B = Zn

and X = F).

Figure 1.6: Crystal structure of an ideal cubic perovskite KZnF3.62 K, Zn and F are repre-

sented by the yellow, blue and green spheres. ZnF6 groups via the blue octahedra.

The ideal perovskite structure however can become distorted as a result of a variety of con-

ditions. This includes either Jahn-Teller distortion or having a large mismatch in the size of

the A and B cations.63 One of the most common types of distortion arises from the tilting of

octahedra coupled with a shift in the A cation positions.64

In order to predict the stability range of a perovskite’s structure, Goldschmidt determined a

tolerance factor, tR, for the ABX3 phases in Equation 1.4:

tR = (rA + rB)/
√

2(rB + rX) (1.4)

rA, rB and rX correspond to the ionic radii of A, B and X respectively.65

Investigations by Goldschmidt on existing perovskites found that an ideal cubic structure
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would exist in a tolerance factor range of 0.8 ≤ tR ≤ 0.9.65

Oxide based perovskites are known to exist in the range of 0.75 ≤ tR ≤ 1.0, of which those

in the 0.815 ≤ tR ≤ 0.964 region are cubic (based on around 223 oxide compounds).66, 67 In

general, any structure which consists of an ordered array of BX6 octahedra, or related anion

deficient polyhedra (square-based pyramid, square), can be classified as distorted perovskites

or perovskite-like structures. Perovskite materials have been used for a variety of different

applications such as solar cells, catalysts and superconductors.68–70 Examples of perovskite-

like materials which have been explored within this work are discussed in the following

sections.

1.3.2 Ruddlesden-Popper Phases

One of the key features of perovskites is that their structure is built up from the corner shar-

ing of B-X6 octahedra, with the A cations located in the cavities. Ruddlesden-Popper (RP)

perovskites are a series of layered compounds in which rock-salt type layers are between

perovskite slabs.71, 72 The general formula for an RP phase is AX(ABX3)n with n being the

number of perovskite slabs, stacked along the c direction. The interlayers between the per-

ovskite slabs is based on the NaCl structure, an interpenetrated face centred cubic (FCC)

array of the cations and anions. Well known examples of compounds showing the RP crys-

tal structure are those investigated by Ruddlesden and Popper themselves which are Sr-Ti-O

based, Sr2TiO4, Sr3Ti2O7 and Sr4Ti3O10.71, 72 These phases can be described with the gen-

eral formula An+1BnO3n+1. The archetype of the RP phase, K2NiF4 (n = 1). Figure 1.7

shows examples of RP compounds with n = 1, 2 and 3.
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Figure 1.7: Structures of a) K2NiF4 (n = 1), b) K3Ni2F7 (n = 2), and c) K4Ni3F10 (n = 3).73, 74

These types of perovskite compounds have been found to have anion deficient counterparts

that form similar structures. The main difference lies in the lower coordination number of the

B cation. Anion-deficient equivalents of the RP type structures T, T
′

and T∗ have also been

shown to have compounds based on the formula A2BX3.

1.3.2.1 T structure

A RP phase which has n = 1 is shown in Figures 1.7 (a) and 1.8 (a), and is referred to

as the K2NiF4-type or T structure.75 The T structure consists of two-dimensional layers of

alternating corner shared BX6 octahedra stacked long the c-axis, which are separated by AX

rock salt layers. The coordination of the A cation decreases from being a 12 coordinate in the

ABX3 perovskite, to a 9 coordinate. When all four of the equatorial B-X bonds are equal in

length the symmetry becomes tetragonal (a = b). If these bonds are of different lengths than

the symmetry adopts a orthorhombic system.
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1.3.2.2 T′ structure

Another form of a RP phase perovskite, the T
′
structure is shown in Figure 1.8 (b). This is also

referred to as a Nd2CuO4-type structure, and is a result of two-dimensional sheets of corner

shared BX4 square planar units separated by fluorite layers.75 Fluorite layers consist of a

cubic close packed arrangement of the A and X ions in tetrahedral holes. In this arrangement

the A cations are in a 8 coordination state with the X anions.

This type of structure may also be described as T-type with the apical anion sites of the

octahedra being vacant. The anions reside within the A layers, generating the fluorite like

arrangement.

1.3.2.3 T* structure

The T* structure shown in Figure 1.8 (c), has been regarded as a half way point between T

and T
′
.75 In this structure the B metal cations shows a coordination number of 5, and the

polyhedra are connected via their corners. This results in the formation of two-dimensional

layers that are separated by alternating fluorite and rock salt groups. The T* structure can also

be described as T-type with half of the octahedral apical anions vacant. These anions reside

in half of the interstitial tetrahedral sites of the A layers to generate the fluorite "spacer" units.

The A cations have both 8 and 9 coordination states with the X anions.
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Figure 1.8: The (a) T, (b) T
′

and (c) T* perovskite structures. The yellow, blue and green

spheres correspond with A, B and X respectively. The blue polyhedra highlight the coordi-

nation of B with X.

Due to the similarities between RP phases and the perovskite structure an extension of the tol-

erance factor, Equation (1.5) has been brought upon to include the different "T-type" phases.

A tolerance factor which has been tailored directly for the ‘T-type’ phases was suggested by

Chen:

t f =
[
3
√

2rX +2
√

6(rA + rX)
]
/9(rB + rX) (1.5)

where rA, rB and rX are the ionic radii of A, B and X respectively.76–78 Using the tolerance

factor and the ionic radii from the Shannon table, it was found that the T
′

phase occurs for

0.96 < t f < 1.00 and T for 1.00 < t f < 1.14.78, 79 T* has been found to occur between these

two boundaries.78
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1.3.3 Mixed anion Ruddlesden-Popper perovskites

The first type of layered perovskite like materials synthesised by Ruddlesden and Popper

were based on transition metal oxides.71, 72 In the compound Sr3Ti2O7 distinctive layers are

present of those of the octahedrally coordinated TiO6 and those with rock-salt Sr-O struc-

ture.72 This arrangement however, is not simply limited to just metal oxides as a variety of

oxycarbonate, oxyhydroxide and oxynitrides RP type have been synthesised.80–82

The non-oxide anions are able to coordinate metals in a similar manner to the oxides in order

to form similar structures. A variety of different mixed anion Ruddlesden-Popper compounds

are presented in Figure 1.9. The image of the Sr4Fe2O6(CO3), shows that the carbons are

surrounded by randomly occupied oxygens from the crystal structural information.

Figure 1.9: Mixed anion Ruddlesden-Popper perovskites, a) Sr4Fe2O6(CO3),83 b)

Sr2NbO3.28N0.72
82 and c) Sr2CoO2Cl2.84 The carbonate groups in structure a) show partial

occupancy of the oxides around the carbon.

These mixed-anion perovskite like compounds have been investigated for their magnetic and

superconductive properties, taking into account that different anion groups change the coor-

dination and electronic properties of the metal. This is an example of how mixed anion com-

pounds show a variety of properties. In the case of this study, oxycarbonate RP perovskites
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will be the main focus point as new techniques have been developed for their synthesis.

1.3.4 Layered perovskite compounds

Perovskite type materials are some of the most studied in solid state and materials chemistry.

These have also been explored for reacting with CO2 and are an attractive option due to their

structural stability. This use of perovskite materials for CO2 capture has varied from surface

adsorption onto compounds like LaCoO3, to the reacting with layered perovskites towards

forming metal carbonates.85–87

Tascon and Tijuca found that CO2 binds to the surface of LaCoO3 via an attraction towards

the M-O− groups, similar to Mg/CaO materials between 100 to 400 ◦C.85 Below this temper-

ature CO2 is still adsorbed onto the surface, but via physisorption as seen with zeolites. The

adsorption process itself was monitored using vibrational spectroscopy, which shows how the

CO2 forms into a carbonate on the materials surface. LaCoO3 was also found to be able to

adsorb CO in a similar way to CO2.

The layered perovskite Li2SrTa2O7 was reported by Galven et al. as a Ruddlesden-Popper

type perovskite which showed CO2 reaction capabilities.86 These materials are able to cap-

ture CO2 under humid conditions i.e in the presence of H2O to form LiHSrTa2O7 and Li2CO3.

This is through a cation exchange of a Li+ ion with a H+ in the structure forming a metal

carbonate. This is also a key advantage as flue gas emissions from industrial plants contain

other gases such as H2O which can actually aid in the CO2 capturing process. The reaction

of Li2SrTa2O7 with CO2 is shown in Equation 1.6.

Li2SrTa2O7 +1/2 CO2 +1/2 H2O� LiHSrTa2O7 +1/2 Li2CO3 (1.6)

A hexagonal 6H-Ba4Sb2O9 perovskite has also been reported by Dunstan et al. for reversible

CO2 adsorption reactions.87 This type of reaction can result in the preparation of BaCO3,

Equation 1.7. Ba4Sb2O9 was also found to be able to perform within 74% of its original CO2

capturing capabilities, even after 100 reaction cycles.
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6H-Ba4Sb2O9 +3 CO2� BaSb2O6 +3 BaCO3 (1.7)

Despite the advantages of multiple reverse cycles, the energy costs of these types of reac-

tions was found to limit the use of these materials when compared to others like CaO. These

reactions show that mixed metal perovskite type materials, (Li2SrTa2O7 and Ba4Sb2O9) are

able to react with CO2 resulting in a mixed metal oxide alongside metal carbonates. These

reactions are similar to those with Li2ZrO3 and Li4SiO4 in that they are reversible towards

forming the original compound. The differences however, are in that it is a mixed metal oxide

which is prepared alongside the metal carbonate. These examples show that mixed metal per-

ovskite like materials, can be used for reacting with CO2 in a similar way to that of CaO and

MgO, towards preparing metal carbonates. These materials also have alkaline earth metal

oxides within their structure which favour the formation of carbonates.

In this work a variety of solid materials which have been used to react with CO2 for either

utilisation or storage has been reviewed. Zeolite have a porous structure with voids for CO2

molecules to be inserted within the material, physisorbed by metal cations. Alkaline earth

metal oxides, MgO and CaO, react with CO2 via an attraction to their basic M-O− groups

towards forming metal carbonates. This in turn utilises CO2 gas towards the preparation of a

carbonate rather than just for storage. More complicated solids materials such as the layered

perovskites Li2SrTa2O7 and 6H-Ba4Sb2O9 can also react with CO2 to form a metal carbonate

alongside mixed metal oxides. This process as with the reaction of Ca/MgO with CO2 can be

reversed to re-obtain the original material. It has been proposed that all of these approaches

can be combined towards having materials with vacant sites within their structure, M-O−

groups to react with CO2 towards forming carbonate and be part of a complex mixed metal

compound. The reaction of these types of materials with CO2 have been the focus of this

project.

1.3.5 Anion Deficient Structures

All of the T, T
′
, and T* phases show the same stoichiometry, however they differ in the coor-

diantion state for the transition metal (B), which goes from 6 to 5 (T*) and 4 (T
′
). Structures
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which are related to the perovskite or RP phases by removal of anions from the coordination

of the transition metal (B) are described as having anion-deficient structures. One prime ex-

ample is the removal of the equatorial anions which results in the corner-sharing octahedra

being reduced to corner-sharing square planes. This can give an anion-deficient K2NiF4 type

structure with a 213 stoichiometry e.g. Sr2CuO3.88 These anion-deficient compounds have

vacancies within their structures that could be exploited for "filling up" with additional dif-

ferent anions. An illustration of how the anion vacancies within a A2BX3 type structure can

be filled towards a A2BX2X’2 structure is presented in Figure 1.10. This also shows how the

additional anions fill up the vacancies and expand the coordination of the B cation.

Figure 1.10: The a) A2BX4 which shows the K2NiF4 type structure, the anion-deficient ver-

sion is shown with b) A2BX3. The vacancies within A2BX3 are highlighted using black

ovals.

1.3.6 Anion-insertion into A2BO3-type compounds

In the field of material synthesis one of the techniques used for preparing novel compounds,

is through either the substitution or insertion of additional anions into the crystal structure.

A2BO3 compounds have been described as having anion-deficient K2NiF4 structures, which

can be exploited for additional anions. The (A = Sr, Ca, Ba and B = Cu, Pd) series for

example, has been investigated for substitution/insertion of fluorides, leading to a novel oxide
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fluoride series of compounds.89, 90

Anion substitution can be used to change both the oxidation and coordination state of metal

cations. The incorporation process is possible as the anion vacancies within the ionic solid

can be "filled up" by the additional anions.91 This makes anion substitution a useful technique

towards novel materials.

The incorporation of additional anions in the A2CuO3 (A = Sr, Ca and Ba), A2PdO3 (A = Sr

and Ba) series of compounds, as well as Ce2MnN3 has been investigated.

1.3.6.1 Anion-insertion into A2CuO3 type Compounds

Sr2CuO3 and Ca2CuO3 have both been exploited through fluorination techniques to prepare a

series of oxide fluorides, Sr2CuO2F2+δ and Ca2CuO2F2+δ .92, 93 Both the non-stoichiometric

Sr2CuO2F2+δ (0 ≤ δ ≤ 0.57) and stoichiometric (Sr2CuO2F2) oxide fluorides have been

reported.92, 94, 90 Different types of synthetic routes have also been explored for preparing

these mixed anion compounds. These have varied from using F2 gas, to alternative "soft

chemistry" methods with NH4F, PVF and MF2 (Cu and Zn) reagents used as fluorinating

agents being dispersed with the precursor oxide and reacted with the oxide heated at temper-

atures of 200-300 ◦C.89, 93 In the case of Sr2CuO2F2+δ this has been shown to behave as a

p-type superconductor, with Tc ≈ 64 K, through "holes" created as a result of the excess F−

ions causing the partial oxidation of Cu2+ to Cu3+.93 An illustration of the fluoride insertion

into Sr2CuO3 towards Sr2CuO2F2+δ is presented in Figure 1.11.
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Figure 1.11: Reaction process of Sr2CuO3 with a fluorinating reagent to prepare

Sr2CuO2F2+δ . The Sr and Cu cations are represented by the blue and brown spheres. Whilst

the O and F anions are represented by the red and green spheres.

Additional fluoride anions (δ ) are located within interstitial sites inside the strontium layers.

Sr2CuO2F2, a stoichiometric compound has also been reported which lacks the presence of

fluorides within the interstitial sites. The small ionic radius of the fluoride anion allows this

to occur. The stoichiometric oxide chloride, Sr2CuO2Cl2 was reported, showing no extra

anions due to the larger ionic radii of the Cl− anion.84 An illustration of the stoichiometric

Sr2CuO2F2
94 and Sr2CuO2Cl2 compounds have been presented in Figure 1.12.
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Figure 1.12: The stoichiometric Sr2CuO2F2 and Sr2CuO2Cl2 mixed anion compounds. The

Sr and Cu cations are represented by the blue and brown spheres. Whilst the O, F and Cl

anions are represented by the red, green and purple spheres. The half coloured green and red

spheres shows that either fluorides or oxides can be present at these sites.

The reaction pathway for fluoride incorporation into the CuO4 layers from Sr2CuO3 forming

into Sr2CuO2F2+δ has also been discussed.93, 95 Figure 1.13 shows the CuO4 square planar

polyhedra becoming octahedra as fluoride anions are being inserted. In the octahedral coor-

dination of copper, the oxide anions are equatorial, whilst the fluoride anions are axial. Not

only does anion insertion act to fill the vacant sites, it also changes the structure as a whole.

This is what sees Sr2CuO3 with a orthorhombic crystal system changing towards tetragonal

Sr2CuO2F2+δ also shown in Figure 1.13.
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O 

Figure 1.13: Structural rearrangement pathway of CuO4 groups when fluorides are inserted

into Sr2CuO3 to form Sr2CuO2F2+δ .

Oxygen insertion into Sr2CuO3 has been possible through high pressure techniques resulting

in Sr2CuO3+δ (Figure 1.14) preparation.96 These types of compounds show superconductive

properties arising from the copper cations partially oxidising due to the presence of additional

oxides.
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Figure 1.14: Crystal structure of Sr2CuO3+δ . Sr and Cu cation represented by blue and brown

spheres. O anions by red and the interstitial oxides, O’ by the grey spheres.

Ca2CuO3 has also been explored for anion insertion due to its structural similarity with

Sr2CuO3. Through fluorination techniques Ca2CuO2F2+δ (Figure 1.15) has been prepared

and also shows a non-stoichiometric formula, similar to that of Sr2CuO2F2+δ .97 However

unlike its strontium counterpart, this one does not have superconductive properties.
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Figure 1.15: Crystal structure of Ca2CuO2F2+δ . Ca and Cu cation represented by light blue

and brown spheres. The O and F anions are represented by the red and green spheres.

The cuprate series has the advantage that the B cation (copper) can expand its coordination

from 4 to 6. This means that additional anions can be inserted into the structure through

expanding the coordination of copper.

1.3.6.2 Anion-insertion into A2PdO3 type Compounds

Families of compounds where the B cation’s coordination cannot be expanded have also been

investigated. In particular, the palladate series of compounds which also show 213 stoichiom-

etry and is isostructural to A2CuO3, has also been investigated for anion substitution.

As with cuprates the A2PdO3 (A = Pd, Ba) series of compounds have anion vacancies within

their structure that can be exploited for anion insertion.98 The incorporation of fluorides

towards oxide fluorides has been investigated. The A2PdO3 compounds with A = Sr, Ba

are isostructural to Sr2CuO3, Baikie et al..99

In the case of the cuprates, fluorination acts to expand the coordination of copper cations from
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4 (square planar) to 6 (octahedral). Not only does the coordination change but the oxidation

state as well. Baikie et al. was able to prepare a series of compounds based on the formula

Sr2−xBaxPdO2F2.98 These oxide fluorides have the palladium cations remain as square planar

coordinated to 4 oxides, with the fluorides located between the strontium layers as shown in

Figure 1.16.

Figure 1.16: Crystal structures of Sr2PdO2F2 showing that additional fluorides are not coor-

dinated to the Pd cations.

The stoichiometric Sr2CuO2F2, unlike the non-stoichiometric counter-part Sr2CuO2F2+δ ,

has the fluorides inserted occupying the same sites as the oxides, or located in the interstitial

sites as shown previously in Figure 1.12.94

As seen within the formation of the Sr2−xBaxPdO2F2 series, and Sr2CuO2F2, anion in-

sertion does not always result in the expansion of the coordination of the B cation. The

Ba2−xSrxPdO2F2 series has the additional anions occupy the interstitial sites whilst the pal-

ladium maintains its square planar arrangement with the fluoride anions located within the

barium/strontium cation layers. This is potentially a result of the fluorides being small enough

to fit within the sites, as well as the attraction present between the fluorides to the alkaline

earth metal cations.

The square planar coordination has been found to be the most preferred within the Ba/Sr2PdO3
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series. This is expected as the square planar arrangement is the most stable with this having

the lowest energy form for a d8 system. The orbital structure of Pd2+ in Figure 1.17, shows

the 8 d-electrons arranged in a square planar and tetrahedral arrangement. This might explain

why Pd2+, a transition metal cation with a 4d8 configuration is more stable in square planar

arrangement, and why coordination expansion is unfavourable.100

The stability for a d8 transition metal in the square planar arrangement can be assessed

through a comparison of the crystal field splitting energy. The energy for the tetrahedral

and square planar coordination have both been converted to that of an octahedral value. In

the tetrahedral arrangement Pd2+ would have a value of -0.36 ∆o whilst in the square planar

arrangement it would be -2.44 ∆o.101 This is due to the increased stability from filling the dxy

orbital, rather than having a lone electron in the dx2−y2 orbital.
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Figure 1.17: The arrangement of the 8 d-electrons in the tetrahedral and square planar co-

ordination

1.3.7 Anion Insertion into non-oxide A2BX3 compounds

The Ce2MN3 (M = Cr and Mn) series have similar crystal structures to that of the A2CuO3

and A2PdO3 (A = Sr and Ba) series with anion vacancies.102, 103 The formation of the mixed

metal fluoro-nitride has also been found possible through the direct insertion of fluorides into

Ce2MnN3 (Figure 1.18). This was reported by Headspith et al. using an alternating gases
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approach of F2 and a mixture of 10 % F2 in N2.104 This allowed for the formation of the

mixed anion compound Ce2MnN3F2−δ . A study of the structural refinement and magnetic

moments showed that the coordination of Mn had expanded whilst remaining in the solid

state. The oxidation state had also changed, resulting in a suggested mixture of Mn2/3+.

Figure 1.18: The direct reaction of Ce2MnN3 a) with F2 gas to prepare Ce2MnN3F2−δ b).

The process of fluorinating Ce2MnN3 was carried out in a similar manner used for that of

Sr/Ca2CuO3 and Ba/Sr2PdO3 via a solid-gas reaction. The difference however, is that only

anion insertion and not substitution was observed when preparing Ce2MnN3F2−δ . As with

Sr2CuO3 to Sr2CuO2(CO3), anion insertion results in the symmetry increasing from an or-

thorhombic (Ce2MnN3) to tetrahedral (Ce2MnN3F2−δ ) system.104 The fluorides are bonded

to the Mn along with additional nitrides and expand the coordination to a distorted octahedral

arrangement with 5 nitrides and 1 fluoride. This results in changing the coordination state of

cations within the solid along with the oxidation state.

1.3.8 Mixed anion compound applications

The purpose of preparing mixed anion compounds is that it can create a novel series of ma-

terials with diverse properties. In the case of oxide fluorides such as the A2CuO2F2+δ (A
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= Sr, Ca and Ba) series, these have found applications within the field of superconductiv-

ity.105, 106 In these types of materials an excess of fluorides can result in Cu2+ being partially

oxidised to Cu3+ leading to a change in the electronic properties of the material. Jansen

and Letschert have synthesised solid solutions of the perovskites CaTaO2N and LaTaON2

which have been used as non-toxic yellow-red dye pigments.107 These oxide nitride types

of compounds have been considered as a potential alternative to cadmium based pigments,

which are toxic. Maeda and Domen explored the use of oxide nitrides and oxide sulphides

for photocatalytic water splitting to produce hydrogen and oxygen.108 These studies are just

a few examples of different applications of mixed anion compounds. The aims of this project

is to design and study routes to prepare mixed anion compounds through the utilisation of

environmentally damaging gases such CO2. These mixed anion compounds could then be

used further for different chemical applications.

1.4 Mixed Metal Anion-Carbonate compounds

1.4.1 Mixed Metal Anion-Carbonate compounds

This work aims at utilising CO2 as a dopant and structure "modifier" through reactions with

solid materials towards preparing mixed anion compounds, in particular mixed metal oxides

towards mixed metal oxide carbonates. Previous work into anion insertion found that com-

pounds with a 213 structure, Sr2−xAxCuO3 (A = Ca and Ba) can directly react with different

anions (F− and Cl−) towards mixed anion materials. These compounds were investigated

here in direct reactions with CO2 towards preparing mixed metal oxide carbonates of the for-

mula Sr2−xAxCuO3(CO3). This reaction will involve CO2 reacting with metal oxide groups

(Sr-O) to form carbonates (SrCO3). This approach has been seen when using other alkaline

earth metal oxides that utilise CO2 for preparing carbonates, CaO to CaCO3.43, 109

Oxide carbonate materials are compounds which contain distinctive groups of both oxides

(O2−) and carbonates (CO3
2−). A variety of mixed metal oxide carbonates have been re-

ported which show Ruddlesden-Popper type perovskite structures. An example is the layered

iron oxide carbonate Sr4Fe2O6(CO3) which was prepared in polycrystalline form via SrCO3
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and FeCO3 reacting under a 10% CO2 in N2 atmosphere at 1100 ◦C.83 The crystal structure

in Figure 1.19 shows the carbonates located in the strontium layers and the possible positions

for the oxides in the (CO3)2− groups with their partial occupancy. These carbonate groups

are themselves located between the FeO5 polyhedra.

Figure 1.19: Crystal structure of Sr4Fe2O6(CO3) showing the randomly occupied oxygen

positions around the carbon, white spheres partially coloured in red.

Further work on this material, has shown that Fe3+ can be successfully substituted by other

trivalent transition metals, giving the Sr4Fe2−xMxO6(CO3) (M = Cr, Sc, Ni and Co) se-

ries of compounds.110, 111 These solid state solutions were prepared using stoichiometric

amounts of metal oxides and carbonates and were reacted under the same conditions as for

Sr4Fe2O6(CO3). In each case the Ruddesden-Popper n = 3 type crystal structure had been

maintained. The levels of substitution were found to be 0 ≤ x ≤ 1 for Cr, 0 ≤ x ≤ 2 for Sc,

0 ≤ x ≤ 1.5 for Co and 0 ≤ x ≤ 1.1 for Ni. The difference in the type of B cation showed to

have an effect on the configuration of the carbonate groups connected to the MO6 octahedra.

This could result in the carbonates adopting either a "coat-hanger" or "flag" type arrangement

as shown in Figure 1.20.
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Figure 1.20: A illustration of the "coat hanger" a) and "flag" b) configuration of the carbon-

ate ion shown by the black triangles. Either arrangement can exist in an oxide carbonate

compound.

Changes in the B cation, allowed control over the magnetic properties of the oxide carbonate,

as well as the configuration of the carbonates themselves.

Non-stoichiometric layered oxide carbonates have also been reported, which include Sr4Co2(CO3)O5.86

and the barium copper series Ba2MxCu2−x−y(CO3)yO2+δ (M = Cu, Cd, Ca; 0.05 < x <

0.25).112, 113 These show a distortion in the oxides within the carbonates based on the bond

length and angles that are located between the transition metal oxides layers. In the case of

the barium-copper oxide carbonates these are described as carbocuprates in which Cu and C

are both partially occupying the same sites.

1.4.2 A2CuO2(CO3) compounds

Another class of mixed metal oxide carbonates is based on the A2CuO2(CO3) (A = Sr, Ca and

Ba) series.80, 114, 115 These types of compounds have been found to have layers of ACO3 and

CuO2 groups throughout their structure. It has also been suggested that the carbonates coor-

dinate to the copper cations expanding their coordination from 4 to 6 resulting in a distorted
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octahedral.

Multiple types of structures have also been reported for the different oxide carbonate com-

pounds. In the case of Sr2CuO2(CO3) three different types of structures have been reported.

In all cases a tetrahedral system is maintained with the space groups for each structure de-

termined as P4/mmm, I4̄ and P4212.80, 116, 117The crystal structures are shown in Figure 1.21

with the reported unit cell parameters in Table 1.1.

Figure 1.21: The three known structures of Sr2CuO2(CO3), a) P4/mmm, b) I4̄ and c) P4212.

For a) and c) the partially occupied oxides, white spheres partially coloured in red.

Table 1.1: Unit cell parameters for the three Sr2CuO2(CO3) structures.

Space group a Å c Å V Å3

P4/mmm 3.9033(2) 7.4925(4) 114.15(4)

I4̄ 7.8045(1) 14.993(1) 913.22(7)

P4212 5.54364(8) 7.53823(11) 231.66(5)

One of the main difference is the position of the oxides surrounding the carbon atoms in

the (CO3)2− groups. For the P4/mmm and P4212 structures, X-ray and neutron diffraction

alongside Fourier transform maps show that the (CO3)2− groups were disordered with the

oxides in different positions with occupancies of 0.25. This arrangement of the (CO3)2−

groups is different to that reported by Miyazaki et al. with the space group, I4̄ which shows

the oxides in fixed positions and forming a (CO3)2− trigonal planar type configuration.116
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This study also shows the oxide carbonate as having separate layers of CuO6 octahedra and

(CO3)2− groups.

The P4/mmm type Sr2CuO2(CO3) structure was originally prepared as an intermediate during

the formation of Sr2CuO3.80 This was through heating stoichiometric quantities of SrCO3

with CuO under a gas flow of air, nitrogen or oxygen for 14 hours at 940 ◦C. Miyazaki et

al. prepared the I4̄ phase through heating SrCO3 and CuO under a O2/CO2 mixture at 1000
◦C.116 The P4212 structure reported by Nakata et al. was found to only be present when

Sr2CuO2(CO3) was heated to temperatures above 300 ◦C.117

In the interests of changing the chemical structure and properties of the oxide carbonate

series, isovalent substitution has also been carried out by replacing strontium with barium to

prepare the Sr2−xBaxCuO2(CO3) (0.4 > x > 2) series of compounds. As with Sr2CuO2(CO3)

different space groups and structures have been reported for these types of compounds. In

this case I4̄ and P4/mmm show the same arrangement as with the Sr2CuO2(CO3), but with

the barium occupying the strontium sites.114, 118 The antiferromagnetic properties were also

measured alongside the level of substitution. Based on this, a more complicated carbocuprate

structure has been prepared which had the formula (BaxSr1−x)2CuyO2y+δ (CO3)1−y (0.4 ≤

x ≤ 0.65, y = 0.1) with copper occupying 10 % of the carbon sites.119 These compounds

were found to show superconductive properties up to 40 K. Ca2CuO2(CO3) was prepared at

high pressures and temperatures of 6 GPa and 1325 ◦C by Kopnin et al..115 This showed a

P4/mmm type structure with possible alignments for the oxides within the (CO3)2− groups

also proposed.

In the case of aliovalent substitutions, Sr2−xBxCuO2(CO3) (B = K and Na) compounds were

prepared and aimed towards replacing the Sr2+ with B1+ cations to change the oxidation state

of the copper cation.120 This synthesis involved high pressures as well as high temperatures

under oxygen. This was to encourage the oxidation of Cu2+ to a Cu3+ state. The results

showed for the Sr2−xBxCuO2(CO3) series that successful doping was possible for Na at 0 ≤

x ≤ 1 and K at 0 ≤ x ≤ 0.7, with only K substitution showing superconductive properties at

13-23 K.120

All of the a fore-mentioned oxide carbonates have been prepared through the reaction of

metal oxides and carbonates, under gaseous environments containing CO2. These reactions
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were also directed towards the stoichiometry of deserved products. Through isovalent and

aliovalent substitution, it has been possible to not only prepare novel materials, but also

to have them tailored towards properties such as superconductivity. Many of these oxide

carbonate materials also share similarities to the 213 series Sr2−xAxCuO3 (A = Ca and Ba).

These 213 compounds were previously investigated for "filling up" their anion vacancies to

prepare mixed anion compounds such as the Sr2−xAxCuO2F2+δ series. It is possible that

CO2 can react and "settle" within these anion vacancies with alkaline earth metal oxides to

prepare carbonates resulting in A2CuO2(CO3) compounds.

This concept of vacancies within structures that can be filled is similar to that of porous ma-

terials such as zeolites which physisorbe CO2 molecules into their pores.121 These types of

materials also have alkaline earth metal oxides MO (Ca, Sr, Ba) within their crystal struc-

ture. MO compounds have also been studied towards capturing CO2 through the formation

of metal carbonates at their particle surface.42 It can therefore be proposed that these 213

type compounds could be used as a suitable candidate to capture CO2 through their anionic

vacancies and M-O groups to form metal carbonates within their structures. This can lead

to the formation of mixed metal oxide carbonate compounds through direction reaction of

A2BO3 with CO2, to simultaneously utilise the greenhouse gas.

1.4.2.1 Structure of CO2 and (CO3)2− ion

In order to react CO2 with solid materials to form mixed anion compounds, the fundamental

chemistry of this molecule needs to be understood. CO2 is a linear molecule which has a

D∞h point group. The structure consists of a carbon bonded to two oxygens via double bonds

which are 116 pm in length.122 The molecular orbital, MO diagram for CO2 is shown in

Figure 1.22. This explains how electronic orbitals from the central carbon interact with the

oxygens resulting in the doubled bonded linear structure.

44



Figure 1.22: The molecular orbital diagram of CO2 showing the types of bonding between

the C and O atoms.

The MO diagram shows how the 2s and 2px,y,z orbitals of the C atom interact with the 2px,y,z

orbitals of the O atoms resulting in 4, bonding, non-bonding and anti-bonding orbitals re-

spectively. The 2s orbitals from the carbon interact with that of the 2pz of the O atoms due

to sharing the same group orbital symmetry. In the case of bonding orbitals two σ and two

π are present which forms the two double bonds in CO2. The lone pairs on the oxygens also

contribute to the oxides having a δ - charge when considering CO2 reactivity.

When considering the reactivity of CO2 within the anion vacancies of crystal structures. The

molecule’s size needs to be taken into account. The kinetic diameter of CO2, considering its
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electron density is that of 3.3 Å.32 Due to its linear structure with an oxygen at either side, the

molecule shows no natural dipole moment. In the presence of a Lewis base, such as a metal

oxide group, CO2 has been shown to have Lewis acidic properties which causes a shift in the

electronic density resulting in a δ - charge on the oxygens and a δ+ on the carbon (Figure

1.23).123

δ− δ− δ+ 

Figure 1.23: The induced dipole moment form of a CO2 molecule showing the δ charges on

the carbon and oxygens.

This type of interaction is what allows CO2 to accept a lone pair electron on the carbon and

bind to the metal oxide, MO for forming a metal carbonate, MCO3.109,124,125

(CO3)2− has a trigonal planar structure with a D3h point group. Each of the oxides are

separate to one another by an angle of 120◦. In this structure it is expected that there will

be one double bond to one oxygen with two single bonds for the others. As a result of the

additional oxide a carbonate will have a 2- charge. The electrons themselves are resonating

which acts to affect the chemical bonds.126 Figure 1.24 shows the Lewis structure of (CO3)2−

and the possible positions for the different bonds from electrons resonating.

Figure 1.24: Lewis structure of (CO3)2− showing the resonance of bonds.126

This resonance of electrons is important when considering the crystal structure of carbonate

compounds. C-O has an average single bond length of 142 pm with an average C=O double
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bond at 116 pm.67 The crystal structure of carbonate groups in solids however has bond

lengths which can exist between these values. This is a result of a pair of electrons being

delocalised across all of the carbon-oxygen bonds. This carbonate structure is also possible

through the reaction of CO2 with metal oxide M-O− groups towards MCO3.

When considering the formation of MCO3 from CO2 and a metal oxide MO, one of the

ways to study this reaction is through the change in energy using thermodynamics, as well

as vibrational behaviour. Thermodynamics acts to measure the change in energy resulting

as MO reacts with CO2 towards forming MCO3. The vibrational behaviour can be used to

provide information on the overall structure of the chemical bonds during the reaction.

1.4.3 Thermodynamics principles

The core principles of thermodynamics are in studying the interaction between energy and

matter.127, 128 This in particular is the flow of energy from one state to another. In the case

of chemical reactions this can be used to predict the behaviour of a chemical system, and

be used to determine its favourability. Energy itself can be defined as the ability to work,

and when considering the energy of particles the two main types are kinetic energy (K.E.)

and potential energy (P.E.). K.E. is the energy from the motion of particles such as rotation,

vibration and translation. P.E. is the energy particles store within the electrostatic attraction

and repulsion. The First Law of Thermodynamics states that energy can not be destroyed or

created. Therefore the energy will be shifted between P.E. and K.E. via work and heat.

During a chemical reaction existing bonds are broken which requires energy (endothermic)

whilst new ones are formed which releases energy (exothermic). By being able to determine

the energy change under constant temperature and pressure this can be denoted by the Gibbs

free energy, ∆G.

∆G = ∆H−T ∆S (1.8)

Here H and S denote the enthalpy and entropy of a system respectively with T the temperature

K. In the terms of studying the energy change of chemical reactions for forming carbonates,
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the enthalpy H has been considered and can be defined as:

H =U +PV (1.9)

where U, is the internal energy which is the total energy contained within a system, P the

pressure and V the volume. Using ∆H values for the chemical bonds breaking and forming,

an enthalpy of reaction ∆Hrxn can be determined. This is from the difference in enthalpy

from the bonds being formed (product) from those being broken (reactant).

∆Hrxn = ∑∆Hproducts−∑∆Hreactants (1.10)

Through computational methods a thermodynamic model can be used to study novel reac-

tions between metal oxide based compounds with CO2 to form metal carbonates via the

reaction enthalpy. In particular this can be used to determine the ∆Hrxn of a mixed metal

oxide forming a mixed metal oxide carbonate when directly reacting with CO2. This study

has focused on the enthalpy of the reaction and not the entropy during the computational cal-

culations. This is due to 3rd law of thermodynamics which states that for a crystalline state

that approaches T = 0 K, the temperature the theoretical calculations were carried at, that the

entropy would be typically close to zero.129

1.5 Vibrational spectroscopy

Spectroscopy is a technique used to study the interaction of electromagnetic radiation with

matter. This technique has many applications ranging from nondestructive examination of

materials to medical diagnostic imaging (MRI). In a chemical context, spectroscopy is used

to study energy transitions in atoms and molecules. The transitions are interpreted and can

serve to identify the molecule or potentially give information about the possible molecular

structure. Spectroscopy is a powerful tool for chemists to help identify compounds that have

been prepared. In order to investigate the capturing process and behaviour of CO2 inside a

material, vibrationial spectroscopy is a highly useful technique as it can be used to study the
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chemical bonding in a variety of different materials. This can be used not only to identity the

types of compounds present, but also provide insight into the chemical reaction taking place.

An example being if it is a surface reaction or in the bulk structure of a compound.

Whilst a molecule is vibrating the chemical bonds rapidly change in length as they are ex-

tended and compressed. The oscillating changes in the bond length represents the attractive

and repulsive forces in a molecule as it vibrates. The different types of vibrational modes a

molecule can undergo vary, from bending and stretching to twisting. These types of oscilla-

tions have been studied and are described as behaving harmonic and anharmonically.

Different molecules will have various vibrational modes based on their type of structure. A

normal mode is a result of the excitation from one state to the next highest level. The number

of normal modes a molecule can have is a result of the degrees of freedom minus those of

rotational and translational modes. The equation used to determine the number of modes for

a molecule is given by 3N-6 for non-linear and 3N-5 for linear molecules. N is equal to the

number of atoms in a molecule, with the degrees of freedom for a non-linear molecule being

3N, with 6 of the non-vibrational modes coming from translation and rotational modes (three

each) for linear, and only 5 for non-linear. In the case of linear molecules such as CO2 this

will have four vibrational modes from there being only five non-vibrational modes. This is

a result of one of the rotational modes resulting in no overall change in the position of the

atoms.

1.5.1 Harmonic oscillations

Harmonic oscillations are a simple way of describing the vibrational behaviour of molecules

based on classical mechanics. This concept comes from studying how a massless spring can

oscillate when attached to two objects (diatomic molecules). A representation of a harmonic

oscillation for a chemical bond within a diatomic molecule is shown in Figure 1.26. This

represents how the chemical bonds oscillate during a vibration and can be described using

Hooke’s Equation (1.11)
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Figure 1.25: An example of a diatomic molecule being stretched as a result of being excited

from absorbing energy and vibrating. q denotes the displacement (r - re) with r the length of

the bond whilst vibrating and re when at equilibrium.

The restoring forces of the chemical bond as it vibrates can also be determined using the

following equation:

F =−kq (1.11)

where F is the restoring force of the spring, q is the displacement (r - re) with r the length of

the bond whilst vibrating and re when at equilibrium and k the force constant.

The potential energy of the vibrations V, is determined using the displacement q and the force

constant k.

V =

(
1
2

)
kq2 (1.12)

For a harmonic oscillation the vibrational energy levels are discrete and each is characterised

by the quantum number ν which can have values of 0, 1, 2, 3 and so forth.
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)
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2π

√
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µ
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(
v+

1
2

)
(1.13)

The energy Eν value is calculated at a particular frequency ω cm−1 using the reduced mass

of the atoms µ , Planck’s constant h = 6.626×10−34 m2 kg s−1, speed of light c = 2.998 ×

1010 cm s−1 and the k of the bond as it vibrates.

ω =
1

2πc

√
k
µ

(1.14)

Under a harmonic oscillation model a diatomic molecule will have equally spaced energy

levels starting with 1
2hω at the bottom of the harmonic potential well with spacing between

the layers equal to hω . The result of an excitation can have ν = 0 going to a ν = 1 energy

level that gives the value ∆Eν = hω , this can be used the determine the force constant and

with Equation 1.14 the vibrational frequency.

For harmonic oscillations the relationship between the length of the chemical bond and en-

ergy values are represented in a potential energy well, Figure 1.26. This graph demonstrates

how energy changes from the bonds expanding and compressing. For harmonic oscillations

this curve is always symmetric, this makes the theoretical calculations of harmonic frequen-

cies relatively simple.
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Figure 1.26: The potential energy well for a harmonic oscillation

However, the problem is that this simplified representation is of low accuracy when compar-

ing vibrational frequencies to experimental results. Molecules vibrate via anharmonic oscil-

lations, which is more complex than a harmonic system due to the bond energies changing

significantly. An example being how chemical bonds can become weaker when stretched,

as well as the repulsive forces that exist when two atoms are pushed closer together from

the bonds being compressed. Thus, for calculating vibrational results that would be a better

comparison to experimental data, more advanced anharmonic oscillation would need to be

considered.

1.5.2 Anharmonic oscillations

The harmonic oscillation model is a simple but poor representation for how molecules behave

when vibrating. When a molecule vibrates the energy levels are asymmetrically separated as

they are based on anharmonic oscillations. These are much more complex than harmonic

oscillations, but can provide an accurate description of molecular vibrations. Anharmonic

oscillations are caused from the change in energy values as the chemical bonds are being

compressed and extended. As the q decreases the nuclei of atoms will be pushed closer
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together, this causes large repulsion energy values. Also as q increases the chemical bond

will dissociate. The potential function with respect to the inter-atomic distance r, V(r) has the

following form:

V (r) = De
(

1− e−a(r−re)
)2

(1.15)

This has De as the dissociation energy, re is the equilibrium inter-atomic distance with a as

a constant for the curvature. Equation 1.16 calculates the energy values in the anharmonic

Morse potential .

E(ν) = ω

(
ν +

1
2

)
− ω2

4De

(
ν +

1
2

)2

, (1.16)

Here the energy of vibrations E(ν) is determined from the harmonic frequency ω and the

vibrational quantum number ν . The transition energy between two adjacent vibration levels

(ν and ν+1) can also be calculated using Equation 1.17.

E(ν +1)−E(ν) = ω− ω2

2De
(ν +1) (1.17)

An example of the Morse potential is given in Figure 1.27 compared to that of the harmonic

potential.130 Significant difference in the energy curve for anharmonic systems is due to the

incorporation of the dissociation energy when looking into vibrating bonds. This results in the

vibrational levels no longer being equally separated due to the anharmonic constant affecting

the allowed energies.
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Figure 1.27: The Morse potential (red curve) is compared to that of a harmonic oscillation

potential (black curve) for a diatomic molecule.130

In studying the vibrational behaviour of molecules to map out a reaction pathway, the types

of calculations being performed will use the harmonic oscillation model. As a result these

calculations would be expected to determine vibrational frequencies generally higher than

experimental frequencies that behave anharmonically. In order to take this into consideration

vibrational scaling factors have been used, and have been discussed in Chapter 6. This has

been an attempt to improve the comparison of calculated harmonic values to experimental

anharmonic frequencies, without having to resort to computationally expensive anharmonic

calculation methods.

1.5.3 Vibrational behaviour of CO2

In the field of surface sciences, studies using vibrational spectroscopy can explain how ad-

sorbing molecules interact with a material. For example, the catalytic reaction of CO to a

metal surface can be monitored by overseeing how the vibrations of C-O bonds are behav-

ing.131 In the specific case of studying the chemical behaviour of CO2 as it is being adsorbed

into a porous material, vibrational methods can be used to monitor how the molecule interacts

within the pores of the structure.132 This is through monitoring how the frequencies change
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depending on how CO2 is being adsorbed. This can result in either blue or red shifts being

observed. Here, red shifts show a decrease in the frequency values from the chemical bonds

being increased, where as blue shifts show an increase from the bonds shortening. This can be

used to study what type of adsorption process is taking place from the vibrational frequencies

of CO2 on the material’s surface.

One of the main areas to understand about the vibrational behaviour of CO2 is the phe-

nomenon of Fermi resonance. This is due to CO2 having anharmonic vibrational behaviour

which acts to change its frequency values. A brief insight into the vibrational behaviour of

CO2, as well as its non-fundamental vibrations with Fermi resonance is presented here.

The experimental vibrational frequencies for CO2 are 667 cm−1 for the two bending de-

generate modes (ν2 and ν ,
2), 1388 cm−1 for symmetric stretching (ν1) and 2349 cm−1 for

asymmetric stretching (ν3) modes.133 A representation of the different types of modes is

shown in Figure 1.28 with the Infrared (IR) and Raman spectra of CO2 in Figure 1.29.134

For Raman spectroscopy a change in the polarisability of the molecule needs to occur for the

vibration to be observed.

Figure 1.28: The bending and stretching vibrational modes of a CO2 molecule.
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Figure 1.29: The IR and Raman spectra of CO2 showing which modes are active in which

analytical technique.134

Fermi resonance in CO2 occurs when two vibrational modes which are nearly the same in

energy and symmetry move closer towards each other. This results in one of the modes taking

intensity from the other.135 This phenomenon is also known as "intensity borrowing" with one

band increasing at the expense of the other. These normally happen between a fundamental

frequency (bending or stretching) and a overtone or combination band. Combination bands

occur when more than one fundamental vibration is being excited at the same time to produce

a peak which is the sum of two separate frequencies. A combination band would be for

example, two separate modes such as ν2 and ν3 producing a frequency of combined values

(ν2 + ν3). Overtones occur when a vibrational modes is being overall excited and exceeds a

transition values of one, for example ν = 0 to ν = 2.

CO2 has been studied as a prime example of how Fermi resonance affects the vibrational

frequencies of molecules.136 The first overtone of CO2 occurs with ν2 which is expected at

a 2 x ν2 value of around 1334 cm−1. However due to the similarity in energy and symmetry,

Fermi resonance occurs between ν1 and 2ν2. It would be expected that a strong peak would

be present at 1388 cm−1 and a weaker peak at 1334 cm−1 however, Raman spectroscopy

shows these peaks both have strong intensities and are moved further apart.
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1.5.4 Vibrational behaviour of carbonate (CO3)2− groups

Carbonates much like CO2, have distinctive vibrational frequencies which can be used to

determine their presence within a compound. (CO3)2− being a non-linear structure with four

atoms shows a total of 6 vibrational modes.137 These have been described within Table 1.2

with their frequency values also given.

Table 1.2: The vibrational modes and frequencies of a single (CO3)2− free ion.137

Vibrational mode Frequency (cm−1)

Symmetric stretching ν1 1064

Symmetric bending ν2 879

Asymmetric stretching ν3 & ν3’ 1415

Asymmetric bending ν4 & ν4’ 680

The different vibrational modes of (CO3)2− shown in Figure 1.30, are a result of the carbon

oxygen bonds either bending or stretching with various ones active in either IR or Raman

spectroscopy.
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Figure 1.30: Vibrational frequencies of free (CO3)2−, arrows represent displacement vectors.

Vibrational frequencies can be used to monitor how the structure of CO2 changes as it forms

into a carbonate. The frequencies can also indicate how stable the structure is after being

optimised into its lowest energy state using computational methods, as only positive frequen-

cies will be present. Chapter 5 and 6 explains how computational methods were used to

calculate the vibrational frequencies within the ACO3 (A = Sr, Ba and Ca) series along with

Sr2CuO2(CO3). The changes in the A cations will effect the reduced mass ν value and as

a result the vibrational frequencies as described in Equation 1.14. This is important to con-

sider as this could also provide insight into the reaction of AO groups with CO2 for preparing

ACO3. The aim of this study is to provide a more in depth understanding of the carbonate

groups calculated within the oxide carbonate via vibrational methods.
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Chapter 2

Experimental Procedure and

Computational Methodology

Solid state synthesis of compounds requires a variety of experimental and characterisation

techniques. This is aimed at not only preparing materials, but also to study the in-situ reaction

processes. This chapter provides a brief introduction into the techniques and equipment used

throughout this project.

2.1 Synthetic Methods

The preparation of mixed anion carbonates involved firstly, the preparation of "parent" com-

pounds using high temperature ceramic methods. This was then followed by the reaction of

the starting compounds with CO2 gas. In most cases an alternating gaseous approach was

used to minimize the formation of binary carbonates as secondary phases.

2.1.1 High Temperature Ceramic Synthesis

One of the most well known solid state synthetic route for preparing polycrystalline (pow-

der) materials is the "ceramic method". Solid precursors in polycrystalline form are initially

ground together, with a volatile solvent for increased dispersion. This mixture is then heated
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within a furnace for an extended period (hours to days). Many solid state reactions require

temperatures (> 500 ◦C) as they require a high energy input. This is to over come the lattice

energy within the starting reagents so the ions can move from their fixed coordination and

diffuse to new positions forming a new structure.138 This approach is important for preparing

a variety of solid state materials. One of the main advantages of the ceramic method is in its

simplicity compared to alternative solvent-based methods. The disadvantages are however,

in the high temperature demands, and poor surface contact between grains that can result in

low rates of diffusion. As repeated re-grindings and heating cycles maybe required. One of

the ways to increase the contact between grains is through compression of the polycrystalline

powder into pellets. This forces increased contact between the grains and can reduce the

amount of regrinding and reheating cycles needed.

High temperature reactions have been the main method used in the synthesis of the various

starting compounds within this project. This included the mixed metal cuprates Sr2−xAxCuO3

(A = Ba and Ca), as well as oxide carbonates Sr2−xAxCuO2(CO3) (Chapter 3), mixed metal

palladate Sr2−xBaxPdO3 ( x = 0 – 2) series and Ce2MnN3 (Chapter 4).

In this project some starting materials could only be prepared via ceramic methods in a "non-

air" atmosphere. In the case of the Sr2−xBaxCuO3 ( x = 0 – 0.5) series the reaction process

had to be carried out under O2 gas, whilst the preparation of Ce2MnN3 required and inert

atmosphere such as N2.

Many of the starting compounds were prepared from mixing reagents in stoichiometric quan-

tities towards a desired product. The starting material would then be placed into a ceramic

boat to be inserted and heated in a tubular furnace as shown in Figure 2.1. The sample would

be placed as close to the thermocouple as possible so it is heated to the desired temperature.
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Figure 2.1: Schematic of a sample placed into a tubular furnace for heating.

These reactions would normally be carried out at 1000 ◦C using a 5 ◦C/min heating rate. The

heat cycle itself could potentially last for up to 14 hours. Repeated heating cycles would be

used to react any remaining reagents towards preparing a pure product phase.

2.1.2 Solid-Gas Reactions

Solid-gas reactions have been carried out for the purpose of incorporating CO2 within the

parent compounds for preparing mixed anion phases. In the case of controlling the direction

of the reaction towards a desired product, an alternating gases approach had to be used. This

involved first heating a sample to specific temperatures such at 1000 ◦C under a type of gas

that the sample would be inert too. The atmosphere would normally be the same as that the

starting materials was prepared at, such as air for Sr2CuO3 and N2 for Ce2MnN3.

Once the temperature had reached equilibrium the gas could then be changed to CO2 to react

with the sample at this specific temperature. This type of synthesis has been essential for the

reactions with CO2 towards preparing the Sr2−xAxCuO2(CO3) (A = Ba and Ca, and x = 0 –

0.5) series. This method was also applied with all other compounds so they would react with

CO2 at specific temperatures towards preparing mixed anion compounds.
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2.2 Equipment

2.2.1 Furnaces

The synthesis of a variety of the compounds were carried out in two main types of furnaces.

These include the box and tubular furnaces.

The box furnace (muffle or chamber furnace) used consist of a cuboidal chamber with a

heating element located in the walls. The type of box furnace used was that of a a Carbolite

CWF 1200, shown in Figure 2.2 and has an operational range of 25-1200 ◦C.

Figure 2.2: Carbolite CWF 1200 type box furnace.

The advantage of this type of furnace is in its volume as it allows a variety of samples to be

inserted and to react from the same heating cycle. However, the main disadvantage of this

piece of equipment is that it does not support non-air environments. As a result the tubular

type furnaces were used, as these have the ability for different gaseous environments to be

used during the heating cycles.

A tubular furnace consists of a cylindrical (tubular) heating region surrounded by the heating
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elements and thermal insulation. The type used in this project was a Elite thermal services

split horizontal tube furnace as shown in Figure 2.3. An inner reaction tube (quartz) is com-

monly inserted into these furnaces, in order to contain reagents, protect the delicate inner

workings of the furnace from chemical emissions and to allow control over the reaction at-

mosphere used. The advantage of this type of furnace equipment is that different gases such

as O2 and N2 can be used for the reactions.

Figure 2.3: Elite thermal systems horizontal tubular furnace with quartz tube inserted.

When using this equipment for solid-gas reactions, the sample would be placed into a alumina

crucible and located within the tube and positioned over the thermal coupling. This is so the

sample will be as close to the designated temperature as possible. Once this is complete the

two ends of the tube would have quartz taps attached using small amounts of grease so the

system would be air tight. Initially gas would be flushed through the system for 10 to 15

minutes to remove any air present. Afterwards the reaction program would then proceed to a

desired temperature and dwell time. The gas flow was monitored using a oil bubblier located

on the exhaust outlet. All reactions generally had the gas flow rate at 2-3 bubbles per second.
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2.2.2 Glovebox

In order to deal with air/mostiure sensitive solids and prevent undesired reactions with ei-

ther moisture, O2 or atmospheric CO2, samples would generally be stored inside a Ar filled

glovebox.

Ce2MnN3 as well as its precursor compounds Ce and Mn metal, all show air and moisture

sensitivity. As a result these reagents, as well as the preparation process itself would be

carried out in a glove box (Figure 2.4).

Figure 2.4: A M-Braun Lab-Star glove box used in this project.

The glove box operates with a permanent circulating argon atmosphere, passing over molecu-

lar sieves and copper based catalysts, to remove moisture and oxygen. The glove box contains

oxygen and moisture sensors with their levels maintained at O2 ≤ 0.1 ppm and H2O ≤ 0.1

ppm. Access in and out of the glove box is achieved via a transfer port on the side of the

instrument. The port is evacuated using a rotary pump and refilled with argon gas before

being opened to the main chamber. This evacuation procedure is repeated several times to

minimise the amount of air entering the system.

64



2.3 Structural Determination

2.3.1 Crystallography

Crystalline solid compounds consist of highly ordered arrays of atoms arranged in a three-

dimensional (3D) arrangement. As a result, crystals, show a high degree of symmetry that

can be used to describe their structure.

2.3.1.1 Symmetry

The symmetry of crystals can be understood and studied via symmetry operations. In solid

state chemistry these can be split into two groups. This includes point symmetry, where at

least one point will remain unaltered after a symmetry operation, and translation symmetry

which involves a movement in a direction along an axis. The most commonly used notation

for the five point symmetry elements are listed below;

Inversion ( 1̄ ) - Each point is projected through an inversion centre, creating an equivalent

point through the other side,

Rotation (n) - Each point is rotated anticlockwise around an axis by an angle of 360◦/n,

where, for a lattice, n can be 1, 2, 3, 4 or 6 and the element is simply noted by the integer

number.

Reflection (m) - All points are reflected through a mirror plane, creating new points equidis-

tant from the mirror.

Rotoinversion ( n ) - Each point is first subjected to a rotation (as described above) and then

an inversion through a point located on the rotation axis. This element is given the symbol n

which is the integer relating to the rotation. This symmetry element is sometimes referred to

as an improper rotation axis.

Rotoreflection (ñ) - A rotation followed by reflection in a mirror plane which is perpendicular

to the rotation axis, this is given the symbol ñ, again with n as the integer relating to the
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rotation. This element is rarely used as each one is equivalent to an alternative rotoinversion

axis. A comparison of the rotoreflection and rotor inversion operations are also described in

Table 2.1.

Table 2.1: Comparison between the rotoreflection and rotor inversion symmetry operations.

Axis of rotoreflection Axis of rotoinversion

1̃ 2(m)

2̃ 1

3̃ 6

4̃ 4

6̃ 3

When considering 3D crystal structures the symmetry can be extended with further operations

possible such as translational components.

Rototranslation (nm ) - This is referred to as a screw axis, which is a combination of a rotation

of 360◦/n followed by a translation parallel to the rotation axis. The nm symbol represents

these symmetry operations where the rotation, m is the integer and the translation is over a

distance of m/n. An example of a screw axis is 31 where there is a rotation of 360◦/3 = 120◦

and a translation of 1/3 of the length of the unit cell along the rotation axis.139

Reflectotranslation - Referred to as a glide plane and is a combination of two symmetry

operations. In this case a reflection followed by a translation parallel to the mirror plane.

There are three different combinations which are labelled either a, b and c, referring to a

translation along these respective axes of 1/2 the unit cell. An n labelled glide plane, which

involves a diagonal translation of 1/2 across one face or through the body of the unit cell and

a d (diamond glide) which involves the same motion across 1/4 of the unit cell.

2.3.1.2 Crystal Systems

Crystal systems can be described through the unit cells which are repeatable units of one or

more atoms. These can be used to represent the symmetry of the crystal system. A unit cell
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is a three dimensional section of a structure, which when translated by a distance equal to

its dimensions act as the building blocks to yield the overall crystal structure and its type of

symmetry. The dimensions of the unit cell can be defined by the length of the edges, a, b and

c as well as the angles that lie in between α , β and γ . The angle α is always present between

b and c, β between a and c and γ between a and b. These are shown within a unit cell in

Figure 2.5.
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The magnitude of the translation and the corresponding Hermann-Mauguin symbols are 

dependent on the orientation of the glide planes, but generally glide planes along a, b 

and c contain translational components along a/2, b/2 and c/2 respectively.  n 

corresponds with diagonal glides i.e. possessing either translations diagonally along a 

cell face or body diagonal by ½ e.g. ½(a+b).  Finally are the diamond glide planes, d, 

which are similar to n, however involve a translation of only ¼ of the specified vector 

e.g. ¼(a±b).  

 

2.3.1.2!Crystal Systems 
 

The unit cell is a three dimensional section of a structure, which when translated a 

distance equal to its dimensions, parallel to its edge and without re-orientation, will 

yield the crystal structure.  In essence the crystal structure is a three-dimensional 

tessellation pattern of unit cells.  The unit cell is usually chosen to highlight the 

symmetry of the system.  The cell is defined in terms of the length of the cell edges, a, b 

and c and the angles that separate them α, β and γ.  α is defined as the angle between b 

and c, β is the angle between a and c and γ between a and b.  These are shown in Figure 

2-13. 

 

!
!

Figure 2-13.  The unit vectors and angles defining the unit cell. 

 

a

b

c

αβ

γ

Figure 2.5: The vectors and angles representing the unit cell.

In crystallographic terms the unit cell of any possible ordered crystalline material can be clas-

sified within one of the seven crystal systems. This is dependent on its symmetry which is

related to the cell dimensions and angles between the unit cell vectors. The general relation-

ships between the crystal systems to the lattice parameters is outlined in Table 2.2.
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Table 2.2: The seven crystal systems

System Unit cell

Triclinic α 6= β 6= γ 6= 90◦,a 6= b 6= c

Monoclinic α = γ = 90◦,β 6= 90◦,a6= b 6= c

Orthorhombic α = β = γ = 90◦,a6= b 6= c

Trigonal/rhombohedral α = β = γ 6= 90◦,a6= b 6= c

Hexagonal α = β = 90◦,γ = 120◦,a = b6= c

Tetragonal α = β = γ = 90◦,a = b6= c

Cubic α = β = γ = 90◦,a = b = c

The type of crystal systems acts to reflect the type of symmetry of the unit cell. A cubic unit

cell has the highest level of symmetry with the lowest being triclinic.

2.3.1.3 Lattices

The description of crystalline materials can be carried out via the mathematical concept of

lattices. A lattice is made from the infinite ordered array of points that each show identical

surroundings.139

Lattice types can be placed into four different groups: primitive (P), body centred (I), all

face-centred (F), and face-centred in a given direction (A-centred, B-centred, C-centred), A,

B or C. A representation of all the different lattice types is presented within Figure 2.6 with

all lattice types represented with a cubic system for simplicity. In all cases the lattices are

defined with their origins (0,0,0) set on a lattice point. Depending where a point is in the

lattice defines how much of that particular point contributes to one of the unit cells, and how

much is shared with others. Lattice points at the corners of a unit cell are shared between

8 adjacent cells, points on faces between 2, edges by 4 and a lattice point in the centre

contributes 1 single point to the unit cell.
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pair of lattice points in the centre of opposite cell faces on the bc, ac and ab faces 

respectively. 

 

 

  

(a) (b) 

  

(c) (d) 

 
Figure 2-14.  Representations of the (a) primitive (P), (b) body-centred (I), (c) face-centred (F) and (d) 
C-centred lattices.204  The cubic shape is used for simplicity. 

 

When the four lattice types are considered in combination with the seven crystal 

systems, the constraints imposed by the minimum symmetry requirements of the crystal 

systems give rise to fourteen lattices, known as Bravais lattices. 
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When the four lattice types are considered in combination with the seven crystal 

systems, the constraints imposed by the minimum symmetry requirements of the crystal 

systems give rise to fourteen lattices, known as Bravais lattices. 

 

 

 

 

 

a) b)

c) d)

a

b

c

Figure 2.6: Representations of the different types of lattices showing (a) primitive (P), (b)

body-centred (I), (c) face-centred (F) and (d) C-centred lattices.

The four different lattice types are then combined with the seven crystal systems to further

categories the crystalline systems in the form of the 14 Bravais lattices. This has the crystal

system types defined by their minimum symmetry requirement. All 14 Bravais lattices are

shown in Figure 2.7
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Crystal system Lattice symbol Minimum symmetry 
requirements 

Triclinic aP None 

Monoclinic primitive mP One two-fold axis or one 
symmetry plane Monoclinic centred mC 

Orthorhombic primitive oP 
Any combination of three 

mutually perpendicular 
two-fold axes or planes of 

symmetry 

Orthorhombic C-face-centred oC 

Orthorhombic body-centred oI 

Orthorhombic face-centred oF 

Tetragonal primitive tP One four-fold axis or one 
four-fold improper axis Tetragonal body-centred tI 

Trigonal (Rhombohedral) hR One three-fold axis 

Hexagonal primitive hP One six-fold axis or one 
six-fold improper axis 

Cubic primitive cP 
Four three-fold axes along 

the body diagonals Cubic body-centred cI 

Cubic face-centred cF 

Table 2-3.  The 14 Bravais lattices.203-205 

 

A three-dimensional shape can possess any number of symmetry elements giving rise to 

an unlimited number of point groups.  A point group is simply a classification used to 

describe an isolated shape based on the point symmetry it possesses.  In a similar way to 

the point symmetry elements, these groups will include at least one point that remains 

unaltered. 

 

The crystal systems introduce the restriction of interconnecting polygons/unit cells with 

no voids between them, reducing the possible number of point groups.  For example an 

interconnecting network of unit cells cannot show a five-fold rotation axis without 

destroying the tessellation of the polygons.   

 

In the same way, a description of an array of points fails to account for the limitations 

introduced when a motif is placed upon each of these points.  If the motif does not 

Figure 2.7: Description of the 14 Bravais lattices.
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The next step towards describing the structure of 3D shapes lies in the symmetry elements

which can give rise to multiple types of point groups. A point group is a label used to describe

an isolated shape based on the point symmetry it possesses. These types of groups, as with

point symmetry elements show that at least one point will remain unaltered. In the case of

3D shapes with a crystal system there are in total 32 point groups which are possible. When

the 32 point groups are combined with the 14 Bravais lattices and the translational symmetry

elements, this can result in describing the 230 space groups. These space groups are used to

classify all the possible 3D repeating patterns within a crystalline material.

2.3.1.4 Space groups and Notations

Each of the 230 groups are usually defined in the terms of symmetry elements that they

posses. These groups are numbered and contain unique symbols used to describe their most

significant symmetry elements. The symbol can be split into two sections, the first being

a label for the type of lattice present i.e P, F, I, A, B, C, R (Primitive to Rhombohedral)

with the second set of symmetry elements defined by the Hermann-Mauguin symbols. These

symbols refer to the type of symmetry operations present along the a, b and c directions.

For example, the space group 71, Immm, describes a body-centred lattice with the Hermann-

Mauguin symbols showing that a mirror plane is present in the a, b and c directions. The

number of space groups possible for each crystal system which amounts to 230, is presented

in Table 2.3.
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Table 2.3: Number of space groups in each crystal system

System Number of space groups

Triclinic 2

Monoclinic 13

Orthorhombic 59

Trigonal/rhombohedral 25

Hexagonal 27

Tetragonal 68

Cubic 36

Total 230

These space groups are able to describe all the possible 3D repeating patterns available for

crystalline materials.139

2.3.1.5 Position of Lattice Points

In order to describe completely the crystal structure of a material it is necessary to include

the atomic positions of each atom present within the unit cell. One of the simplest ways to do

this is to have one lattice point set as the origin with the coordinates fixed at (0,0,0) in the a,

b and c direction of the unit cell. Other lattice points can then be described through the given

vector of P(uvw) and fully through Equation 2.1:

P(uvw) = ua+ vb+wc (2.1)

where u, v and w are taken as the integers. Using this type of labelling a point can be described

in relation to the origin. For example if P(101) = 1a + 0b + 1c. This has one point in the unit

along the a and c axis direction, with no movement in the b. This point can then be labelled

as (101). It is also possible for the u, v and w values to be negative represented by u, v and w.

An example of a label for a point can be 010 which is located one unit cell along -b.
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This type of atomic position notation can also be used to describe the lattice planes within

a unit cell. Lattice planes are those that contain at least three lattice points. These also act

to periodically intersect the overall lattice structure. Miller indices are used to describe the

lattice planes and correspond to the reciprocal of a point at which a plane intersects the unit

cell at each edge. The Miller planes are represented by the letters h, k and l in the form of

(h, k and l). One example is a (020) plane which intercepts 1/2 along the b axis, but does not

intercept the others. In this notation the Miller indices have their numerical values reduced to

the lowest set of integers if necessary. Miller indices are highly important in powder X-ray

diffraction and are used to label the peaks within a pattern.140

2.4 Diffraction

2.4.1 Theory of Diffraction

One of the major techniques for determining the structure of crystalline solids is centred on

the work of English physicists Sir W. H. Bragg.141 This work involved diffraction of X-rays

by a solid to identify its crystal structure and showed how the face shape of crystals are related

to the reflection of X-ray beams at certain angles present in the structure.

Diffraction is a result of the interaction of waves to result in a diffractogram/interference

pattern. Waves, which are described as having large wavelengths (e.g. 4000-7000 Å) are

scattered elastically (i.e. without change in energy) and are refracted by atoms. Those which

show a wavelength that is either of a similar or smaller size than that of the atomic spacing

within a crystalline material, can interact within the crystal to be diffracted. The scattered

waves from an ordered array of atoms can either constructively (in phase) or destructively

(out of phase) interact with one another with an illustration shown in Figure 2.8.
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Figure 2.8: The constructive a), and destructive b), wave interference for X-rays.

The phase of each wave with respect to one another is dependent on the atoms and crystal

structure and as a result will diffract in a unique manner.

W. H. Bragg’s work showed a simple and frequently used description of how diffraction from

a crystal structure occurs. This assumes that the partial specular reflection of incident radi-

ation occurs along a series of parallel layers of atoms (Figure 2.9). As crystalline structures

tend to have an ordered array, thousands of planes of the atoms are able to reflect a small

fraction of the incident radiation.

X-rays have been found to have a wavelength between 1×10−8 to 1×10−10 meters with a fre-

quency between 1×1016 to 1×1020 Hz. C. G. Barkla showed that X-rays can be polarised by

scattering from solids, due to the wavelengths of X-rays being comparable with that of atom

spacing in crystals (1×10−10 m).142 This type of electromagnetic radiation could therefore

be used to map out the atomic arrangements in crystals via diffraction patterns.143

The resulting reflected beams can interact in either a constructive or destructive manner. Con-

structive interference will only occur when the phase difference between the reflected waves

is an integer number of wavelengths. The conditions in which a constructive interference can

occur can be described by the Braggs equation (Equation 2.2);
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nλ = 2dsinθ (2.2)

where n is an integer, λ the wavelength, d the spacing between the lattice planes and θ is the

angle between the incident radiation and plane of atoms. The equation can only be applied in

cases where λ ≤ 2d.

metal target in a vacuum tube. From the collisions the electrons return to rest and result into

the release of X-rays. From this two types of radiation beams are emitted, these are the stronger

K-a radiation and the other weaker K-b radiation. The K-b type is normally filtered out by

nickel sheets.

The PXRD equipment works by having the sample in a polycrystalline form, spread thinly over

a sample disc. This allows the X-rays to interact equally with all of the surface of the sample.

The X-rays are then aimed at this sample and are diffracted back and collected to identify the

crystal structure. The result shows the diffracted rays from the sample that act to give the d

spacing 2q values of the atomic layers. Based on these diffracts on the atomic layers (figure 7)

the composition and structure of the compounds can be identified.

d d

Θ Θ 

Θ 

 d   sin Θ 

Figure 7: X-rays being diffracted of atomic layers

These angles are recorded in pattern data and are called angles of incidence theta 2q . Thus by

observing the resulting diffraction pattern of the X-rays from the unit cell layers, the structural

type of the crystal can be devised. The relationship been shown in the Braggs equation:

22

Figure 2.9: Representation of the diffraction of radiation within the crystalline atomic layers

used to derive Bragg’s equation. d is the spacing between the parallel atomic planes and θ is

the angle between the planes and incident radiation.

Each type of crystal is a result of multiple groups of planes separated by different d spac-

ings. These are referred to, as previously mentioned, as Miller indices labelled hkl. The

crystal planes themselves are susceptible towards the atomic size and crystal structure, hence

collection of the diffraction radiation from each family of planes provides a unique pattern.

Structural information on the relative atomic positions can be derived from the intensity of

the constructive waves. The main method for studying the crystal structure of polycrystalline

materials is powder X-ray diffraction which is discussed in section 2.4.3.
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2.4.2 Generation of X-rays

In general X-rays are produced as a form of electromagnetic radiation with a value of wave-

length (λ ) = 0.1 nm. The X-rays themselves are a result of electrons from a high voltage

cathode i.e. a tungsten filament, being bombarded onto a metal target.144 In the case of

the XRD equipment used, an anode of copper acts as the metal target in a vacuum tube. A

schematic of a laboratory X-ray tube is presented in Figure 2.10.

Electrons

Water cooled

X-rays

Tungsten 
filament

Vacuum 

Metal
anode 

Beryllium 
window

Figure 2.10: Schematic diagram of a X-ray generating tube.

X-ray radiation is generated via the rapid deceleration of electrons as they hit the metal target.

This form of radiation is referred to as Bremsstrahlung radiation. Additionally, electrons from

the filament can knock electrons, in the target, from the inner shells of the atoms e.g. 1s K

shell. This vacancy is then filled by one of the electrons from the outer orbitals (2p and

3p) immediately occupying the vacant 1s level. The release in energy from this movement

of electrons to different orbital is what causes the transmission of X-ray and is describe in

Figure 2.11.
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Figure 2.11: Illustration of X-ray generation. The electrons are represented with grey spheres,

the nucleus of the atom by the black central cluster. The electron vacancy is represented by

the blue box.

This process of X-ray generation results in the release of two types of radiation beams, the

stronger K-α radiation and the weaker K-β . These labels are derived from the type of electron

removed, i.e. K for a 1s electron, and the subscript α indicates that the electron goes down one

energy level (2p→ 1s), β for two (3p→ 1s) energy levels. An illustration of the movement

of the electrons from different energy levels is shown in Figure 2.12 for copper metal. Of

the radiation types, K-α is often the most used for analysing samples, with K-β filtered out

using either a silicon or germanium monochromator. A copper source will have wavelength

values for each type of radiation with K-α = 1.54184 Å and K-β = 1.39222 Å. Figure 2.13

shows the X-ray emission spectra which has two sets of doublets corresponds to K-α1, K-α2

as well as K-β 1 and K-β 2.145
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Figure 2.12: Representation of energy levels and changes involved in a X-ray emission.145
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Figure 2.13: Representation of X-ray emission spectrum.144, 145

Both types of radiation show doublets resulting in a 1 and 2 value. This stems from the
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different spin states possible for the p electrons making the transition, to the spin of the

vacant 1s orbital. In the case of K-α , the 2p electrons have a total angular momentum given

by the quantum number j = l ± s, where l is the orbital quantum number and s is the spin

quantum number. In the case of a 2p electron l = 1 and as a result, j can be either 3/2 or 1/2.

This can result in the following transitions for each type of K-α as shown in Equation 2.3.

2p3/2
K−α1−−−→ 1s1/2 and 2p1/2

K−α2−−−→ 1s1/2 (2.3)

In some X-ray experiments when the two separate types of K-α radiation is observed, the

weaker K-α2 can be removed.146

2.4.3 Powder X-ray Diffraction (PXRD)

The characterisation of the crystal structure of a material requires the detection of all diffracted

X-rays from as many, if not all of the crystal planes. In order to meet the Bragg conditions

either the angle or the wavelength of the incident radiation must be varied. In single-crystal

X-ray diffraction a fixed wavelength of X-rays is diffracted from a rotating crystal. In this

way all of the lattice planes can be passed through the required Bragg angle. As a result it is

also necessary for an X-ray detector to be present at all possible diffraction angles. Knowing

the wavelength of the radiation used, along with the 2θ angle that results in each diffraction,

the d spacing of the lattice planes can be determined. The most commonly used collection

methods to obtain diffraction data from polycrystalline materials, is PXRD. This technique

is widely used within solid state laboratories and has played a key part in the characterisation

of materials within this project. Powdered materials are made up of very large numbers of

small crystals randomly orientated to one another. As a result when the X-ray beam interacts

with the crystals that are orientated to meet the Bragg conditions of each plane, a series of

diffracted X-rays cones will result as shown in Figure 2.14. By passing a detector at known

2θ angles through these cones a diffraction pattern for a sample is produced.147
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Figure 2.14: Representation of the X-ray diffraction cones produced from analysing a sample.

2.4.4 Equipment for Powder X-ray Diffraction

PXRD data is normally collected using a specialised piece of equipment called a diffractome-

ter. There are a variety of different approaches that can be used for the collection of PXRD

data and several possible geometries for the diffractometer configuration. In this project all

PXRD was carried out in reflection mode using a PANalytical Empyrean Series 2 Diffrac-

tometer with the Bragg-Brentano geometry. This type of geometry acts to rotate both the

detector as well as the sample as shown in Figure 2.14. This set-up has the X-ray source,

sample centre and detector all at positions on the circumference of an imaginary circle known

as the measuring circle.

The sample is rotated θ degrees whilst the detector is rotated by a value of 2θ degree. This

is to ensure that the sample remains at a tangent to the measuring circle. The angle between

the X-ray incident and diffracted beam is determined by 180◦ - 2θ . The Bragg-Brentano

geometry is shown in Figure 2.15.
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Figure 2.15: Schematic diagram of the Bragg-Brentano geometry, with X-rays diffracting

over a sample with a rotating detector.

The sample to be analysed is placed upon a flat plate, of a suitable circular size at the centre

of the goniometer. The sample is then rotated during analysis around its perpendicular axis

to provide a good average crystallite orientation. For much of this work a zero-background

Si sample holder was used. This allowed samples of low quantity to be analysed without

contribution from the holder to the diffraction pattern.148

2.4.5 X-ray Detectors

X-ray detectors act to convert X-ray photons scattered from compounds under study to be

converted into an electrical signal. The arrangement of the atoms and their nature leads

towards producing a diffractogram of the crystalline structure.149 Two of the most common

types of detectors used for PXRD equipments is that of scintillation and gas-filled detector.

This work included the use of only a scintillation detector for analysis. The approach works

by converting the X-ray photons in an electrical signal. The X-rays collide onto a phosphor

screen, coated on a thallium-doped sodium iodide crystal. This then converts the X-rays to
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photons which are then subsequently converted to voltage pulses via a photomultiplier tube.

The signal from the voltage pulse is then recorded for data analysis.150

2.5 Rietveld Refinement

One of the most common methods used for determination of crystalline structures from

PXRD data is through Rietveld refinements.151 Specialised software calculates a theoreti-

cal diffraction pattern based on a proposed model and is then compared to experimental data.

The aim is to decrease the difference between the two phases, so modifications are applied

to the theoretical pattern. Rietveld refinements are usually carried out using the computer

software program GSAS.152 Using a least-square refinement the quantity that is minimised

is the residual, Sy described in Equation 2.4 as:

Sy = ∑
i

wi(yi− yci)
2 (2.4)

where wi is 1/yi, yi is the observed intensity at the i th step and yci is the calculated intensity

at the i th step.151 This type of minimisation is known as a least-squares refinement.

A diffraction pattern will contain various Bragg reflections which contribute to the intensity,

yi, observed at any arbitrary point i, present in the pattern. Calculated intensities, yci, are

determined from the |FK|2 values. This is the structural factor and is calculated using the

structural model by summing up the calculated contributions from the neighbouring Bragg

reflections, as well as the background.

yci = s∑
K

Lk | FK |2 φ(2θi−2θk)PkA+ ybi (2.5)

s = scale factor

K = Miller indices h k l, for a Bragg reflection

LK = Lorentz, polarisation and multiplicity factor,
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φ = reflection profile function

PK = preferred orientation function

A = adsorption factor

FK = structure factor for the Kth Bragg reflection

ybi = background intensity at the ith step

The significance of these variables, has been discussed in the following sections.

2.5.1 Lorentz, Polarisation and Multiplicity Factors, LK

A laboratory diffractometer will generally produce unpolarised X-rays for sample analysis.

However, on contact with the crystallites within a sample, polarisation can take place which

reduces the intensity of the detected X-rays.150 The variation of a polarised beam can be

given by the polarisation factor P;

P = 1/2(1+ cos22θ) (2.6)

The Bragg angle for a reflection, θ , will occur over a very small range, rather than an idealised

exact θ value. The extent of this range shows a 2θ dependence that is known as the Lorentz

factor.153 The Lorentz factor can be added to the polarisation factor to account for the non-

ideal Bragg reflections. This results in the modified version of the polarisation factor as;

P = (1+ cos22θ)/(sin22θcosθ) (2.7)

One of the consequences of a diffraction pattern from a powdered sample, is that it is made

up of rings (diffraction cones) as shown in Figure 2.14. These rings can overlap with those of

equivalent diffraction planes for example in a cubic system the 100, 010 and 001 all contribute

to the diffraction pattern at the same point. Therefore, the multiplicity factor is needed to take

this into account for refinements.
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2.5.2 Reflection Profile Function, φ

Bragg’s law implies that polycrystalline materials will result in a diffraction pattern which

consists of a flat background and perfectly defined lines corresponding to each Bragg reflec-

tion. In reality this is not the case as a number of factors such as instrumental and sample

contributions (crystal defects and particle size) can result in diffraction of various shapes.

The reflection profile function, φ describes the profile of each reflection and approximates

the effects of both the instrumental and sample factors. This type of function is required

when fitting diffraction data. In the case of PXRD, the Gaussian (2.8), Lorentzian (2.9) and

pseudo-Voigt (2.10) profile functions are used for modelling the peaks.

C1/2
0

HKπ1/2 exp(−C0(2θi−2θk)
2/H2

k ) (2.8)

C1/2
1

πHK
1

/[
1+C1

(2θi−2θk)
2

H2
k

]
(2.9)

ηL+(1−η)G (2.10)

In these Equations 2.8 and 2.9, C0 = 4ln2, C1 = 4, the mixing parameter η = NA + NB*(2θ )

where NA and NB are the refinable values. The peak width, H is taken as the full-width-at-

half-maximum (FWHM) and is defined as:

H2 = Utan2θ +Vtanθ +W (2.11)

In Equation 2.11 the definable parameters are that of U, V and W.

2.5.3 Preferred Orientation Function, PK

Preferred orientation is a result of the crystallites in a sample have a tendency to orientate

in one type of direction over the others. This can be caused when a sample’s surface is
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compressed whilst being prepared in a sample holder. This can result in a greater number

of certain families of planes being exposed to the X-ray beam, which will increase the peak

intensities for these reflections. Software such as GSAS can provide corrections if this occurs,

but were not applied within this work.152, 154

2.5.4 Absorption Factor, A

Absorption can result in the beam intensity being removed and a decrease in the intensity

of diffraction peaks. When a diffractometer is operating with an ideal Bragg-Brentano ge-

ometry the effect of absorption should be uniform across the entire 2θ range, with the need

for corrections. However, in the case where highly absorbing materials are analysed, a 2θ

dependence, particularly at low angles may occur resulting in reduced thermal parameters in

the refinement. Various numbers of corrections are available if this problem should occur.

2.5.5 Structure Factor, FK

By combining the waves scattered from each plane of atoms, the total diffraction intensity of

a unit cell can be calculated. This is referred to as the structure factor, FK with K indicating

each set of (hkl) planes and is given by:

FK = ∑
j

N j f jexp[2πi(hx j + ky j + lz j)]exp[−M j] (2.12)

where

hkl = Miller indices

x j, y j, z j = atomic positions of the nth atoms,

N j = site occupancy multiple for the j atom site,

M j = 8π2u2
ssin2θ /λ 2,

u2
s = root-mean-square thermal displacement of the nth term parallel to the diffraction vector,
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f j = atomic scattering factor.

The scattering factor, f j is related to the distribution of the scattering density. In the case of

X-rays, these are scattered via electron clouds. The scattering factor for X-ray diffraction is

shown to be 2θ dependent and is described in Equation 2.13.

f j =
4

∑
j=1

a jexp[−b j
(
sin2θ/λ 2)]+ c (2.13)

Here a j, b j and c are the Cromer-Mann coefficients, specific to each atom and can either be

experimentally derived or obtained via quantum mechanical calculations. The intensity of

diffraction peaks decreases with increasing values of θ .

2.5.6 Background, ybi

In a diffraction pattern the background can contribute to unwanted contributions from a va-

riety of causes such as, amorphous materials, scattering from the sample holder to inelastic

scattering. In order to account for these types of contributions the background must be taken

into account. A variety of methods exist to achieve this such as, using tables of known instru-

mental background, linear interpolation between user defined points to modelling background

functions. Refinement software packages, such as GSAS provide a variety of possible back-

ground functions, which can be used to describe the specific background characteristics of

each pattern. In the case of this work the two main functions used were the Chebyschev series

and the fifth function type power series.

2.5.7 Quality of Fit Criteria

In a Rietveld refinement pattern, a difference profile plot between the experimental and cal-

culated values are provided. Using this comparison a numeral representation of the fit quality

can also be determined.

When assessing the quality of fit for a refinement the weighted profile R-factor (Rwp), re-

flection intensity R-factor (Rp), expected R-factor (Rexp), and χ2 values are used and defined
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as:

Rwp =
(
∑

i
wi[yi(obs)− yi(calc)]2/∑

i
wi[yi(obs)]2

)1/2 (2.14)

Rp = ∑
i
|yi(obs)− yi(calc)|/∑

i
yi(obs) (2.15)

χ2 = Rwp/Rexp (2.16)

Rexp =
[
(N−P)/

N

∑
i

wiyi(obs)2]1/2 (2.17)

Here wi is a weighting factor, yi(obs) and yi(calc) are the observed and calculated intensities,

with N as the number of observations and P the number of parameters.

For an ideal refinement the values of Rwp and Rp should be reduced as much as possible, with

χ2 being a value of 1.

2.6 Thermogravimetric Analysis (TGA)

2.6.1 TGA Equipment

Thermal gravimetric analysis (TGA) operates by the mass of a sample being monitored under

a controlled atmosphere and temperature.155, 156 During the procedure, the sample mass can

either increase or decrease depending on the type of chemical reaction taking place. The sam-

ple itself is placed in a furnace chamber on an accurate balance for its mass to be measured,

whilst being subjected to increasing temperatures.

The TGA equipment used in this project was that of a Mettler TGA/DSC 1 STAR system,

with the results analysed using STAR evaluation software. A TGA run is carried out by first

measuring the sample to an approximate value whilst in an alumina crucible. This is then
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inserted into the furnace chamber onto a hotplate/balance that allows the temperature and

mass of the sample to be measured simultaneously. Over the heating cycle the sample’s mass

can be measured to a 0.0001 mg level of accuracy. A schematic of the TGA equipment used

is shown in Figure 2.16. This representation has the sample mass being measured whilst in a

furnace when heated to different temperatures. This results in an in-situ TGA curve, which

can measure the change in mass over time and temperature. This representation also shows

that within this set-up multiple gas cylinders can be attached to alternate between different

types of atmospheres during experiments.
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Figure 2.16: Schematic of TGA equipment showing how a sample’s mass can be measure

in-situ, to prepare a TGA curve.

Once a TGA curve has been determined the change in mass of a sample at different temper-

atures and conditions can be calculated. Figure 2.17 shows the mass of a sample increasing

during a TGA experiment.

Measurements using TGA have been primarily aimed to determine the thermal stability of

materials as well as their chemical composition. This can be used to identify organic com-

pounds via decomposition temperatures, ad/desorption and oxidation/reduction properties.

These are kinetic processes and using data obtained through TGA, the reaction rates can
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be determined. This is from measuring how much the mass changes over time, at different

temperatures and different heating rates.

TGA is also able to provide insight into the mechanisms of solid-gas reactions. Janke et

al. was able to monitor the hydrogenation of CO2 towards methane through TGA, by ob-

serving the increase in mass of the catalyst as it adsorbes CO2, then losses it under a H2

atmosphere.157

ΔM

M1

M2

T1 T2

Figure 2.17: A TGA curve showing the mass of a sample increasing at different temperatures.

Other analytical methods such as IR spectroscopy and mass spectrometry (MS) can also be

coupled with TGA. This allows added analysis for different groups such as H2O and organic

materials to be characterised as well as quantified.158

2.6.2 TGA in this work

In this work TGA was carried of extensively with the dual aim of performing solid-gas reac-

tions and to monitor the gas uptake at the same time. Much of this work has involved reacting

mixed metal oxides with CO2 in order to prepare mixed metal oxide carbonates. This reac-

tion results is an expected increase in the sample mass. This is due to CO2 being taken up

from the gas flow to react with the oxide forming carbonates. Alkaline earth metal oxides AO

(A = Mg, Ca, Sr, Ba) have a strong affinity for reacting with CO2 towards binary carbonates,
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ACO3.159 In order to avoid decomposition towards binary carbonates and to prepared desired

products. An alternating gases approach was used. This involved heating a sample to specific

temperatures under an inert atmosphere. Then once the temperature of the TGA chamber

was stable, CO2 would be introduced to react with the sample. After a specific reaction time

the sample would then be cooled to room temperature under the inert gas. This would allow

the sample to react with CO2 under conditions that would favour the formation of the mixed

metal oxide carbonate, and minimise formation of the binary carbonate by-product during

cooling.

By utilising the programming abilities of the TGA equipment. This not only allowed an easy

way of alternating gases towards desired products, but it also provided an in-situ measurement

of the sample mass changing. This was used to determine the quantity of CO2 that was

utilised towards forming the oxide carbonate, as well as the reaction rate order and rate of

reaction.

2.7 Fourier Transform Infrared FTIR spectroscopy

Infrared (IR) spectroscopy is used to study the vibrational motions of molecules. Different

types of motions among the different groups of atoms can cause the molecules to absorb

various amounts of energy. This can be used for the identification of atoms and how they are

bonded or grouped in an unknown compound. Absorption of energy in the infrared region

lies between λ = 4000 – 200 cm−1, and arises from changes in the vibrational energy of the

molecules. Analysis of the vibrational behaviour of samples was carried out using a a Perkin

Elmer diamond tipped FT-IR, Figure 2.18.
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Figure 2.18: A Perkin Elmer diamond tipped FT-IR.

One important condition for analysing samples with IR spectroscopy is that only vibrations

that result in a change in the electric dipole moment will be observed.160 For example, stretch-

ing vibrations in a homonuclear diatomic molecule (O2, N2, and Br2) will not produce a

change in the dipole moment.161 This means that these molecules will not be detected using

IR spectroscopy. On the other hand molecules such as CO and IBr can be detected as these

do contain a permanent dipole moment.

2.8 Computational Methodology

In this work computational chemistry methods have been employed for studying the reaction

of metal and mixed metal oxides with CO2 towards carbonate compounds. Chapter 5 has

provided a thermodynamic study of CO2 reacting within a cluster of AO (A = Sr, Ca and Ba)

towards forming surface ACO3, in the bulk of SrO towards SrCO3 and in the bulk Sr2CuO3

towards Sr2CuO2(CO3). The vibrational behaviour of the carbonate groups have also been

studied using computational methods, and has been discussed in Chapter 6.
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2.8.1 Schrödigner equation

The application of quantum methods for studying atoms, molecules and materials has been a

long standard technique to aid and even exceed laboratory research. In the terms of quantum

chemistry, molecules can be represented as collections of positively charged nuclei and nega-

tively charged electrons with electrostatic interactions present between them. When studying

these types of systems the properties can be described via a wavefunction ψ(r,R) which is

dependent on the position of all the nuclei (R) and electrons (r). A key concept within quan-

tum mechanics is in solving the Schrödinger equation. In the case of the time-independent

non-relativistc Schrödinger equation, this can be solved to provide the necessary information

for the wave function ψ (r,R), as well as the corresponding energy of the system E.162 The

time-independent Schrödinger:

Ĥψ(r,R) = Eψ(r,R) (2.18)

is dependent on the Hamiltonian operator Ĥ, which describes the interaction between parti-

cles within a molecular or solid system. The Hamiltonian in non-realistic form can be broken

down into the total kinetic energy operators for the nuclei (T̂n) and electrons (T̂e). The nuclei-

electron attraction (V̂en) operator along with the nuclei-nuclei (V̂nn) and electron-electron (V̂ee)

repulsive operators. When studying a system composed from Nα nuclei and Ne electrons the

Hamiltonian operator can be represented in the following form:

Ĥ =−1
2

Nα

∑
α

1
Mα

∇
2
α︸ ︷︷ ︸

T̂n

+
Nα ,Nα

∑
α<β

ZαZβ

|Rα −Rβ |︸ ︷︷ ︸
V̂nn

− 1
2

Ne

∑
i

∇
2
i︸ ︷︷ ︸

T̂e

+
Ne,Ne

∑
i< j

1
|ri− r j|︸ ︷︷ ︸
V̂ee

+
Nα ,Ne

∑
α,i

Zα
|Rα − ri|︸ ︷︷ ︸
V̂en

(2.19)

where Zα is the charge of the α-th nucleus and Mα is the mass in atomic units. The position

of the α-th nucleus is represented by Rα and the i-th electron is ri. The Laplacian operator,

∇2 is the kinetic energy and is the sum of second partial derivatives of the function with

respect to each independent variable, Equation 2.20.
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∇
2 =

δ 2

δx2 +
δ 2

δy2 +
δ 2

δ z2 (2.20)

This is a compact form to represent the Cartesian coordinates (x, y and z) as the particle is

moving.163, 164

The Hamiltonian operator is essential for being applied within quantum mechanical meth-

ods and for studying molecular and solid systems. By using an accurate description of the

Hamiltonian, the total energy of the system E can be determined. The energy values can then

be used to determine the electronic, vibrational and rotational transitions that exist within a

system. This is very important when studying the vibrational behaviour of molecules and

solids which can be used for a variety of applications, from monitoring chemical reactions to

determining transition states.

2.8.2 Born-Oppenheimer approximation

Solving the Schrödinger equation can be a computationally expensive task due to the num-

ber of calculations required for both the nuclei and electrons. As a result, approximations

have been developed in order to reduce the calculation costs. The Born-Oppenheimer ap-

proximation is an approximation method that compares the mass of the nuclei to that of the

electrons.165 It treats the nuclei as being stationary when compared to the electrons. This

makes the task of calculating the systems less computationally expensive and quicker as a re-

sult and leads to the concept of potential energy surfaces, PES. The PES describes the energy

of a system as a function of certain parameters for example the atomic positions.

The Born-Oppenheimer approximation is highly important within quantum chemistry and is

applied due to its simplicity and high levels of accuracy. This approximation states that as

electrons are moving at considerably higher speeds than that of the nuclei, that they can be

considered as moving in a system of fixed nuclear positions. By applying this approximation

to the Hamilton operator (Equation 2.19) for Ne electrons, can be simplified as shown in

Equation 2.21.
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Ĥ =− 1
2

Ne

∑
i

∇
2
i︸ ︷︷ ︸

T̂e

+
Ne,Ne

∑
i< j

1
|ri− r j|︸ ︷︷ ︸
V̂ee

+
Nα ,Ne

∑
α,i

Zα
|Rα − ri|︸ ︷︷ ︸
V̂en

(2.21)

By taking into consideration the Born-Oppenheimer approximation, this has reduced the

Schrödinger equation whilst retaining the V̂ en energy . Therefore the total wave function of a

system can be described for the total nuclei [ψn(R)] and electron [ψe(r;R)] wave functions:

ψ(r,R) = ψe(r;R)ψn(R) (2.22)

2.8.3 Density Functional Theory (DFT)

One of the most common approaches for studying the quantum chemistry of materials, and

molecules is through Density Functional Theory (DFT).166, 167 This approach carries out cal-

culations based on the electronic density ρ of the ground state of a system using mathematical

functionals (function of a function). The concept of DFT is that if E is the lowest potential

energy of a system, i.e. the ground state, then E can be represented as a functional F of the

electron density.

E = F [ρ] (2.23)

Using the ρ significantly speeds up calculations. This is preferred over the many-body elec-

tronic wavefunction which is a function of 3N variables (the coordinates of all N atoms in the

system). Hence for a many-body system this would be very complicated and computationally

expensive. The ρ is only a function of x, y, z therefore has only three variables. This makes

solving the energy of the system much simpler.

This is far more efficient than other methods previously used in quantum chemistry such as

Hartree-Fock theory.168–170 HF approach requires using all the electronic and atomic coordi-

nates to solve the Schrödinger equation. Hence by knowing the electron density and using a

functional, the total energy of a many-body system can be determined, and is described with
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the different components:171

E[ρ] = T [ρ]+Ven[ρ]+Vee[ρ] (2.24)

The energy functional E[ρ] is the sum of the kinetic energy of the electrons T[ρ], the

Coulomb interactions between electrons and the nuclei Ven[ρ], and the interaction energy

between electrons Vee[ρ].

Ven[ρ] can be further expanded upon and expressed as an explicit functional of the density:

Ven[ρ] =−
∫ Na

∑
a=1

Za

|Ra− r|
ρ(r)dr, (2.25)

This has Za and Ra representing the charge and position of the a-th nucleus, respectively. It is

assumed that for a specific molecular system, Ven[ρ] can solely determine all the character-

istic properties. The remaining terms are used to describe a universal functional F[ρ], which

is independent from a particular system.

F [ρ] = T [ρ]+Vee[ρ] (2.26)

The kinetic energy of electrons T[ρ], can be solely used to describe the energy functional in

a system, where the electrons are non-interacting.

T [ρ] =−1
2

Ne

∑
i=1
〈φi(r)|∇2

i |φi(r)〉 (2.27)

Here, φ i(r) describes a set of one-electron orbitals that are related to the electron density, ρ:

ρ =
Ne

∑
i=1
|φi(r)|2 (2.28)

As F[ρ] is a universal functional of the density regardless of the distance between electrons.

T[ρ] can also be regarded as a universal functional.
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The interaction energy between electrons Vee[ρ] is comprised of two parts. Firstly the

electron-electron repulsion energy J[ρ]:

J[ρ] =
1
2

∫ ∫ ρ(r)ρ(r′)
|r− r′|

dr′dr, (2.29)

which is also describes as being a universal functional of ρ . The second part used to define

Vee[ρ] is referred to as the exchange-correction functional Exc[ρ]:

Vee[ρ] = J[ρ]+Exc[ρ] (2.30)

which has been discussed more in-depth in the following section.

2.8.4 Exchange-correlation Exc functionals

The exchange-correlation Exc energy is important to describe how electrons interact with one

another, and has even been referred to as "nature’s glue".172 For studying chemical reactions

in which bonds are being broken and made, to vibrational simulations that study how bonds

are being bent and stretched, an understanding of the Exc energy is essential. The true ex-

pression for the Exc energy is unknown so approximations are made when be applied within

DFT calculations. The Exc functional can be split into the exchange functional Ex[ρ], which

is a result of the indistinguishability of electrons, and a correlation functional Ec[ρ], which

describes the simultaneous movement of electrons:

Exc[ρ] = Ex[ρ]+Ec[ρ] (2.31)

A great deal of work has been carried out towards investigating different types of Exc func-

tionals that are used for studying the properties of atoms and molecules. These different

types can be placed into various classes that are arranged via a system of increasing com-

plexity called Jacobs Ladder.173 The concept of Jacobs ladder is to have increasing accuracy

and performance of the functional, but also to show the increase in complexity.
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The two main types of Exc functionals that can be used are Local (spin) Density Approxima-

tion LDA and Generalised Gradient Approximations GGA174,.175 LDA type functionals are

at the base of Jacob’s ladder and are described as the simplest form of expressing Exc energy.

This method is based on the free gas electron model and depends solely on the values of

electrons at different points in space. Although these functionals are computationally cheap

to use their accuracy is limited. This arises from the bonds lengths being underestimated by

overestimating the bond strength. GGA improves upon LDA by including inhomogeneities

in the electron density, in order to expand and soften the bonds preventing the issue of under-

estimating the bond lengths. More advanced functionals are referred to as Hybrid functionals

such as B3LYP that include experimental values to improve their accuracy. This however

means the method is no longer being based on just first principles but experimental data as

well.176

In this project a variety of functionals have been used to study the interaction of CO2 within

the structure of solid compounds towards forming carbonates.177–180

The Perdew-Burke-Ernzerhof, PBE functional is one of the most used types of GGA func-

tionals in solid-state calculations.177 This type of functional depends explicitly on the elec-

tron density ρ and the density gradient:

EPBE
xc [ρ] =

∫
ρ(r)εPBE

xc (ρ,5ρ)dr (2.32)

PBE acts to approach the uniform electron gas limit for slowly moving densities and is re-

garded as one of the best methods for studying the bulk of solids compared to molecular

systems. One of the problems with this type of functional however, is that it overestimates

the lattice constants by 1-3 %. This can affect other equilibrium properties such as magnetism

and surface energies.

In order to improve the accuracy of these calculations for solid systems a revised version of

PBE, PBEsol has been developed.178, 181 This functional type has been designed for recov-

ering the original gradient expansion for the exchange section over a wide range of density

gradients. The correlation piece is adjusted to reproduce the uniform electron gas surface

energies accurately. Due to PBEsol depending less on the gradient this functional is biased
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towards solids. This can lead to lattice constants and other equilibrium properties for den-

sity packed systems being calculated with greater accuracy than standard PBE.181 Despite

these corrections however, PBEsol has generally been found to be less accurate for molecular

bond energies when compared to PBE, thus making its application preferable towards solid

systems.182

Another class of functionals that can be used are meta-GGA, which include the orbital ki-

netic densities. The orbital kinetic density is equal to the kinetic energy of the indepen-

dent particles. In this project the types of functionals that have been used are, Tao-Perdew-

Staroverov-Scuseria (TPSS) as well as a revised version revTPSS fucntionals. The incorpo-

ration of the kinetic density can result in improvements to molecular properties and surface

energies.183, 184As with PBEsol, the revised version of TPSS could improve the accuracy for

solid state systems.

2.8.5 Basis Sets

In ab initio programs, basis sets can be chosen as a way to represent the atomic/molecular

orbitals of a system.185–187 The Linear combination of atomic orbitals (LCAO) is a method

within quantum chemistry that approximates molecular orbitals (MOs) as a linear combina-

tion of the atomic orbitals, AOs. An initial assumption is that the number of MOs is equal to

the number of AOs included in the linear expansion. This can be simplified as, nAOs com-

bine to form nMOs, which can be numbered i = 1 to n and which may not all be the same.

The expression (linear expansion) for the i th molecular orbital would be:

φi = ∑
r

criχr (2.33)

where φi is a MO represented as the sum of n atomic orbitals χr, each multiplied by a cor-

responding coefficient cri, and r (numbered 1 to n) represents which AO is combined in the

term. The coefficients are the weights of the contributions of the n atomic orbitals to the

molecular orbital.

The number of basis functions used to construct each AO can be expanded such as with
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double-zeta (DZ) to triple-zeta (TZ) basis sets that represent using two and three basis func-

tions respectively. By having multiple functions the AO can be treated as either being diffused

or compressed when constructing a MO. Basis sets can also be used to account for the va-

lence orbitals, with the inner orbitals described using a different method. The introduction of

polarisation also allows the basis sets to perform with greater accuracy as they accounts for

the AO behaving as multiple orbitals of greater magnitude than in the minimal basis.

2.8.6 Pseudopotentials

For calculating large systems, approximations are needed in order to make them perform

faster with less computational demands. In many of these systems the core electrons of the

atoms do not engage in the actual chemical reactions. This consideration of the core electrons

is especially important for studying chemical reactions within the bulk crystal structure of

materials. The pseudopotentials can be used to accurately replace the core electrons when

carrying out the calculations.188–190 This means that only the valence electrons need to be

considered.

2.8.7 Optimisation of structures

In order to determine the enthalpy of reaction (∆Hrxn) from the energy of the reactants and

products, as well as the vibrational frequencies off these systems. All systems have to first be

geometrically optimised. During an optimisation the electronic structure is being reiterated

until it reaches a specific level of convergence. The optimisation of each different system

is achieved via a BFGS algorithm. This is an iterative method for solving unconstrained

nonlinear optimisation problems towards the lowest energy optimised state. The method uses

a mathematical procedure that generates a sequence by improving approximate solutions for

a class of problems, in which the nth approximation is derived from the previous ones. This

method is used during the optimisation to continuously optimise a system’s energy until it

reaches below a set convergence level of 1 × 10−7 atomic units in this study. Once this is

achieved the system will be calculated into its lowest energy state. As a result the optimisation

calculations are carried out before any others. One of the ways to confirm that the structure is
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in its optimum energy state is through vibrational calculations. If the structure is in its lowest

energy state it will only calculate positive vibrational frequencies.

In the terms of the crystal structure of materials the initial coordinates of the atoms are usually

taken, from those found from reported experimental XRD data. In this work the Inorganic

Crystal Structural Database (ICSD) was used as the source for this information. The crys-

tallographic information was provided in the form of a crystal information file (.cif). The

coordinates and lattice parameters can then be imported into a input file. Throughout this

project both Cartesian and fractional coordinates of systems have been used for different cal-

culations. In the case of lone molecules, such as CO2, these can be placed within a unit cell

of known dimensions to be given the freedom for optimisation.

2.8.8 Thermodynamics of reactions

The work reports a study of metal oxides, AO (A = Sr, Ca and Ba), and mixed metal ox-

ides, Sr2CuO3, reacting with CO2 towards carbonate based compounds. Using computational

methods a thermodynamic study of the chemical reactions between the A-O groups with CO2

has been carried out. The calculated energy change from the reactants to the product can be

used to determine the enthalpy of reaction ∆Hrxn. ∆Hrxn values have been calculated for both

cluster (part of the crystal structure) and bulk (entire crystal structure) type systems of the

oxides. These calculations have only focused on a purely thermodynamic study through only

determining the reaction enthalpy values.

If the energy content of the reactants is greater than that of the products, this will make the

reaction exothermic with a -∆Hrxn value. This will also mean that the products are in the most

energy stable state. If the products have greater energy content this will make the reaction

endothermic with a +∆Hrxn value. This will mean that the reactants are the more stable phase.

Equation 2.34 shows how the difference in energy values for the reactants and products can

be used to determine the ∆Hrxn.

∆Hrxn = ∑H f (Products)−∑H f (Reactants) (2.34)

99



Using DFT methods the energy content of an optimised (lowest energy) system has been

determined for the separated reactants, CO2 and metal oxide. The energy value was also de-

termined for a system where CO2 was optimising with a metal oxide groups towards forming

a metal carbonate. Equation 2.35 represents how the ∆Hrxn for these carbonate reaction have

been determined.

∆Hrxn = ∆H f (ACO3)−∆H f AO−∆CO2) (2.35)

The calculated results were compared to those experimentally determined via the same equa-

tion using values reported within the CRC Handbook of Chemistry and Physics.122 However,

one of the main factors to consider is that the computational calculations were all carried

out at temperature of 0 K. In order to compensate the calculation being carried under these

conditions, thermal corrections have been applied to the energy values. This includes the

translational, rotational and vibrational contributions.

By being able to construct an accurate method for calculating the ∆Hrxn for known reac-

tions, such as SrO reacting with CO2 towards SrCO3. This same methodology can then

be applied for calculating the ∆Hrxn for the novel reaction of Sr2CuO3 with CO2 towards

Sr2CuO2(CO3), which has also been developed experimentally within this project.

2.8.9 Thermal correction

The ∆Hrxn value for the bulk calculations were determined using the overall electronic total

energy, UDFT along with various corrections. The ∆Hrxn for the solid species such as SrCO3

and Sr2CuO3 were determined using Equation 2.36.

∆Hrxn =UDFT +UZPE +Uvib (2.36)

This has the UDFT alongside the zero-point energy correction, UZPE, and vibrational contri-

bution, Uvib. In order to achieve these corrections the harmonic vibrational frequencies of all

phases had to be determined. UZPE refers to the energy at absolute zero which is the low-
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est amount of energy a system can have at its ground state.191 Using Equation 2.37 and the

vibration frequencies, UZPE can then be determined.129

UZPE =
1
2

hν (2.37)

Uvib is determined using the vibrational frequencies as shown in Equation 2.38.129 These

terms are defined as R = 8.315 J mol−1 K−1, h = 6.626× 10−34 J s, c = 2.998× 1010 cm s−1,

ω = vibrational frequency cm−1, kβ = 1.381 × 10−23 J K−1 and T = temperature K. Uvib is

determined in J mol−1 via this equation which is then converted to hartrees.

Uvib =
R× (hcω

kβ )

exp( hcω
T kβ )−1

(2.38)

In the case of CO2, a linear gaseous molecule, the translational and rotational contributions

Utrans+rot and the ideal gas equation PV = RT, was also included, Equation 2.39.

∆Hrxn =UDFT +UZPE +Uvib +Utrans+rot +PV (2.39)

The Utrans+rot is the sum of translational (3/2 RT) and rotational (RT) contributions. Along

with PV = RT this gives the total contribution for linear gas species like CO2 as 7/2 RT.

These types of corrections are also important as they can be used to provide an accurate

assessment of the energetics involved in the reaction. This also makes the theoretical model

closer towards the experimental reaction that occur at 1273 K.

2.8.10 Vibrational calculations

The vibrational frequencies are determined using from the optimised coordinates of either a

crystal structure or a singular molecule. When this system is allowed to vibrate the frequen-

cies are determined via Equation 2.40:
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ω =
1

2πc

√
k
µ

(2.40)

here ω is the vibrational frequencies in cm−1, k is the force constant (kg m s−2), µ the reduced

mass and c the speed of light (2.998 ×108 m s−1). µ is determined from the mass values of

each atom that is involved in each vibration. When the bonds in a molecule are vibrating

the force constant k, can be determined via a diagonalisation of the mass-weighted Hessain

matrix. The Hessian matrix is the matrix of the 2nd derivatives of the energy with respect to

the geometry.192 This is done for vibrational modes with the Hessian based on the Cartesian

rather than fractional coordinates. In order to calculate a 2nd derivative, the 1st derivative

is determined for a given geometry, then the geometry is altered and a self-consistent field,

SCF calculation is carried out on the new coordinates to re-calculate the derivatives. The

SCF method is an iterative method that involves obtaining a more accurate set of coordinates

to re-calculate the derivative to greater accuracy. The 2nd derivative is determined from the

difference of the two first derivatives divided by the step size. For the treatment of two

Cartesian coordinates i and j the Hessian can be defined as shown in Equation 2.41.

Hi, j =
δ 2E

δxiδx j
(2.41)

For a simple two atom system the force vector for the first X1 and second X2 atoms would be

equal to:

F1 =
δE
δX1

=
δ 2E

δX1δX1
∆X1 +

δ 2E
δX1δX2

∆X2 (2.42)

F2 =
δE
δX2

=
δ 2E

δX2δX2
∆X2 +

δ 2E
δX2δX1

∆X1 (2.43)

The Hessian can then be written in matrix form along side the displacement vectors X (change

in coordinates) to determine the force constant k from the force vectors of the two atoms, F1

and F2.
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 δ 2E
δX1δX1

δ 2E
δX1δX2

δ 2E
δX2δX1

δ 2E
δX2δX2

∆X1

∆X2

=

F1

F2


This same methodology can then be expanded and applied for determining the force constant

k of a many atom system with the Hessian matrix.


δ 2E

δX1δX1

δ 2E
δX1δX2

. . . δ 2E
δX1δXn

δ 2E
δX2δX1

δ 2E
δX2δX2

... . . .
δ 2E

δXnδX1

δ 2E
δXnδXn




∆X1

∆X2
...

∆Xn

=


F1

F2
...

Fn


Through computational methods the Hessian matrix for an entire system vibrating can be

calculated using the change in coordinates and energy values. Using this the force constant k,

can be determined which can be used along with the reduced mass, µ towards the vibrational

frequencies, Equation 2.39. Intensities of the vibrational frequencies can also be determined

using the transition dipole moments. This shows how likely the different vibrations are to

appear.

2.8.11 Software

2.8.11.1 Orca

Orca was employed for a variety of calculations involving a fragment of an overall struc-

ture.193 This type of program can be used for both ab initio DFT, as well as semi-emperial

calculations, that also depend on experimental data. This software was employed for the

cluster based calculations.

2.8.11.2 CP2K

For many of the calculations, DFT was applied using the software package CP2K/QUICKSTEP.194

This program can be used for a variety of different applications such as geometric optimi-
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sations, determining binding energies as well as vibrational frequencies. CP2K works by

using DFT via the hybrid Gaussian-Plane Waves (GPW) method.195 This uses atom-centred

Gaussian-type basis to describe the wave function of the system and auxiliary plane wave

basis to describe the electron density. This is used to accurately and quickly solve the Kohn-

Sham equation in DFT by using approximations for the wave function and electron density.
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Chapter 3

Direct reaction of Sr2−xAxCuO3

compounds with CO2

3.1 Crystal structure of Sr2CuO3 and Sr2CuO2(CO3)

The A2CuO3 (A = Sr, Ca and Ba) series of compounds are classed as having one-dimensional

structures, with connecting chains of square planar CuO4 groups. The structure of Sr2CuO3

and Ca2CuO3 has also been described as anion-deficient equivalents of the structures of

K2NiF4-type compounds such as La2CuO4 and Nd2CuO4 respectively.88, 196 These have an-

ion vacancies present throughout the crystal structure alongside the Cu-O chains, and can

potentially be used as host sites for additional anions. A comparison of the anion deficient

A2CuO3 structure to that of the K2NiF4 is shown in Figure 3.1. The anion vacancies are

measure as the distance between the centre of the A cations in the c direction of the unit cell.
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Figure 3.1: Crystal structures of K2NiF4 (a) and of A2CuO3 (b). The anion vacancies in

A2CuO3 are highlighted using the black ovals.

Sr2CuO3 has been reported with two different types of unit cells, one with the oxide as

the origin and a 2nd unit cell with a copper cation as the origin.88, 197 A comparison of the

different structures of Sr2CuO3 has been shown within Figure 3.2. Both structures have

Immm space groups with (a) have the lattice parameters of (a = 12.7163(2), b = 3.9159(1), c

= 3.5032(1)) and (b), (a = 3.9089(2), b = 3.4940(2), c = 12.6910(7)).
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Figure 3.2: A comparison of the two unit cells of Sr2CuO3 with a copper cation a), and an

oxide b) set as the origin.

Through anion insertion the coordination state of the copper cations, as well as their oxidation

state can be changed. In these compounds the Cu2+ cation has the ability within the crystal

structures to expand its coordination state from 4 (square planar) to 6 (octahedral). There

is also the possibility of the copper cation to be oxidised to a higher oxidation state such as

Cu3+. The incorporation of F− into Sr2CuO3 for example results in the high temperature

(46 K) superconductor Sr2CuO2F2+δ and has the copper expanding its coordination number

from 4 to 6 as well as showing a Cu2+/3+ mixed valence.92 This compound is an example of

how anion vacancies can act as "reaction sites" for preparing novel mixed anion compounds

with new properties.

One of the aims of this project is to investigate how direct insertion and reaction within these

anion vacancies can lead to novel materials. In order to do this, a clear understanding of the

anion vacancies and how they are arranged within the crystal structure is important.

This work investigates utilising the anion vacancies within alkaline earth metal cuprates

(A2CuO3) as hosting/reaction sites for CO2. These vacancies have potential to store CO2,

similar to porous materials like zeolites, but have A-O (A = Sr, Ca and Ba) groups which

react and form a carbonate.198, 199 It is proposed that within these vacancies CO2 directly
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reacts with A-O groups to prepare a mixed metal oxide carbonate based on the formula

Sr2−xAxCuO2(CO3) (x = 0 – 2). In this way CO2 can be utilised as a chemical reagent

for the preparation of mixed metal oxide carbonates. Studies by Juhasz et al. and Homonnay

et al. found that Sr0.95Ca0.05Co0.5Fe0.5O3−δ , which is anion-deficient and has alkaline earth

metal oxides, is able to absorbe CO2 at 950 ◦C in the oxygen vacancies resulting in a mixed

phase of (Ca,Sr)CO3, CoxFe3−xO4 and (Ca,Sr)(Fe,Co)2O4.200, 201

Sr2CuO2(CO3) was reported by Babu et al. as an intermediate during the formation of

Sr2CuO3 from SrCO3 and CuO with a primitive unit cell structure (P4/mmm).80 The syn-

thetic process was then developed by Miyazaki et al., with SrCO3 and CuO reacting under

a O2/CO2 gaseous mixture.116 Miyazaki et al. also reported a different crystal structure as

a body-centred (I4̄) tetragonal different to the primitive structure reported by Babu et al.. In

both cases the crystal systems are tetragonal with carbonate groups located within the stron-

tium layers. Structures of both unit cells are presented in Figure 3.3 with lattice parameters

in Table 3.1. The structural information on each in shown in Chapter 10, appendix, Tables

8.1 and 8.2.

Figure 3.3: The two different types of crystal structures of Sr2CuO2(CO3) reported by a),

Babu et al.80 and b) Miyazaki et al.116
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Table 3.1: Comparison of the unit cells parameters and space groups for Sr2CuO2(CO3)

reported by Babu et al. and Miyazaki et al..80, 116

Model Space group a(Å) c(Å) V(Å3)

Babu et al. P4/mmm 3.9033(2) 7.4925(4) 114.153

Miyazaki et al. I4̄ 7.8045(1) 14.993(1) 913.227

A third structure of Sr2CuO2(CO3) (Figure 3.4) has also been reported by Nakata et al. that

is only present at temperatures of over 300 ◦C.117 As with the other structures, this has a

tetragonal crystal system, but with the space group, (P4212). This structure also has the

carbons located at the unit cell origin, with the cell parameters of a = 5.54364(8) Å and c =

7.53823(11) Å with the carbonate groups located between the CuO2 layers.

Figure 3.4: Structure of Sr2CuO2(CO3) reported above 300 ◦C. The white spheres partially

coloured by red are sites where the oxygen atoms have an occupancy of 0.25.117

Babu et al. reported the carbonates as positioned around the strontium sites.80 This resulted

in separate and distinctive SrCO3 and CuO2 layers. Miyazaki however, reported the carbon-

ate groups being coordinated to that copper sites.116 Resulting in an expansion of copper’s

coordination from 4 (square planar) to 6 (octahedral). This is similar to the structural changes
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shown when fluoride is inserted into Sr2CuO3 to prepare Sr2CuO2F2+δ .92 Both oxide car-

bonate models have been adopted to describe the structure of prepared compounds.

3.2 Experimental

3.2.1 Material preparation

Sr2CuO3 was prepared via a high temperature method using polycrystalline ACO3 (A = Sr,

Ba and Ca) (98.5% BDH GPR), and CuO (96.0% BDH GPR). All reagents were stored in

an oven at approximately 100 ◦C to prevent moisture contamination. The reagents were

mixed in a stoichiometric ratio to prepare 1g of product, with acetone to produce a dispersed

homogenous mixture. The reaction scheme 3.1 shows how the Sr2−xAxCuO3 (A = Ca and

Ba) series of compounds can be prepared from stoichiometric quantities of SrCO3, ACO3

and CuO.

This mixture was placed into an aluminia crucible and inserted into a box/tubular furnace

and heated to 1000 ◦C for 14 hours in static air. Intermediate regrinding and reheating cycles

were carried out until high purity products (> 99%) was achieved and confirmed using X-ray

diffraction analysis. These samples were then used for reacting with CO2 gas.

2–x SrCO3 +x ACO3 +CuO→ Sr2−xAxCuO3 +2 CO2 (3.1)

Once a pure sample of A2CuO3 (A = Sr and Ca) had been prepared, the next step was to react

the compounds with CO2 gas. Reaction of the oxide and CO2 was followed in-situ using

thermogravimetric analysis TGA at a flow rate of 100 ml/min, with a heating rate of 100
◦C/min. These conditions were maintained in all reactions and atmospheres. Samples (50

mg) were placed into an alumina crucible and then inserted into the TGA furnace chamber.

The samples were initially heated to 1000 ◦C under air to prevent decomposition of the oxide

into undesired compounds such as SrCO3. The temperature was held at 1000 ◦C for 2 mins

to equilibrate the system, the gaseous atmosphere was then changed from air to pure CO2.

After a 15 minute heating cycle under CO2 at 1000 ◦C, the gas was then switched back to air
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for the samples to cool to room temperature.

3.2.2 Charaterisation

3.2.2.1 Powder X-Ray Diffraction (PXRD)

Powder X-Ray Diffraction (PXRD) was carried out on a PANalytical Empyrean Series 2

Diffractometer operating CuKα1 (λ = 1.54056 Å) radiation. Samples were scanned using an

automatic slit at a step size of 0.026◦ and a net time per step of 304.2 s at a power setting of

45 kV and 30 mA. A 2θ ◦ range of 5-80 was used as the scanned area. Subsequent analysis

was performed in HighScore Plus 1 using the PDF-2 2012 database of powder patterns.202

The data collected for Rietveld refinements had a scan range from 5-120 with a 1/4◦ fixed slit

at a step size of 0.026◦ and a net time per step of 1221.45 s using a power setting of 45 kV

and 40 mA. The powder diffraction data was analysed by profile analysis as implemented in

the GSAS suite of programs via the EXPGUI software.152, 154

3.2.2.2 Thermogravimetric analysis (TGA)

Thermogravimetric analysis (TGA) was carried out using a Metler Toledo TDA/DSC 1Star

System which showed the mass of the sample changing at different temperatures and gases.

CO2, O2 and air atmospheres were used. All gas flow rates were maintained at a value of

100 ml/min and the temperature ramp rate was at 100 ◦C/min. A standard reaction would

involve inserting a single sample into the TGA furnace at room temperature to be exposed

to the gaseous atmosphere before heating. The overall change in mass of the sample was

determined through subtracting the value at the start of the reaction, to that at the end of the

reaction when the mass of the sample was allowed to reach equilibrium. This was to give a

quantitative value of the amount of CO2 utilised in the oxide. By monitoring the change in

mass over time this also allowed the kinetics of the reaction to be studied.
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3.2.2.3 Fourier Transform Infrared (FTIR) Spectroscopy

The application of FTIR spectroscopy was used to identify any carbonate groups present

within a sample. This could either be in the form of surface adsorbed carbonates or any

CO2 that may have reacted within the solid. The equipment used was that of a Perkin Elmer

diamond tipped FT-IR. When analysing each sample the scans carried out used a resolution

factor of 1. This was to prevent background noise interfering with the spectrum and allow the

peaks to be refined for identifying the compound. A scan range between 600 - 3000 cm−1

wavenumber was used to show peaks associated with either CO2 or any carbonates.

3.3 Results and Discussion

3.3.1 Reaction of CO2 with Sr2CuO3 towards Sr2CuO2(CO3)

3.3.1.1 Structural Characterisation of Sr2CuO3

The synthesis of Sr2CuO3 from SrCO3 and CuO resulted in a dark brown polycrystalline

product. The identity of this sample as Sr2CuO3 was confirmed through PXRD analysis

as all the peaks matched those reported for the cuprate and with no other peaks found and

confirms the sample as single phase. Rietveld refinements used the X-ray diffraction data

for the model of Sr2CuO3 by Weller and Lines.88 The background was initially modelled

using the Cosine Fourier series with twelve terms. The multi-term Simpson’s rule integration

of the pseudo-Voigt was used in order to model the peaks shapes within the pattern.203, 204

The parameters refined were: the cell parameters (a, b, c), scale factors, isotropic thermal

parameters Uiso, the asymmetry and sample displacement (shift). The refinement was found

to be in reasonable agreement with the model reported by Weller and Lines with R-values of

Rwp = 13 % and Rp = 9 %. The refinement patterns and unit cell parameters are presented in

Figure 3.5 and Table 3.2.88
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Figure 3.5: X-ray powder diffraction profiles of Sr2CuO3 using the model by Weller and

Lines showing observed (red crosses), calculated (green) and difference (purple) patterns.88

Table 3.2: Comparison of the lattice parameters (Å) and unit cell volume (Å3) from the

refinement of Sr2CuO3 compared to those reported by Weller and Lines.88

Model a Å b Å c Å V (Å3)

Weller and Lines 12.7163(2) 3.9159(1) 3.5032(1) 174.44(1)

This work 12.7229(10) 3.9185(40) 3.5046(1) 174.72(6)

Once Sr2CuO3 had been prepared the next step was to carry out reactions with CO2 gas.

The aim of these reactions were to directly insert CO2 into the anion vacancies of the crystal

structure to form Sr2CuO2(CO3).

3.3.1.2 Reaction of Sr2CuO3 with CO2 to prepare Sr2CuO2(CO3)

In literature, the oxide carbonate Sr2CuO2(CO3) was originally prepared through the reaction

of SrCO3 and CuO under a (CO2/O2) gas mixture.80, 117, 116 Therefore, no direct reaction be-

tween Sr2CuO3 with CO2 has been reported. As a result, various reactions with CO2 using

different temperatures and conditions were initially investigated to determine what param-
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eters would drive the reaction towards high purity Sr2CuO2(CO3). Firstly Sr2CuO3 was

heated to 1000 ◦C then cooled back down to room temperature completely under CO2 gas.

The sample was then analysed by PXRD and showed a mixture of Sr2CuO2(CO3) along side

SrCO3.117, 205

The secondary phase is potentially a result of Sr2CuO3 reacting with CO2 and forming SrCO3

as an intermediate process before the generation of Sr2CuO2(CO3). The TGA curve in Figure

3.6 shows the mass of the sample in-situ during the reaction with CO2 gas. The curve shows

that the sample mass starts to increase gradually from the oxide reacting with CO2, at 400 ◦C

then at a greater rate at 600 ◦C and 700 ◦C.

Figure 3.6: TGA curve showing the mass increase of Sr2CuO3 heated to 1000 ◦C under CO2.

During the fluorination of Sr2CuO3 towards Sr2CuO2F2+δ by Francesconi et al., certain flu-

orinating reagents such as NH4F, were found to result in side products such as SrF2.93 It

is possible that a similar process in occurring as CO2 is passing over Sr2CuO3, decompo-

sition is taking place resulting SrCO3. It is when the temperature reaches 1000 ◦C that the

Sr2CuO2(CO3) is then starting to form. This relates to the original method for preparing the

oxide carbonate at 950 ◦C.80, 116

The reaction of Sr2CuO3 heated to 1000 ◦C solely under CO2 resulted in a mixed phase of

SrCO3, CuO and Sr2CuO2(CO3). In order to drive the reaction towards primarily the oxide

carbonate, and reduce other phases different reaction conditions were investigated. One of the

methods used was to heat Sr2CuO3 to a specific temperature under air, then to change the gas

type to CO2. The sample would then be maintained under these conditions for 15 minutes

to avoid the risk of decomposition to SrCO3. Afterwards the gas would then be switched
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back to air and cooled down to room temperature. Sr2CuO3 was originally prepared under

air at 1000 ◦C, therefore it was considered stable under these conditions. The temperatures

initially investigated for reacting Sr2CuO3 with CO2 were 500, 700 and 900 ◦C. After each

reaction the sample was then analysed using PXRD (Figure 3.7) to show what products had

been formed at each temperature.

Figure 3.7: PXRD patterns of the samples prepared from heating Sr2CuO3 to a) 500, b) 700

and c) 900 ◦C in air then maintained at these temperatures under CO2 for 15 minutes. Each

PXRD pattern shows the main peaks belonging to the secondary phase SrCO3 (*).

The PXRD patterns showed that at 700 ◦C or below, Sr2CuO3 would start to decompose to

SrCO3 under CO2. However, at 900 ◦C it was found that Sr2CuO2(CO3) was starting to form

(two main peaks at approximately 2θ = 32.5◦) within the sample, yet SrCO3 was still present.

A study by Alikhanzadeh-Arani et al. found that preparing Sr2CuO3 via a sol-gel at 900 ◦C

would result in SrCO3 formation being favoured.206 The temperature was then increased to

1000 ◦C and showed to favour the formation of Sr2CuO2(CO3) with a minimum amount of

SrCO3 present. A comparison of the PXRD patterns from the sample to that of Babu et al. in

Figure 3.8, confirms the identity of Sr2CuO2(CO3).80
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Figure 3.8: PXRD pattern of Sr2CuO2(CO3) (black) prepared at 1000 ◦C with peaks from

SrCO3 (*) synthesised using alternating gases compared to a PXRD pattern of Sr2CuO2(CO3)

(red) reported by Babu et al.80

Through alternating the reaction atmospheres between air and CO2 at 1000 ◦C, a novel ap-

proach to prepare Sr2CuO2(CO3), with minor impurities of SrCO3 was provided. This ap-

proach avoids the use of more complex routes such as the reaction of gaseous mixtures as

reported by Miyazaki et al..116

This reaction was carried out in-situ under TGA monitoring, allowing a study of the "real

time formation" of the oxide carbonate. A TGA curve of this reaction is given in Figure 3.9,

showing at what temperatures Sr2CuO3 increases in mass under CO2. During the reaction the

mass would initially decrease due to the removal of moisture on the sample. It would then

remain constant up to 1000 ◦C until the gas was switched to pure CO2.
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Figure 3.9: TGA curve of Sr2CuO3 heated to 1000 ◦C in air, left under CO2 for 15 minutes

then cooled to room temperature. The change in mass is measured from the point the gas is

changed to CO2.

This reaction resulted in the sample increasing its total mass by approximately 16 % which

is simialr to other mass increases from similar experiments at 14.5%. This increase will be

a result of the incorporation of CO2 from the gas flow into the structure of Sr2CuO3 towards

forming Sr2CuO2(CO3).

3.3.2 Characterisation of Sr2CuO2(CO3)

The PXRD patterns showed that Sr2CuO2(CO3) had been prepared, with minimum SrCO3

impurities. The lattice constants and atomic positions of the oxide carbonate phases could

be determined, along with the quantification of the two phases using 2-phase Rietveld re-

finements. The two different reported structures for Sr2CuO2(CO3) at room temperature by

Babu et al. and Miyazaki et al. were used for the refinements.80, 197 This was also to de-

termine which model would have the best agreement with the sample. The third model of

Sr2CuO2(CO3) reported by Nakata et al. (P4212), was found to only be present at tempera-

tures of approximately 300 ◦C and as a result was not used for the refinements.117

The refinement pattern for each model, as well as the R-values and unit cell parameters have

been reported within Figures 3.10 and 3.11, and Table 3.3. For the two-phase refinements
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the pattern reported by Antao and Hassan was used for SrCO3.205 The background was mod-

elled using the fifth functional power series type in GSAS with 6 terms. The multi-term

Simpson’s rule integration of the pseudo-Voigt was used to model the peaks shapes within

the pattern.203, 204 The parameters refined were: the cell parameters (a, b, c) and scale factors

for both phases. The isothermal parameter Uiso were also refined for all atoms in each phase.

The asymmetry and shift of the peaks were also refined along with the Lorentzian anisotropic

strain broadening.

Figure 3.10: X-ray powder diffraction profiles of Sr2CuO2(CO3) using the model provided

by Babu et al. showing observed (red crosses), calculated (green) and difference (light blue)

patterns.80 The ticks represent Sr2CuO2(CO3) (pink) and the SrCO3 (blue) impurities.
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Figure 3.11: X-ray powder diffraction profiles of Sr2CuO2(CO3) using the model provided

by Miyazaki et al. showing observed (red crosses), calculated (green) and difference (purple)

patterns.116 The ticks represent Sr2CuO2(CO3) (pink) and the SrCO3 (blue) impurities.

Table 3.3: Comparison of the unit cells parameters Å and space groups of the different crystal

structures reported for Sr2CuO2(CO3).

Model a Å c Å Volume (Å3) Rwp Rp χ2

Sr2CuO2(CO3)80 3.90342(4) 7.49722(13) 114.233(4) 17.61 12.43 3.399

Sr2CuO2(CO3)116 7.80673(7) 14.99413(22) 913.817(25) 15.71 11.37 2.721

The Rwp and Rp values act to determine how the experimental data matches up with the re-

ported crystal structural data of Sr2CuO2(CO3). Using the different models for the oxide

carbonate it was found that both were shown to be in close agreement with the prepared

Sr2CuO2(CO3) with a difference of around 2% and 1% respectively. As a result, the model

reported by Babu et al. has been used for further refinements of oxide carbonate compounds

within the Sr2−xAxCuO2(CO3) series. This model has also been used to describe the fol-

lowing compounds of Ca2CuO2(CO3) and Sr2−xBaxCuO2(CO3) (0.5 ≤ x ≤ 2) which have

also been investigated within this project.115, 207 The refined data and structural parameters
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for Sr2CuO2(CO3) using the model by Babu et al. are reported in appendix, Table 8.3.80

In both cases it was found that the amount of SrCO3 remaining within the phase consisted

approximately below 15 %. The quantities of each phase has been presented in Table 3.5.

Table 3.4: Quantities of Sr2CuO2(CO3) and SrCO3 in each phase using the different reported

models of the oxide carbonates.

Model Sr2CuO2(CO3)% SrCO3%

Babu et al.80 85.5 ±0.1 14.5 ±0.2

Miyazaki et al.116 86.2 ±0.1 13.8 ±0.2

The structure of Sr2CuO2(CO3) with the refined structural parameters is presented in Figure

3.12. It shows the oxides surrounding each carbon atom within the carbonate groups having

an occupancy of 0.25 and their possible sites of occupancy. This is a consequence when

using the model of Sr2CuO2(CO3) reported Babu et al. with various possible positions of the

oxides around the carbons within the CO3 groups.80 Therefore, it is difficult to determine the

actual positions of these types of oxides. As a result of there various possible locations high

isothermal values are determined.
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Figure 3.12: Sr2CuO2(CO3) structure determined through Rietveld refinements. The white

spheres partially coloured in red represent the partially occupied oxides.

FTIR spectroscopy was also used to study the vibrational behaviour of the carbonate groups

within Sr2CuO2(CO3), with the IR spectrum in Figure 3.13. This would then be compared

with vibrational frequencies for the oxide carbonate reported by Armstrong et al. in Table

3.4.207
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Figure 3.13: IR spectrum of Sr2CuO2(CO3) with the vibrational frequency belonging to the

carbonate groups labelled.

Table 3.5: The values for the vibrational modes of Sr2CuO2(CO3) determined within this

project compared to those reported by Armstrong et al..207

Vibrational mode cm−1 This project Armstrong et al.207 Difference

(1) (2) (1) - (2)

Symmetric stretching ν1 1071 1072 -1

Symmetric bending ν2 870 870 0

Asymmetric stretching ν3 1436 1449 -13

Asymmetric stretching ν3’ 1394 1412 -18

Asymmetric bending ν4 706 704 2

Asymmetric bending ν4’ 698 704 -6

RMSD N/A N/A 9.4

A comparison of the vibrational frequencies show the values agree within an RMSD value of
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9.4 cm−1. The greatest difference observed was that of both asymmetric stretches within≥10

cm−1. This difference could be attributed to the phase being a mixture of Sr2CuO2(CO3) and

SrCO3 which have similar vibration frequency values. It is proposed that as the SrCO3 makes

up only 15% of the phase then the vibrational frequencies detected will primarily come from

the oxide carbonate. Future work will aim towards preparing samples of greater purity for a

better vibrational study.

In summary, through alternating between CO2 gas and air, Sr2CuO3 forms Sr2CuO2(CO3)

via direction reaction with CO2 at 1000 ◦C. These reactions were monitored under real time

conditions via TGA analysis as the heating process and reagent gas could be supplied in-situ.

This provides a step by step monitoring of how the sample mass changes over the reaction

with CO2, this has allowed the quantity of CO2 captured during Sr2CuO2(CO3) formation to

also be determined.

3.3.3 Quantification of CO2 Utilised

Sr2CuO3 captures and utilises CO2 through the formation of Sr2CuO2(CO3) via a solid-gas

reaction. This was carried out in-situ using TGA, with the change in mass along the reaction

monitored. Using the difference in mass from Sr2CuO3 before and after the reaction from the

TGA curve, the quantity of CO2 utilised by Sr2CuO3 has been measured. This measurement

of the change in mass is shown within the TGA curve in Figure 3.9. The mass change from

four TGA curves were used in order to determine an average value of mmol of CO2 captured

per gram of solid, (mmol/g). This being the standard unit measurement used for determining

CO2 capturing capability of materials.13 The uncertainty for the CO2 capturing capacity was

also calculated from the TGA balance errors at ± 0.005 mg and shown in Table 3.6. The

average amount of CO2 capturing and utilisation capacity of Sr2CuO3 was determined to be

3.80 with an RMSD from the uncertainties at 0.01 mmol/g using the data from TGA.
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Table 3.6: CO2 capturing capacity of Sr2CuO3 and Uncertainty over a range of reactions

TGA curve CO2 capturing capacity mmol/g Uncertainty mmol/g

1 3.778 0.004

2 3.661 0.004

3 3.838 0.004

4 3.911 0.004

Average 3.797 0.007

Alongside TGA, the quantity of CO2 captured was also determined using the mass % values

of the phases produced from the reaction. The reaction between Sr2CuO3 and CO2 resulted

in a mixed phase product consisting of 85.5 % of Sr2CuO2(CO3) and 14.5 % of SrCO3, Table

3.4. The TGA curve from this reaction showed that the mass of the end product was that of

54.5841 mg. Using this value the mass %, mass of product and mass of CO2 content from

each phase can be determined and used to calculate the amount of CO2 that was captured,

Table 3.7

Table 3.7: Overall mass and mass % of Sr2CuO2(CO3) and SrCO3 in product phase. Along

with mass of CO2 captured.

Phases Mass % Mass mg CO2 mass mg

Sr2CuO2(CO3) 85.5 % 44.6694 6.207

SrCO3 14.5 % 7.9147 2.646

Based on the Rietveld refinement results the overall amount of CO2 captured was that of

8.853 mg by 47.1048 mg of Sr2CuO2(CO3). These values were then used and determined

a CO2 capturing capability of 4.28 mmol/g with an error of ± 0.01 mmol/g . This value is

greater than that calculated using the TGA data at 3.80 mmol/g. The difference in values

could be due to none of the possible CuO being detected within the product phase. It is

proposed that CuO is not detected in the XRD data as its peaks are overshadowed by that of

the other phases. As a result it is likely that the mass % of Sr2CuO2(CO3) and SrCO3 would

actually be less than what is reported. This would mean that the amount of CO2 captured

based on the mass % would be less.
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Compared to amine based compounds which are used for CO2 capture at an average 8.19

mmol/g, the strontium cuprate does not act as an improved alternative.124 The values that

are determined however, are greater than that of certain zeolite compounds (1.13 and 1.90

mmol/g) and mesopores MgO compounds at 1.82-2.27 mmol/g.208, 209 Sr2CuO3 itself is not

intended to act as a replacement for known CO2 capturing/storing materials. However, it has

been found to capture quantities of CO2 higher than known solids. The captured CO2 is then

directed towards utilising the gas for preparing complex inorganic compounds.

3.3.4 Reaction kinetics of Sr2CuO3 with CO2 forming Sr2CuO2(CO3)

The direct reaction of Sr2CuO3 with CO2 to prepare Sr2CuO2(CO3) was carried out in-situ

using TGA equipment. The approach not only allowed control of various parameters such

as temperature and gas type, it also allowed an in-situ monitoring of the mass of the sample

over the reaction. Another benefit of this method was being able to measure the time of

the reaction as it is being carried out. Using the change in mass over time, the order of the

reaction as well as the reaction rate, k has been determined.

Using the TGA curve of mass vs time the points where Sr2CuO3 only increases in mass as it

reacts with CO2 to produce Sr2CuO2(CO3) was identified, Figure 3.14. The data points on

the TGA curve were identified at 33.4466 mg (655 seconds) to 37.6611 mg (1355 seconds).

After this point the mass would stop increasing and then plateau.
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Figure 3.14: Selected area on TGA curve of mass vs time where the mass of Sr2CuO3 only

increases as it reacts with CO2 forming Sr2CuO2(CO3).

During these points the mass of the sample increased by 4.2145 mg as Sr2CuO3 reacted with

CO2 forming Sr2CuO2(CO3). It was determined that for every 1 mg of CO2 captured, 7.9361

mg of Sr2CuO3 was consumed to form Sr2CuO2(CO3). Using this relationship the amount of

Sr2CuO3 consumed at each second from the amount of CO2 captured could be determined.

The amount of Sr2CuO3 that was being consumed could then be subtracted from the original

mass of Sr2CuO3. This would provide a trend line showing the mass of Sr2CuO3 decreasing

over time as it is consumed to prepare Sr2CuO2(CO3), Figure 3.15.
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Figure 3.15: Decrease in mass of Sr2CuO3 as it reacts with CO2 to produce Sr2CuO2(CO3).

The rate of the reaction can be determined through the relationship between the concentration

of Sr2CuO3 vs time. The orders of reaction that would be possible are 0, 1st and 2nd orders.

The trendline of the graph can also then be used to determine a quantitative value for the rate

constant k. Figure 3.16 shows three different graphs for concentration vs time, (1) moles of

Sr2CuO3 vs time seconds, (2) ln(moles) of Sr2CuO3 vs time seconds, and (3) 1/(moles) of

Sr2CuO3 vs time seconds.
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Figure 3.16: Three concentrations vs time graphs, (1) moles of Sr2CuO3 vs time seconds,

(2) ln(moles) of Sr2CuO3 vs time seconds, and (3) 1/(moles) of Sr2CuO3 vs time second.

Equations of trendlines and R2 are given for each.

The trendline, (2) ln(moles) of Sr2CuO3 vs time seconds, shows an R2 value closest towards

1 and the straightest line compared to the others. This indicates that the reaction, Sr2CuO3 +

CO2 = Sr2CuO2(CO3) is of 1st order. A value for the rate constant is also determined from

the slope of the trendline at 0.0045 S−1.

Through utilising TGA methods an alternating gaseous method has been developed for Sr2CuO3

to directly react with CO2 to produce Sr2CuO2(CO3). The in-situ analysis of the mass vs time

during this reaction has also allowed the kinetics of this reaction to be determined. Through

using the change in mass over time it has been determined that the reaction is of 1st order

with a rate constant of 0.0045 S−1. This provides an understanding of the kinetics of this

novel reaction for CO2 capture.

3.3.5 Reversibility of Sr2CuO2(CO3) towards re-forming Sr2CuO3

A variety of materials such as zeolites and metal organic frameworks (MOFs) have not

only been investigated for CO2 capturing capabilities, but also for their regenerability abil-
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ities.210, 211 This is so captured CO2 can be removed in order for the material to be reused.

Layered perovskite materials such as Li2SrTa2O7 and Ba4Sb2O9 are able to react with CO2

giving a mixed phase of oxides and carbonates. These reactions can be reversed in order to re-

form the original mixed metal oxide compounds to be used for repeated CO2 capture.87, 212

This differs from the work in this project which aims at direct reactions with CO2 towards

the preparation of high purity inorganic compounds. It however, has been investigated if CO2

can be removed from the prepared oxide carbonate to re-form the original mixed metal oxide.

In this work CO2 has been found to directly react with Sr2CuO3 to form Sr2CuO2(CO3).

It has also been found that CO2 can be removed from Sr2CuO2(CO3) in order to re-form

Sr2CuO3.

3.3.5.1 CO2 extraction from Sr2CuO2(CO3) under Air

During the formation of Sr2CuO2(CO3), the oxide Sr2CuO3 was heated under alternating

gases of air and CO2. As a result, the first series of reversibility reactions were carried out

under air. The first reverse cycle had a sample of Sr2CuO2(CO3) heated to 1000 ◦C in air

for 15 minutes. This resulted in a mixed phase sample of Sr2CuO3 and Sr2CuO2(CO3). The

next reaction then had the time increased to 60 minutes to remove as much CO2 as possible

and to re-form the oxide. PXRD patterns from the reactions have been compared in Figure

3.17. The comparison shows that 60 minutes drives the reaction to Sr2CuO3, compared to 15

minutes which showed unreacted Sr2CuO2(CO3) still present.
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Figure 3.17: Comparison of a 15 minute (red) and 60 minute (blue). The peaks marked with

(*) belong to that of Sr2CuO2(CO3).

As with the incorporation of CO2, the reverse extraction reactions were also carried out in-

situ within a TGA instrument. The TGA curve from the reverse reaction (Figure 3.18) shows

an inverse trend compared to the incorporation reaction (Figure 3.9) as CO2 is extracted when

the temperature reaches 1000 ◦C.
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Figure 3.18: TGA curve of the extraction of CO2 from Sr2CuO2(CO3) over a 60 minute

heating cycle in air at 1000 ◦C.

Once a method had been developed to remove CO2 and re-form Sr2CuO3, the next step was

to investigate if multiple incorporation and extraction reactions were possible. A total of

three reverse cycles were carried out for each sample. PXRD patterns of the sample after

each reverse cycle is shown in Figure 3.19 with Rietveld refinements carried out on each

pattern. This allowed the quantity of Sr2CuO3 and Sr2CuO2(CO3) for the 1st and 2nd reverse

reactions to be determined. These two-phase refinements used a background modelled us-

ing the power series in the fifth functional power series type with 6 terms. The multi-term

Simpson’s rule integration of the pseudo-Voigt was used in order to model the peaks shapes

within the pattern.203, 204 The parameters refined were: the cell parameters (a, b, c) and scale

factors for both phases. The Uiso parameters were also refined with the Sr and Cu atoms

from each phase constrained to one another. The asymmetry and shift of the pattern was also

refined along with the Lorentzian anisotropic strain broadening. The quantities of the oxide

and oxide carbonate have been presented in Table 3.8.
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Figure 3.19: PXRD patterns of re-formed Sr2CuO3 after the a) first, b) second and c) third

extraction cycle under air. The (*) peaks denotes those belonging to Sr2CuO2(CO3).

Table 3.8: The quantities of Sr2CuO3 and Sr2CuO2(CO3) obtained after the 1st and the 2nd

reverse reactions under air.

Reverse reaction Rwp Rp Sr2CuO3 (%) Sr2CuO2(CO3) (%)

1st 16.8 11.2 97.9 ± 0.08 2.1 ± 0.18

2nd 17.5 12.5 96.9 ± 0.15 3.1 ± 0.19

The PXRD pattern from the 3rd reverse reaction showed a total of three phases being present.

These were identified as Sr2CuO2(CO3), Sr2CuO3 and SrCuO2.80, 197, 213 Using Rietveld

refinements (Figure 3.20) the quantities of each different phase from the 3rd reverse reaction

was identified as Sr2CuO3 (84.5± 0.1 %), Sr2CuO2(CO3) (11.6± 0.2 %) and SrCuO2 (3.9±

0.2 %). These three-phase refinements had the background modelled using the power series in

the fifth functional power series type with 6 terms. The multi-term Simpson’s rule integration

of the pseudo-Voigt was used in order to model the peaks shapes within the pattern.203, 204

The parameters refined were: the cell parameters (a, b, c) and scale factors for both phases.
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The Uiso parameters were also refined with the Sr and Cu atoms from each phase constrained

to one another. The asymmetry and shift of the pattern was also refined along with the

Lorentzian anisotropic strain broadening. The R-values for this refinement were also reported

as Rwp = 17.61 % and Rp = 11.9 %.
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Figure 3.20: X-ray powder diffraction profiles of Sr2CuO3 obtained from the 3rd reverse cycle

under air. Shown is the observed (red crosses), calculated (green) and difference (purple)

patterns. The ticks represent Sr2CuO3 (black), SrCuO2 (red) and Sr2CuO3(CO3) (blue).

It is proposed that after the 3rd reverse cycle that repeated heating of the sample is causing

degradation to occur. This means that the reaction is no longer a simple conversion from

Sr2CuO2(CO3) to Sr2CuO3 but other compounds are being formed, possibly to give Sr2CuO3

as the main phase. Another risk is that the repeated heating cycles are causing sintering of

the particles which can effect their reactivity. In the case of CaO, repeated heating reactions

have resulted in a diminished reactivity towards CO2 when forming CaCO3.214

Re-formed Sr2CuO3 was then reacted with CO2 to re-form Sr2CuO2(CO3). PXRD patterns

of the oxide carbonates after each of the reactions are shown in Figure 3.21. It was found that

Sr2CuO2(CO3) could be re-formed over the multiple cycles with SrCO3 still present. This

showed that the reheating cycles had not affected the reactivity with CO2. This is seen even

for the reaction after the 3rd reverse cycle which showed Sr2CuO2(CO3) remaining alongside

SrCO3.
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Figure 3.21: PXRD patterns of Sr2CuO2(CO3) from the 1st (blue), 2nd (black) and 3rd (red)

reactions of Sr2CuO3, re-formed under air with CO2. (*) peaks belong to SrCO3.

The reversibility reactions under air showed that Sr2CuO3 can be re-formed through CO2

extraction. However, the results also showed that unreacted Sr2CuO2(CO3) would also still

be present within the sample. Sr2CuO3 which was obtained from the reversibility reactions

was also able to react with CO2 towards Sr2CuO2(CO3) in the same way as the original

reaction. The next step was to investigate the reversibility under O2 in an attempt to improve

the reaction towards forming Sr2CuO3.

3.3.5.2 CO2 extraction from Sr2CuO2(CO3) under O2

Under air, CO2 was extracted from Sr2CuO2(CO3) to re-form Sr2CuO3 at 1000 ◦C. However

this was not a full extraction as some of the oxide carbonate was still present within the

sample. O2 gas was then used as it was proposed that the excess oxygen would drive the

reverse reaction further towards forming the oxide. PXRD patterns of the 1st and 2nd reverse

cycles confirmed that Sr2CuO3 and Sr2CuO2(CO3) were present. Refinement of the patterns

from these reactions are shown in Figures 3.22 and 3.23. The main peaks belonging to the

unreacted Sr2CuO2(CO3) have also been highlighted (*) within these refinements.
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Figure 3.22: X-ray powder diffraction profiles of Sr2CuO3 obtained from the 1st reverse cycle

under O2 gas. Shown is the observed (red crosses), calculated (green) and difference (purple)

patterns. The peaks marked with (*) are those belonging to Sr2CuO2(CO3) impurities. The

ticks represent Sr2CuO3 (black) and Sr2CuO3(CO3) (red).

Figure 3.23: X-ray powder diffraction profiles of Sr2CuO3 obtained from the 2nd reverse

cycle under O2 gas. Shown is the observed (red crosses), calculated (green) and difference

(purple) patterns. The peaks marked with (*) are those belonging to Sr2CuO2(CO3) impuri-

ties. The ticks represent Sr2CuO3 (black) and Sr2CuO3(CO3) (red).

The quantification of remaining unreacted Sr2CuO2(CO3) was determined via a two phase
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Rietveld refinement. The parameters refined were: the cell parameters (a, b, c) and scale

factors for both phases. The Uiso parameters were also refined with the Sr and Cu atoms

from each phase constrained to one another. The asymmetry and shift of the pattern was also

refined along with the Lorentzian anisotropic strain broadening. Table 3.9 shows for each

reverse reaction the amount of unreacted oxide carbonate present as well as the R-values for

the refinement. As with the trend when air was used, the amount of remaining Sr2CuO2(CO3)

after each cycle was found to increase.

Table 3.9: The quantities of Sr2CuO2(CO3) that are retained after the 1st and 2nd reverse

cycle under O2.

Reverse reaction Rwp Rp Sr2CuO3 (%) Sr2CuO2(CO3) (%)

1st 16.4 10.9 97.9 ± 0.08 2.1 ± 0.18

2nd 13.8 9.2 96.5 ± 0.15 3.5 ± 0.19

Also as with air, the 1st and 2nd reverse cycles only showed Sr2CuO3 and Sr2CuO2(CO3) to be

present. Using PXRD it was found that the 3rd reverse cycle had resulted in three-phases with

SrCuO2 also present.213 Rietveld refinement (Figure 3.24) determined the quantification of

these phases as, Sr2CuO3 (86.4 ± 0.1), Sr2CuO2(CO3) (11.0 ± 0.4) and SrCuO2 (2.6 ± 0.3)

with the R-values, Rwp = 18.7 and Rp = 12.5 %. The synthesis of SrCuO2 has been reported

by Ohashi et al. through the reaction of SrCO3 with CuO when heated to temperatures

between 800-1100 ◦C under O2.215
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Figure 3.24: X-ray powder diffraction profiles of Sr2CuO3 obtained from the 3rd reverse

cycle under O2 gas. Shown is the observed (red crosses), calculated (green) and difference

(purple) patterns. The ticks represent Sr2CuO3 (black), SrCuO2 (red) and Sr2CuO3(CO3)

(blue).

The 1st reverse reaction showed that 2.1 % of the total mass remained was that of the oxide

carbonate. This would increase further to 11.0 % by the third reverse cycle. A comparison of

the PXRD patterns after each reverse cycle under O2 has also been presented in Figure 3.25.

The amount of Sr2CuO3 obtained after each reverse reaction has been compared when using

air and O2 gas. This was to assess which method is better for extracting the CO2 and re-

forming the original oxide. Identification of the phases present from the 1st and 2nd reverse

reactions using both gases is shown in Table 3.10.
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Figure 3.25: A comparison of the PXRD patterns for Sr2CuO3, obtained from the a) 3rd , b)

2nd and c) 1st reverse reactions. The (*) marked peaks belong to unreacted Sr2CuO2(CO3).

Table 3.10: A comparison of the quantities of Sr2CuO2(CO3) and Sr2CuO3 within the sam-

ples after the 1st and 2nd reverse cycle under O2 and air.

Reverse reaction 1 Sr2CuO3 (%) Sr2CuO2(CO3) (%)

Air (1) 97.9 2.1

O2 gas (2) 97.9 2.1

Difference (1) - (2) 0 0

Reverse reaction 2 Sr2CuO3 (%) Sr2CuO2(CO3) (%)

Air (1) 96.9 3.1

O2 gas (2) 96.5 3.5

Difference (1) - (2) 0.4 -0.4
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The comparison shows for the 1st reverse reactions the amount of remaining Sr2CuO2(CO3)

and Sr2CuO3 is maintained within the uncertainties.. Under both gas types the 3rd reverse

reaction resulted in three phases within the sample, Sr2CuO3, Sr2CuO2(CO3) and SrCuO2.

The quantity of these phases have been compared to one another in Table 3.11.

Table 3.11: A comparison of the quantities of Sr2CuO2(CO3), Sr2CuO3 and SrCuO2 within

the samples after the 3rd reverse cycle under both air and O2.

Reverse reaction 3 Air O2 gas Difference (1) - (2)

Sr2CuO3 (%) 84.5 86.4 -2.1

Sr2CuO2(CO3) (%) 11.6 11.0 0.6

SrCuO2 (%) 3.9 2.6 1.3

A comparison of the quantities of each phases present from the 3rd reverse cycle shows re-

formation of Sr2CuO3, is more favoured under O2 than air. This is potentially due to the O2

atmosphere allowing Sr2CuO3 to form before further reactions take place resulting in side

products like SrCuO2.

As in the case of the reversibility under air, the re-formation of Sr2CuO2(CO3) over multiple

cycles has also been investigated using the same original conditions. Figure 3.26 shows that

despite the repeating extraction reactions the oxide carbonate is able to re-form in the same

way as the original reaction. Although SrCO3 is still present in the sample, Sr2CuO2(CO3)

is the main phase.
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Figure 3.26: PXRD patterns of Sr2CuO2(CO3) from the 1st (blue), 2nd (black) and 3rd (red)

reactions of Sr2CuO3 that is re-formed under O2 and is then reacted with pure CO2. (*) peaks

belong to SrCO3.

It has been found that by heating Sr2CuO2(CO3) under air or O2 that Sr2CuO3 can be

re-formed over multiple cycles. Through PXRD and Rietveld refinements the remaining

Sr2CuO2(CO3) from the reverse cycles has been identified and quantified. These results also

show that after each reverse reaction the quantity of the oxide carbonate within the sample

increases. The cause of this is likely due to CO2 strongly bonding within the bulk of the

structure as a carbonate in Sr2CuO2(CO3). This will make it difficult to remove and re-form

the original oxide. A possible cause for the increased amount of oxide carbonate remaining is

potentially the particles themselves being altered and affecting the reaction. Solid materials

used for CO2 capture and utilisation such as CaO, have been found to have decreased reac-

tivity as a result of sintering from repeated heating reactions.214 Therefore this could also be

occurring in this study from the repeating reactions at 1000 ◦C.
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3.4 Conclusion

This part of the work presents a novel concept of utilising the anion vacancies within solids

for the simultaneous capture and utilisation of CO2 towards oxide carbonate compounds.

Initial reactions of Sr2CuO3 under CO2 gas below and at 1000 ◦C showed that the mixed

metal oxide would decompose to SrCO3 and CuO. As a result, an alternating gases approach

between CO2 and air was designed so Sr2CuO3 would only react with CO2 at 1000 ◦C,

with the heating and cooling stages in air. These results showed that CO2 could be directly

incorporated into Sr2CuO3 to prepare Sr2CuO2(CO3) with minor impurities of SrCO3 under

these conditions. This approach also allowed in-situ TGA to monitor the reaction as it is

occurring, as well as, to obtain high purity compounds from the reaction with CO2. The

formation of SrCO3 is likely a result of Sr2CuO3 decomposing under CO2 gas below 1000
◦C which is preceding that of Sr2CuO2(CO3).

The extraction of CO2 from the oxide carbonate and the re-formation of Sr2CuO3, has also

been investigated over multiple reverse cycles. It was found that when heated under air or O2

that CO2 could be extracted and provides a novel route to preparing Sr2CuO3. The reverse

reactions also showed that the conversion from Sr2CuO3 to Sr2CuO2(CO3) would degrade

over multiple cycles. This has been proposed to be a result of the oxide carbonate remaining

within the phase after each reverse reactions, as well as other phases such as SrCuO2 also

being present. Nevertheless, the results show that the incorporation and extraction of CO2

into and from the structures of Sr2CuO3 and Sr2CuO2(CO3) is a repeatable process.

Through an alternating gases approach, direct CO2 incorporation into solids with anion va-

cancies has been possible for preparing an oxide carbonate. By controlling parameters such

as temperatures and gas type this method could also be extended to other compounds con-

taining alkaline and alkaline earth metals for utilising other environmentally harmful gases

for preparing novel compounds.
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3.5 Sr2−xAxCuO3 (A = Ca and Ba, 0 ≤ x ≤ 2) Compounds

In the solid-solution Sr2−xAxCuO3 (A = Ca and Ba) series the partial substitution of strontium

can result in the preparation of varies compounds that have the same type of crystal structure

as each other.196, 216–218 These compounds show orthorhombic and body centred unit cells

with the A cations maintaining a coordination state of 7. Hence all Sr2−xAxCuO3 (A = Ca

and Ba) compounds will also have anion vacancies. The difference in the A cations however,

will have an effect on the size of the vacancies, as well as the size of the unit cell. Going

down the group the size of the alkaline earth metal cation increases, so does the size of the

anion vacancies as shown in Table 3.15.219

Table 3.12: Comparison of the ionic radii of the Ca2+, Sr2+, and Ba2+ cations with the anion

vacancies for the A2CuO3 (A = Sr, Ca and Ba) structures.219

Cation Ionic radii (Å) Anion vacancy (Å)

Ca2+ 1.06 3.25196

Sr2+ 1.21 3.5088

Ba2+ 1.38 3.91218

The enthalpy of reaction ∆Hrxn, values for CO2 towards the AO (A = Ca, Sr and Ba) for

forming metal carbonates is presented in Table 3.12.122 This shows that not only does the

size of the anion vacancies increase moving down the group but the affinity for reacting with

CO2 as well.

Table 3.13: Comparison of the enthalpy of reaction ∆H◦rxn, for formation of a carbonate from

AO (A = Ca, Sr and Ba) groups reacting with CO2 understand temeprature and pressure.

Formation of carbonate Enthalpy of formation kJ/mol

CaO→ CaCO3 -179.3

SrO→ SrCO3 -234.6

BaO→ BaCO3 -271.5
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3.5.1 Sr2−xBaxCuO2(CO3) (0.5 ≤ x ≤ 2)

The Sr2−xBaxCuO2(CO3) (0.5 ≤ x ≤ 2) solid-solution series, in which barium occupies

the same sites as the strontium shows different types of possible structures. Lappas et al.

and Armstrong.et al. reported I4 and P4/mmm type structures respectfully. Armstrong.et

al..114, 207 In both cases the structures have separate layers of metal carbonates and CuO2

planes. One of the main features in these types of compounds is the disordered nature of

the carbonate groups. Ordering of the carbonate groups can identify the presence of a su-

perstructure which has a space group of I4 and was reported for Sr2−xBaxCuO2(CO3) (x

= 0) by Miyazaki et al..116 The alternative P4/mmm type structure is derived from that of

Sr2CuO2(CO3) reported by Babu et al. where the origin is placed on a copper cation and the

oxides within the carbonate groups have an occupancy of 0.25 on various sites.

Miyazaki et al. prepared the oxide carbonate series through either BaCO3 or BaO2 reacting

with SrCO3 and CuO in an alumina crucible and heated to 930 ◦C.116 In the case of x ≤

0.8 only BaO2 was used as the only source of barium. IR spectroscopy showed that as the

amount of barium increased the wavenumber value would decrease.207 This is from barium

having a greater reduced mass, µ value than strontium which decreases the wavenumber

value. The magnetic structure of the Sr2−xBaxCuO2(CO3) (0.5 ≤ x ≤ 2) series has also been

studied and showed ordered local magnetic moments appearing at the Cu2+ sites.119 As a

result these compounds have been described as the parent compounds to a series of hole

doped superconductors. The Sr2−xBaxCuO2(CO3) series is an example of how solid-solution

oxide carbonates can be prepared "ab initio". It is therefore possible that by preparing the

Sr2−xBaxCuO3 series first that these compounds can directly react with CO2 towards forming

the oxide carbonates.

Ba2Cu1.2(CO3)0.8O2.42 prepared by Calestani et al. has been found to have a similar structure

to Sr2CuO2(CO3) and Ca2CuO2(CO3), reported by Babu et al. and Kopnin et al..113, 80, 115

However, the main structural difference is that in the case of Ba2Cu1.2(CO3)0.8O2.42 the car-

bon atoms share occupancy on the same crystallographic sites as the copper cations. This

results is what has been described by Calestani et al. as carbocuprate groups.
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3.5.2 Ca2CuO2(CO3)

The oxide carbonate Ca2CuO2(CO3) was prepared by Kopnin et al. in the form of single

crystals.115 This involved heating CaCO3 and CuO with a flux reagent, AgO in a enclosed

gold capsule. The reaction was carried out under a O2/CO2 gas mixture and at temperatures

of 1300 ◦C and high pressures of 6 GPa. Ca2CuO2(CO3) unlike the Sr2−xBaxCuO2(CO3) (x

= 0 – 2) series has only been reported with one type of crystal structure with that of P4/mmm

which is similar to the model of Sr2CuO2(CO3) reported by Babu et al..80 The oxygen atoms

in the carbonate anions still have an occupancy of 0.25 each resulting in a disordered array.

Unlike the barium equivalent, there have been no reports of Sr2−xCaxCuO2(CO3) solid-

solutions. By forming Sr2−xCaxCuO3 first this maybe able to react directly with CO2 in order

to prepare a novel series of Sr2−xCaxCuO2(CO3) compounds. The two possible P4/mmm and

I4 structures for the Sr2CuO2(CO3) is shown previously in Figure 3.3 which the Sr2−xCaxCuO2(CO3)

series could adopt.

This project has investigated the preparation and direct reaction of the Sr2−xAxCuO3 (A = Ba

and Ca) series with CO2. This has been aimed towards synthesis of potentially novel mixed

anion carbonates. The reversibility of CO2 incorporation has also been investigated in order

to re-obtain the starting material over multiple cycles.

3.6 Experimental

3.6.1 Preparation and reaction of the Sr2−xAxCuO3 (A = Ca and Ba)

series with CO2

The Sr2−xAxCuO3 (A = Ca and Ba) series was prepared using a high temperature ceramic

method with polycrystalline ACO3 (A = Sr, Ba and Ca) (98.5% BDH GPR), and CuO (96.0%

BDH GPR) reagents. These compounds were stored in an oven at approximately 100 ◦C to

prevent moisture contamination. The reagents were mixed in a stoichiometric ratio to prepare

1g of product. This would then be dispersed with acetone to prepare a homogenous mixture.
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Afterwards the mixture was then compressed into pellets of approximately 0.5 mm thickness.

The reaction scheme (3.2) shows how the Sr2−xAxCuO3 (A = Ca and Ba) series with x = 0–2

that can be prepared from stoichiometric quantities of ACO3 (A = Ca and Ba) and CuO.

2-x SrCO3 +x ACO3 +CuO→ Sr2−xAxCuO3 +2 CO2 (3.2)

These mixture pellets were then placed into an aluminium crucible and inserted into a box/tubular

furnace to be heated at 1000 ◦C for 14 hours in static air. Intermediate regrinding and reheat-

ing cycles were carried out until high purity (> 99%) products were achieved. These samples

were then used for reacting with CO2 gas. In the case of the Sr2−xBaxCuO3 (x < 0.5) series,

compounds were prepared in a similar manner to the Sr2−xCaxCuO3 (0≤ x≤ 2) compounds,

except heating under O2 gas was required. An O2 atmosphere was needed due to the hydro-

scopic nature of BaO which could hydrate when exposed to a static air atmosphere.

Once a pure sample of Sr2−xAxCuO3 (A = Ba and Ca) had been prepared, the next step was

the reactions with CO2 gas. As with Sr2CuO3, all reactions between the samples and CO2

were carried out in-situ using TGA.

3.6.2 Charaterisation

3.6.2.1 Thermogravimetric analysis (TGA)

Thermogravimetric analysis (TGA) was carried out using a Metler Toledo TDA/DSC 1Star

System which showed the sample mass changing at different temperatures and gases. CO2,

O2 and air atmospheres were used. All gas flow rates were maintained at a value of 100

ml/min and the temperature ramp rate was at 100 ◦C/min. A standard reaction would involve

inserting a single sample into the TGA furnace at room temperature to be exposed to the

gaseous atmosphere before heating. Pre-weighted samples of Sr2−xAxCuO3 (A = Ca, Ba)

( 50 mg) were placed into an alumina crucible then inserted into the TGA furnace chamber.

In the case of Sr2−xCaxCuO3 (0 ≤ x ≤ 2) compounds, these samples were initially heated to

1000 ◦C under air to prevent decomposition towards undesired Sr/CaCO3. Once the sample

had reached 1000 ◦C it would be held for 2 minutes to reach equilibrium under air then the
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gas flow would then be changed to pure CO2. After a measured amount of time under CO2

the gas was then switched back to air for the samples to cool to room temperature. In the

case of the Sr2−xBaxCuO3 (x < 0.5) series O2 was used instead of air. This acts to follow

the preparation method used for the Sr2−xBaxCuO3 series. The overall change in mass of the

sample was determined through subtracting the value at the start of the reaction, to that at the

end of the reaction when the sample mass was allowed to reach equilibrium. This was to give

a quantitative value of the amount of CO2 utilised in the oxide towards the oxide carbonate.

By monitoring the change in mass over time this also allowed the kinetics of the reaction to

be studied.

3.7 Results and Discussion

3.7.1 Preparation of Sr2−xBaxCuO2(CO3) (0 < x < 0.5)

The Sr2−xBaxCuO2(CO3) (0≤ x≤ 2) series, has already been reported by Armstrong and Ed-

wards.118 Samples were prepared through reacting BaCO3, SrCO3 and CuO under a CO2/O2

mixed atmosphere.207 This method is similar to that used by Miyazaki et al. to prepare

Sr2CuO2(CO3).116 To the author’s knowledge no attempt has been made towards directly

reacting Sr2−xBaxCuO3 (x < 0.5) compounds with CO2 to prepare oxide carbonates. As a

result, this novel approach has been investigated in this work.

The incorporation of barium within the Sr2−xBaxCuO3 series for reacting with CO2 has a

number of advantages. As shown in Table 3.15, BaO groups have a greater ∆Hrxn for forming

metal carbonates (-274 kJ/mol) than that of SrO (-234 kJ/mol).122 The other advantage is that

as Ba2+ has a larger ionic radii than Sr+2 therefore Ba2+/Sr2+ substitution will increase the

size of the anion vacancy and overall unit cell.

Synthesis of the Sr2−xBaxCuO3 (0 < x < 0.5) series was carried out using the same method

as described by Adachi et al..217 This involved the reagents, ACO3 (A = Sr and Ba) and CuO

mixed together in stoichiometric quantities to prepare 1g of product and compressed into

pellets, to be heated under an O2 atmosphere at 1000 ◦C. Once prepared these solid-solution

compounds could be investigated for reacting with CO2 using the method of alternating gases,
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designed in this work.

Preparation of the Sr2−xBaxCuO3 (x = 0.2, 0.3, 0.4 and 0.5) series showed only Sr1.8Ba0.2CuO3

had been synthesised without any impurities. The PXRD pattern suggested that the oxide had

been prepared however, no diffraction data on Sr1.8Ba0.2CuO3 was available in the literature.

The exact composition of the barium content was determined through Rietveld refinements,

(Figure 3.27). The model was the diffraction data of Sr2CuO3 reported by Weller and Lines

with barium added into the same occupied sites as the strontium.88 Initially the barium con-

tent was set to one tenth of strontium. The refinement determined the barium occupancy as

one-tenth of that of strontium as was aimed at during the synthesis.

Figure 3.27: X-ray powder diffraction profile of Sr1.8Ba0.2CuO3 showing the observed (red

crosses), calculated (green) and difference (purple) patterns.

The R-values from the refinement were at Rwp = 14.2 % and Rp = 9.9 % with unit cell

parameters at a = 12.7535(2) Å, b = 3.9327(1) Å, c = 3.5319(1) Å, V = 177.148(3) Å3.

Sr1.8Ba0.2CuO3 was originally synthesised under a O2 atmosphere. As a result, the alternat-

ing gases used were O2 and CO2, for the reaction towards the oxide carbonate.
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3.7.1.1 Structural characterisation of Sr2−xBaxCuO2(CO3) (0 < x < 0.5)

Due to the Ba2+ cation having a greater ∆Hrxn for forming a metal carbonate than the Sr2+

cation, the first reaction under CO2 was carried out for only 10 minutes. The reduced time

was to observe if the formation of Sr1.8Ba0.2CuO2(CO3) would occur faster compared to

that of Sr2CuO2(CO3) at 15 minutes. This reaction also used the same temperature as for the

preparation of Sr2CuO2(CO3) at 1000 ◦C under CO2. The heating and cooling rates were also

set to 100 ◦C/min, with the only difference being O2 used instead of air. The results showed

that although peaks potentially belonging to a Sr2−xBaxCuO2(CO3) phase were present, the

pattern also indicated the presence of SrCuO2 and SrCO3 within the phase. As a result,

different times were investigated such as 15 and 20 minutes under CO2 gas. A comparison of

the PXRD patterns of these samples were compared to one another within Figure 3.28. This

comparison show the reactions under CO2 for 10, 15 and 20 minutes. The TGA curve from

the 15 minute reaction is shown in Figure 3.29. This curve shows the same trend as with

Sr2CuO3 with the mass increasing only when CO2 is introduced.

Figure 3.28: Comparison of PXRD patterns of Sr1.8Ba0.2CuO3 under a) 10 minutes, b) 15

minutes and c) 20 minutes of CO2 gas at 1000 ◦C. The (*) are the peaks belonging to SrCO3

whilst the (N) marked peaks belong to SrCuO2.
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Figure 3.29: TGA curve of Sr1.8Ba0.2CuO3 reacting under CO2 for 15 minutes at 1000 ◦C.

The addition of barium into the starting compound showed no difference in the reaction time

with 15 minutes under CO2 still required for Sr2CuO3 to react with CO2. This is potentially

due to the reaction favouring complete decomposition of the mixed metal oxide structure

towards the carbonates rather than forming a Sr2−xBaxCuO2(CO3) type phase. Occupancy of

the barium in the oxide carbonate was determined through Rietveld refinements.

Sr2−xBaxCuO2(CO3) (x > 0.5) compounds were found to be tetragonal with the space group

P4/mmm. This is the same type of structure as the Sr2CuO2(CO3) reported by Babu et al.

and as a result this phase was used for refinements. Models of SrCuO2 and SrCO3 were used

to refine and quantify these phases.220, 221 A three-phase refinement (Figure 3.30) was car-

ried out and showed fractional occupancy of barium had remained as one-tenth of strontium

confirming Sr1.8Ba0.2CuO2(CO3) had been prepared.
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Figure 3.30: X-ray powder diffraction profile of Sr1.8Ba0.2CuO2(CO3) showing the ob-

served (red crosses), calculated (green) and difference (purple) patterns. The ticks represent

Sr1.8Ba0.2CuO2(CO3) (black), SrCuO2 (red) and SrCO3 (blue).

The lattice parameters were refined as a = 3.90924(5) Å, c = 7.53570(2) Å, V = 115.162(3)

Å3 and the R-values of Rwp = 11.3 % and Rp = 8.4 %. The structural information of

Sr1.8Ba0.2CuO2(CO3) has been shown in the appendix Table 8.4. The impurities within the

sample were also confirmed as SrCuO2 and SrCO3, with the quantities of all three phases

shown in Table 3.14. The oxide carbonate phase, Sr1.8Ba0.2CuO2(CO3) showed that the

amount of barium to strontium had remained within the oxide. This is also despite refine-

ment of the other strontium containing phases which showed no barium present in those. It

is possible that an additional barium based compound in present in the phase, but is unable

to be detected via PXRD or Rietveld refinements.
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Table 3.14: Quantities of Sr1.8Ba0.2CuO2(CO3) with the other phases of SrCO3 and SrCuO2

within the sample.

Compound Mass fraction %

Sr1.8Ba0.2CuO2(CO3) 66.1 ± 0.2

SrCO3 29.2 ± 0.2

SrCuO2 4.7 ± 0.1

A comparison of the unit cell parameters of Sr1.8Ba0.2CuO2(CO3) to Sr2CuO2(CO3) (Table

3.15), show that as strontium is replaced by barium the unit cell increases in size. This will

be a result of Ba2+ having a ionic radii of 1.38 (Å) compared to Sr2+ which has an ionic radii

of 1.21 (Å).219

Table 3.15: Comparison of the unit cells parameters of Sr2CuO2(CO3) reported by Babu et

al. to Sr1.8Ba0.2CuO2(CO3).80

Compound a(Å) c(Å) V(Å3)

Sr2CuO2(CO3) (1) 3.9033(2) 7.4925(4) 114.153(16)

Sr1.8Ba0.2CuO2(CO3) (2) 3.9092(3) 7.5350(1) 115.162(2)

Difference (1)-(2) 0.0103(3) 0.0248(1) 0.978(2)

The vibrational behaviour of the oxide carbonate was examined by FTIR spectroscopy. The

ACO3 (A = Sr, Ba and Ca) series has isostructural crystal structures to one another with the

vibrational behaviour being affected by the A cation.221 As barium has greater atomic mass

to strontium its reduced mass, µ will also be greater reducing the wavenumber values of

the carbonate groups compared to SrCO3.222 The vibrational frequencies in the IR spectrum

have been reported from the IR spectrum of of Sr1.8Ba0.2CuO2(CO3) are reported in Figure

3.31 with the wavenumber values compared to that of Sr2CuO2(CO3) in Table 3.16.
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Figure 3.31: IR spectrum of Sr1.8Ba0.2CuO2(CO3) with the vibrational frequency belonging

to the carbonate groups shown.

Table 3.16: The values for the vibrational modes of Sr1.8Ba0.2CuO2(CO3) compared to that

of Sr2CuO2(CO3) reported within this project compared.

Vibrational mode cm−1 Sr2CuO2(CO3) Sr1.8Ba0.2CuO2(CO3) Difference

(1) (2) (1) - (2)

Symmetric stretching ν1 1071 1067 4

Symmetric bending ν2 870 852 18

Asymmetric stretching ν3 1436 1423 13

Asymmetric stretching ν3’ 1394 1419 -25

Asymmetric bending ν4 706 703 3

Asymmetric bending ν4’ 698 693 5

The incorporation of barium into the oxide carbonate has shown a decrease in all of the

vibrational frequencies, with the exception of the asymmetric stretching mode ν3’. Similar

results were also observed and reported by Armstrong et al. for the Sr2−xBaxCuO2(CO3)

(0.5 ≤ x ≤ 1.5) series.207 As with Sr2CuO2(CO3) this techniques shows limitations due to

152



the presence of another carbonate, SrCO3 in the phase with both compounds contributing

to the vibrational frequencies. The Sr1.8Ba0.2CuO2(CO3) frequencies are generally lower

than Sr2CuO2(CO3) indicating that a solid-solution mix with barium has been formed. The

quantities of Sr1.8Ba0.2CuO2(CO3) is also greater (66.1 ± 0.2 %) than those of SrCO3 (29.2

± 0.2 %). This makes the oxide carbonate the dominate phase and more likely to contribute

to the vibrational frequencies detected.

As with Sr2CuO3, Sr1.8Ba0.2CuO3 utilises CO2 towards preparing Sr1.8Ba0.2CuO2(CO3).

The TGA curve results previously shown in Figure 3.26, show that the mass of Sr1.8Ba0.2CuO3

only increasing when CO2 is introduced at 1000 ◦C. This mass gain will be a result of CO2

reacting within the oxide. CO2 capturing capability of Sr1.8Ba0.2CuO3 was determined as the

average mass increased over the same reaction repeated several times along with an RMSD

value from the uncertainties (Table 3.17).

Table 3.17: CO2 capturing capacity of Sr1.8Ba0.2CuO3 with uncertainties.

TGA curve CO2 capturing capacity mmol/g Uncertainty mmol/g

1 4.233 0.004

2 3.761 0.004

3 3.982 0.004

Average 3.992 0.007

The overall CO2 capturing capacity of Sr1.8Ba0.2CuO3 has been found to be 3.99 ± 0.01

mmol/g. This is higher than that of Sr2CuO3 at 3.80 ± 0.01 mmol/g.

As with Sr2CuO3 the CO2 capturing capability has also been determined using the mass %

values of the phases produced from the reaction to coincide with the results from TGA. Table

3.14 shows the reaction between Sr1.8Ba0.2CuO3 and CO2 resulted in a mixed phase product

consisting of 66.1 % of Sr1.8Ba0.2CuO2(CO3), 29.2 % of SrCO3 and 4.7 % of SrCuO2. The

TGA curve from this reaction showed that the mass of the end product was that of 65.071

mg. Using this value the mass %, mass of the phase and CO2 mass content within each phase

can be determined to calculate the amount of CO2 captured. These values have been shown

in Table 3.18.
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Table 3.18: Overall mass and mass % of Sr1.8Ba0.2CuO2(CO3) and SrCO3 in product phase.

Along with mass of CO2 captured.

Phases Mass % Mass mg CO2 mass mg

Sr1.8Ba0.2CuO2(CO3) 66.1 % 43.434 5.607

SrCO3 29.2 % 19.187 6.414

Based on the Rietveld refinement results the overall amount of CO2 captured was that of

12.021 mg by 55.859 mg of Sr1.8Ba0.2CuO3. These values were then used and determined

a CO2 capturing capability value of 4.91 ± 0.02 mmol/g. This value is greater than that

calculated using just the mass difference from TGA results at 3.99 mmol/g. The difference

in values could be due to the Rietveld refinement not determining barium in any other com-

pounds despite the stiochiometric ratio indicating it should be either in other compounds, or

in greater amounts in the oxide carbonate. The amount of barium will effect the molecular

mass of each phase and will change the amount of CO2 captured.

This value of 4.91 mmol/g along with that calculated by TGA, 3.99 mmol/g, is greater com-

pared to the CO2 capturing capability by Sr2CuO3 at 4.28 and 3.80 mmol/g. The reason for

this can be attributed to the reaction producing higher quantities of SrCO3 at 29.2 % com-

pared to the reaction using Sr2CuO3 at 14.5 %. CO 2 makes up a greater amount of the

molecular mass of SrCO3 than Sr1.8Ba0.2CuO2(CO3) which means more CO2 has been cap-

tured and is present in the phase. This means more CO2 is captured when Sr1.8Ba0.2CuO3 is

used.

3.7.1.2 Reaction kinetics of Sr1.8Ba0.2CuO3 with CO2

As with the direct reaction between Sr2CuO3 and CO2 to produce Sr2CuO2(CO3), the ki-

netics for the reaction to prepare Sr1.8Ba0.2CuO2(CO3) has also been studied using the same

approach.

From the TGA curve of mass vs time the points where the mass is only increasing has been

identified at 34.2331 mg (650 seconds) to 39.3593 mg (1450 seconds). During these points

the mass of the sample increase by 5.1262 mg as CO2 is being captured. These results showed
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that for every 1 mg of CO2 captured, 6.6781 mg of Sr1.8Ba0.2CuO3 was consumed.

The rate of the reaction has been determined through the relationship between the concentra-

tion of Sr1.8Ba0.2CuO3 vs time. Figure 3.32 shows three different graphs for concentration vs

time, (1) moles of Sr1.8Ba0.2CuO3 vs time seconds, (2) ln(moles) of Sr1.8Ba0.2CuO3 vs time

seconds, and (3) 1/(moles) of Sr1.8Ba0.2CuO3vs time seconds.

Figure 3.32: Three concentrations vs time graphs, (1) moles of Sr1.8Ba0.2CuO3 vs time sec-

onds, (2) ln(moles) of Sr1.8Ba0.2CuO3 vs time seconds, and (3) 1/(moles) of Sr1.8Ba0.2CuO3

vs time second. Equations of trendlines and R2 are given for each.

As with Sr2CuO3 the trendline of ln(moles) of Sr2CuO3 vs time seconds graphs shows an

R2 value closest towards 1 indicating that the reaction is of 1st order. The rate constant

has also been determined at 0.0048 S−1. This value is higher than that for the reaction of

Sr2CuO3 with CO2 at 0.0045 S−1. The cause of this will be due to the reaction involving

Sr1.8Ba0.2CuO3 capturing more CO2 when forming the oxide carbonate and SrCO3.
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3.7.1.3 CO2 extraction from Sr1.8Ba0.2CuO2(CO3) under O2

The extraction of CO2 and the re-formation of the original oxide has also been investigated.

Sr1.8Ba0.2CuO3 was prepared under O2, therefore only this gas was used for its re-formation

from Sr1.8Ba0.2CuO2(CO3).

Sr1.8Ba0.2CuO3 was re-formed multiple times and as such was also reacted with CO2 to-

wards Sr1.8Ba0.2CuO2(CO3) repeatedly. Figure 3.33 shows PXRD patterns for each time

Sr1.8Ba0.2CuO2(CO3) was re-formed. The oxide carbonate was found to be present along-

side the SrCuO2 and SrCO3 as in the original reaction.

Figure 3.33: PXRD patterns of Sr1.8Ba0.2CuO2(CO3) from the 1st (red), 2nd (black) and 3rd

(blue) reactions of Sr1.8Ba0.2CuO3, re-formed under O2 with CO2. The (*) peaks belong to

SrCO3 and (N) peaks for SrCuO2.

These reverse reactions show that it is possible to extract CO2 from Sr1.8Ba0.2CuO2(CO3)

in order to re-form Sr1.8Ba0.2CuO3. This can then be used for further reactions with CO2 to

repeatedly prepare the oxide carbonate. In the case of the 1st reverse reaction this showed a

direct conversion to the Sr1.8Ba0.2CuO3 phase under O2. However, the 2nd and 3rd reverse

reactions showed SrCuO2 and SrCO3 to also be present. The reason for the additional phases

is potentially a result of the sintering of the sample’s particles from repeated heating reactions

and makes the reaction towards Sr1.8Ba0.2CuO3 more difficult.214
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After each reverse cycle the samples were analysed with PXRD to confirm their identity and

Rietveld refinements were used to identify and quantify the phase(s) present. The refinements

had the atomic coordinates of strontium and barium that were present were constrained and

refined together. The identity and quantity of each phase from each reverse reaction has been

shown in Table 3.18.

Table 3.19: Identity and quantity of end products from reverse reaction of

Sr1.8Ba0.2CuO2(CO3) towards Sr1.8Ba0.2CuO3 under O2.

Reverse reaction Product phases

1 Sr1.8Ba0.2CuO3 (100 %)

2 Sr1.8Ba0.2CuO3 (94.8 %), Sr1.8Ba0.2CuO2(CO3) (5.2 %)

3 Sr1.8Ba0.2CuO3 (88.3 %), SrCuO2 (9.0 %), SrCO3 (2.7 %)

The phases reported from Rietveld refinement showed that despite the first reaction showing

complete re-formation of the phase to Sr1.8Ba0.2CuO3. That after each reverse reaction the

re-formation of Sr1.8Ba0.2CuO3 becomes less favourable.

3.7.2 Preparation of Sr2−xCaxCuO2(CO3) (0 ≤ x ≤ 2)

In the case of Ca2CuO2(CO3) this was prepared as single crystals at 1300 ◦C and 6 GPa

of pressure using a flux agent (Ag2O) whilst being sealed in a gold capsule.115 To the

author’s knowledge no compounds have been reported within the solid-solution series of

Sr2−xCaxCuO2(CO3) (0 < x < 2). The only known compound to have a similar structure is

that of Sr1.89Ca1.11(CuO2)2(CO3) which was also prepared by Kopnin et al., using a similar

method as for Ca2CuO2(CO3).115 In this structure copper-carbonate groups are present sepa-

rating the Sr/CaO layers. The structure has also been reported to be similar to Sr2CuO2(CO3),

with copper occupying carbon sites. The fractional occupancy of strontium and calcium is

also different depending on the atomic site.

In this work, the Sr2−xCaxCuO3 (0≤ x≤ 2) series of compounds has been investigated for re-

acting with CO2 in order to prepare new materials, which can exist in the Sr2−xCaxCuO2(CO3)

(0 ≤ x ≤ 2) series.
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3.7.2.1 Structural Characterisation of Sr2−xCaxCuO3 (0 ≤ x ≤ 2)

The Sr2−xCaxCuO3 (x = 0, 0.5, 1.0 and 2.0) series was prepared using the same method

as with the Sr2−xBaxCuO3 (x < 0.5) series. This involved the reagents being weighted to

produce 1g of product and dispersed with one another to be compressed into pellets before

heating. The Sr2−xCaxCuO3 (x = 0, 0.5, 1.0 and 2) compounds prepared resulted in dark

brown polycrystalline samples. The identity of these samples were confirmed using PXRD

analysis. Table 3.20 shows the unit cell parameters, anion vacancies (Å) and volume (Å3) for

all of these compounds.

Table 3.20: Structural data for Sr2−xCaxCuO3 (x = 0, 0.5, 1.0 and 2.0) series of com-

pounds.88, 223, 196

Compound a Å b Å c Å V Å3 Anion vacancy (Å)

Sr2CuO3 12.716(1) 3.916(4) 3.5032(3) 174.44(3) 3.5032(1)

Sr1.5Ca0.5CuO3 12.596(1) 3.8787(5) 3.4425(4) 168.18(3) 3.4517(3)

SrCaCuO3 12.48(1) 3.845(5) 3.388(4) 162.63(3) 3.3902(4)

Ca2CuO3 12.25(2) 3.789(8) 3.259(3) 150.87(3) 3.2490(10)

The incorporation of calcium into the sites occupied by strontium results in a decrease of the

lattice parameters and unit cell volume. This is from the ionic radii of Ca2+ at 1.06 Å being

smaller than that of Sr2+ at 1.21 Å. The anion vacancies present within the structure were

also found to decrease as a result of the increased substitution quantities.

Once pure samples of the Sr2−xCaxCuO3 (x = 0, 0.5,1 and 2) series had been prepared the

next step was the direct reactions with CO2. As with Sr2CuO3 and Sr1.8Ba0.2CuO3 the

Sr2−xCaxCuO3 compounds were reacted with alternating gases of air and CO2 at 1000 ◦C

towards preparing the oxide carbonates.
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3.7.2.2 Reaction of Sr2−xCaxCuO3 (0 ≤ x ≤ 2) compounds with CO2

Ca2CuO3 was the first to react with CO2 in the same way as with Sr2CuO3. This was aimed

at preparing Ca2CuO2(CO3) which was reported by Kopninet al..115 The 1st reaction under

CO2 lasted for 15 minutes and showed that Ca2CuO3 remained as the main phase with peaks

belonging to CaCO3 to also present.199 The next reaction had the time under CO2 increased

from 15 to 60 minutes. This resulted as before in Ca2CuO3 alongside peaks belonging to

CaCO3 that had increased in intensity. The steady increase of CaCO3 present from a longer

time under CO2 has been presented from a comparison of the PXRD patterns of these reac-

tions in Figure 3.34.

Figure 3.34: Comparison of PXRD patterns of a) Ca2CuO3 then b) 15 and c) 60 minutes

under CO2 reacting. The peaks marked (*) are those belonging to CaCO3.

The inability for CO2 to be incorporated within Ca2CuO3 is potentially a result of the anion

vacancies being too small (3.25 Å) to accommodate CO2 with its kinetic diameter of 3.30 Å.

As a result, compounds within the Sr2−xCaxCuO3 (0 ≤ x ≤ 2) series with lower amounts of

calcium have been investigated towards forming a Sr2−xCaxCuO2(CO3) compound.

SrCaCuO3, a solid-solution containing 50:50, strontium and calcium was next investigated.

The reaction times under CO2 were 15, 60 and 90 minutes with the PXRD patterns from
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each shown in Figure 3.35. However in each of the products formed multiple phase were

present such as Sr2CuO2(CO3), SrCuO2 and SrCO3 type compounds. The amount of calcium

is potentially the limiting factor for allowing CO2 to enter and react within the structure

to form a oxide carbonate. Therefore as calcium content increases the size of the anion

vacancies decreases. This may increase the amount of energy required towards forming the

oxide carbonate.

Figure 3.35: Comparison of PXRD patterns of SrCaCuO3 reacting with CO2 gas at different

times, a) 90 minutes, b) 30 minutes and c) 15 minutes. Peaks belonging to SrCO3 are labelled

with (*) marks whilst (N) are those belonging to SrCuO2.

As the time under CO2 increases the intensities of peaks belonging to phases such as SrCuO2

and SrCO3 would decrease. This is potentially due to the longer reaction time favouring the

formation of the oxide carbonate.

Sr1.5Ca0.5CuO3 was the next compound investigated with its calcium content lowered to one

quarter.As with SrCaCuO3, Sr1.5Ca0.5CuO3 was exposed to 15, 60 and 90 minute reactions at

1000 ◦C under CO2. The resulting PXRD patterns from each reactions have been presented

in Figure 3.36. The PXRD patterns for the 15 and 60 minute reactions under CO2 showed
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that peaks belonging to SrCuO2 and SrCO3 were present within the sample. However peaks

at approximately 2θ ≈ 32◦ indicated the presences of a "Sr2CuO2(CO3)" type phase. The

TGA curve for the 90 minute reaction between Sr1.5Ca0.5CuO3 and CO2 is shown in Figure

3.37.
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Figure 3.36: Comparison of PXRD patterns of Sr1.5Ca0.5CuO3 reacting with CO2 gas at

different times, a) 90 minutes, b) 30 minutes and c) 15 minutes.
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Figure 3.37: TGA curve of Sr1.5Ca0.5CuO3 reacting with CO2 for 90 minutes at 1000 ◦C.

The PXRD pattern for the reaction under CO2 for 90 minutes suggested that a Sr2−xCaxCuO2(CO3)

type compound had been prepared. This sample was further analysed via a three-phase Ri-

etveld refinement as SrCO3 and SrCaCuO3 were also present.205, 196 In the refinements the

model of Sr2CuO2(CO3) reported by Babu et al. was used for the oxide carbonate. This was

due to the two end members of Sr2CuO2(CO3) and Ca2CuO2(CO3) having crystal structures

which were similar to one another, both tetrahedral with a P4/mmm space group.80, 115 The

main difference however is that the strontium model will have copper set at the origin. It

is proposed that "Sr1.5Ca0.5CuO2(CO3)" is closer towards the strontium compound and as a

result this model was used for refinements. The calcium content was initially set at x = 0.5 as

within the original oxide during the refinements.

For the refinement the background was modelled using the Cosine Fourier series with twelve

terms. The multi-term Simpson’s rule integration of the pseudo-Voigt was used in order to

model the peaks shapes within for all phases.203, 204 The parameters refined were: the cell

parameters (a, b, c) and the scale factors for all three-phases. The Uiso and the atomic coor-

dinates for the strontium and calcium were constrained with each other when refined. The

Lorentzian anisotropic strain broadening was also refined as well. The fractional occupancy

between the strontium and calcium was also refined within the oxide carbonate phase. The
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refinement of the occupancies showed that the amount of calcium had been reduced from

25 % in Sr1.5Ca0.5CuO3 to 12.5 % in the oxide carbonate. This gave the composition as

Sr1.75Ca0.25CuO2(CO3). The strontium and calcium occupancy of the SrCaCuO3 secondary

phase was also refined to be a 1:1 stoichiometry with the refinement pattern presented in

Figure 3.38.

Figure 3.38: X-ray powder diffraction profiles of Sr1.75Ca0.25CuO2(CO3) obtained from

a 90 minute reaction of Sr1.5Ca0.5CuO2(CO3) under CO2. This shows the observed

(red crosses), calculated (green) and difference (purple) patterns. The ticks represent

Sr1.75Ca0.25CuO2(CO3) (black), SrCaCuO3 (red) and SrCO3 (blue).

The R-values for this refinement were determined as Rwp = 12.9 % and Rp = 9.3. The

structural data of the Sr1.75Ca0.25CuO2(CO3) has also been presented in appendix, Table 8.5.

The refinement showed the quantity of all phases as Sr1.75Ca0.25CuO2(CO3) (70.5 ± 0.08

%), SrCaCuO3 (20 ± 0.5 %) and SrCO3 (9.5 ± 0.15 %).

As with the other oxide carbonates the CO3 groups will have a disordered structure from the

surrounding oxides of 0.25 occupancy. This refinement also has high Uiso values from the

O2 and O3 atoms.

The loss of calcium from Sr1.5Ca0.5CuO3 towards forming Sr1.75Ca0.25CuO2(CO3) is likely
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what also causes the formation of SrCaCuO3. As seen with Ca2CuO3 and SrCaCuO3 the in-

corporation of calcium for strontium causes the reaction to favour decomposition over form-

ing an oxide carbonate. In the case of Sr1.5Ca0.5CuO3 this resulted in not only Sr1.75Ca0.25CuO2(CO3)

but also SrCaCuO3 and SrCO3 being present. The unit cell parameters of Sr1.75Ca0.25CuO2(CO3)

have been compared to Sr2CuO2(CO3) showing the reduction from calcium substitution in

Table 3.21.

Table 3.21: Comparison of the unit cells parameters of Sr2CuO2(CO3) reported by Babu et

al. to Sr1.75Ca0.25CuO2(CO3).80

Compound a(Å) c(Å) V(Å3)

Sr2CuO2(CO3) (1) 3.9033(2) 7.4925(4) 114.153(16)

Sr1.75Ca0.25CuO2(CO3) (2) 3.8930(3) 7.4677(1) 113.175(2)

Difference (1)-(2) 0.0103(3) 0.0248(1) 0.978(2)

The result of partially substituting strontium for calcium sees a reduction within the unit cell

parameters of the oxide carbonate phase. This is to be expected as the ionic radii of Ca2+, is

0.15 (Å) smaller than that of Sr2+ cation. The reduction is of a scale below 0.1 (Å) for the

unit cell parameters as only one eighth of the strontium was substituted by calcium.

The reaction of Sr1.5Ca0.5CuO3 with CO2 for 90 minutes has resulted in the formation of a

novel oxide carbonate, Sr1.75Ca0.25CuO2(CO3) along side other phases. The loss of calcium

is attributed to the formation of SrCaCuO3 present with the oxide carbonate. This time is also

longer when compared to that for forming Sr2CuO2(CO3) which was only 15 minutes. This

could be due to the change in size of Ca+2 to Sr+2 cations which reduce the size of the anion

vacancies. Despite the impurities present, this is the first compound reported to exist within

the Sr2−xCaxCuO2(CO3) series, This also highlights this novel approach of directly reacting

CO2 within compound with anion vacancies towards novel mixed anion materials.

The amount of CO2 utilised by Sr1.5Ca0.5CuO3 towards Sr1.75Ca0.25CuO2(CO3) has also

been determined. As with the previous compounds Sr1.5Ca0.5CuO3 utilises the captured CO2

in order to prepare an oxide carbonate. The TGA curve shows the amount of CO2 which is

captured by Sr1.5Ca0.25CuO3 at 1000 ◦C. The amount of CO2 captured was determined as

164



the average mass increase over a series of reactions with Sr1.5Ca0.5CuO3 and CO2, and the

values have been presented in along with the RMSD Table 3.22.

Table 3.22: CO2 capturing capacity of Sr1.5Ca0.5CuO3 and uncertainties over a range of

reactions

TGA curve CO2 capturing capacity mmol/g Uncertainty mmol/g

1 2.912 0.003

2 2.811 0.003

3 2.839 0.003

Average 2.854 0.005

As with Sr2CuO3 the CO2 capturing capability has also been determined using the mass %

values of the phases produced from the reaction to coincide with the results from TGA. The

reaction between Sr1.5Ca0.5CuO3 and CO2 resulted in a mixed phase product consisting of

70.5 % of Sr1.75Ca0.25CuO2(CO3), 20.0 % of SrCaCuO3 and 9.5 % of SrCO3. The TGA

curve from this reaction, Figure 3.36, showed that the mass of the end product was that of

49.051 mg. This value was used to determine the mass %, mass of the phase and CO2 content

for each phase to calculate he mass of CO2 captured. These values have been shown in Table

3.23.

Table 3.23: Overall mass and mass % of Sr1.8Ba0.2CuO2(CO3) and SrCO3 in product phase.

Along with mass of CO2 captured.

Phases Mass % Mass mg CO2 mass mg

Sr1.75Ca0.25CuO2(CO3) 70.5 % 34.580 4.957

SrCO3 9.5 % 4.660 1.558

Based on the Rietveld refinement results the overall amount of CO2 captured was that of

6.5142 mg by 43.579 mg of Sr1.5Ca0.5CuO3. These values were then used and determined

a CO2 capturing capability value of 3.40 ± 0.004 mmol/g. This value is greater than that

calculated using just the mass difference from TGA results at 2.85 mmol/g.

This value of 3.40 mmol/g along with that calculated by TGA, 2.85 mmol/g, is lower that
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that of the CO2 capturing capability by Sr2CuO3 at 4.28 and 3.80 mmol/g. The reason for

this can be attributed to fewer products being carbonate based. It has been found that with

Sr2CuO3 that all products are carbonate based and hence more CO2 has been captured. In the

case of Sr1.8Ba0.2CuO3 when this reacts with CO2 that 29.2 % of the product as SrCO3. This

compound has more of its molecular mass contributed from CO2 than the oxide carbonate.

The reaction between Sr1.5Ca0.5CuO3 and CO2 results in the lowest amounts of SrCO3 being

produced. This means less CO2 overall has been capture compared to the other mixed metal

oxides

3.7.2.3 Reaction kinetics of Sr1.5Ca0.5CuO3 with CO2

As with the direct reaction between Sr2CuO3 and Sr1.8Ba0.2CuO2 with CO2 to produce their

respective oxide carbonates, the kinetics for the reaction between Sr1.5Ca0.5CuO3 and CO2

has also been studied using the same methods.

From the TGA curve of mass vs time the points where the mass is only increasing has been

identified at 43.5266 mg (850 seconds) to 49.1440 mg (4050 seconds). During these points

the mass of the sample increased by 5.6174 mg as CO2 is being captured and shows that for

every 1 mg of CO2 captured, 7.7485 mg of Sr1.5Ca0.5CuO3 was consumed.

The rate of the reaction has been determined through the relationship between the concentra-

tion of Sr1.5Ca0.5CuO3 vs time. Figure 3.39 shows three different graphs for concentration vs

time, (1) moles of Sr1.5Ca0.5CuO3 vs time seconds, (2) ln(moles) of Sr1.5Ca0.5CuO3 vs time

seconds, and (3) 1/(moles) of Sr1.5Ca0.5CuO3 vs time seconds.
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Figure 3.39: Three concentrations vs time graphs, (1) moles of Sr1.5Ca0.5CuO3 vs time sec-

onds, (2) ln(moles) of Sr1.5Ca0.5CuO3 vs time seconds, and (3) 1/(moles) of Sr1.5Ca0.5CuO3

vs time second. Equations of trendlines and R2 are given for each.

As with Sr2CuO3 and Sr1.8Ba0.2CuO3 the trendline of ln(moles) of Sr1.5Ca0.5CuO3 vs time

seconds graphs shows an R2 value closest towards 1 and is the most linear. This shows that

this reaction as with the others is of 1st order. The slope of the trendline shows the rate of

the reaction at 0.0016 S−1. This value is lower than that for the reactions of Sr2CuO3 and

Sr1.8Ba0.2CuO3 with CO2 at 0.0045 and 0.0048 S−1 respectfully. The lower reaction rate is

likely the cause of this reaction taking 90 minutes whereas the others only take 15 minutes.

The incorporation of calcium into the strontium cuprate results in a lower reaction rate and

slower reaction time compared to the full strontium equivalent.

3.7.2.4 Reversibility of Sr2−xCaxCuO2(CO3) series to re-form oxide precursor

3.7.2.4.1 CO2 extraction from Sr1.75Ca0.25CuO2(CO3) under Air

The extraction of CO2 from Sr1.75Ca0.25CuO2(CO3) to re-form Sr1.5Ca0.5CuO3 has also been

investigated. The re-formation of Sr1.75Ca0.25CuO2(CO3) was carried out in tandem along-

side the extraction reactions. The PXRD patterns (Figure 3.40) show that the 1st and 2nd
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Sr1.75Ca0.25CuO2(CO3) re-formation reactions have similar results. The 3rd reaction how-

ever, showed the peaks belonging to the SrCO3 and SrCuO2 phases increased in intensity.

Figure 3.40: PXRD patterns of Sr1.75Ca0.25CuO2(CO3) from the 1st (red), 2nd (black) and

3rd (blue) reactions of Sr1.5Ca0.5CuO3, re-formed under air with CO2. The (*) peaks belong

to SrCO3 and (N) peaks for SrCuO2.

This increase has been attributed to the starting phase from the 3rd reverse reaction showing

a mixture of Sr1.5Ca0.5CuO3, SrCuO2 and Sr1.75Ca0.25CuO2(CO3). As a carbonate and an

oxide carbonate are already present, it is possible that the reaction under CO2 for 90 minutes

is favouring decomposition of the oxide carbonate giving SrCO3. SrCuO2 as a product does

not react with CO2 and as a result appears in the diffractogram alongside the oxide carbonate.

The 1st set of reverse reactions to re-form Sr1.5Ca0.5CuO3 had Sr1.75Ca0.25CuO2(CO3) heated

under air, afterwards the sample was analysed using PXRD and Rietveld refinements. This

was to confirm the identity of Sr1.5Ca0.5CuO3, as well as any other phases. The fractional

occupancy of the strontium and calcium was refined in each solid-solution to identify the

phase composition. Refinement of the 1st reverse reaction under air (Figure 3.41) shows the

different phases.
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Figure 3.41: X-ray powder diffraction profiles of Sr1.5Ca0.5CuO3 from 1st extraction of CO2

from Sr1.75Ca0.25CuO2(CO3) under air. This shows observed (red crosses), calculated (green)

and difference (purple) patterns. Ticks belong to Sr1.5Ca0.5CuO3 (black) and SrCuO2 (red).

Despite the presence of SrCuO2, the stoichiometry of the only other detected phase was still

that of Sr1.5Ca0.5CuO3. Attempts were made to include calcium within the refinement of

SrCuO2 phase however, none was detected. The reason for this is still unclear. The sample

from the 2nd reverse cycle was then analysed showing Sr1.5Ca0.5CuO3 alongside a SrCuO2

phase. The refinement (Figures 3.42) however, determined that the secondary phase was a

solid-state solution with the composition of Sr0.58Ca0.42CuO2.
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Figure 3.42: X-ray powder diffraction profiles of Sr1.5Ca0.5CuO3 obtained from 2nd extrac-

tion of CO2 from Sr1.75Ca0.25CuO2(CO3) under air. This shows the observed (red crosses),

calculated (green) and difference (purple) patterns. The ticks belong to Sr1.5Ca0.5CuO3

(black) and Sr0.58Ca0.42CuO2 (red).

The unit cell parameters of Sr0.58Ca0.42CuO2 was also determined as (a = 3.5470, b = 16.2722

and c = 3.8866 Å). This showed a reduction in unit cell size as a result of calcium substitution

compared to the values for SrCuO2 at a = 3.5766, b = 16.3354 and c = 3.9143 Å.220 The

quantification of each different phases was also determined along with the R-values, and is

shown within Table 3.24.

Table 3.24: Quantification of different phases, as well as R-values for the 1st and 2nd reverse

reactions.

Reverse reaction Sr1.5Ca0.5CuO3 % SrCuO2 % Rwp % Rp %

1 95.9 ± 0.12 4.1 ± 0.04 12.54 8.31

Reverse reaction Sr1.5Ca0.5CuO3 % Sr0.58Ca0.42CuO2 % Rwp % Rp %

2 94.6 ± 0.26 5.4 ± 0.16 12.13 8.58

The 3rd reverse cycle showed peaks belonging to an oxide carbonate "Sr2−xCaxCuO2(CO3)"
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type phase present in the PXRD pattern. A three-phase refinement for this sample was carried

out, Figure 3.43. This refinement had the background modelled using the Cosine Fourier

series with twelve terms. The multi-term Simpson’s rule integration of the pseudo-Voigt was

used in order to model the peaks shapes within for all phases.203, 204 The parameters refined

were: the cell parameters (a, b, c) and the scale factors for all three-phases. The Uiso and

the atomic coordinates for the strontium and calcium were constrained with each other when

refined for each phase. The Lorentzian anisotropic strain broadening was also refined as well.

The fractional occupancy between the strontium and calcium in all phases were also refined

to determine the composition.

Figure 3.43: X-ray powder diffraction profiles of Sr1.5Ca0.5CuO3 obtained from 3rd extrac-

tion of CO2 from Sr1.75Ca0.25CuO2(CO3) under air. This shows the observed (red crosses),

calculated (green) and difference (purple) patterns. The tick belong to Sr1.5Ca0.5CuO3

(black), SrCuO2 (red) and Sr1.75Ca0.25CuO2(CO3) (blue).

Rietveld refinements confirmed with PXRD the presence and quantification of Sr1.5Ca0.5CuO3

(85.0± 0.13), SrCuO2 (12.6± 0.20) and Sr1.75Ca0.25CuO2(CO3) (2.4± 0.30). The R-values

for the 3rd reverse cycle were also determined as, Rwp = 14.6 % and Rp = 10.2 %. These re-

sults also showed that after the 3rd reverse reaction an oxide carbonate phase will start to re-

main within the sample. It is possible that at this stage the repeated heating of the sample has

171



caused the particles themselves to be sintered. This may result in the reactivity of the sample

changing making direct extraction of CO2, and re-forming of Sr1.5Ca0.5CuO3 more difficult.

Despite this, reverse cycles under air were able to extract CO2 from Sr1.75Ca0.25CuO2(CO3)

and have this react with the other phases to re-form Sr1.5Ca0.5CuO3.

3.7.2.4.2 CO2 extraction from Sr1.75Ca0.25CuO2(CO3) under O2

Extraction of CO2 from Sr1.75Ca0.25CuO2(CO3) to re-form Sr1.5Ca0.5CuO3 has been investi-

gated under pure O2. The re-formation of the oxide carbonates has also been monitored from

using each re-formed Sr1.5Ca0.5CuO3 from the reverse reactions. The PXRD pattern of the

re-formed Sr1.75Ca0.25CuO2(CO3) is shown in Figure 3.44.

Figure 3.44: PXRD patterns of Sr1.75Ca0.25CuO2(CO3) from the 1st (red), 2nd (black) and

3rd (blue) reactions of Sr1.5Ca0.5CuO3, re-formed under O2 with CO2. Peaks highlighted (*)

belong to unreatced Sr1.5Ca0.5CuO3.

As with the reverse reactions under air. The PXRD patterns for the 1st and 2nd re-formation

of Sr1.75Ca0.25CuO2(CO3) showed similar results to one another. The 3rd reaction however,

showed peaks belonging to unreacted Sr1.5Ca0.5CuO3 that were present alongside the oxide

carbonate.
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PXRD patterns for the 1st and 2nd reverse reactions under O2 showed Sr1.5Ca0.5CuO3 had

been re-formed with a SrCuO2 type compound also present. Two-phase Rietveld refinements

were carried out (Figures 3.45 and 3.46) to determine the quantity of each phase and the

composition of Sr1−xCaxCuO2.
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Figure 3.45: X-ray powder diffraction profiles of Sr1.5Ca0.5CuO3 from 1st extraction of

CO2 from Sr1.75Ca0.25CuO2(CO3) under O2. This shows observed (red crosses), calculated

(green) and difference (purple) patterns with ticks belonging to Sr1.5Ca0.5CuO3 (black) and

Sr0.88Ca0.12CuO2 (red).
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Figure 3.46: X-ray powder diffraction profiles of Sr1.5Ca0.5CuO3 from 2nd extraction of

CO2 from Sr1.75Ca0.25CuO2(CO3) under O2. This shows observed (red crosses), calcu-

lated (green) and difference (purple) patterns. Ticks belong to Sr1.5Ca0.5CuO3 (black) and

Sr0.82Ca0.18CuO2 (red).

The occupancy of strontium and calcium showed that Sr1.5Ca0.5CuO3 had been prepared with

Sr0.88Ca0.12CuO2 from the 1st , and Sr0.82Ca0.18CuO2 from the 2nd reverse reactions. The

quantification of each phase, as well as the R-values from these refinements are presented in

Table 3.25.

Table 3.25: Quantification of different phases, as well as R-values for the 1st and 2nd reverse

reactions under O2.

Reverse reaction Sr1.5Ca0.5CuO3 % Sr0.88Ca0.12CuO2 % Rwp Rp

1 92.5 ± 0.05 7.5 ± 0.02 14.33 9.84

Reverse reaction Sr1.5Ca0.5CuO3 % Sr0.82Ca0.18CuO2 % Rwp Rp

2 88.7 ± 0.07 11.3 ± 0.02 11.58 7.77

As seen with the reverse reactions under air, a mixture of re-formed Sr1.5Ca0.5CuO3 and

Sr1−xCaxCuO2 had been prepared. Despite the excess of O2 a full re-formation of Sr1.5Ca0.5CuO3

is not favoured, as other cuprate based compounds were also formed. Quantity of secondary
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phases also increased under O2 in comparison with that in air.

Analysis from the 3rd reverse reaction sample showed three phases present in the PXRD pat-

tern. These phases were identified as Sr1.75Ca0.25CuO3, Sr0.85Ca0.15CuO2 and Sr2CuO2(CO3).

The quantification of each phase, as well as the strontium and calcium compositions were de-

termined with the refinement pattern shown in Figure 3.47. The initially phases used for

the refinement were Sr1.5Ca0.5CuO3 and SrCuO2.216,.220 When the occupancy of strontium

and calcium were refined it showed the phases as Sr1.75Ca0.25CuO3 and Sr0.85Ca0.15CuO2,

present alongside Sr2CuO2(CO3).
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Figure 3.47: X-ray powder diffraction profiles of Sr1.5Ca0.5CuO3 obtained from 3rd extrac-

tion of CO2 from Sr1.75Ca0.25CuO2(CO3) under O2. This shows the observed (red crosses),

calculated (green) and difference (purple) patterns. The tick belong to Sr1.75Ca0.25CuO3

(black), Sr0.85Ca0.15CuO2 (red) and Sr2CuO2(CO3) (blue).

Refinement of the 3rd reverse cycle sample calculated R-values of Rwp = 9.7 % and Rp = 6.2

%. It was found that the occupancy of calcium within Sr1.5Ca0.5CuO3 had changed with the

composition now being Sr1.75Ca0.25CuO3 (52.11 ± 0.83) alongside Sr0.75Ca0.25CuO2 (36.83

± 0.42) and Sr2CuO2(CO3) (11.05 ± 0.68). The reverse reactions under O2 were found to

be less successful at driving the reaction towards re-forming Sr1.75Ca0.25CuO3 than air. This

has been assessed through comparing the quantities of Sr1.5Ca0.5CuO3 prepared after the 1st
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and 2nd reverse cycles under each gas in Table 3.26.

Table 3.26: A comparison of the quantities of Sr1.5Ca0.5CuO3 prepared from the 1st and 2nd

reverse cycles under air and O2.

Reverse reaction 1 Air (1) O2 (2) Difference (1) - (2)

Sr1.5Ca0.5CuO3 (%) 94.6 92.5 2.1

Reverse reaction 2 Air (1) O2 (2) Difference (1) -(2)

Sr1.5Ca0.5CuO3 (%) 95.9 88.7 7.2

For the 3rd reverse cycles under O2, Sr1.75Ca0.25CuO3 was prepared at only 52.1% of the

overall sample. This is compared to the 3rd reverse cycle under air with Sr1.5Ca0.5CuO3

accounting for 85.1 %. These results show that in all reverse cycles, calcium is shared across

different phases with the exception of the 1st under air. This was from the formation of

Sr1.5Ca0.5CuO3 alongside a Sr1−xCaxCuO2 phase. Synthesis of Sr1−xCaxCuO2 compounds

can be carried out via reacting stoichiometric amounts of ACO3 (A = Sr and Ca) and CuO

between 800 - 1100 ◦C.224–226 When Sr1.75Ca0.25CuO2(CO3) is prepared SrCaCuO3 and

SrCO3 are also present. It maybe that during the reverse cycles these multiple phases are

reacting with one another giving Sr1.75Ca0.25CuO3. The reverse reactions under O2 has seen

re-formation of Sr1.5Ca0.5CuO3 to be less favoured compared to air with reasons unclear. This

in turn has effected the reactivity for re-forming the oxide carbonate as well seen previously

in Figure 3.42.

The incorporation of calcium in the precursor compound (Sr1.5Ca0.5CuO3) to react with CO2

has resulted in a change of reaction conditions when compared to Sr2CuO3. The incorpora-

tion reaction required heating Sr1.5Ca0.5CuO3 under CO2 for 90 as opposed to 15 minutes.

In the case of the reverse reactions it has been found that under air or O2 when attempting

to extract CO2 and re-form Sr1.5Ca0.5CuO3, a secondary phase of Sr1−xCaxCuO2 is present.

This maybe due to the fact that as Sr1.75Ca0.25CuO2(CO3) is formed along side SrCaCuO3

and SrCO3. This has the reverse reactions favouring the preparation of Sr1−xCaxCuO2 com-

pounds alongside Sr1.5Ca0.5CuO3. It was also found that whilst under O2 that Sr2CuO3

re-formation was slightly more favoured from the excess oxygen than compared to air. In the
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case of Sr1.5Ca0.5CuO3 the excess amount of O2 made re-formation more difficult. Therefore

for Sr1.5Ca0.5CuO3 re-formation under air is the preferred gas type.

3.8 Conclusion

This part of the work presents a novel concept of anion vacancies present within solids being

used to utilise CO2 towards mixed anion compounds. A variety of A2CuO3 (A = Sr, Ca and

Ba) compounds have been investigated to react with CO2 towards novel oxide carbonates

based on the formula Sr2−xAxCuO2(CO3) (A = Ba and Ca). The Sr2−xCaxCuO3 (0 ≤ x

≤ 2) series was heated using an alternating gases process between air and CO2, whilst the

Sr2−xBaxCuO3 series required O2 instead of air. In all reactions the starting compounds were

heated to 1000 ◦C, then once at a stable temperature the gas was switched to CO2. In the

case of Sr2CuO3 and Sr1.8Ba0.2CuO3 reactions under CO2 required 15 minutes towards the

desired oxide carbonate. Sr1.5Ca0.5CuO3 however, required a longer reaction of 90 minutes.

The 1st set of reactions with Sr2CuO3 towards Sr2CuO2(CO3) acted as a case study of an

alternating gases method to prepare desired compounds. This methodology was then ap-

plied towards formation of Sr1.8Ba0.2CuO2(CO3) and Sr1.5Ca0.5CuO2(CO3), which is to the

author’s knowledge the first compound to exist within the Sr2−xCaxCuO2(CO3) series.

Re-forming of the starting materials, Sr2CuO3, Sr1.8Ba0.2CuO3 and Sr1.5Ca0.5CuO3, has been

studied under air and O2 gas. These reverse reactions were carried out over multiple cycles to

repeatably insert and extract CO2. This was possible for all compounds with degenerations

occurring over time. In the case of Sr2CuO3 and Sr1.8Ba0.2CuO3 reverse reactions under O2

were found to be the most successful. This was not however in the case of Sr1.5Ca0.5CuO3

where air proved to be more successful at removing CO2 and re-forming the oxide.
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Chapter 4

Direct reaction of Sr2−xBaxPdO3 (x = 0 –

2) and Ce2MnN3 with CO2

4.1 Anion-deficient compounds for reacting with CO2

This research project has studied the reaction of anion-deficient compounds for utilising CO2,

towards preparing complex inorganic materials. In particular the Sr2−xAxCuO3, 0.5 ≤ x ≤

2 (A = Ba and Ca) series, described as anion-deficient equivalents of K2NiF4 have been

studied (Chapter 3). This chapter describes the direct reaction of compounds isostructural to

Sr2−xAxCuO3, i.e Sr2−xAxPdO3 (A = Ba) and Ce2MnN3 with CO2.

4.1.1 Sr2−xBaxPdO3 (0 ≤ x ≤ 2)

The alkaline earth palladates Sr2PdO3 and Ba2PdO3, are classed as having one-dimensional

crystal structures with chains of square planar corner-linked PdO4. Both of these compounds

have body centred orthorhombic crystal systems with an Immm space group. These palladates

are isostructural to the cuprates Sr2CuO3 and Ca2CuO3, hence they have a Ln2CuO4-type

structures which lack oxides along the c axis.88, 196 The structures of the Sr2−xAxCuO3 and

Ba2−xSrxPdO3 are compared to one another in Figure 4.1.
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Figure 4.1: Structures of the Sr2−xAxCuO3 (A = Ba and Ca) (left) and Ba2−xSrxPdO3 (right)

series compared to one another showing their similarities.

Sr2PdO3 and Ba2PdO3 were originally reported by H. D. Wasel-Nielen and R Hopperet al.

and Y. Laligant respectively.227, 228 The unit cell parameters for each compound are presented

within Table 4.1 (the values for Sr2PdO3 were also reported without errors).

Table 4.1: The unit cell parameters and space groups of Ba2PdO3 and Sr2PdO3.

Compound Space group a(Å) b(Å) c(Å) V(Å3)

Ba2PdO3 Immm 3.8362(4) 4.080(5) 13.335(2) 208.72

Sr2PdO3 Immm 3.977 3.530 12.820 179.98

The complete replacement of strontium for barium within the palladate structure shows an

expansion of the overall volume by almost 30 Å3. This is due to the size difference of the

Ba2+ ions (1.38 Å) compared to that of Sr2+ (1.21 Å), when both have a coordination number

of 7.219 Even through complete cation substitution of the strontium for barium, the palladate

structure has been expanded without the crystal system and symmetry being changed. Baikie
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et al. prepared the solid-state solution series of Sr2−xBaxPdO3 ( 0.5 < x < 2) by reacting

stoichiometric quantities of SrCO3 and BaCO3 with PdO.98, 99 These compounds were then

used for anion insertion via fluorination to prepare the Sr2−xBaxPdO2F2 series of compounds.

Cation substitution of the Pd sites has been carried out by Nagata et al. towards preparing

the Sr2Pd1−xAxO3 (A = Cu and Co) series of compounds and studying the differences in the

magnetic behaviour.229 For each of these solid-state solutions, substitution of Pd with either

Co or Cu showed no change towards the type of crystal structure.

In regards to the magnetic behaviour, the introduction of copper shows an increase in the

magnetic moment and lowering of the magnetic resistance of Sr2PdO3 at a maximum of x =

0.2. Above this value the effective magnetic moment starts to decrease.229

Although palladium is limited within these compounds to a coordination state of 4, the pres-

ence of Ba-O groups can be beneficial for reacting with CO2. The affinity of alkaline earth

metal oxides, AO (A = Mg, Ca, Sr and Ba) to form carbonates increases when going down

the series.122 This is due to an increase in the basicity of the metal oxide group, which is

attracted to the Lewis acidic CO2. The ionic radii of Ba2+ is also larger than that of Sr2+

which could result in the crystal structure also allowing more CO2 to be incorporated and to

be reacted.219

Only 1 Ba-Pd oxide carbonate is known, Ba11Pd11O20(CO3)2, and was reported by Crooks

and Weller.230 This was prepared by the direct reaction of BaCO3 with PdO under a O2/CO2

gas mixture. This compound has also been described as having a "BaPdO2" type structure,

from the ratio between the cations and anions. In the crystal structure of Ba11Pd11O20(CO3)2,

palladium maintains its square planar coordination as in Ba2PdO3 with the carbonates having

no coordination towards the palladium. Although distortion of the polyhedra is observed.

By taking into consideration that the Sr2−xBaxPdO3 series can accommodate additional an-

ions as shown by Baikie et al.,99 as well as the affinity for Ba-O groups to react and form

BaCO3, the Sr2−xBaxPdO3 series was investigated in reactions with CO2, in the same way

as the cuprate series with the aim at to prepare the proposed series of "Sr2−xBaxPdO2(CO3)"

compounds.
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4.1.2 Ce2MnN3

Ce2MnN3 was first reported by Niewa et al., and using PXRD methods was found to be

isostructural to the Sr2−xCaxCuO3 and Ba2−xSrxPdO3 (x = 0 – 2) series of compounds.102 In

Ce2MnN3 the Mn cation is coordinated to 4 anions, forming a near square planar arrange-

ment. These form corner linked linear chains that run along the crystal structure as shown in

Figure 4.2. This same type of arrangement is also present for the copper and palladium sites

in the cuprates, and palladates respectively. Niewa et al. however, reported that the MnN4

polyhedra groups are not in an ideal square planar arrangement. This is due to the length of

the Mn-Nbridging bonds being 1.88 Å, whilst the Mn-Nterminal bonds are 2.04 Å.

Figure 4.2: The unit cell structure of Ce2MnN3 showing bridging MnN4 groups.

Ce2MnN3 is described as a one-dimensional anion-deficient K2NiF4-type ternary nitride.

Ternary nitrides are defined as compounds which contain two different types of metals as

well as the nitride anion N3−. As for the oxidation state of the cations, cerium can potentially

adopt either a 3+ or 4+ oxidation state. Investigations by Niewa et al. using Linear Muffin

Tin Orbital (LMTO) theory and X-ray Adsorption Spectroscopy, (XAS) have indicated that

Ce4+ is present within this compound resulting in the following charges, Ce2
+4Mn+1N3

3−.
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As a result of the similarities between Ce2MnN3 and the Sr2−xCaxCuO3 and Ba2−xSrxPdO3

(x = 0 – 2) series of compounds, anion incorporation has also been investigated. Headspith

et al. were able to not only develop a novel route of preparing the mixed metal nitride, but

was also able to insert fluorides within the structure to prepare the fluoride nitride compound

Ce2MnN3F2−δ .104 It was found that this anion-insertion resulted in the coordination number

of Mn expanding from 4 to 6. This is similar to the coordination number of copper expanding

within the cuprate series from F− incorporation.92

The formation of Ce2MnN3F2−δ was possible from the direct insertion of fluorides into the

structure of Ce2MnN3 (Figure 4.3), via a solid-gas reaction with F2 and a mixture of 10

% F2 in N2. A study of the structural refinement and magnetic moments showed that the

coordination of Mn had expanded and the oxidation state had also changed, resulting in a

suggested mixture of Mn2/3+.

Figure 4.3: The crystal structure of a) Ce2MnN3 and b) Ce2MnN3F2−δ formed from F−

incorporation.

This process of fluorination was also carried out in a similar manner used for Sr/Ca2CuO3

and Ba/Sr2PdO3 series via a solid-gas reaction. The difference however for Ce2MnN3, is that

it involves only anion insertion of F− and not substitution to form Ce2MnN3F2−δ .

Representations of the unit cells of Ce2MnN3 and Sr2CuO3 are presented in Figure 4.4, while
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unit cell parameters are given in Table 4.2.102, 88 Along the c-axis the B cations (Cu or Mn)

are both coordinated to the anions (O or N) to form a square planar array. These SrO/CeN

interlayers have also been described as having a NaCl, rock-salt type structure.

Figure 4.4: A comparison of the unit cell structures of a) Sr2CuO3 and b) Ce2MnN3 which

are isostrucutral to one another.

Table 4.2: The unit cell parameters and cell volume of Sr2CuO3 and Ce2MnN3 along with

their space groups.

Compound Sr2CuO3
88 Ce2MnN3

102

a Å 3.9089(2) 3.7499(2)

b Å 3.4940(2) 3.445(2)

c Å 12.6910(7) 12.4601(9)

V Å3 173.330(11) 160.9482(2)

Space group Immm Immm

Due to Ce2MnN3 being both isostructural to Sr2CuO3 and being able to incorporate addi-

tional anions within its structure (Ce2MnN3F2−δ ), this compound has been investigated for

reacting with CO2 to prepare mixed anion compounds. It was shown that Mn could expand its
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coordination number towards incorporating CO or alternatively NCO type groups as the ex-

istence of Mn(NO)(CO)4 has also been reported.231 The methodology of reacting Ce2MnN3

would follow the same procedure for Sr2CuO3 with alternating gases. However, nitrogen

would be used instead of air, due to the oxygen sensitivity of Ce2MnN3.

For Ce2MnN3 reacting with CO2, the type of end product must be considered. It is possible

that at high temperatures CO2 can react within the mixed metal nitride forming a cyanate

(NCO−) group within the structure. As mentioned previously, Ce2MnN3 has been found to

have a similar anionic structure to that of the A2CuO3, (A = Sr, Ba and Ca) series. These

alkaline earth metals have also been found to form an array of cyanate compounds in the

form of Sr(OCN)2, Ba3(O3C3N3)2 and Ca3(C6N6O6).232–234 It is possible that Ce2MnN3

could react with CO2 forming a novel Ce2MnN3−x(NCO)x series of compounds.

Metal carbide surfaces have also been able to capture CO2. The series of MC (M = Ti, Zr,

Hf, Nb, Ta, Mo) are able to react with CO2 via the creation of M-O and C-C bonds.235 The

charge transfer of the CO2 on to the surface also indicates activation is taking place. The

bond angle and lengths of CO2 are also shifted which makes the structure resemble that of a

carbonate and makes it lose its original linear shape.

4.2 Experimental

4.2.1 Synthesis

The Sr2−xBaxPdO3 (x = 0, 0.5, 1 and 1.5) series was prepared via a high temperature ceramic

method adapted from Baikie et al..99 This involved using polycrystalline reagents of SrCO3

(98.5% BDH GPR), BaCO3 (98.5% BDH GPR) and PdO (96.0% BDH GPR) which were also

stored in a oven at approximately 100 ◦C to prevent moisture contamination. The reagents

were weighted in stoichiometric ratios towards preparing 1g of product, and then placed in a

mortar and mixed with a pestle until homogeneous. The synthesis was carried out following

the reaction scheme in Equation 4.1:
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2-x SrCO3 +x BaCO3 +PdO→ Sr2−xBaxPdO3 +2 CO2 (4.1)

These reagents were then placed into an aluminia crucible and inserted into a box furnace for

initial heating at 700 ◦C for 24 hours in air. This was to allow SrCO3 and BaCO3 to lose CO2

and form SrO and BaO which could immediately react in-situ with PdO. The temperature of

700 ◦C was used as this is below that of 750 ◦C, which is the decomposition temperature of

PdO to Pd metal. After this, a 2nd heating cycle was carried out at 1150 ◦C for 50 hours. The

purity of the resulting compounds were confirmed with PXRD analysis. Once the purity and

structure of the compounds were determined they were then used for reacting with CO2 gas.

A pre-weighted sample of Sr2−xBaxPdO3 (x = 0 – 2), at approximately 50 mg was placed into

an alumina crucible then inserted into the TGA furnace chamber. The samples were initially

heated to 1000 ◦C under air to prevent decomposition into Ba/SrCO3. The temperature was

then maintained for 2 minutes to reach equilibrium before the gas flow was changed to pure

CO2. After a 15 minute isotherm at 1000 ◦C, the gas was then switched back to air for the

sample to cool to room temperature.

The formation of Ce2MnN3 was carried out following the same experimental procedure out-

lined by Headspith et al..104 A stoichiometric amount of Ce and Mn metal was measured to

prepare a specific mass of product in an Ar filled glove box. This mixture was then placed

into a alumina crucible and inserted into a quart tube with sealed taps before being removed

from the glove box. The quartz tube was then placed into an upright furnace and connected

to a nitrogen supply to prevent any oxygen contamination. The system was then flushed with

nitrogen for several minutes and then heated to 900 ◦C to react for 36 hours. After the reac-

tion the nitrogen filled tube was taken into the glove box for the sample to be prepared for

analysis. A small amount of the sample was placed onto a zero-background Si crystal sample

holder covered in a thin layer of paraffin oil for PXRD analysis. The oil covering the sample

acts to prevent Ce2MnN3 reacting with oxygen and moisture in the atmosphere and to be

transferred to the sample selector in the X-ray diffractometer for PXRD analysis. All scans

were carried out from 2 to 80 ◦ however the peaks below 30 ◦ that belonged to the oil were

removed.

Due to the air sensitivity of Ce2MnN3, nitrogen was used instead of air for the heating
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and cooling steps to study the reaction of the compound with CO2 at specific tempera-

tures.Similarly to the method for Sr2CuO3, the sample was heated to a desired temperature

(1000 ◦C) under nitrogen, allowed to reach equilibrium and then CO2 was introduced for 15

minutes. The amount of sample used for each reaction was always weighted to approximately

40 mg for consistency.

The reaction process between the samples and CO2 could be monitored using thermal gravi-

metric analysis, TGA. This allowed the change in the mass as CO2 is reacting with the solid

to be monitored. The heating and cooling rate used during the reactions was that of 100
◦C/min, with the flow rate for all gases set to 100 ml/min.

4.2.2 Charaterisation

4.2.2.1 Thermogravimetric analysis (TGA)

Thermogravimetric analysis (TGA) was carried out using a Metler Toledo TDA/DSC 1Star

System which showed the sample mass changing at different temperatures and gases. CO2,

N2 and air atmospheres were used. All gas flow rates were maintained at a value of 100

ml/min and the temperature ramp rate was at 100 ◦C/min. A standard reaction would involve

inserting a single sample into the TGA furnace at room temperature to be exposed to the

gaseous atmosphere before heating. The overall change in mass of the sample was determined

through subtracting the value at the start of the reaction, to that at the end of the reaction when

the mass of the sample was allowed to reach equilibrium. This was to give a quantitative value

of the amount of CO2 utilised in the oxide or nitride.
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4.3 Results and discussion

4.3.1 Sr2−xBaxPdO3 (x = 0 – 2) series

4.3.1.1 Sr2−xBaxPdO3 (x = 0 – 2) preparation

The synthesis of strontium palladate resulted in a dark brown polycrystalline product. The

identity of the sample was confirmed using PXRD analysis with the pattern of Sr2PdO3,

Figure 4.5 showing the synthesis of a single phase as being successful. This pattern was

indexed to an orthorhombic cell with parameters a = 3.9789(9) Å, b = 3.531(1) Å and c =

12.824(3) Å and a volume of 180.16 Å3. These values were found to be in agreement with

the cell reported by Muller and Roy with parameters of a = 3.9700 Å, b = 3.5440 Å, c =

12.8400 Å and a volume of 180.65 Å3.236
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Figure 4.5: PXRD pattern of Sr2PdO3, used to confirm its identification.

The synthesis of the Sr2−xBaxPdO3 (x = 0 – 2) series was carried out using the same method

as with Sr2PdO3 and Ba2PdO3. The PXRD patterns showed that the Sr2−xBaxPdO3 (x = 0,

0.3, 0.4 0.5 and 2) series had been prepared by using stoichiometric quantities of BaCO3 and
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SrCO3. The following series of Sr2−xBaxPdO3 (x = 0.3, 0.4 and 0.5) have been prepared with

the PXRD diffractogram in Figure 4.6.
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Figure 4.6: PXRD patterns of the Sr2−xBaxPdO3 series with x = 0.3, 0.4 and 0.5.

The increase in the barium content resulted in the unit cell of the crystal structure increasing

along the series. The increasing unit cell parameters with the increased barium content is

shown in Table 4.3. As with Sr2PdO3, the solid-solution compounds had their unit cells

indexed using the model from Muller and Roy.236

Table 4.3: The lattice parameters of the Sr2−xBaxPdO3 (x = 0 – 2) series of compounds.

x a(Å) b(Å) c(Å) V(Å3)

0.0 3.979(1) 3.531(1) 12.824(3) 180.16

0.3 3.987(1) 3.569(1) 12.885(4) 183.35

0.4 3.985(3) 3.579(3) 12.890(8) 183.87

0.5 3.991(5) 3.601(5) 12.93(1) 185.81

2.0 3.822(2) 4.071(2) 13.288(6) 206.93

This series of compounds can be used to monitor and compare how the increase in barium
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content affects the reactivity of the palladates towards CO2.

The identity of the product was confirmed using PXRD analysis with the pattern (Figure

4.7), showing single phase Ba2PdO3. The pattern was indexed to an orthorhombic cell with

parameters a = 4.071(2) Å, b = 3.822(2) Å and c = 13.288(6) Å and a volume of 206.93

Å3. This is in good agreement with the cell reported by Laligant et al. with parameters a =

4.0804(5) Å, b = 3.8362(4) Å and c = 13.335(2) Å and volume = 208.72 Å3.228
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Figure 4.7: PXRD pattern of Ba2PdO3.

Once pure samples of the starting reagents had been prepared, the next step was to investigate

their reactivity towards CO2, as which was done with the cuprate series.

4.3.1.2 Sr2−xBaxPdO3 (x = 0 –2 ) reactions with CO2

Using the same methodology as employed with the cuprate series, the samples of Sr2−xBaxCuO3

were reacted with CO2 through alternating gases with air. Sr2PdO3 is isostructural to Sr2CuO3

with anion vacancies along the square planar PdO4 chains. The purpose of these reactions

was to investigate how changing the identity of the B cation (Pd for Cu) would affect the

incorporation of CO2.
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The initial set of reactions were to determine the ideal conditions for Sr2PdO3 to react with

CO2 towards an oxide carbonate. The temperatures investigated were 700, 800 and 900 ◦C.

The resulting PXRD patterns of these reactions show that Sr2PdO3 had decomposed to SrCO3

and SrPd3O4.237 A comparison of the PXRD patterns in Figure 4.8 shows that this process

would start to occur at 700 ◦C when heated under CO2. The amount of SrCO3 would then

increase at 800 ◦C, but was shown to decrease at 900 ◦C. The cause of this is potentially

that at 900 ◦C the formation of SrPd3O4 is favoured with SrCO3 reacting with PdO. The

preparation of SrPd3O4 has been reported at temperatures of 900 ◦C when reacting SrCO3

with PdO.238

Figure 4.8: PXRD patterns of Sr2PdO3 heated under CO2 at 700 ◦C (red) 800 ◦C (blue) and

900 ◦C (black). The peaks assigned are (*) SrCO3, (N) Sr2PdO3 and (•) SrPd3O4.

A temperature value of 1000 ◦C, the same temperature required for Sr2CuO3 to react with
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CO2 and form Sr2CuO2(CO3) was then investigated. The TGA curve showed no gain in mass

from the reaction at 1000 ◦C. The sample was then analysed using PXRD (Figure 4.9) and

compared to the pattern of Sr2PdO3 before the reaction with CO2 and showed no signs of any

structural changes.

Figure 4.9: PXRD patterns of Sr2PdO3 (black) before and after (red) being heated under CO2

at 1000 ◦C.

The use of FTIR spectroscopy confirmed the presence of SrCO3 within the phase, with the

spectrum shown in Figure 4.10.130, 222, 239 Taking into accountant that this phase was not

detected with PXRD, it is possible that SrCO3 has been formed on the surface of the solid

from the exposure to CO2.
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Figure 4.10: FTIR spectrum of Sr2PdO3 after reacting with CO2 at 1000 ◦C.

The labeled peaks in the FTIR spectrum indicate that SrCO3 is present when compared to

the frequency values as reported by Krishnamurti.222 There are however differences such

as splitting observed for the symmetric bending at 866 and 859 cm−1. It also appears that

the asymmetric bending modes have combined into one band in the spectrum at 675 cm−1.

The PXRD results showed that Sr2PdO3 can either decompose under CO2, below 1000 ◦C to

form SrCO3 and SrPd3O4. Or alternatively at 1000 ◦C have low reactivity towards CO2. The

TGA curve data confirms this hypothesis as below the maximum temperature (1000 ◦C) the

mass of the sample increases under CO2 as SrCO3 is forming, whilst at 1000 ◦C no overall

increase is observed at this temperature. The use of FTIR spectroscopy shows the presence

of (CO3)2−, but this is likely only on the surface of Sr2PdO3 and not in the bulk.

Following these results the next step was to substitute strontium for barium within the palla-

dates to see if any change in reactivity towards CO2 happens. The expansion of the unit cell

through barium incorporation, as well as the greater affinity of Ba-O to react with CO2 could

improve the reactivity of the palladate series of compounds. This series of compounds have

previously been found to incorporate additional anions by Baikie et al. towards preparing the

oxyfluoride series, Sr2−xBaxPdO2F2.99

Sr1.7Ba0.3PdO3 was the first compound to be investigated. This has the lowest amount of
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barium content and its PXRD pattern (Figure 4.11) showed that no changes in structure had

occurred from the reaction with CO2. A comparison of the unit cell parameters of compounds

before and after the reaction showed no overall change in values.
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Figure 4.11: PXRD pattern of Sr1.7Ba0.3PdO3 before (red) and after (black) being heated

under CO2 at 1000 ◦C.

Sr1.6Ba0.4PdO3 was next to be investigated in reaction with CO2. The comparison of the

PXRD pattern in Figure 4.12 from before and after the reaction showed that no other phases

had been formed. However, a comparison of the unit cell parameters in Table 4.4 do show a

slight increase in values.
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Figure 4.12: PXRD pattern of Sr1.6Ba0.4PdO3 before and after being heated under CO2 at

1000 ◦C.

Table 4.4: The cell parameters and unit volume of Sr1.6Ba0.4PdO3 before and after being

exposed to CO2 at 1000 ◦C.

Initial (1) After CO2 reaction (2)

a Å 3.985 ± 0.003 3.993 ± 0.004

b Å 3.579 ± 0.003 3.587 ± 0.001

c Å 12.890 ± 0.008 12.916 ± 0.004

Volume Å3 183.87 ± 0.01 185.00 ± 0.01

Sr1.5Ba0.5PdO3, which had a quarter of strontium replaced by barium was then investigated.

It was found that at this barium content, decomposition towards Ba/SrCO3 at 1000 ◦C started

to take place. The PXRD pattern in Figure 4.13 showed that along with the Sr1.5Ba0.5PdO3

phase, BaCO3 had also been formed.
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Figure 4.13: PXRD pattern of Sr1.5Ba0.5PdO3 before (black) and after (red) being heated

under CO2 at 1000 ◦C. (*) peaks indicate BaCO3.

A comparison of the unit cell parameters before and after the reaction with CO2 is presented

in Table 4.5. The data showed that a decrease in values had occurred from the reaction. This

has been proposed to be a result of BaO being removed from the palladate structure in the

form of BaCO3.

Table 4.5: The cell parameters and unit volume of Sr1.5Ba0.5PdO3 before and after being

exposed to CO2 at 1000 ◦C.

Initial (1) After CO2 reaction (2)

a Å 3.991 ± 0.005 4.008 ± 0.001

b Å 3.601 ± 0.005 3.52 ± 0.01

c Å 12.93 ± 0.01 12.70 ± 0.03

V Å3 185.81 ± 0.01 179.35 ± 0.03

All solid-state solutions after reacting with CO2 were analysed using FTIR spectroscopy to
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detect any carbonates (Figure 4.14). The spectra for x = 0.3 and 0.4 showed similar results

to that of Sr2PdO3 after reaction with CO2. This included the symmetric bending modes

splitting (875, 874 and 858 cm−1), and the asymmetric modes being merged into one peak

shown at 652 and 645 cm−1. These two spectra, however, show no signs of the symmetric

stretching mode which should appear at approximately 1110 cm−1. It is possible that this

vibrational mode shows too little intensity to be detected via this method.

In the case of Sr1.5Ba0.5PdO3 the IR spectrum shows two peaks belonging to symmetric

stretching modes (1117 and 1083 cm−1) and a symmetric bending mode of 874 cm−1. There

is however, only one asymmetric stretching mode at 1394 cm−1. It is possible in this case

that the other asymmetric stretching mode peaks have merged into one, making the individ-

ual identification of each vibration difficult. The values for the vibrational frequencies in this

spectrum are also more closely related to those reported for BaCO3 than SrCO3.222 It is ex-

pected that the wavenumber values for BaCO3 will be lower than those for SrCO3. This is due

to the increased reduced mass, µ of barium compared to that of strontium. As discussed in

Chapter 1, Equation 1.14 the greater the reduced mass value then the lower the wavenumber

value. This also correlates with the presence of BaCO3 in the PXRD pattern (Figure 4.13).
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Figure 4.14: FTIR spectra of all the Sr2−xBaxPdO3 (x = 0.3, 0.4 and 0.5) compounds after

reacting with CO2.

The Sr2−xBaxPdO3 (x = 0.3, 0.4 and 0.5) series has been investigated for direct reactions

with CO2 at 1000 ◦C. The PXRD results showed that only when x = 0.5 a carbonate phase

was present along with the palladate compound. Using FTIR spectroscopy it was found

that carbonate groups were present, likely on the palladates surface. This however, made

the analysis difficult as only certain vibrational peaks could be detected. What can be seen
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from these results however, is that as the content of barium increases, so does the reactivity

towards CO2. This is to be expected when Ba-O has a greater affinity towards CO2, and that

the larger barium ionic radii will increase the size of the unit cell volume. The next palladate

investigated for reacting with CO2 was that of the all barium compound Ba2PdO3.

Ba2PdO3 has the largest unit cell volume compared to the other palladates (Table 4.2). The

change in mass of the sample as it reacts with CO2 is shown via the TGA curve, Figure 4.15.

Figure 4.15: TGA curve of Ba2PdO3 being heated under CO2 at 1000 ◦C.

The TGA curve shows the sample’s mass would only increase when CO2 was introduced at

1000 ◦C. The overall mass increase from the reaction with CO2 was found to be approxi-

mately 11% of the original value. Along the curve the mass would plateau before increasing

again. This could be from the loss of oxygen as a result of the formation of Pd metal. This

phase will not form a carbonate and will not utilise any of the CO2.

The resulting sample when analysed by PXRD showed a pattern (Figure 4.16) containing a

mixed phase of Ba11Pd11O20(CO3)2, BaCO3 and Pd metal. The reaction of Ba2PdO3 under

CO2 not only resulted in a mixed metal oxide carbonate, but also the formation of BaCO3 and

the reduction of Pd2+ to palladium metal. To determine the quantity of each phase, a three

phase Rietveld refinement was carried out. The refinement pattern and quantification values

are presented in Figure 4.17 and Table 4.6.
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Figure 4.16: PXRD of Ba2PdO3, after reacting with CO2 showing a mixed phase of

Ba11Pd11O20(CO3)2 (N) and ‘BaCO3 (*) and Pd (X) metal.
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Figure 4.17: Rietveld refinement pattern of Ba2PdO3 after reacting with CO2. This shows the

observed(red crosses), calculated (green) and difference (purple) patterns. The ticks belong

to Ba11Pd11O20(CO3)2 (black), BaCO3 (red) and Pd metal (blue).
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Table 4.6: Refinement of the quantification of the multiple phases from Ba2PdO3 reacting

with CO2. The values of Rwp = 11.4 and χ2 = 3.981 were reported from the refinement.

Phase Weight fraction % Error %

Ba11Pd11O20(CO3)2 50 0.44

BaCO3 42 0.31

Pd metal 8 0.16

The Rietveld refinement showed the quantification of each phase as Ba11Pd11O20(CO3)2 (50

%), BaCO3 (42 %) and Pd metal (8 %) weight fractions.230, 221, 240 The sample was then anal-

ysed by FTIR to confirm the presence of carbonates (Figure 4.18). The peaks and wavenum-

ber values match those reported by Crooks and Weller for the oxide carbonate phase as well

as those reported of BaCO3.130

Figure 4.18: FTIR spectrum of Ba11Pd11O20(CO3)2 and BaCO3 mixture.

To summarise, the Sr2−xBaxPdO3 (x = 0 – 2) series of compounds have been investigated for

reacting with CO2 towards preparing mixed anion compounds. A synthetic procedure of hav-

ing these compounds react with CO2 gas at specific temperatures was employed as this was

used for reactions with the cuprate series, Sr2−xAxCuO3 (A = Ba and Ca) towards preparing
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oxide carbonates. It has been found that compounds of Sr2−xBaxPdO3 (x < 0.5) have shown

no reactivity towards CO2 at 1000 ◦C. When this temperature is decreased, or the amount of

Ba increased, the end result (decomposition) takes place, resulting in Sr/BaCO3 and Pd metal

being formed. Ba11Pd11O20(CO3) was an oxide carbonate prepared from Ba2PdO3, and was

present with secondary phases, BaCO3 and Pd metal.

It is proposed that the reason for this inability to react and form an oxide carbonate of general

formula Sr2−xBaxPdO2(CO3) as in the case of the cuprate compounds, is the Pd cation. In the

Sr2−xBaxCuO2(CO3) and Ca2CuO2(CO3) series of compounds it has been found that ACO3

(A = Sr, Ba and Ca) like groups are arranged between CuO2 planes in this arrangement that

the carbonate groups are being coordinated to the copper. Pd possibly, is unable to expand

its coordination within these types of solid compounds. In the case of Ba11Pd11O20(CO3)2,

the crystal structure shows a carbonate located close towards the PdO type groups, but no

coordination is observed as shown in Figure 4.19.230

Figure 4.19: Strucutre of square planar PdO4 groups with CO3 a top within the crystal struc-

ture of Ba11Pd11O20(CO3)2.

In this arrangement the carbonates show no coordination towards the Pd2+ cations. Also

present within Ba11Pd11O20(CO3)2 are groups of Pd18O24 cages with Pd6O12 rings alongside

barium ions with carbonate groups.
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4.3.2 Ce2MnN3

4.3.2.1 Ce2MnN3 preparation

A sample of Ce2MnN3 was confirmed using PXRD (Figure 4.20) to contain a mixed phase

of the mixed metal nitride along with CeO2. This was taken into accountant when the sample

was used for reacting with CO2. Due to the oxygen and moisture sensitivity of Ce2MnN3, a

thin layer of paraffin oil was placed over the sample during analysis to prevent reactions with

oxygen. As a result the pattern starts from 30 2θ ◦ to exclude the peaks from the oil.

Figure 4.20: A comparison of the PXRD patterns of Ce2MnN3 containing CeO2 (*) used for

reacting with CO2, to that of a pattern of Ce2MnN3 reported by Niewa et al.102

The peaks belonging to Ce2MnN3 were indexed to an orthorhombic unit cell with parameters

of a = 3.751(2) Å, b = 3.444(2) Å and c = 12.446(9) Å. This was in agreement with the cell

reported by Niewa et al. with parameters a = 3.749(9) Å, b = 3.444(5) Å and c = 12.460(1)

Å.102 Taking the purity into consideration, this sample was used for reactions with CO2 gas.
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4.3.2.2 Ce2MnN3 reactions with CO2

Initially Ce2MnN3 was heated to 1000 ◦C in pure CO2 gas with the TGA curve shown in

Figure 4.21. This was to identify at what temperatures the mass of the sample would change,

and to indicate when the reaction with CO2 was occurring. The TGA curve showed an

increase in mass starting at approximately 350 ◦C and continued steadily up until 750 ◦C.

After this point a decrease in mass was observed until plateauing at 1000 ◦C.

Figure 4.21: TGA curve showing the mass gain as Ce2MnN3 is heated to 1000 ◦C under pure

CO2 gas. The point at (*) represents the highest mass point at 750 ◦C.

The increase in mass was found to be over 6.5%, and was measured from the difference

between the first and final points on the TGA curve. As the highest point was at 750 ◦C

a TGA analysis at this temperature was carried out separately and is shown in Figure 4.22.

Afterwards the resulting sample was then placed onto a zero-background Si-crystal holder

covered in paraffin oil for PXRD analysis. A mixture of CeO2 with MnO2 was observed

from the pattern shown in Figure 4.21. The reported pattern of CeO2 by Nakamatsu et al.

was used to identify these phase among the background peaks.241
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Figure 4.22: PXRD pattern of CeO2 and MnO2 (*) (black) formed from Ce2MnN3 reacting

with CO2 at 1000 ◦C and CeO2 (red).

The results from the reaction showed only CeO2 and MnO2 to be present. The formation

of CeO2 implies the presence of O2. However, care was taken to avoid any air/moisture

contamination. Hence oxygen must have been generated during the reaction. This is proposed

to be a result of CO2 splitting into CO and O2 in the presence of Ce2MnN3, as the affinity for

Ce to be oxidised and form CeO2 would have resulted in the dissociation of Ce2
4+Mn1+N3

3−.

Some non-oxide solids have been found to split CO2 into CO and 1
2 O2.242, 243

The next reaction involved using alternating gases for Ce2MnN3 to react with CO2 at a spe-

cific temperature. This followed the same methodology as with Sr2CuO3 except nitrogen was

used instead of air. Initially Ce2MnN3 was reacted with CO2 at 350 ◦C for 15 minutes. The

sample was then analysed with the resulting PXRD pattern (Figure 4.23) showing that CeO2

was beginning to form but peaks belonging to Ce2MnN3 were still present.
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Figure 4.23: PXRD pattern from reaction at 350 ◦C with CO2 showing CeO2 being formed

and (*) peaks belonging to Ce2MnN3. The is compared to the pattern of CeO2 (red).241

Ce2MnN3 was then heated to 750 ◦C (Figure 4.24). It was at this temperature the sample’s

mass increased the most, Figure 4.20. The sample mass was found to initially decrease due

to the loss of moisture that would have come from moving the sample from the glovebox to

the TGA furnace. This decrease in mass however, stopped when CO2 was introduce and an

increase of nearly 20% of the original mass was observed. The PXRD pattern (Figure 4.25)

from the reaction at 750 ◦C, showed that a mixed phase of CeO2 and MnO2 had been formed.

As with the previous reaction with CO2, a reported pattern of CeO2 was compared to that of

the sample.
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Figure 4.24: TGA curve of Ce2MnN3 heated to 750 ◦C in nitrogen then maintained at this

temperature for 15 minutes under CO2, then cooled to room temperature under nitrogen.

Figure 4.25: PXRD patterns showing CeO2 and MnO2 (*) being formed from Ce2MnN3

reacting with CO2 at 750 ◦C (black) compared to that of a reported pattern of CeO2 (red).

These results showed that even by heating Ce2MnN3 under specific temperatures and gases
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CeO2 would still be the primary product. It is proposed that the increase in mass observed

is a result of Ce2MnN3 splitting CO2 to provide CO and O2, which reacts with the mixed

metal nitride to form CeO2 along with MnO2. In the case of the formation of CeO2 an anion

exchange is taking place as for every one Ce cation three N3− will be exchanged for six O2−

as shown in Equation 4.2. This may accountant for the increase in mass observed.

Ce2MnN3 +CO2→ 2CeO2 +MnO2 +nCO+3NOx (4.2)

The thermal decomposition of CO2 has been previously explored by Lietzke and Mullins over

a range of different temperatures and pressures.244 This thermodynamic study found that 1

mole of pure CO2 gas would decompose at 100 atm and 632 ◦C to prepare 10−9 moles of

CO. Equations 4.3 and 4.4 shows two potential dissociation reactions that CO2 can undergo.

This needs to be considered when reacting compounds with CO2 at high temperatures as a

certain amount of the CO2 may decompose into CO and oxygen.

CO2→ CO+
1
2

O2 (4.3)

CO2→ C+O2 (4.4)

The decomposition reaction of CO2 has been investigated by oxide based compounds.245

CO2 splitting has also however, been found to occur over non-oxide based compounds. In

the field of photocatalysis non-oxide based compounds have been used for splitting CO2

along with H2 towards preparing hydrocarbons. Kuhl et al. showed that copper metal can be

used to reduce CO2 via electrochemical methods.242 The reaction of CO2 over metal surfaces

has also been explored using theoretical DFT methods by Liu et al..246 This study showed

that CO2 reacts differently over metal compounds to form metal oxides. In the case of metal

oxides, the CO2 forms a chemical bond which results in a surface carbonate being formed.

When metals are used however, the CO2 dissociates into CO and O on the surface. The CO

molecule is then desorbed with the O being retained.

Graphitic carbon nitride (g-C3N4) has also been investigated by Goettmann et al. for splitting

207



CO2 towards preparing hydrocarbons.243 This study provides a potential mechanism which

has CO2 being bonded to the edges of g-C3N4 via a N-C bond. From this CO2 can be split

to have an oxide removed for reacting with a organic molecule, in this case benzene to form

phenol. It is possible that a similar reaction is occurring in the case of Ce2MnN3. CO2 could

be attracted to the nitride groups with the oxide removed towards reacting with Ce and Mn

forming the respective oxides. The CO could then be free to then be released.

In the terms of CO2 reactions, CeO2 has been used for a variety of different purposes. This

has varied from being a support on Fe2O3 for splitting CO2 to prepare CO.247, 248 To being

used as a catalyst to utilise CO2 towards preparing other organic compounds.249, 250 This

shows the possibilities of cerium based compounds for reacting with CO2. It also shows that

the Ce-N groups in Ce2MnN3 might behave in a similar way to the oxides.

The work into Ce2MnN3 reacting with CO2 has not only provided insight into how CO2

can be split under different conditions, it has also highlighted the importance of the anions

as well as the cations within compounds for reacting with CO2. It was found in this work

that in the case of Sr2−xAxCuO3 that the oxides are reacting with CO2 to form carbonate

groups towards the oxide carbonates, Sr2−xAxCuO2(CO3). As a similar reaction does not

occur for metal nitrides, it is proposed here that CO2 splits into either CO and 1
2O2, or C and

O2 in the presence of Ce2MnN3. This has been seen at temperatures above 350 ◦C in the

formation of CeO2 alongside MnO2. In order to determine which of these reactions could be

occurring, future work could involve using TGA-MS to monitor the presence of CO and O2.

Also the residue sample could be studied using electron microscopy techniques to determine

the presence of surface carbon.

In the case of studying the formation of Sr2CuO2(CO3) an understanding into how CO2 will

react is important. The potential of CO2 splitting when reacting in the presence of Ce2MnN3

may need further study. This could result in an alternative route for CO2 splitting to provide

CO, which is used for further reactions such as Fischer-Tropsch towards preparing hydrocar-

bon products.251,252
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4.4 Conclusion

The reaction of anion deficient compounds such as the Sr2−xBaxPdO3 series as well as

Ce2MnN3, with CO2 have been investigated. This was aimed at attempting to prepare a

series of novel mixed anion carbonates from filling the anion vacancies present.

The results have found that in the case of Sr2−xBaxPdO3 that CO2 would not react within

the bulk of the material for x < 0.5, but surface Sr/BaCO3 is proposed to be present based

on the results from FTIR spectroscopy. When x ≥ 0.5 decomposition took place which

resulted in Sr/BaCO3 being formed. The cause of this has been contributed to Pd being

unable to expand its coordination state in the same way Cu can and is unable to form a

stable Sr2PdO2(CO3) type structure. Previous work into anion substitution within palladates

have found that additional anions can be located within the interstitial sites of the crystal

structure without expanding the coordination of palladium such as with the Sr2−xBaxPdO2F2

series. It however, has been found that when Ba2PdO3 (x = 2) reacts with CO2 to prepare

Ba11Pd11O20(CO3)2 alongside BaCO3 and Pd metal. In this structure the carbonates are not

coordinated to the Pd cations which, maintains its original square planar arrangement.

In the case of Ce2MnN3, this was found to decompose into CeO2 and MnO2 when react-

ing with CO2 gas at temperatures exceeding 350 ◦C. Ce2MnN3 despite being isostrucutral

to Sr2CuO3, and being able to accommodate additional anions (Ce2MnN3F2−δ ), is still inca-

pable of forming mixed anion compounds with CO2. The reason for this is proposed to be a

result of CO2 splitting in the presence of the mixed metal nitride to provide an O2 atmosphere

above 300 ◦C.

Both of these types studies highlight what properties are required for anion-deficient com-

pounds to react with CO2 towards preparing complex inorganic solids. Reactions with the

palladate series showed that in order to form a carbonate within these types of structures, a

B cation which can expand its coordination number is required. The reaction with Ce2MnN3

showed that not only does the anion need to be able to react with CO2 towards forming a

stable anionic group. This study also shows that the thermal behaviour of CO2 under certain

conditions and with compounds also needs to be considered.
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Chapter 5

Computational study of Sr2CuO3 reacting

with CO2 towards Sr2CuO2(CO3)

5.1 Reaction of CO2 with alkali metal oxides to form metal

carbonates

A variety of solid materials are able to react with CO2 toward the formation of metal carbon-

ates in particular alkaline earth metal oxides AO (A = Mg, Ca and Sr).13, 214 These reactions

have also been found to be reversible so that CO2 can be removed and the original oxide re-

formed and reused. This PhD project has investigated compounds with the formula A2BO3,

(A = Sr, Ca and Ba, B = Cu and Pd) that have anion vacancies and alkaline earth metals.

These compounds have been directed towards utilising CO2 for preparing complex mixed

anion materials. In these compounds it has been proposed that CO2 enters through the anion

vacancies and reacts with AO groups within the crystal structure to form a carbonate. This not

only results in the formation of ACO3 groups but also in the change of the overall structure.

The direct reaction of these compounds with CO2 has been studied using DFT methods.

This has been focused on exploring the novel reaction of CO2 with Sr2CuO3 to produce

Sr2CuO2(CO3). This study aims to not only show how the carbonate groups are being formed,

it is also to provide a model on how the structure of Sr2CuO3 changes when reacting with
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CO2 towards Sr2CuO2(CO3). Previous work with Sr2CuO3 on anion insertion has found that

the anion vacancies can be filled to form mixed anion compounds.90, 92

In this chapter, initial studies have been carried out on the known reactions of CO2 on AO

(A = Ba, Ca and Sr) surfaces. As well as on the bulk reaction of CO2 reacting within SrO

towards SrCO3. This study was to not only determine the surface adsorption energy, but also

to understand the formation of the surface carbonate. This would then lead on to develop

a computational methodology to determine the enthalpy of reaction, ∆Hrxn and vibrational

frequencies of carbonates in the bulk phase. Once an accurately performing method was de-

veloped this would be applied to study the novel reaction of CO2 within the bulk of Sr2CuO3

towards Sr2CuO2(CO3). In this reaction the ∆Hrxn value is a combination of structural rear-

rangement, ∆Hstructure and carbonate formation, ∆Hcarbonate enthalpies.

5.2 Computational Methodology

The theoretical modeling of the interaction between CO2 and the AO (A = Ca, Sr and Ba)

surfaces was carried out using the ORCA suite of programs (version 3.0.3).193 The Perdew-

Burke-Ernzerhof (PBE) exchange correlation functional was used with a resolution of iden-

tity approximation for the Coulomb interactions.177, 253 The valence electrons were repre-

sented with a triple zeta valence polarised def2-TZVP basis set along with a compatible

def2-TZVP/J auxiliary basis set.254, 255 The TightOpt criteria implemented in ORCA was

used to stop the geometry optimization at a total energy change of 1<10−6 Eh, respectively.

Dispersion forces for each system were included using the Becke-Johnson damping D3BJ

method.256

A surface model of the AO (A = Ba, Ca and Sr) oxides were prepared using the first top two

layers of the reported crystal structures.257–259 In all cases the metal oxides have a NaCl type

structure. A CO2 molecule would be placed over the metal oxide and allowed to optimise

towards forming a carbonate.

Bulk reactions for SrO and Sr2CuO3 involved periodic calculations that were performed

within the ab inito program CP2K.194 The exchange-correlation energy was calculated us-
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ing the Exc functionals PBE and TPSS, along with revised version revTPSS and a PBE type

functional for solid systems PBEsol.177–180 The valence electrons were represented using the

DZVP-MOLOPT-SR-GTH basis set, a plane wave cutoff energy of 360 Ry, and the core-

electrons with the GTH pseudopotentials.254, 260 The Broyden-Fletcher-Goldfarb-Shanno,

BFGS algorithm was used to optimise each system.261

The bulk reactions for SrO involved a supercell of the oxide with unit cell parameters of

2×2×2 and all atoms free to optimise. The SrO groups would only be repeated within the

b direction. CO2 was initially positioned within the supercell and was allowed to optimise

forming groups of SrCO3.

In the case of Sr2CuO3 fractional coordinates were used to represent all models. The first step

involved changing the atomic coordinates and the unit cell parameters of those of Sr2CuO3

to those of Sr2CuO2(CO3). This would result in a Sr2CuO2(CO3) type structure with CO2

groups removed, Sr2CuO2-O. This model would also have oxides positioned in the c direction

to react with CO2. This structural rearrangement was carried out using the reported coordi-

nates and unit cell parameters of Sr2CuO3 reported by Weller and Lines and Sr2CuO2(CO3),

Nakata et al..88, 117 The energy difference from these structures would provide an enthalpy for

structural rearrangement, ∆Hstructure, as well as a possible step by step structural procedure.

In the case of ∆Hcarbonate, CO2 molecules were repeated through symmetry and positioned

over the SrO groups in the Sr2CuO2-O model. These would then be optimised towards form-

ing carbonates. In order to reduce computational time and complexity only the atoms within

CO2 and selected oxides in Sr2CuO3 were free to be optimised with the Sr, Cu and other O

atoms constrained.

All calculations were performed on the high-performance computer (HPC), Viper, at the

University of Hull.

5.2.1 Determination of the enthalpy of reactions ∆Hrxn

The reaction of CO2 with a variety of compounds towards forming carbonates has been in-

vestigated on both the surface and in the bulk phase. All models have CO2 free to optimise

with an oxide towards a carbonate. In order to study the carbonate formation, as well as
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the structural rearrangement in the case of Sr2CuO2(CO3), a thermodynamic model has been

used to calculate enthalpy values.

The enthalpy of reaction, ∆Hrxn, was determined as the difference from the total energy of

the reactants to that of the products. Equations 5.1 shows how the ∆Hrxn can be determined

for the formation of SrCO3.

∆Hrxn = ∆H f (SrCO3)−∆H f (SrO+CO2) (5.1)

In the case of Sr2CuO2(CO3) the ∆Hrxn is composed of the enthalpy of structural rearrange-

ment ∆Hstructure and carbonate formation, ∆Hcarbonate. For these calculations Sr2CuO2-O rep-

resents a structure between Sr2CuO3 and Sr2CuO2(CO3) that has CO2 inserted to optimise

into the oxide carbonate. Equations 5.2 to 5.5 show how these values can be determined. The

∆Hcarbonate value for a single carbonate is determined from the overall ∆Hcarbonate divided by

two. This is a result of the Sr2CuO2(CO3) model having a number of formula units, Z = 2.

As a result two sets of CO2 inserted to form into carbonates during the optimisation of the

system.

∆Hrxn = ∆Hstructure +∆Hcarbonate (5.2)

∆Hrxn = ∆H f (Sr2CuO2(CO3))−∆H f (Sr2CuO3 +CO2) (5.3)

∆Hcarbonate = ∆H f (Sr2CuO2(CO3))−∆H f (Sr2CuO2−O+CO2) (5.4)

∆Hstructure = ∆H f (Sr2CuO2−O)−∆H f (Sr2CuO3) (5.5)

To understand how the enthalpy values are determined at different reaction phases. A Born-

Haber diagram of SrOs formation has been displayed in Figure 5.1. This shows the different

thermodynamics process present during a reaction. Of particular interest is the enthalpy of

formation, ∆H f .
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Figure 5.1: A Born-Haber diagram showing the different thermodynamics steps towards the

enthalpy of formation, ∆H f of SrO(S) from Sr(S) and O2(g).

In the case of surface reactions, the bond length and angles were measured and compared

to experimental values. This along with the surface adsorption energy was used to verify

the accuracy of calculating surface carbonates. For the bulk reactions towards SrCO3 and

Sr2CuO2(CO3) the vibrational frequencies of the carbonate groups were also determined and

compared to experimental results. This was an additional way to assess the accuracy of the

methodology.

5.3 Results and Discussion

5.3.1 Surface reaction of AO (A = Ca, Sr and Ba) compounds with CO2

The reaction of CO2 into the anion vacancies of Sr2CuO3 has been proposed to occur between

the SrO groups towards forming a carbonate. This with the overall structural rearrangement

results in the formation of Sr2CuO2(CO3). Initial calculations focused on the reaction of
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CO2 over a surface cluster of alkaline earth metal oxides, AO (A = Ca, Sr and Ba). This was

to provide an understanding of the carbonate formation, and also verify the computational

method for determining adsorption energies. Figure 5.2 shows a representation of the AO

surface consisting of 18 atoms prepared from the original AO crystal structure.

Figure 5.2: The crystal structure of a AO compound (A = Ca, Sr and Ba) is on the left, with

the reduced cluster on the right.

CO2 was relaxed over an oxide group on the AO surface to form into a carbonate. An example

of the structure before and after optimisation, showing the carbonate formation is represented

in Figure 5.3. The adsorption energy from the carbonate forming on the surface can be

determined and compared to reported values. This was used to assess the computational

methods accuracy. The adsorption energy was determined as the difference between the

optimised CO2 and cluster energy separately to that of the surface-carbonate end product.

The surface-carbonate structure is shown in Figure 5.4 which also shows how the bond length

and angles can be measured.

Figure 5.3: The crystal structure of the AO compounds (A = Ca, Sr and Ba) with CO2 above

on the left, with the optimised surface carbonate on the cluster on the right.
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Figure 5.4: The optimised carbonate on the AO (A = Ca, Sr and Ba) cluster. The areas where

the O-C-O ◦ angles and C-OS bond lengths are measures are shown.

Each of the AO (Ca, Sr and Ba) surfaces have been investigated in reaction with CO2 to form

the carbonate ion coordinated to the A cation. In each case the starting distance between

the carbon within CO2 and an oxide on the surface cluster has been set according to values

reported by either Schneider262 or Karlsen et al., Table 5.1.263 CO2 over the cluster and

the overall system would be optimised to its lowest energy state. This would then result

in a carbonate forming on top of the surface. A comparison of the differences in surface

adsorption energy values, as well as bond lengths and angles for SrCO3 to computational

values reported by Schneider and Karlsen et al. is reported in Tables 5.2 and 5.3.262, 263

Table 5.1: The C-Os bond lengths for carbonates formed on top AO (A = Ca, Sr and Ba)

surfaces reported by Schneider262 and Karlsen et al..263

Compound C-Os, Å(Schneider) C-Os,Å(Karlsen)

CaO 1.384 1.49

SrO 1.370 1.46

BaO 1.358 1.44
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Table 5.2: The carbon-oxide bonds, angles and surface adsorption energy calculated for SrO

compared to computational values reported by Schneider.262

Values Schneider (1) Calculated values (2) Difference (1) - (2)

Os-C distance Å 1.37 1.392 -0.022

C-O distance Å 1.276 1.267 0.009

O-C-O angle ◦ 127.5 127.0 0.5

Adsorption energy kJ mol−1 -188.1 -163.0 -25.1

Table 5.3: The carbon-oxide bonds, angles and surface adsorption energy calculated for SrO

compared to computational values reported by Karlsen et al..263

Values Karlsen(1) Calculated values (2) Difference (1) - (2)

Os-C distance Å 1.46 1.392 -0.068

C-O distance Å 1.24 1.267 -0.027

O-C-O angle ◦ 132.0 127.0 5.0

Adsorption energy kJ mol−1 -123.0 -163.0 40

In the case of SrCO3, the differences in adsorption energy value is between 40 to -25 kJ/mol

in comparison to those reported within the literature. The bond length and angles for the

carbonates are also in close agreement. Results reported by Schneider appear to be in closer

agreement to those calculated in this project compared to those determined by Karlsen et al..

This same methodology was then applied for the CaO and BaO systems, Tables 5.4 to 5.7.
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Table 5.4: The carbon-oxide bonds, angles and adsorption energy calculated for CaO com-

pared to the values reported by Schneider.262

Values Schneider (1) Calculated values (2) Difference (1) - (2)

Os-C distance Å 1.384 1.413 -0.029

C-O distance Å 1.270 1.262 0.008

O-C-O angle◦ 129.1 128.6 0.5

Adsorption energy kJ mol−1 -129.7 -124.0 -5.7

Table 5.5: The carbon-oxide bonds, angles and adsorption energy calculated for CaO com-

pared to the values reported by Karlsen et al..263

Values Karlsen(1) Calculated values (2) Difference (1) - (2)

Os-C distance Å 1.490 1.412 0.078

C-O distance Å 1.230 1.262 -0.032

O-C-O angle ◦ 134.0 128.6 5.6

Adsorption energy kJ mol−1 -87.0 -124.0 37

Table 5.6: The carbon-oxide bonds, angles and adsorption energy calculated for BaO com-

pared to the values reported by Schneider.262

Values Schneider (1) Calculated values (2) Difference (1) - (2)

Os-C distance Å 1.358 1.374 -0.018

C-O distance Å 1.282 1.272 0.010

O-C-O angle ◦ 126.0 125.6 0.4

Adsorption energy kJ mol−1 -225.9 -192.6 -33.3
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Table 5.7: The carbon-oxide bonds, angles and adsorption energy calculated for BaO com-

pared to the values reported by Karlsen et al..263

Values Karlsen(1) Calculated values (2) Difference (1) - (2)

Os-C distance Å 1.44 1.37 0.07

C-O distance Å 1.24 1.27 -0.03

O-C-O angle◦ 130.4 125.6 4.8

Adsorption energy kJ mol−1 -158.2 -192.6 34.4

The investigation into how CO2 forms into a carbonate over each metal oxide surface has

shown various trends. Firstly in each case the initial distance of the CO2 to the surface oxide

(C-Os distance) does not effect the adsorption energy outcome. This is likely due to CO2 be-

ing free as it is optimising without constraints and able to form a carbonate. When comparing

the adsorption energy values and carbonate structure (bonds and angles), the calculated val-

ues are in greater agreement with computational values reported by Schneider than those by

Karlsen et al., with Tables 5.8 and 5.9 showing the differences in surface adsorption energy

values.

Table 5.8: The difference in adsorption energy (kJ mol−1) values on the AO (A = Sr, Ca and

Ba) calculated to those reported by Schneider.262

Metal oxide surface Schneider (1) Calculated values (2) Difference (1) - (2)

SrO -188.1 -163.0 -25.1

CaO -129.7 -124.0 -5.7

BaO -225.9 -192.6 -33.3
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Table 5.9: The difference in adsorption energy (kJ mol−1) values on the AO (A = Sr, Ca and

Ba) calculated to those reported by Karlsen et al..263

Metal oxide surface Karlsen (1) Calculated values (2) Difference (1) - (2)

SrO -123.0 -163.0 40.0

CaO -87.0 -124.0 37.0

BaO -158.2 -192.6 34.4

Also of note is that the adsorption energy values calculated for all systems were lower than

those reported by Schneider, and greater than those determined by Karlsen et al..262, 263

The difference in values compared to those reported by Schneider and Karlsen et al. could be

attributed to the different computational methods. Schneider used a periodic supercell with

plane wave DFT within the Vienna ab initio simulation package (VASP) code program.264

This software allows DFT calculations to be carried out specifically for solid state materials,

and can therefore be applied to metal-oxide systems. Schneider also looked at layers of SrO

in a periodic supercell for optimising with CO2. This is very different to the model carried

out in this project that uses isolated cluster layers.

In the case of programs both Orca and VASP are able to use DFT methods to study clusters

of solids. Orca was the only one of these programs available and as a result was used within

this project. In the terms of the functionals both PBE and PW91, which Schneider used,

belong to the class of generalized gradient approximations (GGA), which rely on the electron

density and gradient.175 PBE itself is in fact based upon PW91 but is simplified to allow the

functional to be used for studying a wider variety of properties. This does make standard

PBE less accurate compared to PW91 at a cost of allowing this to be used across a variety

of applications. In response to this a resolution of identity, RI correction is used along side

PBE. This accountants for the treatment of the two-electron Coulomb repulsion integrals and

the response of an electron in an external field.253

In the case of Karlsen et al. the Gaussian98 software package was used. This operates via an

embedded cluster model through embedding ab initio mode potentials (EAIMP) along with

the B3LYP functional and Dunning D95V basis sets. The hybrid functional, B3LYP itself

220



incorporates exact Hartree-Fock exchange energy along with exchange-correlation obtained

from other functionals.176 This differs to the likes of PBE which has been used within this

study, which is a purely ab initio functional requiring no empirical values. The limits of

B3LYP is that as it is tailored using empirical values for calculating accurate results. That it

may only work well for systems that it has been specifically suited to. This means that B3LYP

can have limitations for studying large scale systems and surfaces as it no longer approaches

the ground uniform electron gas limit.265

In summary, the formation of a carbonate atop the AO (A = Ca, Sr and Ba) surfaces has

been carried out using DFT methods within the software package Orca. This was done using

a surface layer cluster approach to provide a "simplistic" case study of determining the ad-

sorption energy and carbonate structure. The values for adsorption energies varied from the

literature by -5.7 to 50 kJ mol−1 depending on the type of surface. If the differences in values

reported by Schneider are used this gives an uncertainty average of± 21.4 kJ mol−1 which is

lower than using values by Karlsen et al. at ± 37.1 kJ mol−1. The next step after the surface

reactions was to study the bulk formation of SrCO3 from SrO and CO2.

5.3.2 Reaction of CO2 within the bulk towards SrCO3 and Sr2CuO2CO3

5.3.2.1 Reaction of CO2 with SrO

Following the AO (A = Ba, Sr and Ca) surface reactions, the next step was the reaction of CO2

within the bulk of SrO. This was to provide a thermodynamic study for SrCO3 formation by

determining the enthalpy of reaction, ∆Hrxn within the bulk phase. This methodology when

developed and refined would then be applied for the reaction of Sr2CuO3 with CO2 towards

Sr2CuO2(CO3).

The crystal structure of SrCO3 reported by Villiers was used to construct a model of SrO

groups by removing the CO2 atoms.221 Through a backward approach this provided a rep-

resentation of SrO groups within the SrCO3 unit cell. The bond lengths in the SrO groups

were also set to match those reported for the crystal structure of SrO.266 To determine the

∆Hrxn, similar methods have been used as with those reported by Duan et al. and Zhang et
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al..267, 268 This involves all atoms being free to optimise and being in a supercell, 2×2×2 of

the original SrCO3 unit cell parameters.

The purpose of a supercell is to provide adequate space for the atoms during optimisation,

and to prevent undesired interactions taking place from adjacent periodically repeated unit

cells. In the 2×2×2 cell only in the b direction were the groups of SrO and CO2 repeated.

This meant there was a total of 8 groups of SrCO3 within the unit cell after optimisation.

This was double the amount of groups reported in the crystal structure of SrCO3 which only

had 4. The additional groups of SrCO3 were included so that the system would behave as a

crystalline solid and avoid the risk of groups behaving like isolated molecular SrCO3. The

overall supercell had 8 CO2 molecules and SrO groups optimised towards 8 SrCO3 with the

step by step process shown in Figure 5.5.

Figure 5.5: The structures of 8SrO groups, a), 8CO2 molecules b) which have been optimised

and resulted in formation of the 8SrCO3 groups, c).

The ∆Hrxn was determined from the difference between optimised SrCO3 from that of the

SrO and CO2 groups using Equation 5.1. As the calculation resulted in 8SrCO3 groups the

overall change in the energy was the ∆Hrxn average for single SrCO3 formation. Using the
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same methodology four different exchange-correlation, Exc functionals were employed for

calculating this reaction. These functionals were PBE, PBEsol, TPSS and revTPSS which

were also used for studying similar reactions by Zhang et al..268

In order to determine an accurate value for the ∆Hrxn, corrections have been applied to ac-

count for the zero-point energy, UZPE as well as the rotational, translation, Utrans+rot and

vibrational contributions, Uvib. The determination of these corrections have been discussed

in Chapter 2.

The vibrational frequencies were calculated for each of the optimised structures. This was

to first confirm that the structures had been optimised to the lowest energy state. This would

result in all positive frequencies. Secondly to use the vibrational frequencies for determining

the UZPE and Uvib energy corrections. The vibrational frequencies were determined using

the same parameters as with the optimisation calculations. In each SrCO3 group 5 atoms

were free to be optimised. This when using the 3N-6 rule would mean 9 frequencies would

be reported. However, for this study only the frequencies belonging to the carbonate groups,

6 in total, were used and compared to experimental values. The calculated vibrational fre-

quencies for the carbonate groups have been presented in Tables 5.10 to 5.13 and compared

to experimental values reported by Krishnamurti to asses the methods level of accuracy.222

Table 5.10: The harmonic frequencies of SrCO3 calculated using the PBE functional com-

pared to experimental values determined by Krishnamurti using Raman spectroscopy.222

Vibrational frequency cm−1 PBE functional (1) Literature (2) Difference (1) - (2)

Symmetric stretching ν1 1015 1074 -59

Symmetric bending ν2 856 855 1

Asymmetric stretching ν3 1569 1447 122

Asymmetric stretching ν3’ 1283 1438 -150

Asymmetric bending ν4 798 711 87

Asymmetric bending ν4’ 753 701 52

RMSD N/A N/A 92
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Table 5.11: The harmonic frequencies of SrCO3 calculated using the PBEsol functional com-

pared to experimental values determined by Krishnamurti using Raman spectroscopy.222

Vibrational frequency cm−1 PBEsol functional (1) Literature (2) Difference (1) - (2)

Symmetric stretching ν1 988 1074 -86

Symmetric bending ν2 825 855 -30

Asymmetric stretching ν3 1595 1447 148

Asymmetric stretching ν3’ 1302 1438 -136

Asymmetric bending ν4 702 711 -9

Asymmetric bending ν4’ 662 701 -39

RMSD N/A N/A 90

Table 5.12: The harmonic frequencies of SrCO3 calculated using the TPSS functional com-

pared to experimental values determined by Krishnamurti using Raman spectroscopy.222

Vibrational frequency cm−1 TPSS functional (1) Literature (2) Difference (1) - (2)

Symmetric stretching ν1 892 1074 -182

Symmetric bending ν2 799 855 -56

Asymmetric stretching ν3 1470 1447 23

Asymmetric stretching ν3’ 1174 1438 -264

Asymmetric bending ν4 678 711 -33

Asymmetric bending ν4’ 642 701 -59

RMSD N/A N/A 136
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Table 5.13: The harmonic frequencies of SrCO3 calculated using the revTPSS functional

compared to experimental values determined by Krishnamurti using Raman spectroscopy.222

Vibrational frequency cm−1 revTPSS functional (1) Literature (2) Difference (1) - (2)

Symmetric stretching ν1 900 1074 -174

Symmetric bending ν2 798 855 -57

Asymmetric stretching ν3 1481 1447 34

Asymmetric stretching ν3’ 1186 1438 -252

Asymmetric bending ν4 675 711 -36

Asymmetric bending ν4’ 640 701 -61

RMSD N/A N/A 131

The comparison values for the different Exc functionals show that the asymmetric stretching

ν3 and ν3’ had the highest level of difference ranging from 122 to 264 cm−1. The com-

putational vibrations behave harmonically, this means that the degenerating of the chemical

bonds as they are being stretched and compressed is not considered. The asymmetric stretch-

ing mode ν3 shows for the carbonates one of the C-O bonds being stretched and extended.

This is from both the oxygen and carbon being moved further away from each other as shown

in Figure 1.31. This will result in weaker bond strength and lower wavenumber values. When

PBE and PBEsol where used, the computational vibrations showed the calculated ν3 values

to be greater than experimental ones. This will be a result of the computational methods not

accounting for the chemical bonds weakening as they are being stretched. The ν3’ values

calculated however, were found to be lower than the experimental values. This could be due

to this vibration showing two of the C-O bonds decreasing whilst the other is increasing. It is

possible that PBE and PBEsol underestimate the bond strength increasing as the carbon and

oxygens are being pushed closer together.

In the case of TPSS and revTPSS the ν3’ frequencies show the largest difference with values

lower than experimental ones by up to 264 cm−1. This could be due to how the method

accounts for two sets of C-O bonds being compressed whilst the other is being stretched. As

with the PBE based methods this could be due to the method being unable to account for how
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the strength of the C-O bonds increase as they are being reduced in length. The symmetric

stretching ν1 frequency results in all C-O bonds being stretched at once. The calculated

values were also found to be lower than experimental ones by approximately 180 cm−1. This

could be due to TPSS and revTPSS overestimating how weak the chemical bonds become

when they are being stretched from the vibrations.

Using the vibrational frequencies and thermal corrections the zero-point energy UZPE, and

the vibrational contribution Uvib could be determined. In the case of just the CO2 molecules

the translation and rotational Utrans+rot contributions as well as the ideal gas identity, PV = RT

were included. When determining the correction values the temperature was set to the same

value as the experimental ∆Hrxn results at 298.5 K and 1 atm pressure.122 Using these values,

the ∆Hrxn for SrCO3 was determined using the different functionals and has been compared

to the experimental values in Table 5.14.

Table 5.14: The enthalpy of reaction ∆Hrxn values calculated using the different functionals.

All ∆Hrxn values are reported in kJ/mol at 298.5 K and 1 atm.

Functional Overall ∆Hrxn ∆Hrxn per CO2 Difference to exp. (-234.6 kJ/mol122 )

PBE -1473.5 -184.2 50.4

PBEsol -1715.3 -214.3 20.2

TPSS -875.1 -109.4 125.2

revTPSS -965.0 -120.6 114.0

The resulting ∆Hrxn values show PBEsol to be the most accurate of the fucntionals used,

with a difference towards experimental values at 8.6 %. This is followed by PBE at 21.5

%, revTPSS (48.6 %) and TPSS (53.4 %). The relative performance of these functionals are

similar to those reported by Zhang et al. with absolute relative mean errors at 31.8 %, 16.3

%, 115.5 % and 171.6 % for PBE, PBEsol, TPSS and revTPSS respectively.268 The only

major difference is that the errors between calculated and experimental values in this project

are lower than those reported by Zhang et al..268 This maybe due to the different models

used in this project to represent the formation of SrCO3. It could also be a result of the

type of reactions being studied. Zhang et al. calculated the reactions of AO + CO2 = ACO3
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and A(OH)2 + CO2 = ACO3 + H2O (A = Mn, Ni, Zn and Cd), all transition metals forming

transition metal carbonates.268 None of the reactions studied by Zhang et al. are the same as

those within this project that focuses on alkaline earth metal based compounds. Despite this

however, the general trend remains the same with PBEsol being the most accurate followed

by PBE and finally TPSS and revTPSS.

Using the reaction of SrO and CO2 towards SrCO3 in the bulk phase as a case study. This

was to firstly devise a methodology for studying bulk carbonate formation reactions, and

secondly, to compare the accuracy of four different types of Exc functionals (PBE, PBEsol,

TPSS and revTPSS). The accuracy of these functionals was determined through calculating

the ∆Hrxn and vibrational frequencies of SrCO3, compared to experimental results. This type

of study for the known reaction of SrCO3 formation is imperative as no experimental data for

the ∆Hrxn between CO2 and Sr2CuO3 with Sr2CuO2(CO3) as a product is available. Table

5.15 shows the RMSD for each of these functionals for the ∆Hrxn and vibrational values.

Table 5.15: Difference of calculated ∆Hrxn values to experimental, as well as RMSD for the

vibrational frequencies for the SrCO3 groups.

Functional ∆Hrxn % difference Vibrational frequencies RMSD cm−1

PBE 21.5 92

PBEsol 8.6 90

TPSS 53.4 136

revTPSS 48.6 131

PBEsol was able to calculate an ∆Hrxn value and vibrational frequencies for SrCO3 closest

to experimental results. This suggests that in determining the ∆Hrxn for the novel reaction of

Sr2CuO3 with CO2 towards Sr2CuO2(CO3), that this type of functional is the most likely to

calculate the most accurate set of results.
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5.3.2.2 Reaction of CO2 with Sr2CuO3

Sr2CuO3 directly reacting with CO2 with the formation of Sr2CuO2(CO3) has been investi-

gated using computational methods via periodic calculations. In order to study this reaction

two aspects had to be considered, a) the structural rearrangement of Sr2CuO3 reacting with

CO2 giving Sr2CuO2(CO3 b) the carbonate formation within the structure. Both of these have

been investigated through a thermodynamic model of the overall reaction.

Theoretical modeling of the reaction was designed to be as accurate as possible. In this the

initial structure of Sr2CuO3, reported by Weller and Lines was used as the starting point.88

In the case of Sr2CuO2(CO3) the crystal structure reported at temperatures of over 300 ◦C by

Nakata et al. was used.117 It is proposed that this will be the structure the oxide carbonate will

adopt as it is formed from Sr2CuO3 reacting with CO2 at 1000 ◦C. This choice in structure

acts to make the theoretical model as accurate as possible. The structures of Sr2CuO3 and

Sr2CuO2(CO3) for the calculations are shown in Figure 5.6.

Figure 5.6: Structural Sr2CuO3 (left) and the high temperature (> 300◦C) structure of

Sr2CuO2(CO3) (right).88, 117

In the terms of structural rearrangement one of the important factors to consider is that the

same number of atoms are maintained. Using the Wyckoff sites for Sr2CuO3 reported by

Weller and Lines it was found that this unit cell contains 12 atoms in total, 4Sr, 2Cu and
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6O.88 This gives an overall composition of Sr4Cu2O6 from the formula units per cell Z,

being equal to 2. Sr2CuO2(CO3) reported by Nakata et al. was also found to have Z =

2, Sr4Cu2O4(CO3)2.117 This shows that during the structural changes 2 equivalents of CO2

were needed to be inserted into Sr2CuO3 to optimise towards Sr2CuO2(CO3).

As seen from Figure 5.6, one of the structural changes is from the oxides within the CuO4

groups which results in oxides being released. This rearrangement has been found to occur in

examples of anion substitution with Sr2−xAxCuO3 (A = Ba and Ca) compounds as reported

by Francesconi et al. for the incorporation of F− anions to give Sr2−xAxCuO2F2+δ , Figure

5.7.93

Figure 5.7: Structural rearrangement of Sr2CuO3 from the incorporation of F− anions to form

CuO2 planes within Sr2CuO2F2+δ .

It is proposed that the reaction of Sr2CuO3 + CO2 = Sr2CuO2(CO3) follows a similar struc-

tural rearrangement. In this case an oxide from the rearranged CuO2 groups is made avail-

able to react with CO2 towards forming a carbonate. As a result, the direct reaction between

Sr2CuO3 and CO2 has been treated as an overall anion incorporation rather than substitution

reaction.

Using the structures of Sr2CuO3 and Sr2CuO2(CO3) as starting and end points a step by

step structural rearrangement process was proposed. Figure 5.8 shows Sr2CuO3 alongside a

structure which has the coordinates and unit cell parameters of Sr2CuO2(CO3) minus CO2 in

the form of Sr2CuO2-O.
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Figure 5.8: Structures of a) Sr2CuO3 and b) Sr2CuO2-O.

The contribution from each atom is shown in Table 5.16. This is to highlight that the overall

formula, Sr4Cu2O6 has been maintained with the same number of atoms remaining constant.

Table 5.16: Contribution of each atom to the overall unit cell formula for Sr2CuO3 and

Sr2CuO2-O.

Atoms Sr2CuO3 Sr2CuO2-O

Sr 1/2 × 8 = 4 1/2 × 8 = 4

Cu 1/2 × 2 + 1/4 × 4 = 2 1 + 1/4 × 4 = 2

O 1/8 × 8 + 1/2 × 8 + 1 = 6 1 × 5 + 1/4 × 4 = 6

The next step was to have a structure of Sr2CuO2-O with two CO2 groups inserted and re-

peated through symmetry. As with the SrCO3 model these can be optimised over specific

SrO sites that are repeated through the periodic unit cells towards forming carbonates. These

different structures are shown in Figure 5.9.
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Figure 5.9: Structures of a) Sr2CuO2-O, b) CO2 and c) Sr2CuO2-O with CO2. These all have

the unit cell parameters of a = b = 5.54364 Å and c = 7.53823 Å with α , β and γ = 90 ◦.

The optimised energy values from the structure of Sr2CuO3 in Figure 5.8 as well as those

from Figure 5.9 were used to calculate the ∆Hstructure and ∆Hcarbonate. In the case of Sr2CuO3

two types of oxides from the structure can be freed from the structural rearrangement in

Figure 5.7. The freed oxide can then be used to react directly with CO2 towards forming the

carbonate groups. The different oxides that could be freed from the structural rearrangement

have been investigated to provide an in-depth understanding of the structural rearrangement

and overall reaction pathway. The two types of oxides which could be freed are shown in

Figure 5.10.

231



Figure 5.10: The two different oxide groups highlighted with the black circles. These could

each be used to form a carbonate in the structure of Sr2CuO2(CO3).

As a result, the optimised energy value for Sr2CuO3 has been determined using the different

oxides, 1) at (0.1547, 0.5000, 0.0000) and (0.8453 0.5000 0.0000), and 2) at (0.6547, 0.0000,

0.5000) and (0.3453 0.0000 0.5000). The difference in the type of oxide used only effects the

∆Hrxn and ∆Hstructure.

The previous study with SrCO3 showed that PBE and PBEsol calculated ∆Hrxn values with

the greatest levels of accuracy towards experimental results. This level of performance when

compared to TPSS and revTPSS was also reported by Duan et al. when they studied SrCO3

formation.267 As a result, only these functionals were used for studying the bulk formation

of the oxide carbonate. The optimised structure of Sr2CuO2(CO3) is shown in Figure 5.11

which displays how the carbonate groups were determined with one at the origin and the

other in the c-axis corners that are repeated through symmetry.
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Figure 5.11: Optimised Sr2CuO2(CO3) type structure from Sr2CuO2-O optimising with CO2.

The vibrational frequencies of these groups were used and compared to those of Sr2CuO2(CO3)

reported by Armstrong et al..207 The overall average frequencies calculated using PBE and

PBEsol for the two sets of carbonates in Sr2CuO2(CO3) are reported in Tables 5.17 and 5.18.

Table 5.19 shows the RMSD values for the calculated results towards both those reported by

Armstrong et al..207 as well as experimental values reported in this project.

Table 5.17: The harmonic frequencies of Sr2CuO2(CO3) calculated using PBE compared to

experimental values determined by Armstrong et al..207

Vibrational frequency cm−1 PBE functional (1) Literature (2) Difference (1) - (2)

Symmetric stretching ν1 1119 1072 47

Symmetric bending ν2 867 858 9

Asymmetric stretching ν3 1462 1449 13

Asymmetric stretching ν3’ 1437 1412 -25

Asymmetric bending ν4 819 704 115

Asymmetric bending ν4’ 726 699 27

RMSD N/A N/A 53
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Table 5.18: The harmonic frequencies of Sr2CuO2(CO3) calculated using PBEsol compared

to experimental values determined by Armstrong et al..207

Vibrational frequency cm−1 PBEsol functional (1) Literature (2) Difference (1) - (2)

Symmetric stretching ν1 1067 1072 -5

Symmetric bending ν2 831 858 -27

Asymmetric stretching ν3 1466 1449 17

Asymmetric stretching ν3’ 1432 1412 20

Asymmetric bending ν4 675 704 -29

Asymmetric bending ν4’ 657 699 -42

RMSD N/A N/A 26

Table 5.19: RMSD values for the harmonic frequencies of Sr2CuO2(CO3) calculated by PBE

and PBEsol compared to values reproted by experimental values calculated by Armstrong et

al..207 and within this project.

Exc functional Literature Experimental

PBE 53 56

PBEsol 26 33

By assessing their performances, PBE and PBEsol are able to calculate average vibrational

frequencies with RMSD values of 53 and 26 cm−1 respectively. Attempts at reducing the

RMSD values have also been discussed using scaling factors within Chapter 6.

As with the SrCO3 calculations the vibrational frequencies for all of the different structures

have been used to determine the thermal corrections of UZPE and Uvib. In the case of just the

CO2 molecules the translation and rotational Utrans+rot contribution and the ideal gas identity,

PV = RT were also included. These corrections were then applied to the optimised energies

for calculating the various enthalpy values. Using Equations 5.2 to 5.5 the results from the

two different functionals have been presented in Table 5.20. This also includes values for the

two different oxides that could be used from Sr2CuO3.
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Table 5.20: The ∆Hrxn, ∆Hcarbonate, single ∆Hcarbonate and ∆Hstructure reported in kJ/mol

determined for the reaction of Sr2CuO3 and CO2 towards Sr2CuO2(CO3).

Value PBE PBEsol

∆Hrxn (1) -1635.5 -1732.1

∆Hrxn (2) -1635.2 -1731.8

∆Hcarbonate -1040.0 -1089.7

Single ∆Hcarbonate -520.0 -544.9

∆Hstructure (1) -595.3 -642.4

∆Hstructure (2) -595.0 -642.3

For the different starting oxides from Sr2CuO3, the enthalpy values show there to be a dif-

ference of approximately 0.3 kJ/mol for PBE, with PBEsol only showing a difference of 0.1

kJ/mol. These values could be a result of rounding up errors when considering the optimised

energy values for each structure. Overall this does show that the type of starting oxide has a

minimal effect on the overall values.

In the case of ∆Hcarbonate, PBE and PBEsol calculated values of -520.0 and -544.9 kJ/mol

respectively. This shows that the ∆Hcarbonate for a singular carbonate in Sr2CuO2(CO3) is

over twice that for SrCO3 determined both experimentally (-234.6 kJ/mol) as well as those

within this project (PBE = -184.2 kJ/mol and PBEsol = -214.4 kJ/mol). The reason for the

higher ∆Hcarbonate values could be attributed to the carbonates being coordinated to the Cu

cations. Miyazaki et al. reported that Cu expands its coordination number from a square pla-

nar polyhedral to a distorted octahedra in Sr2CuO2(CO3) in the presence of carbonates.116

This has also been found to occur during the formation of other similar mixed anion com-

pounds such as Sr2CuO2F2+δ and Sr2CuO3+δ .93, 92 By additionally coordinating to the Cu

cations this could also make the reaction more favourable to form carbonates compared to

just SrO groups reacting with CO2 towards SrCO3.

This series of calculations has also provided the opportunity to study and determine an en-

thalpy value for structural rearrangement, ∆Hstructure. The formation of Sr2CuO2(CO3) re-

sults in all atomic positions changing as well as the crystal system going from an orthorhom-
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bic to tetragonal system. The ∆Hstructure values are negative showing this to be as with the

carbonate formation an exothermic reaction. Figure 5.12 shows a Born-Haber cycle of the

reaction that displays how the ∆Hrxn, ∆Hcarbonate and ∆Hstructure were determined. The Born-

Haber cycle has the initial structures of each model before being optimised. The difference

in optimised energies are then used to determine the enthalpy values.

Figure 5.12: Born-Haber diagram showing the different stages of the overall reaction. 1)

Sr2CuO3 with separate CO2, 2) Sr2CuO2-O with separate CO2 and 3) Sr2CuO2-O with in-

serted CO2 with the enthalpies that are calculated shown.

For each of the enthalpy values, ∆Hrxn is calculated as the overall difference from optimised

Sr2CuO3 and separate CO2 from that of optimised Sr2CuO2-O with inserted CO2. ∆Hstructure

is the difference between optimised Sr2CuO3 and Sr2CuO2-O. ∆Hcarbonate is the difference

of optimised Sr2CuO2-O and separate CO2 from that of optimised Sr2CuO2-O with inserted

CO2. These values act to show that the exothermic overall reaction consists of structural

rearrangement, ∆Hstructure followed by carbonate formation, ∆Hcarbonate. Through measur-

ing a heat flow vs temperature curve for a standard reaction of Sr2CuO3 with CO2 towards

Sr2CuO2(CO3) via TGA, Figure 5.13. The has been used to verify the thermodynamic be-
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haviour of the reaction.

Figure 5.13: TGA curve of Sr2CuO3 reacting with CO2 towards Sr2CuO2(CO3). Upper

curve, mass against temperature, bottom curve, heat flow against temperature. The (*)

marked peak shows a fall in the heat flow as a result of the temperature no longer rising.

The (N) peaks indicates heat being released from the reaction.

The upward peak (N) shows an increase in the heat flow when CO2 is introduced into the

system. This will be from the formation of Sr2CuO2(CO3) taking place and indicates that it is

an exothermic process. This is also the same point at which the mass of the sample increases.

It is proposed that at this point structural rearrangement towards a Sr2CuO2-O type structure

is occurring which allows CO2 to react with SrO groups towards Sr2CuO2(CO3). After this

peak the heat flow then plateaus for the rest of the reaction. This maybe due to no further

reactions taking place.

The novel direct reaction of Sr2CuO3 + CO2 = Sr2CuO2(CO3) has through theoretical cal-

culations and experimental TGA data been proposed to be a overall two step exothermic
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reaction. It is proposed that the reaction occurs via a two step procedure of structural rear-

rangement followed by carbonate formation. The limitations of the experimental process is

that TGA is unable to determine enthalpy values from the peaks in the heat flow curve. This

is from having no way to subtract the heat flow of the sample holder so only the heat flow

curve of Sr2CuO3 reacting with CO2 can be recorded. This type of experiment would require

differential scanning calorimetry, DSC methods.156, 269

The direct synthesis of Sr2CuO2(CO3) from Sr2CuO3 and CO2 showed that this reaction can

result in side decomposition forming SrCO3. As a result, the reaction was designed to be

carried out at only 1000 ◦C for 15 minutes to reduce this occurring. It is only under these

conditions that the structural rearrangement reaction can occur which is essential to avoid

decomposition of the structure. This can then be followed by carbonation formation to lead

towards Sr2CuO2(CO3).

5.4 Conclusion

Through a computational method the novel reaction between CO2 and Sr2CuO3 towards

Sr2CuO2(CO3), developed experimentally has been studied. This reaction is proposed to be

a result of Sr2CuO3 going through structural rearrangement to allow the availability of SrO

group for reacting CO2 towards forming carbonates leading to Sr2CuO2(CO3).

Initial studies looked into the adsorption of CO2 towards carbonates on AO (A = Ca, Sr

and Ba) surfaces. This was then followed by bulk reactions between SrO and CO2 towards

SrCO3. These acted as case studies to understand the carbonate formation process, as well

as to verify a methodology for studying reactions within bulk phase. The formation of bulk

SrCO3 showed of the Exc functionals that PBEsol would calculate a ∆Hrxn value with the

lowest level of error at 8.6%, as well as vibrational frequencies with the lowest RMSD value.

Similar theoretical methods were then used to study the formation of Sr2CuO2(CO3) from

Sr2CuO3 and CO2. The enthalpy values calculated using PBEsol were, ∆Hrxn = -1732.1,

∆Hstructure = -642.3 and ∆Hcarbonate -544.9 kJ/mol. Using these results it is proposed that

this is a exothermic reaction that consists of structural rearrangement followed by carbonate
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formation. Experimental TGA results also indicated an exothermic reaction taking place

between Sr2CuO3 and CO2 at 1000 ◦C. The work in this project acts to provide an insight

into determining the possible thermodynamics behavior and and structural changes that are

occurring during novel chemical reactions. This also acts as an example on how theoretical

methods could provide an in-depth study of a novel reaction that would be difficult via purely

experimental methods.
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Chapter 6

Scaling Factors for Vibrational

Frequencies of SrCO3 and Sr2CuO2(CO3)

6.1 Vibrational behaviour of metal carbonate compounds

Some of the most abundant minerals and compounds are based on alkaline and alkaline earth

metal carbonates. These take a variety of different forms such as Limestone (CaCO3), Mag-

nesite (MgCO3) and Natrite (Na2CO3). As discussed in previous chapters, metal oxide based

materials have been investigated for reacting with CO2 towards metal carbonates. The reac-

tion itself is via the basic M-O− groups being strongly attracted to CO2 which is Lewis acidic

in behaviour.54, 123 Schneider studied how acidic gases such as CO2 can react on the surface

of alkaline earth metal oxides forming into a carbonate using DFT methods.262 This work

also showed how the shift in electron density from the solid acts to chemisorb the CO2 onto

the surface.

The different reaction processes of CO2 can be monitored via vibrational frequencies. Ex-

amples of these types studies include CO2 capture and reactions with heterogenous cata-

lysts.85, 270 During a chemical reaction, bonds will be broken, created or altered as a result

of the shift in electron densities. Vibrational analysis can be used to monitor these changes

from the conformation of a molecule or compound at each point of a reaction.
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This PhD project has studied the direct reaction of CO2 and Sr2CuO3 towards forming

Sr2CuO2(CO3) through experimental and computational methods. This reaction has been

proposed to be a result of the mixed metal oxide initially going through a structural re-

arrangement process. This results in SrO groups being made available to react with CO2

towards forming carbonates leading towards Sr2CuO2(CO3). Using DFT methods the struc-

tural rearrangement and thermodynamics of the reaction has been discussed in Chapter 5

through determining the enthalpy of reaction, ∆Hrxn. The work discussed in this chapter is

on using scaling factors to reduce the difference between calculated harmonic frequencies to

experimental anharmonic ones. The effect of scaled vibrational frequencies on the enthalpy

values for SrCO3 formation has also been discussed.

6.2 Computational methodology

Periodic calculations were carried out within the ab inito program CP2K.194 In the case

of the SrCO3 formation calculations, this had all atoms free to optimise and vibrate. For

Sr2CuO2(CO3) only the atoms in CO2 and selected oxides from Sr2CuO3 were free with all

others constrained. The Exc functionals used were the same as those used for determining

the enthalpy values discussed in Chapter 5; PBE, PBEsol, TPSS and revTPSS.177–180 The

valence electrons were represented using the DZVP-MOLOPT-SR-GTH basis sets, a plane

wave cutoff energy of 360 Ry, and the core-electrons with the Goedecker-Teter-Hutter GTH

pseudopotentials for the core electrons.254, 260 The optimisation of these systems were also

carried out using the Broyden-Fletcher-Goldfarb-Shanno, BFGS algorithm.261 All calcula-

tions were at T = 0 K.

6.2.1 Optimisation and vibrational calculations

Many of the compounds studied had their crystal structural information obtained from the

inorganic crystal structural database, ICSD.221 This provided reported positions of each atom

within the solid. Using this information each compound was optimised to its lowest energy

and most stable state. The optimisation of a compound has the electronic structure being

altered until it reaches a specific level of convergence. This is based on a self consistent field
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(SCF) methods which for these calculations has a value of 1 × 10−7 atomic units. Once the

structure had reached convergence it would be in its lowest energy state. All compounds were

first optimised before the vibrational frequencies were determined.

Once the ACO3 (A = Sr, Ba and Ca) series and Sr2CuO2(CO3) were optimised to their lowest

energy most stable state. CP2K was used to calculate the harmonic frequencies. These

calculations used the reduced mass of the molecule µ and force constant k of the bonds when

vibrating. The k is obtained via a second-order derivatives of the electronic energy with

respect to the nuclear coordinates. This is described more in-depth in Chapter 2.

All types of calculations were carried out using the high-performance computer (HPC), Viper,

at the University of Hull.

6.2.2 Scaling factors

Vibrational frequencies determined using ab initio methods can contain systematic errors

resulting in differences towards experimental values. These can be caused from the har-

monic treatment of the chemical bonds as they are vibrating. This generally results in cal-

culated harmonic frequencies being greater than experimental anharmonic ones.271 This is

due to computational methods not considering the chemical bonds degenerating as they are

vibrating. One of the ways to compensate for the differences towards experimental values is

through using scaling factors on calculated harmonic results.272, 273 Specific scaling factors

have been designed for the different types of theory/basis-set combinations. Scaling factors

are determined as the ratio difference between the experimental and computational frequen-

cies. This ratio can then be used as a mathematical function to decrease the difference as

shown in Equation 6.1, ν the anharmonic vibrational frequency, ω the harmonic vibrational

frequency and s as the scaling factor.274

ν = ωs (6.1)

A least-squares procedure with a data set of vibrational frequencies is used to determine linear

scaling factors as shown in Equation 6.2.
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s = ∑ωiνi/ω2
i (6.2)

A scaling factors ability to decrease the difference between harmonic and anhamronic results

is assessed by the RMSD value. This is through comparing the RMSD before and after

applying the scaling factors to the vibrational frequencies.

Linear scaling factors can be unsuitable in cases where the difference between calculated and

experiment values don’t follow a linear trend. As a result, alternative methods have been

designed for non-linear trends. Yoshisa et al. reported a Wavenumber-linear scaling, WLS

method to accountant for the non-linear frequency differences.275 This is through a compari-

son of the multiplied calculated and experimental frequencies νi/ωi, over the calculated ones,

ωi. This comparison can be used to produce an equation of a trendline as shown in Equation

6.3, a the slope and b the intercept. This can provide a WLS scaling factor to improve the

comparison between calculated and experimental results, Equation 6.4.

νi/ωi = aωi +b (6.3)

νi = aω2
i +bωi (6.4)

Another type of approach was proposed by Sibaev and Crittenden using quadratic scaling

methods.276 This had the difference between the computational and experimental values,

∆anh shown in Equation 6.5, compared to the calculated frequencies. This can then be rear-

ranged to produce a quadratic scaling factor, Equation 6.6, to decrease the difference between

calculated and experimental result.

∆anh = ωi−νi (6.5)

νi = ωi−aω2
i −bωi (6.6)
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Another route towards quadratic scaling factors is through applying a polynomial trendline

for the experimental results compared to the calculated ones. This can produce a quadratic

scaling factor that is approximately the same as those determined using the previous two

methods. This has been applied within this study as an improvement to the scaling factors

purely determined through a linear approach.

Scaling factors were determined using the vibrational frequencies from the ACO3 (A = Sr, Ba

and Ca) series of compounds. This provided 18 data points in total for each functional. The

equation of the line for the plotted data points was determined with a set intercept for both

linear and quadratic factors. The scaling factors would then be applied to the frequencies of

bulk SrCO3 and Sr2CuO2(CO3).

6.3 Results and Discussion

6.3.1 Scaling factors for vibrational analysis of SrCO3

6.3.1.1 Vibrational frequencies of ACO3 (A = Ca, Ba and Sr) compounds

The ACO3 (A = Sr, Ca and Ba) series reported by Villiers show the same type of structure

with 4 sets of ACO3 groups in a orthorhombic crystal system, Figure 6.1.221

Figure 6.1: Crystal structure the ACO3 (A = Sr, Ba and Ca) series.
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The harmonic frequencies from each optimised ACO3 compound has been calculated using

each of the Exc functionals. These values were then compared to those reported experimen-

tally by Krishnamurti with the RMSD determined and shown in Tables 6.1-4.222

Table 6.1: The calculated harmonic frequencies of ACO3 (A = Sr, Ba and Ca) compared to

the experimental values (cm−1) with the differences and RMSD presented using PBE.

Compounds Frequencies Experimental (1) Theoretical (2) (1) - (2)

SrCO3 Symmetric stretching ν1 1074 1176 -102

Symmetric bending ν2 855 902 -47

Asymmetric stretching ν3 1447 1521 -74

Asymmetric stretching ν3’ 1438 1472 -34

Asymmetric bending ν4 711 831 -120

Asymmetric bending ν4’ 701 822 -121

RMSD N/A N/A N/A 90

BaCO3 Symmetric stretching ν1 1061 1107 -46

Symmetric bending ν2 852 886 -34

Asymmetric stretching ν3 1421 1486 -50

Asymmetric stretching ν3’ 1409 1426 -17

Asymmetric bending ν4 699 806 -107

Asymmetric bending ν4’ 691 789 -98

RMSD N/A N/A N/A 67

CaCO3 Symmetric stretching ν1 1086 1131 -45

Symmetric bending ν2 854 907 -53

Asymmetric stretching ν3 1463 1513 -50

Symmetric stretching ν3’ 1415 1461 -46

Asymmetric bending ν4 716 808 -92

Asymmetric bending ν4’ 707 760 -53

RMSD N/A N/A N/A 59
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Table 6.2: The calculated harmonic frequencies of ACO3 (A = Sr, Ba and Ca) compared to the

experimental frequencies (cm−1) with the differences and RMSD presented using PBEsol.

Compounds Frequencies Experimental (1) Theoretical (2) (1) - (2)

SrCO3 Symmetric stretching ν1 1074 1076 -2

Symmetric bending ν2 855 818 37

Asymmetric stretching ν3 1447 1512 -65

Asymmetric stretching ν3’ 1438 1447 -9

Asymmetric bending ν4 711 718 -7

Asymmetric bending ν4’ 701 662 27

RMSD N/A N/A N/A 33

BaCO3 Symmetric stretching ν1 1061 1074 -13

Symmetric bending ν2 852 854 -2

Asymmetric stretching ν3 1421 1490 -69

Asymmetric stretching ν3’ 1409 1438 -29

Asymmetric bending ν4 699 688 11

Asymmetric bending ν4’ 691 654 27

RMSD N/A N/A N/A 33

CaCO3 Symmetric stretching ν1 1086 1076 10

Symmetric bending ν2 854 820 -34

Asymmetric stretching ν3 1463 1531 -68

Asymmetric Stretching ν3’ 1415 1426 -11

Asymmetric bending ν4 716 732 -16

Asymmetric bending ν4’ 707 657 32

RMSD N/A N/A N/A 35
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Table 6.3: The calculated harmonic frequencies of ACO3 (A = Sr, Ba and Ca) compared to

the experimental frequencies (cm−1) with the differences and RMSD presented using TPSS.

Compounds Frequencies Experimental (1) Theoretical (2) (1) - (2)

SrCO3 Symmetric stretching ν1 1074 1035 39

Symmetric bending ν2 855 820 35

Asymmetric stretching ν3 1447 1429 18

Asymmetric stretching ν3’ 1438 1363 75

Asymmetric bending ν4 711 720 -9

Asymmetric bending ν4’ 701 673 27

RMSD N/A N/A N/A 40

BaCO3 Symmetric stretching ν1 1061 1023 38

Symmetric bending ν2 852 820 32

Asymmetric stretching ν3 1421 1403 18

Asymmetric stretching ν3’ 1409 1341 68

Asymmetric bending ν4 699 706 -7

Asymmetric bending ν4’ 691 674 17

RMSD N/A N/A N/A 35

CaCO3 Symmetric stretching ν1 1086 1044 42

Symmetric bending ν2 854 820 34

Asymmetric stretching ν3 1463 1450 13

Asymmetric stretching ν3’ 1415 1363 52

Asymmetric bending ν4 716 726 -10

Asymmetric bending ν4’ 707 677 30

RMSD N/A N/A N/A 34
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Table 6.4: The calculated harmonic frequencies of ACO3 (A = Sr, Ba and Ca) compared to the

experimental frequencies (cm−1) with the differences and RMSD presented using revTPSS.

Compounds Frequencies Experimental (1) Theoretical (2) (1) - (2)

SrCO3 Symmetric stretching ν1 1074 1040 34

Symmetric bending ν2 855 816 39

Asymmetric stretching ν3 1447 1440 7

Asymmetric stretching ν3’ 1438 1371 67

Asymmetric bending ν4 711 711 0

Asymmetric bending ν4’ 701 676 25

RMSD N/A N/A N/A 36

BaCO3 Symmetric stretching ν1 1061 1025 36

Symmetric bending ν2 852 817 35

Asymmetric stretching ν3 1421 1411 10

Asymmetric stretching ν3’ 1409 1359 50

Asymmetric bending ν4 699 701 -2

Asymmetric bending ν4’ 691 672 19

RMSD N/A N/A N/A 30

CaCO3 Symmetric stretching ν1 1086 1046 40

Symmetric bending ν2 854 817 37

Asymmetric stretching ν3 1463 1456 7

Asymmetric stretching ν3’ 1415 1372 43

Asymmetric bending ν4 716 723 -7

Asymmetric bending ν4’ 707 671 36

RMSD N/A N/A N/A 32

The accuracy of each functional for calculating the vibrational behaviour can be assessed

from the RMSD values. In the case of SrCO3, PBEsol shows the lowest value followed

by revTPSS, TPSS and PBE. The RMSD values for just the SrCO3 calculations using each

functional have been presented in Table 6.5.
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Table 6.5: The RMSD values for the vibrational frequencies of SrCO3 determined using each

functional.

Functional RMSD (cm−1)

PBE 90

PBEsol 33

TPSS 40

revTPSS 36

In the case of PBE and PBEsol the majority of calculated frequencies were found to be

greater compared to experimental values. This is to be expected for harmonic frequencies

that don’t account for chemical bonds weakening as they are vibrating. However, this trend

is not observed when TPSS and revTPSS were used, Tables 6.3 and 6.4, which showed these

frequencies as generally being lower than experimental values. As all other parameters were

maintained this will be a result of the different functionals used to describe the electronic

interactions.

The performance of each functional to calculate the vibrational frequencies of SrCO3 is the

most important within this project. Table 6.5 shows that PBEsol calculates frequencies closest

towards experimental values with the lowest RMSD of 33 cm−1. As discussed in Chapter 5

this functional has also calculated an ∆Hrxn value, -214.3 kJ/mol which is the closets to

the experimental value of -234.6 kJ/mol for SrCO3.122 The largest difference found in the

vibrational frequencies was in the asymmetric stretching ν3 mode with an overestimation of

65 cm−1. As stated previously these vibrations behave harmonically, which do not account

for the bonds weakening as they are being stretched. This overestimation is seen for all

stretching modes for PBEsol. The symmetric and one of the asymmetric bending modes

show an underestimation between 20-40 cm−1. This difference could be a result of how the

bonds of each carbonate group are bending next to one another within the crystal structure.

The vibrational frequencies of SrCO3 formed from SrO optimising with CO2 in the 2×2×2

unit cell, were calculated using each functional. These were compared to the experimental

frequencies of SrCO3 in Tables 6.6-9. A comparison of the RMSD values for the 1×1×1 and
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2×2×2 unit cells in Table 6.10 shows that the frequencies calculated in the 1×1×1 unit cell

are closest towards experimental values.

Table 6.6: Comparison of the experimental harmonic frequencies for SrCO3 to those deter-

mined by the PBE functional for the 2×2×2 (2) unit cells.

Vibrational frequency cm−1 Experimental (1) 2×2×2 (2) Difference (1) - (2)

Symmetric stretching ν1 1074 1015 59

Symmetric bending ν2 855 856 -1

Asymmetric stretching ν3 1447 1569 -122

Asymmetric stretching ν3’ 1438 1283 155

Asymmetric bending ν4 711 798 -87

Asymmetric bending ν4’ 701 753 -52

RMSD N/A N/A 92

Table 6.7: Comparison of the experimental harmonic frequencies for SrCO3 to those deter-

mined by the PBEsol functional for the 2×2×2 (2) unit cells.

Vibrational frequency cm−1 Experimental (1) 2×2×2 (2) Difference (1) - (2)

Symmetric stretching ν1 1074 988 86

Symmetric bending ν2 855 825 30

Asymmetric stretching ν3 1447 1595 -148

Asymmetric stretching ν3’ 1438 1302 136

Asymmetric bending ν4 711 702 9

Asymmetric bending ν4’ 701 701 0

RMSD N/A N/A 90
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Table 6.8: Comparison of the experimental harmonic frequencies for SrCO3 to those deter-

mined by the TPSS functional for the 2×2×2 (2) unit cells.

Vibrational frequency cm−1 Experimental (1) 2×2×2 (2) Difference (1) - (2)

Symmetric stretching ν1 1074 892 182

Symmetric bending ν2 855 799 56

Asymmetric stretching ν3 1447 1470 -23

Asymmetric stretching ν3’ 1438 1174 264

Asymmetric bending ν4 711 678 33

Asymmetric bending ν4’ 701 642 59

RMSD N/A N/A 136

Table 6.9: Comparison of the experimental harmonic frequencies for SrCO3 to those deter-

mined by the revTPSS functional for the 2×2×2 (2) unit cells.

Vibrational frequency cm−1 Experimental (1) 2×2×2 (2) Difference (1) - (2)

Symmetric stretching ν1 1074 900 -174

Symmetric bending ν2 855 798 57

Asymmetric stretching ν3 1447 1481 -34

Asymmetric stretching ν3’ 1438 1186 252

Asymmetric bending ν4 711 675 -36

Asymmetric bending ν4’ 701 640 61

RMSD N/A N/A 131
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Table 6.10: The RMSD (cm−1) values for the vibrational frequencies of SrCO3 determined

using each functional for the 1×1×1 and 2×2×2 unit cells.

Functional 1×1×1 2×2×2

PBE 90 92

PBEsol 33 90

TPSS 40 136

revTPSS 36 131

The reason for the vibrational frequencies in the 1×1×1 unit cell being closer towards the

experimental values is likely due to these systems using the original atomic positions reported

by Villiers.221 These calculations also show that PBEsol reports vibrational frequencies clos-

est towards experimental values in all cases studied. This verifies the accuracy of PBEsol

for studying these systems as the vibrational frequencies have an effect on the overall ∆Hrxn

values.

6.3.1.2 Vibrational frequencies of carbonate groups in Sr2CuO2(CO3)

Vibrational frequencies for the carbonate groups in Sr2CuO2(CO3) were carried out in a

similar way to bulk SrCO3. The main difference was that in the oxide carbonate only two

groups of carbonates that were repeated through symmetry and allowed to optimise. Based

on the performance of each different functional only PBE and PBEsol were used for these

calculations. This was based on the poor performance of TPSS and revTPSS for the SrCO3

∆Hrxn and vibrational calculations. The RMSD values for the vibrational frequencies for

Sr2CuO2(CO3) using PBE and PBEsol were 53 and 26 cm−1 respectfully and are shown in

Tables 6.11 and 6.12.
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Table 6.11: The harmonic frequencies of the SrCO3 groups in Sr2CuO2(CO3) calculated

using PBE and compared to experimental values determined by Armstrong et al..207

Vibrational frequency cm−1 PBE functional (1) Literature (2) Difference (1) - (2)

Symmetric stretching ν1 1119 1072 47

Symmetric bending ν2 867 858 9

Asymmetric stretching ν3 1462 1449 13

Asymmetric stretching ν3’ 1437 1412 -25

Asymmetric bending ν4 819 704 115

Asymmetric bending ν4’ 726 699 27

RMSD N/A N/A 53

Table 6.12: The harmonic frequencies of the SrCO3 groups in Sr2CuO2(CO3) calculated

using PBEsol and compared to experimental values determined by Armstrong et al..207

Vibrational frequency cm−1 PBEsol functional (1) Literature (2) Difference (1) - (2)

Symmetric stretching ν1 1067 1072 -5

Symmetric bending ν2 831 858 -27

Asymmetric stretching ν3 1466 1449 17

Asymmetric stretching ν3’ 1432 1412 20

Asymmetric bending ν4 675 704 -29

Asymmetric bending ν4’ 657 699 -42

RMSD N/A N/A 26

Using the difference ratio between the experimentally reported ACO3 frequencies to calcu-

lated ones, scaling factors have been determined. These can then be used to decrease the

difference between harmonic frequencies in bulk SrCO3 and in Sr2CuO2(CO3) to the respec-

tive experimental values.

253



6.3.2 Vibrational scaling factors for harmonic frequencies

The vibrational frequencies of the ACO3 (A = Sr, Ca and Ba) series, bulk SrCO3 and Sr2CuO2(CO3)

calculated using DFT methods have shown RMSD values ranging from 26 to 136 cm−1. In

order to compensate for the differences, vibrational scaling factors have been determined

using the data points from the ACO3 series. This is to reduce the difference between cal-

culated and experimental frequencies without having to use more computationally expensive

anharmonic methods.

6.3.2.1 Linear scaling

Initially a linear scaling factor was determined and used for the vibrational frequencies. Var-

ious examples exist where scaling factors have been determined using a linear trend of the

calculated and experimental frequencies to them be applied to improve the difference in val-

ues.276, 277 By comparing the harmonic frequencies of the ACO3 (A = Sr, Ba and Ca) series

to experimental values, a linear trend has been plotted to determine a scaling factor for each

functional. An example of a linear plot for determining a scaling factor using values cal-

culated by PBEsol is shown in Figure 6.2. The equation of the line (y) and R2 for each

functional is been presented in Table 6.13.
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Figure 6.2: Theoretical and experimental frequencies obtained for ACO3 (A = Sr, Ca and Ba)

compounds compared using a linear trend method for results determined using PBEsol.

Table 6.13: The equation of line (y) and R2 values for each functional using a linear trend.

Functional Equation of the line (y) R2 value

PBE 0.9466x 0.9817

PBEsol 0.9883x 0.9898

TPSS 1.0289x 0.9956

revTPSS 1.0254x 0.9961

As expected the scaling factors for PBE and PBEsol are below 1 to decrease the calculated

values. This is to expected as the results in Table 6.1 and 6.2 show the harmonic values to

be greater than the anharmonic ones. The TPSS and revTPSS scaling factors are greater and

designed to increase the calculated values to make them closer to experimental. This is again

expected from the results reported in Table 6.2 and 6.3. These scaling factors have also been

compared to those reported for PBE, TPSS and revTPSS in Table 6.14.278–280 In the case of

PBEsol no vibrational scaling factor has been previously reported to the author’s knowledge.
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Table 6.14: The scaling factors for the functional both calculated within the project alogn

with those previously reported.

Method Scaling factor calculated Scaling factor literature

PBE 0.9466x 1.026x

PBEsol 0.9883x N/A

TPSS 1.0289x 0.996x

revTPSS 1.0254x 1.012x

The largest difference is seen for the PBE scaling factors. This has the literature value > 1

whilst that reported in this project is < 1 at 0.9466. This is likely due to the difference in

the relationship between calculated and experimental frequencies. Those reported by Alecu

are for values where the frequencies are generally lower than the anharmonic ones.278 In this

project however, the calculated frequencies for the ACO3 series are as expected greater than

experimental ones. For TPSS this is in reverse as the literature scaling factor is < 1. The

scaling factors for revTPSS are in the closets agreement.

Both the scaling factors determined in this projected and those reported in the literature were

applied to the calculated frequencies for bulk SrCO3, Table 6.15. The calculated scaling

factors showed an increase in the RMSD for PBE and PBEsol functionals whereas for TPSS

and revTPSS showed a decreased. This is likely due to the difference for PBE and PBEsol

following a less linear trend than for TPSS and revTPSS.

When the scaling factors from the literature were used it was found that the RMSD value

would increases compared to calculated scaling factors for TPSS and revTPSS. This is po-

tentially a result of the calculated scaling factors being determined using the data sets from

the ACO3 series which is similar to the bulk SrCO3 system. The literature scaling factors

were determined from an array of different molecules rather than solid carbonates.
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Table 6.15: RMSD values cm−1 for the vibrational frequencies of the carbonate groups within

SrCO3 with linear scaling factor determined both within this project, and sources from the

literature.

Functional Unscaled Calculated scaled factors Literature scaled factors

PBE 92 108 100

PBEsol 90 94 N/A

TPSS 136 119 139

revTPSS 131 116 125

For SrCO3, TPSS and revTPSS methods calculate frequencies which follow a reasonably

linear trend. Also PBE does show all the calculated frequencies as being higher to the exper-

imental, whilst TPSS and revTPSS show the majority of calculated values being lower. The

increase in RMSD for PBEsol is potentially a result of the linear scaling factor used being

too simplistic for the differences between experimental and calculated frequencies that don’t

follow a linear trend as seen in Table 6.2. One example is that of the asymmetric stretching

modes ν3 and ν3’ have one being greater to experimental values and the other being lower.

The RMSD values for Sr2CuO2(CO3), were found to increase for both PBE and PBEsol when

linear scaling factors were used, Table 6.16. This maybe a result of the difference between the

vibrational behaviour of the ACO3 groups to those in Sr2CuO2(CO3). Another possibility is

that the linear scaling method is too simplistic. Despite the vibrational frequencies behaving

harmonically some are lower than experimental. This is particularly seen for frequencies

calculated by PBEsol in Table 6.12.

Table 6.16: RMSD values cm−1 for the vibrational frequencies of the carbonate groups within

Sr2CuO2(CO3) before and after linear scaling.

Functional Unscaled Linear scaled

PBE 39 50

PBEsol 26 30
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The next set of calculations involved using a polynomial trend for the data sets to determine

quadratic scaling factors. This is a more accurate approach which will take into consideration

that the difference between experimental and computational frequencies does not follow a

linear trend.276

6.3.2.2 Quadratic scaling

In order to lower the RMSD for calculated vibrational frequencies in bulk SrCO3 and Sr2CuO2(CO3),

linear scaling factors were used. Although this type of approach was able to reduce the dif-

ference between experimental frequencies for TPSS and revTPSS in bulk SrCO3. In the case

of PBE and PBEsol the RMSD actually increased. This was also seen for the vibrational

calculations using PBE and PBEsol for Sr2CuO2(CO3). As a result, a polynomial trend for

the data points was applied to determine a quadratic scaling factor. Figure 6.3 shows an ex-

ample of a polynomial trend between the ∆anh and calculated frequencies. The equation of

the line is determined and used to calculate the quadratic scaling factor and uses data points

determined using PBEsol.

Figure 6.3: ∆anh compared to the computational frequencies for the ACO3 (A = Sr, Ca and

Ba) compounds determined using PBEsol and compared using a polynomial trend.
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For calculating the scaling factor Equations 6.7 to 6.9 were used with ω i = x. This same

value for the scaling factor was also determined using a polynomial trend for the comparison

between the experimental and calculated frequencies in Figure 6.4.

νi− x =−8x10−5x2− (−0.0867x) (6.7)

νi = x−8x10−5x2− (−0.0867x) (6.8)

νi =−8x10−5x2 +1.0867x (6.9)

Figure 6.4: Theoretical and experimental frequencies obtained for ACO3 (A = Sr, Ca and Ba)

compounds compared using a polynomial trend for results determined using PBEsol.

Quadratic scaling factors have been found to out perform that of linear models and reduce

the chances of over correcting data.276 This type of approach is also needed for cases where

the difference between calculated and experimental values do not follow a linear trend. The
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equation of the line (y) and R2 for each functional used to determine the scaling factor have

been presented in Table 6.17.

Table 6.17: The equation of line (y) and R2 values using a polynomial trend.

Functional Equation of the line (y) R2 value

PBE 9x10−5x2 + 0.8279x 0.9914

PBEsol -8x10−5x2 + 1.0868x 0.9956

TPSS -1x10−6x2 + 1.0273x 0.9956

revTPSS -2x10−5x2 + 1.0437x 0.9963

Using the equation of the line (y) a quadratic scaling factor was determined and applied to the

vibrational frequencies for each functional. The non-scaled as well as linear and quadratically

scaled RMSD values have been presented in Table 6.18 for bulk SrCO3 and Table 6.19 for

Sr2CuO2(CO3).

Table 6.18: RMSD values cm−1 for the vibrational frequencies of the carbonate groups within

SrCO3 unscaled, liner and quadratically scaled.

Functional Original RMSD Linearly scaled Quadratically scaled

PBE 92 108 119

PBEsol 90 94 81

TPSS 136 119 120

revTPSS 131 116 116

Table 6.19: RMSD values cm−1 for the vibrational frequencies of the carbonate groups within

Sr2CuO2(CO3) unscaled, liner and quadratically scaled.

Functional Original RMSD Linearly scaled Quadratically scaled

PBE 39 50 48

PBEsol 26 30 17
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In the case of bulk SrCO3 quadratically scaled values show a decrease in the RMSD com-

pared to unscaled values for all functionals except PBE. This is potentially a result of the

quadratic scaling factor over compensating the frequencies and making them lower increas-

ing the RMSD. Using a quadratic scaling factor the RMSD for PBEsol decreased from 90

to 81 cm−1. This is the lowest RMSD value of all the functional used for bulk SrCO3. This

method was also found to calculate an ∆Hrxn for SrO reacting with CO2 towards SrCO3 with

the greatest level of accuracy.

The quadratically scaled frequencies for Sr2CuO2(CO3) showed an increase in RMSD for

PBE (39 to 48 cm−1). However, in the case of PBEsol, quadratic scaling increased the fre-

quency values making them closer to experimental results and lowering the RMSD from 26

to 17 cm−1. Overall this shows that PBEsol calculates vibrational frequencies and an ∆Hrxn

value closest towards those reported for SrCO3.

The effect of linearly and quadratically scaled vibrational frequencies on the ∆Hrxn for SrCO3

and Sr2CuO2(CO3) has also been discussed. By using the scaling factors on the vibrational

frequencies the UZPE and Uvib corrections will be changed. The effect of these scaled fre-

quencies on the ∆Hrxn for SrCO3 and Sr2CuO2(CO3) are shown in Tables 6.21 and 6.22.

Table 6.20: ∆Hrxn values reported in kJ/mol for formation of SrO3 in the 2×2×2 unit cell.

Functional Original Linear Quadratic

PBE -184.2 -185.9 -187.4

PBEsol -214.3 -215.6 -214.6

TPSS -109.4 -109.9 -110.2

revTPSS -120.6 -121.4 -121.1
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Table 6.21: ∆Hrxn values reported in kJ/mol for Sr2CuO2(CO3) formation from Sr2CuO3 and

CO2.

Functional Original Linear Quadratic

PBE -1635.5 -1636.3 -1635.0

PBEsol -1731.9 -1732.1 -1730.4

In the case of SrCO3 scaling factors act to slightly improve the calculated ∆Hrxn results to the

experimental value of -234.6 kJ/mol. This improvements however is minimal with the highest

value being being from quadratic scaling for PBE by 3.2 kJ/mol. Currently there is no known

reported ∆Hrxn value for Sr2CuO2(CO3) from Sr2CuO3 and CO2. Thus, assessing how the

scaled frequencies affect the accuracy of the method for calculating the reaction enthalpy is

difficult. The results do however show that the scaling frequencies effect the original enthalpy

values by around 2 kJ/mol. This as with SrCO3 shows that these scaled frequencies have little

overall influence on the enthalpy values compared to unscaled values.

6.4 Conclusion

The vibrational frequencies of the ACO3 (A = Sr, Ba and Ca) series has been determined

using the same functionals as used for the enthalpy calculations in Chapter 5. Linear and

quadratic scaling factors were determined from these values and used to reduce the difference

between calculated and experimental frequencies for SrCO3 and Sr2CuO2(CO3).

Linear scaling factors were found to only improve the vibrational frequencies determined by

TPSS and revTPSS for SrCO3. The RMSD for all the other studies were found to increase.

This has been proposed as a result, of the differences between calculated and experimental

frequencies not following a linear trend. It was however found that the calculated linear

scaling factors performed better for reducing the RMSD than those reported in the literature

for each functional.

Quadratic scaling was found to decrease the RMSD values for all functionals except PBE in
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both systems compared to unscaled values. In the case of Sr2CuO2(CO3) quadratic scaling

was applied and resulted in the lowest RMSD when using PBEsol, whilst increasing that for

PBE. This reinforces the reliability of PBEsol for studying these types of systems as this

method also calculated enthalpy values closest towards experimental results for SrCO3, as

well as having the lowest RMSD for the vibrational frequencies.

Both scaling methods were studied for their effect on the ∆Hrxn for SrCO3 and Sr2CuO2(CO3).

Although these were able to reduce the difference towards experimental results for SrCO3.

This level of improvement varied with the highest value being 3.2 kJ/mol using quadratic

scaling for PBE. In the case of Sr2CuO2(CO3), changes in the enthalpy values from scaled

frequencies only resulted in differences that were below 2 kJ/mol. Therefore, although scal-

ing factors can improve the difference between calculated and experimental frequencies, their

overall effect on the enthalpy values is limited.
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Chapter 7

Overall Conclusion

Traditionally, research in carbon capture and storage/utilisation materials has focused on sev-

eral types of approaches. Two of these include either using simple metal oxides, AO (A =

Sr, Ca and Ba) for the chemisorbption of CO2 forming metal carbonates ACO3 or porous

materials, such as zeolites and MOFs, that have pores to store CO2 through physisorb-

tion.55, 199, 208, 214, 281 This PhD has focused on combining these principles into one class

of material towards utilising CO2 to prepare complex mixed anion solids.

Compounds with the general composition A2BX3 (A = Sr, Ba, Ca and Ce, B = Cu, Pd and

Mn, X = O and N) have been investigated for direct reaction with CO2 towards mixed anion

carbonates. These compounds show one-dimensional structures with anion vacancies that

have been previously exploited for anion insertion. In particular F− and Cl− have been used to

prepare mixed anion fluorides and chlorides.92, 93, 282 The incorporation of additional fluoride

anions can result in changing the chemical properties as seen with Sr2CuO2F2+δ , which

behaves as a high temperature superconductor. These vacancies can be described as being

similar to pores within zeolites and MOFs. Some of these compounds also contain alkaline

earth metal (Sr, Ba and Ca) oxides that can react with CO2 forming metal carbonates. As a

result, compounds with anion vacancies in their crystal structure were investigated for their

ability to insert and react with CO2. These compounds also contain alkaline earth metal (Sr,

Ca and Ba) oxides with high tendency to react and form metal carbonates.

The series of compounds investigated in this project were Sr2−xAxCuO3 (A = Ca and Ba),
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Sr2−xBaxPdO3 (x = 0 – 2) and Ce2MnN3.

Sr2CuO3 has a one-dimensional structure with chains of corner-linked CuO4 square planar

groups along the [001] direction inter layered by Sr2+ cations. It has been described as a

anion-deficient K2NiF4 type structure. The Sr2−xAxCuO3 (A = Ca and Ba) series, derived

from isovalent substitution of Sr2+ has also showing the same type of crystal structure.

An alternating gases approach was used so the Sr2−xAxCuO3 (A = Ca and Ba) series could

react directly with CO2 at 1000 ◦C. Through these reactions the formation of Sr2CuO2(CO3),

Sr1.8Ba0.2CuO2(CO3) and Sr1.75Ca0.25CuO2(CO3) was possible. By heating the starting ox-

ides in air and swapping it with CO2 at the reaction temperature decomposition towards

ACO3 (A = Sr, Ba and Ca) was mostly avoided. The isovalent substitution of strontium for

barium and calcium was carried out to assess how these changes would affect the reactiv-

ity of the compounds towards binding to CO2. Sr1.75Ca0.25CuO2(CO3) was prepared from

Sr1.5Ca0.5CuO2 using the same method as Sr2CuO2(CO3) but with the time under CO2 in-

creased from 15 to 90 minutes. The longer reaction time maybe due to Ca2+ having a smaller

ionic radii than Sr2+ causing smaller anion vacancies.122, 219 In the case of Ba2+, despite

having a larger ionic radii and a stronger affinity for reacting with CO2, the time required to

form Sr1.8Ba0.2CuO2(CO3) was the same as that for Sr2CuO2(CO3).

The quantity of CO2 utilised when forming the oxide carbonates was also determined for

each of the mixed metal oxides. The CO2 capturing capability was determined from both

the change in mass observed through TGA and from the mass % of the products formed via

Rietveld refinements. This gave values for Sr2CuO3 (3.80 ± 0.01 mmol/g), Sr1.8Ba0.2CuO3

(3.99 ± 0.01 mmol/g) and Sr1.5Ca0.5CuO3 (2.85 ± 0.01 mmol/g) from the TGA results, and

values of 4.28± 0.01 mmol/g, 4.91± 0.02 mmol/g and 3.40± 0.004 mmol/g for the mass %

respectively. These values are a result of the different phases being present from the reaction

with CO2. In the case of Sr1.8Ba0.2CuO3 greater amounts of SrCO3 was prepared from the

reaction with CO2 than with Sr2CuO3. As for Sr1.5Ca0.5CuO3, reactions with CO2 resulted

in less carbonate based products such as SrCO3 than Sr2CuO3.

The kinetics of the reaction were also determined using the TGA results that showed that

change in mass over time. It was found that the reactions of Sr2CuO3, Sr1.8Ba0.2CuO3 and

Sr1.5Ca0.5CuO3 with CO2 were all 1st order reactions. The rate of reactions k were also de-
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termined at 0.0045, 0.0048 and 0.0016 S−1 respectively. This follows the same trend with

the CO2 capturing capability, as the incorporation of barium increases the CO2 capturing re-

activity compared to the original strontium equivalent, whist calcium incorporation decreases

the reactivity.

The extraction of CO2 and repeatable reversibility was also investigated under O2 and air

respectively. The results showed that the original compounds could be re-formed in either

gas over multiple cycles.

Reactions of the Sr2−xBaxPdO3 (x = 0 – 2) series with CO2 found that below 1000 ◦C decom-

position would take place forming SrCO3 alongside either PdO or SrPd3O4. At 1000 ◦C it

was found that Sr2PdO3 would not react with CO2 even though FTIR spectroscopy indicated

the possible presence of surface SrCO3. As the content of barium increased in the starting

material it was also found that the amount of Sr/BaCO3 present from after the reaction with

CO2 also increased. Ba2PdO3 was found to react with CO2 producing Ba11Pd11O20(CO3)2

alongside BaCO3 and Pd metal. This highlights the importance of the nature of the B cations,

in particular their ability to expand their coordination number for incorporating carbonates.

Ce2MnN3 when reacted with CO2 found that the mixed metal nitride would react to give

CeO2 and MnO2. This is proposed to be a result of CO2 actually splitting in the presence

of Ce2MnN3 between 350 to 1000 ◦C providing a O2 atmosphere that reacts with Ce2MnN3

towards forming oxides. This acts as an example on how the X anion identity affects the

reactivity with CO2. It also provides a potential novel route for CO2 splitting using mixed

metal nitrides.

A computational approach was developed using density functional theory, DFT methods to

understand the thermodynamics of the reaction, Sr2CuO3 + CO2 = Sr2CuO2(CO3). Initial

case studies were carried out for formation of SrCO3 from SrO and CO2 on the surface and

in the bulk. These case studies were used to develop a methodology for understanding car-

bonate formation, as well as to asses the accuracy of different computational methods for de-

termining the enthalpy of reactions, ∆Hrxn. The exchange correction functional PBEsol was

found to be the most accurate for calculating the ∆Hrxn and vibrational frequencies compared

to experimental values. As a result, this was method was used to study the novel reaction,

Sr2CuO3 + CO2 = Sr2CuO2(CO3).
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The structural changes of Sr2CuO3 towards Sr2CuO2(CO3) upon CO2 insertion was investi-

gated alongside the reaction enthalpy. A proposed model of the structural rearrangement had

the atomic positions and unit cell parameters in Sr2CuO3 changed to that of Sr2CuO2(CO3)

with CO2 removed in the form of Sr2CuO2-O.88, 117 This possible structural rearrangement

provided SrO groups that were optimised with CO2 forming carbonates leading to the overall

formation of Sr2CuO2(CO3). This structural rearrangement results in an oxides being freed

to react with CO2 give carbonate groups. This shows that the reaction could be considered as

being that of anion incorporation rather than substitution.

Using this approach the overall reaction enthalpy, ∆Hrxn was determined as the sum of the

enthalpy of structural rearrangement ∆Hstructure and carbonate formation ∆Hcarbonate. This

shows the overall reaction as an exothermic process that agrees in line with experimental

TGA results from a heat flow vs temperature curve.

This study provides a possible explanation into why an alternating gases approach was needed.

It is proposed that only when Sr2CuO3 reacts with CO2 at 1000 ◦C that an initial struc-

tural rearrangement step can occur towards forming a "Sr2CuO2-O" type structure. This can

then be followed by carbonate formation within the structure leading towards the desired

Sr2CuO2(CO3). This has also provided an opportunity to identify different possible reaction

steps that are occurring using a computational method that would be difficult via an experi-

mental approach.

Scaling factors were found to reduce the difference between calculated and experimental

vibrational frequencies. The linear scaling factors determined in the project were also gener-

ally found to reduce the RMSD values more than those reported in the literature for certain

functionals used.279, 280 The effect of scaled frequencies on the ∆Hrxn for SrCO3 showed

an improvement of approximately 3 kJ/mol towards experimental values. In the case of

Sr2CuO2(CO3) scaled frequencies showed to only change values compared to unscaled by 2

kJ/mol.

Overall this work demonstrates the reactivity of various anion deficient mixed metal com-

pounds with CO2 towards preparing complex inorganic solids. Through an alternating gases

approach the Sr2−xAxCuO3 (A = Ca and Ba) cuprate series has been found to react with CO2

within the anion vacancies at specific temperatures. This results in the controlled synthesis
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of Sr2−xAxCuO2(CO3) compounds. It has also been found that this reaction can be reversed

up to 3 times resulting in a novel way to prepare the original oxides. Computational DFT

methods have show a proposed model for this reaction through a thermodynamics study.

This consists of a two step process with structural rearrangement followed by carbonate for-

mation. The vibrational behaviour of the carbonate groups have also been investigated with

scaling factors to decrease the difference between calculated and experimental values. The

effects of scaled frequencies on the enthalpy values has also been discussed.

Reaction of the Sr2−xBaxPdO3 series showed how the B cation needs to expand its coordina-

tion number for reacting with CO2. The work with Ce2MnN3 highlighted the importance of

the X anions to react for forming stable anionic groups to form mixed anion compounds.
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Chapter 8

Appendix

Table 8.1: The structural information of Sr2CuO2(CO3) Babu et al..80

Atom x y z site occupancy B

Sr 0.5000 0.5000 0.2283 1 0.65

Cu 0.0000 0.0000 0.0000 1 0.52

C 0.0000 0.0000 0.5000 1 0.66

O(1) 0.0000 0.5000 0.0000 1 0.78

O(2) 0.3340 0.0000 0.5000 0.25 310.564

O(3) 0.8620 0.5000 0.6460 0.25 307.932
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Table 8.2: The structural information of Sr2CuO2(CO3) Miyazaki et al..116

Atom x y z site occupancy B

Sr(1) 0.0000 0.0000 0.1140 1 0.65

Sr(2) 0.0000 0.0000 0.3860 1 0.65

Sr(3) 0.0000 0.5000 0.1042 1 0.65

Sr(4) 0.5000 0.0000 0.3810 1 0.65

Cu 0.2530 0.2480 -0.0010 1 0.34

C 0.2420 0.2490 0.2490 1 0.79

O(1) 0.2508 -0.0030 0.0100 1 0.43

O(2) 0.2520 0.0030 0.4960 1 0.43

O(3) 0.1590 0.7420 0.1830 1 0.25

O(4) 0.4160 0.7400 0.2450 1 3.3

O(5) 0.2340 0.2970 0.1682 1 3.3

Table 8.3: Structural data of Sr2CuO2(CO3) obtained from PXRD analysis and Rietveld re-

finements using the model by Babu et al..80

Atom x y z Multiplicity Occupancy Uiso

Sr1 0.5 0.5 0.22705(4) 2 1 0.00927

Cu1 0 0 0 1 1 0.00411

C1 0 0 0.5 1 1 0.00028

O1 0 0.5 0 2 1 0.01121

O2 0.34747(6) 0 0.5 4 0.25 0.01417

O3 0.84321(4) 0 0.64463(9) 8 0.25 0.01417
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Table 8.4: Refined structural data of prepared Sr1.8Ba0.2CuO2(CO3).

Atom x y z Multiplicity Occupancy Uiso

Sr1 0.5 0.5 0.2292(7) 2 0.9 0.00283

Cu1 0 0 0 1 1 0.00027

C1 0 0 0.5 1 1 0.01900

O1 0 0.5 0 2 1 0.00527

O2 0.3894(3) 0 0.5 4 0.25 0.01308

O3 0.8662(4) 0 0.6330(1) 8 0.25 0.01308

Ba1 0.5 0.5 0.2292(7) 2 0.1 0.00283

Table 8.5: Structural data of Sr1.75Ca0.25CuO2(CO3) prepared.

Atom x y z Multiplicity Occupancy Uiso

Sr1 0.5 0.5 0.2272(1) 2 0.875 0.01029

Cu1 0 0 0 1 1 0.01619

C1 0 0 0.5 1 1 0.00867

O1 0 0.5 0 2 1 0.02834

O2 0.3426(4) 0 0.5 4 0.25 0.05421

O3 0.8389(6) 0 0.6488(5) 8 0.25 0.05421

Ca1 0.5 0.5 0.2272(1) 2 0.125 0.01029
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