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Abstract 

Modern combustion systems in industrial applications, from the gas turbine to aero or rocket 

engines, have become more critical during the last few years due to an exponential increase 

in commercial air traffic, resulting in an elevated level of atmospheric pollution in the form of 

exhaust smoke. To develop an efficient combustion system under variable load conditions, 

bias flow has been introduced progressively in the flame tube to decrease the temperature 

of the combustor liner in a consistent manner. Additionally, it is introduced as a passive 

damping device to increase the acoustic energy absorption from the system.  

This thesis amalgamates gas turbine combustor liner acoustic and static pressure 

measurements, along with their predictions. The primary objective of this investigation is to 

identify the passive damper maximum acoustic energy absorption properties. It will also 

collect information for designers to develop a cylindrical combustor liner geometry, along 

with flow factor, thermodynamic property and acoustic factors. A series of experiments was 

conducted, and the outcome of the investigation was compared with prior research, 

simulated data, and predictions to validate how this examination can be fundamental in 

advancing modern combustion systems.  

The results suggest that non-zero bias flow can greatly improve energy absorption and shift 

the peak frequency; the system operates as a Helmholtz resonator. Static pressure 

measurements suggest that as the mass flow rate changes, so too does pressure ratio, which 

creates a nonlinear absorption property of the combustor. The liner with the lowest porosity 

creates the pressure curve for double layer combustors. This could prove useful in assisting 

architects to utilize the combustor as a damper, metering liner or, indeed, a combination of 

both. A semi-empirical hybrid model is developed based on experimental data.
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𝑝 Acoustic pressure or pressure of the incoming sound wave 
𝑝̇ Wave propagation positive acoustic pressure 
𝑝̅ Wave propagation negative acoustic pressure 
𝑝0 Reference sound pressure 
𝑃̅ Average acoustic power 
𝑃𝑇  Total pressure 
𝑝+ High mean pressure amplitude 
𝑝− Low mean pressure amplitude 
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𝑝𝑢 Upstream pressure 
𝑝𝑑  Downstream pressure 
𝛥𝑃 Pressure drop or pressure difference 
𝑝′ Fluctuating pressure 

𝑝1,2 Pressure exerted by aperture 1 at aperture 2 
𝑝𝑐  Acoustic pressure in the cavity 
𝑝𝑝𝑐  Starting acoustic pressure in the cavity 

𝑃𝑟 Prandtl number 
𝑃1,𝑃2,𝑃3 𝑃4 Complex sound pressure signal followed by distance 𝑥1, 𝑥2, 𝑥3 & 𝑥4 

𝑃𝐴,𝑃𝐵  The pressure at the liner and rear of the cavity 
𝑃𝑏𝑒  Pressure loss term external to the orifice 

𝑝𝑚𝑎𝑥  Maximum sound pressure measured in a tube 
𝑝𝑚𝑖𝑛 Minimum sound pressure measured in a tube 

𝑄 Acoustic volume flow 
𝑄𝑇  Total volume flow rate 
𝑟 The radius of the aperture or orifice 
𝑟̇ The radial component of a cylindrical coordinate system 
𝑅 Acoustic resistance 
R Specific gas constant 

 R𝑚 Molar gas constant 
𝑅𝑏 Nonlinear resistance due to large amplitude of acoustic velocity 
𝑅𝑠 Specific acoustic resistance 

𝑅𝑝𝑜 Porous Reynolds number 

𝑅𝑙 Specific acoustic resistance for larger hole 
𝑅𝑖  Internal resistance due to viscous loss in the hole 
𝑅𝑒 External resistance due to external to the hole 

𝑅̇ Reflection Coefficient 

𝑅̈ Dimensionless fluidic damping Coefficient 
𝑅𝑐 Acoustic resistance due to cross-flow 

𝑅̇ℎ Normal incident reflection coefficient hard-back 
𝑟0 The radius of the aperture in a boundary 
𝑟𝑏 The radius of the tube 
𝑅𝑝 Poiseuille’s coefficient 

𝑅𝑓 Resistance coefficient as a function of frequency 

𝑅𝑑 Downstream reflection coefficient 
𝑅𝑛 Nominal end correction resistance 

𝑅𝑛𝑙𝑟 Melling nonlinear resistance 
𝑅𝑟𝑎𝑑  Radiation resistance 
𝑅𝑜𝑠𝑟 Orifice surface resistance 
𝑅𝑖𝑛ℎ Ingard nominal Helmholtz type loss resistance term 
𝑅𝑖𝑛𝑝 Ingard nominal Poiseuille type loss resistance term 

𝑅𝑠𝑛ℎ Sivian nominal Helmholtz type loss resistance term 
𝑅𝑠𝑛𝑝 Sivian nominal Poiseuille type loss resistance term 

𝑠 Laplace variable 
𝑆 Attached mass area of the orifice 

𝑆ℎ Shear number  
𝑆𝑖  Inner liner area 
𝑆𝑜  Outer liner area 
𝑆𝑝 The cross-sectional area of the duct 

𝑆𝑐  The cross-sectional area of the annular cavity along with the boundary condition 
𝑆𝑡 Strouhal number due to bias flow 

𝑆𝑡𝑎𝑐  Acoustical Strouhal number 

𝑆̅ Duct cross-section 
𝑆𝑝 The cross-sectional area of the duct 

𝑡 Time 

𝑇̇ Transmission coefficient 
𝑇𝐿𝑛 Normal incident transmission loss 
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∆𝑇 Temperature difference 
𝑢 Acoustic particle velocity 
𝑢̅ Negative acoustic particle velocity 

𝑢𝑛 Nonlinear effect of acoustic velocity normal to the liner surface 
𝑈𝑇 Total acoustic particle velocity 
𝑢ℎ Particle velocity through the single hole 
𝑢𝑢𝑐 Orifice acoustic particle velocity in the cavity 
𝑢̇ Perturbation velocity 
𝑈 Mean perturbation or bias flow velocity 
𝑢𝑐  Mean vortex shed velocity along the plane of the aperture due to bias flow 
𝑢𝜏 Friction velocity of cross flow 
𝑢′ Fluctuating axial velocity 
𝑢̅𝑐  Mean cross-flow velocity 
𝑢̂ The complex amplitude of controlled flow velocity through the lined duct section 
𝑢̂1 The complex amplitude of the particle velocity in the cavity along the rigid wall 
𝑈𝑠 Tangential velocity amplitude 

𝑢𝑟𝑚𝑠 Root mean square value of the acoustic particle velocity 
𝑣 Velocity related to the acoustic pressure 
𝑉𝑐  Combined hole velocity of the liner 
𝑉𝑤 The radial mean velocity of the inner liner 
𝑉𝑆 RMS signal voltage 
𝑉𝑁 RMS noise voltage 
𝑉𝑛 Average duct velocity 
𝑣̂1 In word fluctuating liner bias flow velocity 
𝑊𝑖  Incident sound power 
𝑊𝑡 Transmitted sound power 
𝑥 Axis or co-ordinate 
𝑋 Reactance 
𝑋𝑐  Combined mass reactance 
𝑥𝑖  Length of the inner liner 
𝑥𝑜  Length of the outer liner 
𝑋𝑐  Reactance due to cross-flow 
𝑦𝑖  Width of the inner liner 
𝑦𝑜 Width of the outer liner 
𝑝𝑇  Total acoustic pressure 
𝑣𝑇 Total acoustic velocity 
𝑍 Acoustic impedance 
𝑍𝑎 Normal surface impedance due to anechoic termination 
𝑍𝑐  Characteristic Impedance 
𝑍𝑒 Impedance due to end correction 
𝑍𝑝 Non-dimensional specific acoustic Impedance of the perforated plate 

𝑍ℎ Non-dimensional specific acoustic Impedance of the single hole 
𝑧𝑙 Impedance due to thickness 

∆𝑍𝑖 , ∆𝑍𝑜 The specific acoustic impedance of inner and outer liner orifice 
𝑍𝑏 The impedance of the perforation due to bias flow 
𝑍𝑡 Total Impedance 
zs Specific acoustic impedance 
𝑍𝑒 Impedance due to the radiation reactance or external 
𝑍𝑥 Specific acoustic reactance 
𝑍𝑑  Normal surface impedance of the air layer 
𝑍𝑐𝑎  Impedance due to the cavity 
𝑍𝑝𝑒𝑟 Impedance due to the perforation 

𝑍𝑖𝑒 Impedance due to interaction end correction 
𝑍𝑎𝑏 Total collected impedance 
𝑍𝑠𝑟 Helmholtz type surface resistance 
𝑍𝑠 Impedance due to the surface resistance 
𝑍𝑐𝑟  Impedance per unit length Crandall solution 
𝑍1,2 Interaction specific impedance 
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𝑍𝑏𝑒 Bellucci impedance due to perforation 
𝑍𝑏𝑒𝑠 Bellucci perforated screen impedance with cavity 
𝑍𝐽𝑖𝑛𝑔 Jing and sun normalised specific acoustic impedance 

𝑍𝑚𝑒 Melling impedance term 
𝑍𝑏𝑒𝑡𝑡𝑠 Betts impedance term 

𝑍𝑡ℎ Thurston impedance term 
 Greek Symbols 

𝜌 Density of air 
𝛽 Viscous penetration depth 
𝛾 Real part of the resistance 
𝛿 Imaginary part of the reactance 
𝜔 Angular frequency 
𝜔̇ Curl Vorticity 
𝜔̈ Mean perturbation vorticity 
𝜔 Perturbation vorticity along azimuthal direction  
𝜎 Porosity 
𝜎1 The porosity of the inner liner 
𝜎2 The porosity of the outer liner 
𝜍 Pressure loss coefficient assumed time independent 
𝜉 Fluid displacement particle velocity 

𝛿𝑝𝑐  An argument for change in modulus of starting pressure in the cavity 
𝛿𝜑𝑝𝑐 𝑝⁄  Change in starting pressure in the cavity 

𝓋𝑜, 𝓋𝑖  Outer and inner liner orifice acoustic velocity 
𝜌̅ Fluctuating density 

𝜌, 𝜌𝑐 , 𝜌𝑜 The density of air corresponding to local duct, cavity, and outer liner 
𝑐, 𝑐𝑐 , 𝑐𝑜 Speed of sound local corresponding to duct, cavity, and outer liner. 

𝜑 Pressure gradient parallel to the 𝑥-axis 
Ø Equivalent diameter 

𝜓+, 𝜓− Characteristics quantities forward and backwards travelling wave 
𝜔 Angular frequency 
ν Kinematic viscosity 
ν′ Effective kinematic viscosity 

𝜓(𝜎) Polynomial approximation of Fok function 
𝜁 Interaction parameter or correction factor 
𝛾̇ The ratio of specific heat capacity 
𝜇 Dynamic viscosity 
𝜇′ Effective dynamic viscosity 
𝜆 Wavelength 
𝛾𝑐  Specific heat capacity in the cavity 
∆ Absorption coefficient 

∆̈ Dissipation coefficient 
𝜂1 Compliance of the inner liner 
𝜂2 Compliance of the outer liner 
𝜂𝑡 Total compliance of the liner 
𝛿12 Interaction end correction 
𝑣̂1 Inward fluctuating bias flow velocity 
𝑣̂2 Inward fluctuating bias flow velocity through the outer liner 

 Subscript and Superscript 
+ Positive 𝑥-direction, in word flow 
− Negative 𝑥-direction, out word flow 
𝑒 External 
𝑖 Internal or in 
𝑜 Out 
𝑐 Cavity 
𝑎 Anechoic termination 
b Rigid or open-end termination 
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 Acronyms 
𝐹𝑅𝐹 Frequency Response Function 
𝐹𝐹𝑇 Fast Fourier Transform  
𝑆𝑁𝑅 Signal to Noise Ratio 
𝑆𝑃𝐿 Sound Pressure Level 
𝑅𝑀𝑆 Root mean square 
MPP Micro-Perforated Panel 
𝑂𝐻𝑉 Orifice Hole Velocity 
𝐻𝐴𝑇 Hot Acoustic Test  

𝑇𝑀𝑀 Two Microphone Method 
PBF Perforate Bias Flow 
𝑇𝐿 Transmission Loss 

𝑈𝐻𝐴𝑅𝐶 University of Hull Acoustic Research Centre 
𝐹𝐹𝑇 Fast Fourier Transform 
𝑈𝐻𝐶 Unburnt Hydrocarbon 
𝐾𝑇𝐻 Royal Institute of Technology 
𝑁𝐿𝑅 National Aerospace Laboratory 
𝐷𝐿𝑅 German Aerospace Centre  

𝐴𝑆𝑇𝑀 American Society for Testing and Materials 



 

2 | P a g e  
 

 Introduction 

In a gas turbine, the layout of the holes in a combustor’s wall geometry is determined by 

combustion and cooling requirements. In new combustor designs, conversion of acoustic 

energy into mechanical energy, thus increasing the output turbine efficiency, plays a vital role 

in the current marketplace. Tighter emission controls and concerns to reduce combustion 

noise levels are also imperative in new designs. The function of a conventional combustion 

chamber can be explained as follows. The combustion liner introduces additional air in the 

combustion process, which cools down hot gas before it enters the turbine. It also cools down 

the combustion chamber wall and controls the total amount of air introduced into the 

combustion process (Soares, 2011).  

In a modern combustor, flow distribution has changed drastically. Lean combustion systems 

demand more air in the combustion chamber and, as a result, reduction of the cooling of hot 

gases before they enter the turbine becomes necessary. Usually, the combustor operates at 

high pressure and high temperature, with a relatively low mean velocity within the 

combustion chamber (Lefebvre & Ballal, 2010). The overall pressure ratio is defined as the 

pressure at the inlet and the pressure delivered to the combustor (Saunders, 1996). Standing 

gas turbines characteristically operate at pressure ratios between 10 and 25. The turbine inlet 

temperature is known as the characteristic temperature, which is the temperature of the flow 

from the combustor towards the inside of the turbine. From an efficiency point of view, a 

high-temperature inlet flow is essential. The maximum temperature is limited to the material 

characteristics of the turbine blade and a functional cooling system. At present, a 

temperature of around 1900K can be accomplished (Gas-Turbine-Industries, 2011), whereas 

theoretical values are between 1300-1700K (Bräunling). However, the flame temperature 

inside the combustor can be as high as 2200-2600K (Bräunling). The lean-burn temperature 

is usually below 2000K (Lefebvre & Ballal, 2010). The cooling of air delivered by the 

compressor is normally between 500-800K (Saunders, 1996). For pre-mixed flames, the flow 

velocity is restricted by the flashback and blow-off limits. A flashback occurs at low flow 

velocities while the flame propagates upstream to the source, where flow velocity is slower 

than the flame speed. In order to stabilise the flame, the flow velocity exceeds the flame 

speed of a real combustor. The upper limit of the flow velocity is given by the blow-off 
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condition, where the flame cannot be stabilised and is convected downstream by the flow 

(Lieuwen, 2012). From the second restriction, the mean Mach number in the combustor is 

fairly low - commonly around 0.05 (Lieuwen & Yang, 2005). The velocity of the bias flow 

through the perforated wall is determined by the pressure drop across the wall from a static 

pressure measurement. At typical operating conditions there is a 3 % pressure drop (Rupp et 

al., 2012). Thermo-acoustic instabilities in a gas turbine combustor are typically observed at 

a frequency range of 100-1000 Hz (Krebs et al., 2005; Mongia et al., 2005). In this present 

investigation, calculations are carried out over a frequency range of 0-1000 Hz, as described 

in section 4.14, and overall energy balance plus signal analysis, in section 5.3, over a frequency 

range of 50-1000 Hz. The actual frequency range depends on the combustor geometry and 

the operating conditions. Thus, the frequency is not fixed, but potentially changes during 

operation. The performance factors of gas turbine combustors include a multitude of 

parameters that might be relevant for the acoustic performance of the liner; these 

parameters are commonly classified into four groups based on their physical derivation, as 

set out below.  

➢ Geometric factors 
a) Orifice geometry  
b) Orifice orientation 
c) Cavity depth 

➢ Thermodynamic factors 
a) Pressure 
b) Temperature 

➢ Flow factors 
a) Bias flow 
b) Cross-flow 

➢ Acoustic factors  
a) Frequency  
b) Amplitude 

Some of these factors are fixed by the operating conditions and cannot be modified. Thus, an 

additional classification can be made into dependent and independent factors. The 

dependent factors cannot be manipulated as a design tool to increase acoustic performance; 

they are fixed by the operational requirements of the gas turbine combustor. Nonetheless, 

their impact on performance is of great importance. The independent parameters can be 

adjusted within certain limits to optimise the damping process (Lahiri, 2014).  

1.1 Instabilities  

In a gas turbine combustion system, due to unsteady heat release by the propagation of the 

flame, combustion instability occurs. The majority of the instabilities occurring in gas turbine 

combustors is due to the resonance interaction between the combustion and coupling mode. 

When the natural resonance time-period of the flow comes close to the characteristic time-

period of the combustion process, combustion instability occurs. The response process 
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relates from the downstream flow to the upstream flow section, in which condition 

perturbations are initiated (Lieuwen, 2012). Consequently, acoustic wave propagation is 

typically responsible for the response path. This coupling process may involve convective 

modes such as entropy waves, stagnation enthalpy, temperature fluctuations, and vorticity 

convection etc. In such a fluctuation, the downstream end of the combustor flow is reflected 

in the form of upstream propagating pressure waves. Aside from acoustic instability, other 

forms of instability can disturb the system, such as unsteady heat release, unsteady strain 

rate, flame propagation, vortex interaction, flame coupling, and the interaction of perturbed 

flame within the boundaries (Goh & Morgans, 2013). 

 
 

 

Figure 1.1 Siemens SGT-400 gas turbine & combustion hardware 

 (Siemens, 1996 – 2019; Welch & Igoe, 2013).  

Siemens SGT-400 Gas Turbine is a twin shaft engine for mechanical drive power generation 

(Siemens, 1996 – 2019). Figure 1.1 shows the cross-sectional view of the SGT-400 Gas Turbine 

above and the Siemens small Gas Turbine combustion hardware below. These dampers are 

known as passive acoustic dampers and have been investigated by many researchers in order 

to optimise their performance (Ingard, 1953; Keller & Zauner, 1995; Rayleigh, 1945a). The 
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properties of absorption or dissipation depend on the geometry of the perforation and 

acoustic excitation (Cummings, 1984; Hersh et al., 2003; Ingard & Ising, 1967; Maa, 1998).  

1.2 Motivation 

Acoustic waves are a different type of pressure disturbance, which can propagate through a 

compressible fluid. When sound waves propagate through a compressible fluid such as air, 

the molecules move back and forth – or vacillate – in the direction of propagation, producing 

adjacent regions of compression and expansion. This introduces momentary changes to the 

ambient values of pressure and density (Seybert, 2000). The ambient pressure and density 

are assumed to be independent of the position of the point, i.e. the fluid is assumed to be 

homogeneous. The disturbance to the ambient pressure is known as acoustic pressure, which 

is a scalar. The process of compression and expansion also results in motion of the particles 

of the fluid about the point. The velocity of this motion is so-called particle velocity, which is 

a vector. The term particle of the fluid means a volume element large enough to contain 

millions of molecules so that the fluid may be viewed as a continuous medium, yet small 

enough that all acoustic variables may be considered nearly constant throughout the volume 

element (Kinsler et al., 1999). In order to articulate the mathematical description of acoustic 

waves, several assumptions are commonly employed: viscous forces are neglected, the fluid 

is inviscid; body forces such as gravity are neglected; fluid properties are homogeneous, 

isotropic, and perfectly elastic or obey the Ideal Gas Law; and the acoustic disturbances are 

small. In most cases of noise control, acoustic variables such as acoustic pressure and particle 

velocity are much less than the ambient value. The analysis of small disturbances to the 

ambient state of the fluid is referred to as linear acoustics (Seybert, 2000). 

1.3 Framework 

In a conventional combustor, chamber holes are used for cooling requirements. Early gas 

turbine engines used a single chamber called a can-type combustion chamber, or flame 

holder. The cooling chamber allows the neck and cavity to be cooled with compressed airflow. 

The oldest combustion chamber has larger holes towards the rear of the liner for dilution and 

cooling purposes, before the gas enters the turbine. The total amount of air introduced in the 

combustion chamber is usually classified as primary air introduced through the whirler, and 

secondary air presented through the larger holes (Foltz, 1993). A recent investigation (Lahiri, 

2014) shows that introducing airflow through the liner not only cools the combustor chamber, 
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but also absorbs the acoustic pressure. Researchers and developers are investigating orifice 

shape, geometry and orientation and, additionally, introducing modified bias flow to control 

thermoacoustic instability and lower 𝑐𝑜2  emissions from the exhaust system. Bias flow 

velocity is the velocity that is related to the absorption of sound. Efficient combustion has 

become more and more critical during the last few years because of the rapid growth in 

commercial air traffic and consequent increase in atmospheric pollution in the form of 

exhaust fumes (Gerendas et al., 2003). Advanced combustors are designed for low emissions 

and higher efficiency, which is achieved by rearranging the liner walls and introducing a large 

number of small holes into the system. Variable parameters are orifice angle, orifice 

orientation, porosity, axial pitch distance, wall thickness, the diameter of the orifice, and the 

introduction of a double-layer combustor liner. The temperature of hot air produced by a 

combustor is much too high to enter the turbine. To cool down the hot air uniformly, bias 

flow has been introduced progressively in the flame tube. Approximately a third of it is used 

to reduce the gas temperature in the zone of dilution, and rest is used for cooling the 

combustor walls. This is carried out by introducing bias flows that flow along the internal 

surface of the flame tube, isolating it from combustion gases (Haynes et al., 2006). Usually, a 

gas turbine operates at high temperature and pressure, with low mean flow velocity. The gas 

turbine has a lower pressure ratio compared to aero engines. The terms compression ratio 

and pressure ratio are used interchangeably. Gas turbine characteristics depend on 

performance ratings, based on the temperature of the flow from the combustor and inward 

bound to the turbine. For efficiency, the turbine inlet temperature is critical; meanwhile, the 

maximum temperature is limited by the material characteristics of the turbine blade and 

cooling system. 

1.4 Thesis objective 

The objective of this thesis is to measure the damping effect in a range of liners. This can be 

done by using the two-microphone method or the transfer-matrix method. The two-

microphone method (TMM) is used for acoustic analysis as, when both calculations were 

tested, it was found that this method provides greater accuracy. Therefore, on successfully 

determining the liner-damping effect based on single and double-layer liners, it is necessary 

to outline the effect of bias flow in a cylindrical combustor liner. To execute that experimental 

analysis effectively, 13 different sets of combustor liner arrangement have been laid out, 



 

7 | P a g e  
 

including a dummy liner, as shown in Table 4.5. Dummy liner acoustic analysis provides a 

benchmark and indicates the accuracy of the acoustic measurement technique. A one-

dimensional plane wave was considered for this experiment but acoustic energy flowed from 

the upstream section to the downstream section, thus the one-sided definition of absorption 

or dissipation is applied to the experiments and models. An experiment is carried out for the 

no flow and non-zero bias flow cases. The semi-empirical hybrid model is developed for the 

no flow acoustic analysis only. For each combustor liner configuration, acoustic analysis is 

carried out to measure transmission loss, absorption, or dissipation coefficient, resistance and 

reactance terms. Static pressure measurement is carried out to calculate the discharge 

coefficient of the orifice, Mach number, pressure ratio, and orifice hole velocity etc. 

Subsequently, comparison of the prediction with the experiment dummy liner signal analysis, 

and overall energy balance calculation, is analysed to develop two-factor authentication and 

model validation. 

1.5 Thesis outline 

This thesis is organised into five chapters and two appendices as follows: 

Chapter 1 - the introduction, discusses instabilities, the research motivation, framework, and 

thesis objective. Furthermore, gas turbine operating boundary conditions, thermo-acoustic 

instabilities, pressure drops, and various physical parameters are also discussed. 

Chapter 2 discusses the background theory and contains a literature review of the current 

state of the art technology, which includes past and recent developments of various analyses 

and models, including end correction, and orifice interaction effect.  

Chapter 3 examines the preliminary impedance model. The numerical analysis is undertaken 

to represent the prediction of experiment for the no flow condition. It describes the impact 

of total impedance such as impedance due to perforation, impedance due to the end 

correction, impedance due to surface resistance, impedance due to the interaction end 

correction, and impedance due to the cavity. From the collected impedance, the magnitude 

of the reflection and absorption profile is developed.  

Chapter 4 discusses static pressure measurement and acoustic analysis. Static pressure 

measurement explains how the discharge coefficient of the orifice is developed. It is essential 

for real combustor design to discuss the procedure of developing a discharge coefficient of 

the orifice. It is also essential to designate whether the liner acts as a damper or pressure 
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controller, or both. In addition, discharge coefficient versus mass flow rate, and discharge 

coefficient versus pressure ratio are exhibited. A one-dimensional plane wave is introduced 

into the cylindrical combustor liner to draw acoustic analysis. No flow and non-zero bias flow 

cases are presented in terms of transmission loss, absorption, and dissipation coefficient.  

Chapter 5 evaluates the validation of numerical analysis and presents a comparison of the 

prediction with data and experiments carried out in UHARC. This semi-empirical hybrid model 

can predict liner resistance and reactance terms along with the absorption profile. For 

simplicity, to create a two-factor authentication a dummy liner acoustic analysis is compared 

with the prediction. Additional acoustic analysis is interpreted in terms of signal and 

integrated energy, which can be beneficial to designers. 

Chapter 6 summarises the conclusions and achievements of this research contribution. In 

addition, the limitations of the model, drawbacks of the experiment and suggestions for 

future research are discussed. 

Appendix-A describes a Hot Acoustic Temperature (HAT) test rig project proposal. The main 

purpose of designing the test rig is to examine the impedance effect in high temperature 

regions. No flow and non-zero bias flow experiments can be carried out up to 773K 

temperature region with a usable frequency range of 85-2000 Hz.  

Appendix-B demonstrates the resonator performance factor of circular orifice and slots type 

shape. The purpose of this additional experiment is to examine the behaviour of circular and 

slots type orifice damping factors, magnitude, and phase in frequency response function 

(FRF). 
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 Literature review 

In this literature review section, the primary focus is to establish the current technological 

development, along with previous findings, to define more clearly acoustic impedance, 

acoustic analysis of transmission loss, and absorptive and dissipative energy loss from the gas 

turbine combustor in the presence of bias flow.  

2.1 Acoustic impedance 

There are common boundary conditions for the solution of the Helmholtz equation, which 

are categorised as either active or passive boundary conditions. Active boundary conditions 

are those in which there is either motion or sound pressure on the boundary (Seybert, 2000). 

An active boundary condition occurs when the sound pressure is acknowledged. The second 

type of active boundary condition occurs when the normal velocity is acknowledged. A 

passive boundary condition occurs when sound is reflected from a passive surface, i.e. 

absorbing the material in contact within the medium. When acoustic waves come into contact 

with the surface of the fluid, the amplitude and the phase of the reflected wave relative to 

the incident wave depend on the acoustic impedance 𝑍 of the surface or boundary. Acoustic 

impedance is the ratio of complex acoustic pressure 𝑝 to acoustic volume flow 𝑄 (Rayleigh, 

1870; 1945c) shown in equation (3.21), where acoustic particle velocity 𝑢 passes through the 

aperture area 𝐴. The acoustic impedance at a particular frequency indicates how much sound 

pressure is generated by the vibration of molecules of a particular acoustic medium at a given 

frequency. 

 𝑍 =
𝑝

𝑄
=

𝑝

𝐴𝑢
 (2.1) 

The acoustic impedance determines the acoustic interaction between coupled regions of fluid 

because it indicates the degree of similarity between the acoustic properties of the regions. 

This determines the degree to which acoustic waves in one region are reflected and 

transmitted at the interface. It is also used to analyse the interaction between the fluid and 

solid systems with regards to sound absorption, reflection, and transmission. The acoustic 

impedance is a vector since it is the ratio of complex acoustic pressure as a scalar, and acoustic 

particle velocity as a vector (Dietrich, 2013). The direction of impedance is determined by the 

direction of particle velocity passing through the aperture area. The ratio of acoustic pressure 
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in a medium to the associated particle velocity is defined as the specific impedance 𝑧𝑠 . It can 

be expressed in units of Rayl.  

 𝑍𝐴 = 𝑧𝑠 =
𝑝(𝑥, 𝑡)

𝑢(x, t)
 (2.2) 

For progressive plane waves, specific impedance is a real quantity called the characteristics 

impedance since the pressure and particle velocity are in phase. 

 𝑧𝑠 =  
𝑝(𝑥, 𝑡)

𝑢(𝑥, 𝑡)
=

𝜌𝑐𝑗𝜔𝐴𝑒𝑗(𝜔𝑡−𝑘𝑥)

𝑗𝜔𝐴𝑒𝑗(𝜔𝑡−𝑘𝑥)
= 𝜌𝑐 = 𝑍𝑐  (2.3) 

The product of the fluid density by the speed of sound 𝑐  in fluid density 𝜌  defines a 

characteristic property of the medium, and therefore it is often called the characteristic 

impedance 𝑍𝑐 . For standing plane waves and diverging waves, specific impedance is a 

complex quantity, where 𝑗  is the complex number, 𝜔  is the angular frequency, 𝑘  is the 

wavenumber, and 𝑡 is the time. 

 Superposition of two waves propagating in opposite directions 

The pressure and the velocity, for a wave propagating toward the positive 𝑥-direction 

 𝑝̇(𝑥, 𝑡) = 𝐴𝑢
+𝑒𝑗(𝜔𝑡−𝑘𝑥) (2.4) 

 𝑢(𝑥, 𝑡) =
𝐴𝑢

+

𝑍𝑐
𝑒𝑗(𝜔𝑡−𝑘𝑥) (2.5) 

 

 

Figure 2.1 Plane waves propagate both in the 𝑥 direction and in the opposite direction. 

The pressure and the velocity, for a wave propagating toward the negative 𝑥-direction 

 𝑝̅(𝑥, 𝑡) = 𝐵𝑢
−𝑒𝑗(𝜔𝑡+𝑘𝑥) (2.6) 

 𝑢̅(𝑥, 𝑡) = −
𝐵𝑢

−

𝑍𝑐
𝑒𝑗(𝜔𝑡+𝑘𝑥) (2.7) 

Where 𝐴𝑢
+ is the incident and 𝐵𝑢

− is the reflected complex amplitude of a plane wave, 𝑝̇ and 𝑝̅ 

is the wave propagating positive and negative acoustic pressure, 𝑢  and 𝑢̅  is the wave 

𝑥1 𝑥2 
𝑥 

 

𝑝̇ 
 

𝑝̅ 
 𝑑 

 𝑍(𝑥1) 𝑍(𝑥2) 
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propagating positive and negative acoustic particle velocity (Allard & Attala). Figure 2.1 shows 

that two waves propagate in opposite directions parallel to the 𝑥- axis. If the acoustic field is 

a superposition of the two waves described by the above equations (2.4),(2.5),(2.6),(2.7) then 

the total pressure 𝑃𝑇(𝑥, 𝑡), and total velocity 𝑈𝑇(𝑥, 𝑡) are 

 𝑃𝑇(𝑥, 𝑡) = 𝐴𝑢
+𝑒𝑗(𝜔𝑡−𝑘𝑥) + 𝐵𝑢

−𝑒𝑗(𝜔𝑡+𝑘𝑥) (2.8) 

 𝑈𝑇(𝑥, 𝑡) =
𝐴𝑢

+𝑒𝑗(𝜔𝑡−𝑘𝑥) − 𝐵𝑢
−𝑒𝑗(𝜔𝑡+𝑘𝑥)

𝑍𝑐
 (2.9) 

A superposition of several waves of the same 𝜔 and 𝑘  propagating in a given direction is 

equivalent to one resulting wave propagating in the same direction (Mathews Jr, 1986). The 

ratio 𝑃𝑇(𝑥2, 𝑡) 𝑈𝑇(𝑥2, 𝑡)⁄  is called impedance at 𝑥2 . Also, we can evaluate the following 

expression  

 𝑍(𝑥1) = 𝑍𝑐

−𝑗𝑍(𝑥2)cot (𝑘𝑑) + 𝑍𝑐

𝑍(𝑥2) − 𝑗𝑍𝑐cot (𝑘𝑑)
 (2.10) 

where 𝑑 is a depth between 𝑥2 − 𝑥1. The impedance at 𝑍(𝑥1) equation (2.10) is known as the 

transcendental equation (Allard & Attala). The details of the transmission line theory will be 

discussed in section 3.4.  

 Cavity impedance for double liner 

An alternative cavity impedance model for a double liner equation is given below with a 

cavity-backed thin layer 

 

Figure 2.2 Double liner impedance model for cavity-backed thin layer.  

Figure 2.2 shows an alternative cavity impedance model for double liner cavity-backed thin 

layer. Where 𝑑 is the cavity depth, 𝑍1 represents the effective characteristic impedance of 

the ‘layer’ (𝜌𝑐 to a first approximation) of thickness 𝑑′ is the effective cavity depth (distance 

𝑍1 
 

𝑑 
 

𝑑′  
 

𝑍𝑐𝑎  
 

𝑍2 
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in between the perforated cylinders), 𝑍𝑐𝑎  is the impedance due to the cavity, and 

𝑍2=cot(−𝑗𝑘𝑑).  

 𝑍𝑐𝑎 = 𝑍1 [
{𝑍2  −  𝑖𝑍𝑐 tan(𝑘𝑑′)}

{𝑍𝑐  −  𝑖𝑍2 tan(𝑘𝑑′)} 
 ] (2.11) 

Double liner cavity-backed thin layer impedance model equation given in (2.11).  

 The acoustic impedance of a single hole 

From equation (2.3) the specific acoustic impedance of a single hole can be written as the 

pressure difference across the hole over the particle velocity through the hole 𝑧𝑠 =

𝑝+ − 𝑝− 𝑢ℎ⁄  

 

Figure 2.3 Schematic diagram of acoustic pressure difference of a single hole. 

Figure 2.3 displays the acoustic impedance of a single hole, where 𝑢ℎ is the acoustic particle 

velocity through the single hole and 𝑝+ − 𝑝− represents pressure amplitude difference across 

the hole. Unfolding the neck or hole dynamics the specific impedance of the hole can be 

written as 

 𝑧𝑠 = 𝑍𝐴 =
𝑝+ − 𝑝−

𝑄
 𝐴 = 𝜌𝑙′𝑠 (2.12) 

where 𝑙′ is the extra mass of the fluid (BARON RAYLEIGH, 1871; Rayleigh, 1945a). By changing 

the Laplace variable 𝑠 in equation (2.12) to 𝑗𝜔 results in the specific acoustic impedance in 

the frequency domain (Deicon Dynamics & Control, 2009). This frequency-dependent, 

complex specific acoustic impedance is given in equation (2.13) 

 𝑧𝑠 = 𝑗𝜌𝑙′𝜔 (2.13) 

The specific acoustic impedance of a single hole 𝑍ℎ  is generally made dimensionless by 

dividing the characteristic impedance of its medium 𝑍𝑐 

 𝑍ℎ =
𝑧𝑠

𝑍𝑐
=  (

𝑝+ − 𝑝−

𝑢ℎ
) ∗

1

𝜌𝑐
 (2.14) 

𝑝+ 

𝑝− 

𝑢h  

Q 
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where 𝑍ℎ is the non-dimensional specific acoustic impedance of a single hole Tournadre et al. 

(Tournadre et al., 2016b). 

 Non-dimensional specific acoustic impedance 

The non-dimensional specific acoustic impedance of the perforated plate is defined as 

 𝑍𝑝 =
𝑝+ − 𝑝−

𝑢𝑍𝑐
 (2.15) 

where 𝑍𝑝  is the perforated plate non-dimensional specific acoustic impedance. Acoustic 

particle velocity of the medium adjacent to the perforated plate, using the conservation of 

mass particle velocity through the hole, can be related to 𝑢 as given below in equation (2.16) 

(Guess, 1975b). 

 𝑢 = 𝜎𝑢ℎ (2.16) 

where 𝜎 is the porosity of the perforated plate. Therefore, the impedance of the perforated 

plate in terms of porosity can be written as 

 𝑍𝑝 =
𝑍ℎ

 𝜎
 (2.17) 

The impedance of the plate given in equation (2.17) is commonly used in the acoustic analysis 

of the liners. There exist several empirical and semi-empirical relationships for the specific 

acoustic impedance of perforated plates (Bauer, 1977).  

2.2 Model analysis and evaluation of previous work 

There exist several analytical, empirical and semi-empirical models to predict orifice 

impedance under various flow conditions. There have been investigations of the impedance 

of a circular orifice involving different geometric parameters with a no flow condition, i.e., 

acoustic flow only. Other studies have determined the full-scale cylindrical combustor liner 

absorption characteristics with various geometric parameters, such as orifice diameter, 

orifice thickness, orifice spacing, orifice orientation, and perforation ratio concerning 

frequency. Acoustic liners are ostensibly used to reduce noise in many industrial applications 

such as aircraft engines, gas turbines, and exhaust silencers. There is another aim of using 

perforated liners as a passive sound absorbing medium under various locations of the sound 

source. In order to build low emission combustion systems in modern gas turbines and aero 

engines, optimising the bias flow control became imperative for development. A definition of 

the acoustic properties of the Helmholtz resonator was first attempted by Rayleigh (Rayleigh, 

1945b; Rayleigh, 1940). The concept of acoustic conductivity is similar to Ohm’s law in 
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electricity. Electric conductivity is defined as the ratio of electric current to the potential 

difference, and the acoustic conductivity of an orifice is defined as the ratio of volume flow 

through the orifice to the pressure difference across the orifice. The Helmholtz resonator 

takes two principal forms; single resonators and distributed resonators. Two common 

characteristics of the Helmholtz resonator are the cavity and the opening area where the 

sound energy enters the cavity. For a distributed Helmholtz resonator, the cavity is generally 

shared by the resonator opening area, and each opening area is connected with the cavity 

volume, determined by the distance between the perforations. The acoustic properties of 

bias flow have been examined intensely in the past half-century in order to recognise the 

acoustic vortex interface mechanism, which generally occurs in the lined acoustic medium 

triggering sound absorption. Ingard and Ising (Ingard & Ising, 1967) found a linear relationship 

between pressure and velocity amplitudes for oscillatory flow with sufficiently low amplitudes 

and large amplitudes. The effect of acoustic properties in the presence of various flow 

conditions will be discussed below. 

2.3 Rayleigh conductivity in acoustics 

Rayleigh conductivity describes the transmission of acoustic waves through an orifice; when 

flow passes through a hole, it effectively behaves like a piston of air, whose length is larger 

than the depth of the hole due to inertial effect. The ratio between the rate of change of mass 

flow rate and the pressure difference is defined as acoustic conductivity (Morse & Ingard), 

usually expressed in the frequency domain. Lord Rayleigh (Rayleigh, 1870; 1945c) developed 

an analytical formulation of 𝐾𝑅 in which two core assumptions were made. Inviscid and 

incompressible flows were taken into consideration. Flow through the aperture has a high 

Reynolds number, but a low Mach number. The Navier-Stoke equation for inviscid and 

incompressible flow, known as the Euler equation, is given below. 

 
𝜕𝑢

𝜕𝑡
+ (𝑢. 𝛻)𝑢 +

𝛻𝑝

𝜌
= 0 (2.18) 

With no bias flow, the nonlinear term is negligible, and the Euler equation simplifies to 

 
𝜕𝑢

𝜕𝑡
+

𝛻𝑝

𝜌
= 0 (2.19) 
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Figure 2.4 Rayleigh conductivity of an orifice. 

From Figure 2.4 Rayleigh conductivity of an orifice is determined by considering the plane 

wave of propagation through the orifice with respect to time 𝑡 , upstream pressure 𝑝𝑢 =

𝑅𝑒(𝑝+𝑒𝑗𝜔𝑡) and downstream pressure 𝑝𝑑 = 𝑅𝑒(𝑝−𝑒𝑗𝜔𝑡). Therefore, the difference between 

up and downstream pressure becomes 𝑅𝑒{(𝑝+ − 𝑝−)𝑒𝑗𝜔𝑡}  which produces a fluctuating 

volume of velocity 𝑄′ = 𝑅𝑒(𝑄)𝑒𝑗𝜔𝑡 through the orifice. When the flow refers to a property 

in a medium whose density is constant and the orifice is acoustically compact after extended 

manipulation, the relationship between mass flow rate and pressure, (Rayleigh, 1870; 1945c) 

conductivity 𝐾𝑅 can be expressed as 

 𝐾𝑅 =

𝑚̇

𝛥𝑃
=

𝑗𝜔𝜌𝑄

(𝑝+ − 𝑝−)
 (2.20) 

where 𝐾𝑅 is the Rayleigh conductivity of an orifice, 𝑚̇ is the mass flow rate, 𝛥𝑃 is the pressure 

drop, 𝑝+  is the high mean pressure amplitude, 𝑝−  is the low mean pressure amplitude 

previously described in section 0. For an ideal fluid, the Rayleigh conductivity is determined 

by the orifice geometry of a circular orifice in a wall of an infinitesimal thickness (Rayleigh, 

1870; 1945c), which indicated that in the absence of bias flow, 

 𝐾𝑅 = 2𝑟 (2.21) 

where 𝑟 is the radius of the aperture. For an orifice in a wall of finite thickness, the Rayleigh 

conductivity is expressed as the ratio of the area of the orifice and an effective length 

(Rayleigh, 1870; 1945c) 

 𝐾𝑅 =

𝐴

𝑙𝑒
 (2.22) 

where 𝑙  is the length of the orifice or thickness, 𝑙′  is the extra mass of the fluid, 𝑙𝑒  is the 

effective length of the orifice. Figure 2.4 shows that effective length of the orifice is larger 

than the physical length of the orifice. Due to mean jet velocity and incompressibility, a 

function of the fluid adds an extra mass of the fluid that takes part in the oscillation motion 

𝑢 

𝑙 𝑙e  𝑙′  
2𝑟 

𝑝+ 

𝑝− 
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of the orifice, commonly known as end correction for both ends (BARON RAYLEIGH, 1871; 

Rayleigh, 1945a) 

 𝑙𝑒 = 𝑙 + 2𝑙′ (2.23) 

For end correction, Rayleigh (BARON RAYLEIGH, 1871; Rayleigh, 1945a) derives the upper and 

lower limit of the conductivity. 

 
𝜋𝑟2

𝑙 +
16
3𝜋 𝑟

˂𝐾𝑅 ˂
𝜋𝑟2

𝑙 +
𝜋
2 𝑟

 (2.24) 

For 𝑙 = 0 the upper limit ties with equation (2.21) and the end correction can be considered 

from equation (2.24) in the limit of 0.785𝑟  < 𝑙′  < 0.849𝑟 . In an additional investigation, 

Rayleigh (BARON RAYLEIGH, 1871; Rayleigh, 1945a) proposes 𝑙′ ≈ 0.82𝑟 as the suitable value 

for an orifice in an infinite wall. 

 𝑙′ =
8

3𝜋
𝑟 ≈ 0.85𝑟  (2.25) 

End correction term remains negligible for 𝑙 ≫ 𝑟;  however, it could become increasingly 

important when 𝑙 ⇾ 0. Rayleigh conductivity is an unknown quantity; their relation appeared 

as the ratio between unsteady volume fluxes across the aperture to the unsteady pressure 

drop across the orifice. Therefore, conductivity appears as inversely proportional to the 

volume velocity impedance. 

2.4 Crandall’s model 

Crandall has carried out a generalised form of the impedance of a single hole in a perforated 

panel as an infinite tube. The explanation of Crandall’s (Crandall, 1926b) impedance model is 

specified below.  

 

Figure 2.5 Shows the particle velocity and pressure gradient profiles due to viscous shear 

assumed in Crandall’s impedance model.  

The size of the hole is small compared to the wavelength. Flow-through the hole is considered 

as incompressible. The velocity profile is assumed to have only radial variations and to be 

constant through the length of the duct. Nonlinear terms replaced by time-averaged acoustic 

parameters and the velocity inside the tube is assumed to have a simple harmonic time 

𝑥 = 𝑙 𝑥 = 0 

𝑟0 
r

𝜉(𝑟0) 𝜑(𝑟0) 
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dependence. Figure 2.5 shows the Crandall impedance model for a viscous shear layer. The 

axis of the tube is represented as 𝑥 and the circular section 𝜋𝑟0
2 of fluid is substituted for the 

circular membrane, the axial driving force now being 𝜑𝑑𝑥 per unit area; 𝜑(𝑟0) is a negative 

pressure gradient parallel to the axis of the tube. The total driving force on an annular ring of 

fluid of volume 2𝜋𝑟𝑑𝑟𝑑𝑥 is 𝜑𝑑𝑥2𝜋𝑟𝑑𝑟 which is opposed by a reactance 𝑗𝜔𝜌2𝜋𝑟𝑑𝑟𝑑𝑥 due to 

inertia. The opposing resistive force due to friction on the inner surface of the ring is  

 −2𝜋𝑟𝑑𝑥𝜇 (
𝜕𝜉

𝜕𝑟
) (2.26) 

By using the negative velocity gradient from opposing resistive force due to friction, the 

effective fluid displacement particle velocity 𝜉(𝑟0) decreases with increasing 𝑟. Therefore, the 

net force on the annulus due to the resistive part of the friction is:  

 𝜕/𝜕𝑟(−2𝜋𝑟𝑑𝑥 ∗ 𝜇 ∗
𝜕𝜉

𝜕𝑟
) (2.27) 

where 𝜑(𝑟0) represents a pressure gradient parallel to the 𝑥 axis viscous force distribution, 

𝜉(𝑟0)  is the effective fluid displacement particle velocity. From the above explanation, 

Crandall’s impedance model equation of motion can be written as 

 𝜑 = [𝑗𝜔𝜌 −
𝜇

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕

𝜕𝑟
)] 𝜉 (2.28) 

Since 𝜉 is a function of 𝑟 this can be written as 

 
𝜑

𝜇
= − [

𝜕2

𝜕𝑟2
+

1

𝑟

𝜕

𝜕𝑟
+ 𝑘𝑠

2] 𝜉 (2.29) 

 𝑘𝑠 = √(
−𝑗𝜌𝜔

𝜇
) (2.30) 

where 𝑘𝑠 is the phase constant or viscous Stokes wave number philosophy specified by Stokes 

(Stokes, 1851) approximated by Helmholtz (Von Helmholtz, 1863), Kirchhoff (Kirchhoff, 

1868a), Kinsler & Frey (Frey & Kinsler, 1950), Crandall (Crandall, 1926b), Melling (Melling, 

1973b), Maa (1998), Allard (Allard, 1993) and many others. The solution being, for finite 

velocity, 𝑟 = 0 then Å𝐽0, the solution of equation (2.29) can be written as 

 𝜉 = −
𝜑

𝜇𝑘𝑠
2

+ Å𝐽0(𝑘𝑠𝑟) (2.31) 

where Å is the strength of a small source of the sound, 𝐽0 represents the Bessel function of 

the zero order. To determine Å for boundary condition 𝑟 = 𝑟0 the velocity must vanish at the 

boundary, and the velocity is 
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 𝜉(𝑟) = −
𝜑

𝜇𝑘𝑠
2

[1 −
𝐽0(𝑘𝑠𝑟)

𝐽0(𝑘𝑠𝑟0)
] (2.32) 

Integrating 𝜉(𝑟) over the area of the cross-section gives mean velocity: 

 
𝜉 =

2

𝑟0
2 ∫ 𝜉𝑟𝑑𝑟

𝑟0

0

= −
𝜑

𝜇𝜅2
[1 −

2

𝑟0
2𝑘𝑠

2𝐽0(𝑘𝑠𝑟0)
∫ 𝐽0(𝑘𝑠𝑟) ∙ 𝑘𝑠𝑟 ∙ 𝑘𝑠𝑑𝑟

𝑟0

0

] 

 

(2.33) 

 𝜉 = −
𝜑

𝜇𝑘𝑠
2

[1 −
2𝐽1(𝑘𝑠𝑟0)

𝑘𝑠𝑟0𝐽0(𝑘𝑠𝑟0)
] (2.34) 

The magnitude in brackets is equation (2.34), which represents the velocity profile function 

in the form 𝜉 = 𝜑 𝑅𝑓⁄ . 𝑅𝑓 = 𝜇𝛽(1 + 𝑗) , where resistance coefficient 𝑅𝑓  as a function of 

frequency 𝐽1 represents the Bessel function of the first order. The pressure difference across 

the tube end is 

 𝛥𝑃 = ∫ 𝜑
𝑙

𝑜

𝑑𝑥 (2.35) 

where 𝛥𝑃 is the pressure difference across the tube, and 𝑙 is the length of the tube. Using the 

following expression together with the mean velocity gives the specific acoustic impedance 

per unit cross-sectional area of the short tube by Crandall (Crandall, 1926b) 

 𝑍𝑐𝑟 =
𝑝(𝑥, 𝑡)

𝑢(x, t)
=

𝑗𝜔𝜌𝑙

[1 −
2𝐽1(𝑘𝑠𝑟0)

𝑘𝑠𝑟0𝐽0(𝑘𝑠𝑟0)
]

=
𝑗𝜔𝜌𝑙

𝐹(𝑘𝑠𝑟0)
 (2.36) 

where 𝑍𝑐𝑟 is the specific acoustic impedance per unit cross-sectional area of the short tube 

(Crandall, 1926b), 𝑘𝑠 is the viscous Stokes wave number earlier designated in equation (2.30) 

and relates to the viscous boundary layer thickness represented as 

 𝛽 = √
2𝜇

𝜔𝜌
 (2.37) 

where 𝛽  is the viscous penetration depth, the argument |𝑘𝑠𝑟0| = √2𝑟0 𝛽⁄  determines the 

acoustic behaviour of the orifice. Therefore,  |𝑘𝑠𝑟0|  is the ratio of orifice radius to the 

boundary layer thickness apart from the factor of √2  ; |𝑘𝑠𝑟0| = 𝑟0√−𝑗𝜌𝜔 𝜇⁄ =

√−𝑗𝑟0𝜌𝑐𝐻𝑛 𝜇⁄  ; 𝐻𝑛 = 𝜔𝑟0 𝑐⁄  represents the Helmholtz number, which expresses the 

diffusion of momentum by viscosity during the period of oscillation. Based on the principles 

of viscous Stokes number, equation (2.36) has two limiting values |𝑘𝑠𝑟0| < 2 𝑎𝑛𝑑 |𝑘𝑠𝑟0| > 10 
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(Melling, 1973b). Equation (2.36) defines the function 𝐹(𝑘𝑠𝑟0) which appears in subsequent 

analyses. 

I. If |𝑘𝑠𝑟0| < 2 (𝑟0
2𝑓 < 0.1) Bessel function of the first two terms only considered, |𝑘𝑠𝑟0| 

is not greater than unity 

 𝐽0(𝑘𝑠𝑟0) = 𝐽0(𝑥) = 1 −
𝑥2

4
+

𝑥4

64
 (2.38) 

 𝐽1(𝑘𝑠𝑟0) = 𝐽1(𝑥) =
𝑥

2
(1 −

𝑥2

8
+

𝑥4

192
) (2.39) 

From equations (2.38) and (2.39) using only three terms of this expansion, it can be written 

as 

 1 −
2𝐽1(𝑥)

𝑥𝐽0(𝑥)
=

1 −
𝑥2

4
+

𝑥4

64
− 1 −

𝑥2

8
−

𝑥4

192

1 −
𝑥2

4

= −
𝑥2

8

1 −
𝑥2

12

1 −
𝑥2

4

= −
𝑥2

8

1

1 −
𝑥2

6

 (2.40) 

  𝜉 = −
𝜑𝑟0

2

8𝜇

1

1 −
𝑟0

2𝑘𝑠
2

6

=
𝜑

𝑍𝑐𝑟
 (2.41) 

By considering a tube of thickness 𝑙 

 𝑍𝑐𝑟 =
8𝜇𝑙

𝑟0
2 +

4

3
𝑗𝜔𝜌𝑙 = 𝑅𝑝 + 𝑗𝑋 (2.42) 

Equation (2.42) shows that pure resistance 𝑍𝑐𝑟  coefficient as a function of frequency, 

expression of Poiseuille’s Coefficient 𝑅𝑝 = 8𝜇𝑙 𝑟0
2⁄ for laminar flow of viscous fluids in a 

narrow tube. The reactance part of the impedance represents 𝑋 = 4𝜔𝜌𝑙 3⁄ , which has a total 

effective mass 4𝜌𝑙 3⁄  of which 1/3 is increase in effective mass density due to the diffusion 

effects in the narrow tube, as compared with the reactance 𝑗𝜔𝜌 in the unlimited medium. 

Though implicitly independent of the viscosity coefficient, this additional attached mass is a 

direct result of the velocity profile. If |𝑘𝑠𝑟0| = 1 inertial reactance is only 1/6 of the resistance 

factor (Picolet, 1927).  

II. If 𝑟0 is 0.01 m and 𝜔 > 20 in air |𝑘𝑠𝑟0| > 10 (𝑟0
2𝑓 > 5) for all acoustic frequencies, 

application of a simple formula, to evaluate the Bessel functions, whose arguments 

are complex variables of large absolute value gives 

 
𝐽1(𝑥√−𝑗)

𝐽0(𝑥√−𝑗)
= −𝑗: (𝑥√−𝑗) = 𝑟0√

−𝑗𝜌𝜔

𝜇
 (2.43) 
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 𝑍𝑐𝑟 =
𝑙

𝑟0
√2𝜌𝜇𝜔 + 𝑗𝜔𝜌𝑙 [1 +

1

𝑟0

√
1

𝛽
 ] (2.44) 

 

 

Figure 2.6 Variation of real and imaginary parts of specific acoustic impedance per unit 

cross-sectional area with ratio of orifice radius to the boundary layer thickness (according 

to equation (2.44)).  

The variations of real and imaginary parts of specific acoustic impedance per unit cross-

sectional area with ratio of orifice radius to the boundary layer thickness (according to 

equation (2.44)) are shown in Figure 2.6. From equation (2.44) the real part of the impedance 

is frequency dependent. Helmholtz (Von Helmholtz, 1863) has developed the expression for 

the resistance term. The inertia reactance 𝑗𝜌𝜔 is the normal inertia effect present in many 

cases. The principal interest in this solution of the resistance problem lies in the additional 

reactance 2𝐽𝜇𝛽 𝑟0⁄  due to the combined viscosity and inertia effects in a tube of moderate 

width. Equations (2.42) and (2.44) represent the specific acoustic impedance of a hole, and 𝛽 

represents the viscous penetration depth and Crandall (Crandall, 1926b) introduces the 

expression for the impedance per unit length to viscous flow within an infinite tube. 
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2.5 Thurston’s model 

George B. Thurston (Thurston, 1952b) investigated incompressible periodic flow through a 

circular tube of a large length to diameter ratio. This measurement method was established 

based on an electrical series circuit, with the impedance of acoustic elements working at the 

resonant frequency of this circuit, and the pressure across and volume flow through the series 

circuit was measured (Thurston, 1952a). The ratio of the pressure to volume flow at that point 

contributes to the total resistance of the circuit. As a result, the resistance of the enclosed air 

volume must be deducted from the total measured resistance to provide the resistance of 

the tube. If the capability of the surrounding air volume is identified, then the inductance of 

the tube may be considered from the resonance frequency. The theory of the impedance of 

an enclosed air volume was presented by Daniels (Daniels, 1947). George B. Thurston 

(Thurston, 1952b) proposed that an extra length of end correction might be applied to the 

resistive and reactive component. This was subsequently verified by Thurston and Martin 

(Thurston & Martin Jr, 1953) for fluid flow through a circular orifice using water and silicon 

fluid. Values of |𝑘𝑠𝑟0| = 𝑟0√−𝑗𝜌𝜔 𝜇⁄  as low as 1.55 were investigated. This indicated that 

total specific impedance due to the viscous influence of 

 𝑍𝑡ℎ =
𝑘

𝜎
(𝑙 + 1.7𝑟0)[𝑅𝑒{𝐹(𝑘𝑠𝑟0)} + 𝑗𝐼𝑚{𝐹(𝑘𝑠𝑟0)}] (2.45) 

Stinson and Shaw (Stinson & Shaw, 1985) presented experimental evidence that equation 

(2.45) is valid for 2.3 < |𝑘𝑠𝑟0| < 8.7 . Thus, according to that expression, the resistance of an 

orifice is almost constant at low frequencies and increases as 𝜔0.5  at sufficiently high 

frequencies, as expected from the Bessel function expansion (although it is somewhat 

overestimated for |𝑘𝑠𝑟0| < 8.7 ) . Parameters proportional to the real and imaginary 

components equation (2.45) are plotted in Figure 2.6. 

2.6 Cross-flow impedance 

When fluid flow (primary air) through the combustor liner is tangential it is known as cross-

flow, or grazing flow. Cross-flow introduced into the combustor through the swirler and the 

effect depends on the acoustic impedance of resistance and reactance terms. The cross-flow 

model was developed by ignoring amplitudes (reactance) and by considering the resistance 

effect of the boundary layer thickness (Heidelberg et al., 1980; Rice, 1971). This empirical 

acoustic resistance for a single hole can be expressed as 
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 𝑅𝑐 =
0.3𝑀𝑐

𝜎
 (2.46) 

where 𝑅𝑐 represents a contribution to the resistance which is proportional to the cross-flow 

Mach number 𝑀𝑐  and inversely proportional to the porosity (Bauer, 1977; Guess, 1975b; 

Heidelberg et al., 1980; Rice, 1971). The reactance model developed by Rice (Rice, 1971) is 

specified below 

 𝑋𝑐 =
𝜔𝑙

𝜎𝑐
− 𝑐𝑜𝑡

𝜔𝑑

𝑐
 (2.47) 

where 𝑋𝑐  represents reactance due to cross-flow, 𝑙  is the thickness of the aperture or 

perforated plate, 𝑑 is the cavity depth referred to the backing wall. There are several cross-

flow models available (Grace et al., 1998; Howe, 1979; Jing et al., 2001; Lee & Ih, 2003). During 

the cross-flow effect, two types of velocity are generally considered; friction velocity and 

mean flow velocity. The significance of friction velocity compared to the mean flow velocity 

was investigated by (Goldman & Panton, 1976; Heidelberg et al., 1980). Further investigation 

by (Peat et al., 2003) suggested that the influence of friction velocity is negligible when the 

boundary layer is turbulent.  

2.7 Melling’s model 

Melling’s (Melling, 1973b) comprehensive investigation of the impedance of a perforated 

plate considers both the linear and nonlinear effects of resistance and reactance terms. The 

two-microphone method of impedance measurement and model was used to deliver an 

applied method of predicting the acoustic behaviour of the resistive part of the impedance of 

perforated materials. Melling (Melling, 1973b) considered both the linear and non-linear 

increase of resistance and mass reactance. The established expression for single orifices 

concluding with the Rayleigh (Rayleigh, 1940) correction factor for the effective increase in 

hole length per end was adequate when estimating the attached mass, which demonstrates 

that the model for resistance and mass reactance is the nil frequency estimation of the 

Crandall (Crandall, 1926b) model, which can be referred to as the Poiseuille model. Melling’s 

(Melling, 1973b) 𝑍𝑚𝑒 impedance model developed an expression for orifice impedance from 

the exact theory of flow in a short tube, including effects of viscosity based on the Crandall 

(Crandall, 1926b) model.  

Melling (Melling, 1973b) considered the contributions of Sivian (Sivian, 1935) and Ingard 

(Ingard, 1953) for determining the end correction for resistance and mass reactance. Original 
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nomenclature of Sivian (Sivian, 1935) and Melling (Melling, 1973b) convention was 1switched 

in Melling’s (Melling, 1973b) model. The difference can be seen in equation (2.143) and (2.48). 

Melling (Melling, 1973b) also mentioned the effect of radiation resistance, but assumed that 

it could be negligible. In addition, Melling (Melling, 1973b) introduced a correction factor for 

the effects of interaction among the orifices. Melling2 applied the Fok (Fok, 1941) interaction 

factor, which predicts interaction better than Ingard’s (Ingard, 1953) approach. Therefore, 

Melling’s (Melling, 1973b) impedance model, including end correction on resistance and mass 

reactance of an array of orifices, can be written as  

 𝑍𝑚𝑒 =
𝑗𝑘

𝜎
[

𝑙

𝐹(𝐾𝑠𝑟0)
+

1.7𝑟0

𝐹(𝐾𝑠𝑝𝑟0)𝜓(𝜎)
] (2.48) 

Melling (Melling, 1973b) provided detailed discussion of the nonlinear contribution to the 

resistance and reactance terms. The resistance or reactance term depends on acoustic 

velocity in the orifice, which refers to the sound pressure level (SPL). At high amplitudes, the 

acoustic behaviour of the orifice becomes nonlinear (Melling, 1973b; Munjal & Doige, 1990). 

Therefore, the impedance of a circular orifice depends on the amplitude of the oscillation. 

This impedance formulation approach has been followed by several researchers (Bolt et al., 

1949; Ingard, 1953; Ingard & Ising, 1967; Ingård & Labate, 1950; Parrott & Zorumski, 1971; 

Salikuddin & Ahuja, 1983). Therefore, Melling’s (Melling, 1973b) assumption for the nonlinear 

specific acoustic resistance contribution can be written as 

 𝑅𝑛𝑙 =
1

𝜌𝑐
[𝑅𝜇 +

1.2

𝑐𝑑
2 (

1 − 𝜎2

𝜎
)

𝜌

2
𝑢𝑟𝑚𝑠] (2.49) 

where 𝑢𝑟𝑚𝑠 is the root mean square value of the acoustic particle velocity, 𝑅𝜇 is the linear 

regime resistance, 𝑅𝑛𝑙  is Melling’s nonlinear specific acoustic resistance term, when terms 

resulting from the non-ideal flow case are disregarded (1 − 𝜎2 𝜎2𝑐𝑑
2⁄ ), the nonlinear acoustic 

 

 

1 Orifice resistance at low velocities Sivian Sivian, L. J. (1935) Acoustic impedance of small orifices. The Journal 
of the Acoustical Society of America, 7(2), 94-101. uses the difference between two viscosities, the original prime 
convention of Sivian’s investigation was switched in Melling’s Melling, T. H. (1973b) The acoustic impendance of 
perforates at medium and high sound pressure levels. Journal of Sound and Vibration, 29(1), 1-65. model. This 
switch of prime convention will be unchanged in this discussion.  
2 There is a mismatch of handling of the Fok function in Melling’s equation (2.48). Melling has described up to 
ascending power series in his paper, the Fok function is the reciprocal of ascending power series. [Melling, T. H. 
(1973b) The acoustic impendance of perforates at medium and high sound pressure levels. Journal of Sound and 
Vibration, 29(1), 1-65.], Explanation of the Fok function is given in equations (2.158) & (2.159) in Figure 2.14. 
Therefore, division of 𝜓(𝜎) with the end correction term is correct.  
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resistance depends on velocity in a way identical to that derived by (Sirignano, 1966); namely 

4𝜌 3𝜋⁄ , which is one half the value obtained by (Zinn, 1970). The critical part of this 

impedance process depends on acoustic particle velocity 𝑢 , which can not be measured 

directly. It can be developed from acoustic pressure captured by microphone (Elnady, 2004) 

|𝑢| = |P|(𝜌𝑐√𝑅2 + 𝑋2). For a plane wave, the relationship between the acoustic particle 

velocity and pressure can be used to determine the magnitude of acoustic particle velocity 

(Betts et al., 2000)  

 𝑢𝑟𝑚𝑠 =
1

2𝑐𝜎𝑐𝑑

𝑃010
𝑆𝑃𝐿
20

𝜌𝑐
 (2.50) 

where P0 is the reference sound pressure. In the low-frequency range, the contribution to the 

resistance term has been assumed to be negligible by Melling (Melling, 1973b). By eliminating 

interaction effects, the radiation resistance of a vibrating slug of air in the orifice of a 

perforated plate is the same as that of a vibrating piston in an infinite baffle. The radiation 

resistance for an array of orifices in a perforated plate can be written as Morse (Morse, 1968) 

and Ingard (Ingard, 1953).  

 𝑅𝑟𝑎𝑑 =
1

𝜎
(1 −

2𝐽1𝑘𝑟0

𝑘𝑟0
) (2.51) 

For small values of 𝑘𝑟0  equation (2.51) can be modified to equation (2.52) for a better 

prediction of radiation resistance as a function of 𝑘𝑟0  

 𝑅𝑟𝑎𝑑 =
(𝑘𝑟0)2

2𝜎
 (2.52) 

 Effect of resistance and mass reactance 

In this section, the primary concern is with experimental technique and measurement 

evaluation of the acoustic characteristics of the sample specified. The geometrical 

characteristics (Melling, 1973b) sample were valid for material, which may be employed in 

typical in-engine applications. Hole diameter to plate thickness ratio ranged from 1: 1 to 1: 5. 

This range of hole diameter gave a sensible variation in both Reynolds and Strouhal number 

for the same plate porosity. The range of plate thickness to hole diameter was adequate to 

illustrate the behaviour of end effect or attached mass of the orifice with the sound pressure 

level. The variety of hole diameter to plate thickness ratio was also satisfactorily responsible 

for the applicability of discharge coefficients to non-ideal orifices. Since interaction effects 

would depend on orifice axial pitch distance, and therefore on porosity, a maximum 
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acceptable porosity was considered to be 22 %. Three standard porosities were initially 

chosen: 22 %, 15 % and 7.5 %. This consideration was chosen from the contributions of Sivian 

(Sivian, 1935) and Ingard (Ingard, 1953) to the determination of the end corrections for 

resistance and mass reactance.  

 Nonlinear resistance contribution 

The prediction of the non-linear impedance of perforation investigated by Melling (Melling, 

1973b) was given in equation (2.49). The primary objective is to analyse the relationship 

between reactance and resistance terms. It stated that the discharge coefficient of the orifice 

is the most important parameter, which depends on the orifice Reynolds number and orifice 

geometry, and, further, this parameter, as expected from the work on steady flows, is 

sensitive to orifice thickness to hole diameter. It was also observed that in the case of 

perforates, backing cavity is sensitive to the porosity. In a real application it is not essential to 

determine the discharge coefficient, but rather the acoustic non-linear resistance can be 

derived directly from the steady flow resistance (or static pressure measurement can be 

designated as a pressure drop) velocity characteristics simply by its multiplication by an 

appropriate constant.  

 𝑅𝑛𝑙𝑟 =
1

𝜌𝑐
(𝑅𝑠 + 1.2ΔP𝑢𝑟𝑚𝑠) (2.53) 

where 𝑅𝑛𝑙𝑟  is the nonlinear resistance, 𝑅𝑠  is the nominal specific acoustic resistance, ΔP is 

the pressure drop across an orifice or can be designated as steady flow resistance velocity 

curve and 𝑢𝑟𝑚𝑠  is the root mean square particle velocity. Remarkably, the discharge 

coefficient is sensitive to geometric parameters of the orifice shape. This physical appearance 

of the non-linear term can be determined by the discharge coefficient, and then presumably 

a limited amount of modification to the non-linear resistance behaviour can be plotted. The 

discharge coefficient of the orifice with different shapes indicates lower or upper resistance 

or velocity characteristics. The nonlinear parameter 1.2 has a good correlation with Umnova 

et el.’s (Umnova et al., 2003) theory and experiment. Forchheimer’s nonlinearity 

(Forchheimer, 1901) with an equivalent fluid model has been investigated against data for 

three types of hard-backed rigid-porous layers. Umnova et el.’s (Umnova et al., 2003) model 

gives valid predictions of both impedance and reflection coefficient behaviour at high sound 

amplitudes (up to 500 Pa) over a wide range of frequencies. This simple empirical relationship 

in equation (2.53) between the acoustic non-linear behaviour and steady flow behaviour 
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should extend up to the condition where the orifice becomes choked - a condition that is 

unlikely to occur in practice. Over this range, the error in the slope of the resistance or velocity 

curve should be no more than 10 %. Consequently, for both the incident and reflected waves 

the ratio of pressure to velocity must be equal to the characteristic impedance of air. 

Consistently, equation (2.50) presents that the total velocity at the surface of the absorber is 

equal to twice the incident pressure divided by the series sum of the specific impedance of 

the liner, plus the characteristic impedance of the air.  

2.8 Bias flow impedance model 

Fluid flow (secondary air) through the orifices of a combustor liner wall is known as bias flow. 

Bias flow is introduced into the combustor for wall cooling, increasing the liner damping 

effect, and dilution. Bias flow impedance models can be classified into two categories, linear 

and nonlinear (Hersh & Rogers, 1976). According to Hersh and Roger (Hersh & Rogers, 1976) 

if the perforated plate thickness is too thin, if duct flows through the perforations are very 

small, and end corrections have been overlooked, then the significant component of the 

model shows viscous losses. This viscous loss does not occur inside the perforation but at the 

surface of the perforation. In Hersh and Roger’s model (Hersh & Rogers, 1976), the linear and 

nonlinear regimes are determined by 𝑢 2𝜎𝜔𝑟0⁄ . If the ratio is 𝑢 2𝜎𝜔𝑟0⁄ < 1 then the regime 

is linear, but if it is 𝑢 2𝜎𝜔𝑟0⁄ > 1 it is nonlinear. Dean (Dean & Tester, 1975) has developed a 

bias flow model based on the same assumption as the Hersh and Roger (Hersh & Rogers, 

1976) model, where the nonlinear model expressing the acoustic particle velocity is replaced 

by bias flow velocity, with the assumption that the bias flow velocity is much higher than the 

acoustic particle velocity 𝑢 2𝜎𝜔𝑟0⁄ . Therefore, it is concluded that Dean’s (Dean & Tester, 

1975) model pays no attention to the effect on the sound pressure level (SPL) caused by 

changes in the acoustic particle velocity. There are several expressions for specific acoustic 

resistance and reactance for bias flow effect described in several papers (Baldwin et al., 1969; 

Bauer, 1977; Dean & Tester, 1975; Ingard & Ising, 1967; Sullivan & Crocker, 1978; Zinn, 1970). 

A mathematical model is described by Bauer (Bauer, 1977), given below: 

 𝑅𝑠 = 𝑅𝑖 + 𝑅𝑙 + 𝑅𝑏𝑀𝑏 + 𝑅𝐶𝑀∞ (2.54) 

where 𝑅𝑠  is the specific acoustic resistance, 𝑅𝑏  is the nonlinear effect due to the large 

amplitude of acoustic velocity normal to the liner surface 𝑢𝑛 moreover, corresponding to bias 

flow Mach number 𝑀𝑏 = 𝑢𝑛/c, 𝑅𝐶𝑀∞ is the cross-flow effect. 𝑅𝑖  is the internal resistance 
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due to viscous loss in the hole, or resistance of the surface with small holes, where the flow 

is entirely viscous and the porous Reynolds number 𝑅𝑝𝑜  is much less than 1, 𝑅𝑙  is the 

resistance of the surface with a larger hole where the flow is not entirely viscous and the 

porous Reynolds number 𝑅𝑝𝑜 = 𝜌𝜔𝑟2 𝜇⁄  is much higher than 1. For a perforated plate, 𝑅𝑖 is 

equal to zero as the porous Reynolds number is much higher than 1 and 𝑅𝑙  can be written as  

 𝑅𝑖 =
√8𝜇𝜌𝜔

𝜌𝑐𝜎
(1 +

𝑙

2𝑟0
) (2.55) 

For a sheet with circular orifices, Zinn (Zinn, 1970) obtained the expression given in equation 

(2.56), and the factor of 1.15 comes from 4 3𝜋𝑐𝑑
2⁄  where 𝑐𝑑=0.61 

 𝑅𝑏 =
1.15𝑀𝑏

𝜎2
 (2.56) 

The second cases combine the effect of Melling’s (Melling, 1973b) nonlinear specific acoustic 

resistance term plus bias flow velocity in one single resistance term. Later Premo (Premo, 

1999) derived a flow model by using a time-domain approach with combined velocity effect 

of √(1.15𝑢𝑟𝑚𝑠)2 + (2𝑈)2. Also Betts’s (Betts et al., 2000; Betts, 2000) perforate bias flow 

(PBF) model applies a bias flow correction to existing impedance models, where acoustic 

particle velocity is replaced by 1.2𝑢𝑟𝑚𝑠 + 2𝑈. By adding the term 2𝑈 into equation (2.49), the 

specific acoustic resistance term of the combined approach can be written as 

 𝑅𝑠 =
8

3𝜋
[

1

2𝑐

1 − 𝜎2

𝜎2𝑐𝑑
2 ] 𝑢𝑟𝑚𝑠 + 2𝑈 (2.57) 

2.9 Bauer’s model 

Bauer’s (Bauer, 1977) impedance model relates the two microphone measurements to liner 

impedance. The developed model for air cavity liners is extended to apply to porous, point 

reacting liners, which includes the effect of bias and cross flow.  

 𝑍𝑠 =
√8𝜇𝜌𝜔

𝜌𝑐𝜎
(1 +

𝑙

𝑑
) +

0.3Mg

𝜎
+

1.15Mb

𝜎
+ 𝑖

𝑘(𝑙 + 0.25𝑑)

𝜎
 (2.58) 

Bauer (Bauer, 1977) is applied when the flow is not entirely viscous; the specific acoustic 

resistance of Ingard’s (Ingard, 1953) term is described in equation (2.55). The effect of cross-

flow expression considered by Rice (Rice, 1971) is described in equation (2.46). The effect of 
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bias flow3 expression was considered by Zinn (Zinn, 1970), described in equation (2.56). An 

expression for the reactance term was derived by Dean (Dean, 1975) and Rice’s (Rice, 1976) 

experimental data. The factor of 0.25 in the reactance term provides an excellent result when 

the cross-flow is present. Bauer (Bauer, 1977) carried out an experiment on a porous surface 

sheet backed by a cavity filled with air or porous material and developed a mathematical 

model by using the two-microphone method. A liner consisting of a single layer of either air-

filled or porous cavities covered by a thin porous sheet was found to possess good agreement 

with the model. However, multilayer liners did not act like porous cavity liners. The source of 

this problem is that the impedance of a single layer liner fluctuates rapidly with frequency; 

therefore, a recommended preparation is a multilayer liner configured to have a near-

optimum impedance over a bandwidth significantly broader than is possible for a single layer 

liner. Comprehensive discussion is based on Bauer’s (Bauer, 1977) normalized specific 

impedance, described in equation (2.58), which includes bias and cross-flow terms. The 

present model is based on no flow acoustic analysis. Hence, the bias flow and cross-flow terms 

will not be considered for recurrent model comparisons. 

 𝑍𝑠 =
√8𝜇𝜌𝜔

𝜌𝑐𝜎
(1 +

𝑙

𝑑
) + 𝑖

𝑘(𝑙 + 0.25𝑑)

𝜎
 (2.59) 

Subsequently, equation (2.59) is considered for comparison. This mathematical model 

displays a remarkable agreement with Bauer’s (Bauer, 1977) carried out experiment when 

using a porous liner instead of the air-filled liner. For a multilayer liner, the experiment 

appears to disagree with the model. The source of this disagreement is unknown and requires 

further investigation to alleviate the problem. It may be self-generated noise due to the 

influence of bias and cross-flow, or it may require additional term impedance due to the cavity 

for single and double layer liners.  

2.10 Howe’s model 

In the presence of mean flow through the hole and for acoustic perturbations of small 

amplitude, acoustic-vortex interaction is the principal absorption mechanism. Howe (Howe, 

 

 

3 In Bauer Bauer, A. B. (1977) Impedance theory and measurements on porous acoustic liners. Journal of Aircraft, 
14(8), 720-728. impedance model equation (2.58) the bias flow term is divided by 𝜎 instead of 𝜎2 as the square 
root of the porosity refers to an unreasonable explanation shown in equation (2.56). Therefore, only division by 
𝜎 is considered. 
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1979) built two models to evaluate the amount of energy transferred from acoustic to vortical 

energy. In his first model, Howe (Howe, 1979) used a single circular orifice where the thickness 

of the perforation is assumed to be zero and flow through the hole has a high Reynolds 

number. Moreover, the hole spacing-to-radius ratio is considered substantial (porosity is 

small) so that apertures do not interact with one another. Subsequently, he modified his 

model to account for the thickness of the perforation, although the assumptions of a large 

Reynolds number and low porosity were left in place. By the use of vector properties, Howe 

(Howe, 1984; 1995; 1997; Howe & Howe, 1998) converted the Euler equation into a form 

which contains vorticity. 

 
𝜕𝑢

𝜕𝑡
+ 𝛻 (

1

2
𝑢2 +

𝑝

𝜌
) = 𝑢 ×  𝜔̇ (2.60) 

From Bernoulli enthalpy 𝐵 =
𝑢2

2
+

𝑝

𝜌
 by applying the divergence on the equation and using the 

interchangeability property between partial derivative and divergence, equation (2.60) can 

be written as 

 
𝜕

𝜕𝑡
(𝛻𝑢) + 𝛻2𝐵 = 𝛻(𝑢 × 𝜔̇) (2.61) 

where 𝐵  is the stagnation enthalpy, 𝑢  being the velocity, and 𝜔̇  is the curl of 𝑢  vorticity. 

Introducing incompressibility of the fluid into the explanation, the divergence of the 

momentum equation for an incompressible, inviscid flow may be set in the form. 

 𝛻2𝐵 = 𝛻(𝑢 × 𝜔̇) (2.62) 

To simplify equation (2.61) the perturbation theory was introduced into the hypothesis by 

viewing the variables as the sum of their fluctuating and mean values, i.e. 𝜔̇ × 𝑢 = 𝜔̈ × 𝑢̇ +

𝜔 × 𝑈 + 𝜔̈ × 𝑈. Equation (2.63) shows that the effect of shed vorticity is contained in the 

second term of the right-hand side and fits the linearized approximation, and this is equivalent 

to the radial component of 𝑢̇ in 𝜔̈ × 𝑢̇. In incompressible flow with the vector potential, the 

approximation may be justified because the details of the vorticity-induced flow in the 

aperture are insensitive to the precise radial locations of the cores of the elementary vortex 

rings of the axisymmetric shear layer (Lamb, 1932). 

 𝛻2𝐵 = 𝛻(𝑈 × 𝜔) (2.63) 

where, 𝜔̈ = 𝜔̈(𝑥1 )  is the mean perturbation vorticity, 𝜔 = 𝜔𝑒𝜙 represents perturbation 

vorticity along the azimuthal direction 𝑒𝜙 , 𝑢̇  is the perturbation velocity, which has been 

neglected, 𝑈 = 𝑈(𝑥1 ) represents mean perturbation velocity and 𝑢𝑐  represents mean vortex 
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shed velocity along the plane of the aperture due to bias flow. On the linear theory the shed 

vorticity 𝜔 constitutes a succession of vortex rings of radius 𝑟 whose cores are infinitesimal. 

At the positive 𝑥1 axis the mean velocity is 𝑈 ≈ 0.5𝑢𝑐, which is taken to be constant. Vortices, 

which are created by the aperture, are removed by the bias flow with a convected 

downstream shed velocity (𝑢𝑐)  along a straight vortex tube. The presence of turbulent 

fluctuations caused by the natural instability of the jet would also lead to linearized 

contributions to the right-hand side of equation (2.62). Such terms may be ignored, as 

included in the specification of the properties of the mean flow, since they produce 

fluctuations in the aperture flow, which does not correlate with the applied pressure (Howe, 

1979). From this conclusion, it is expected that the vortex rings generated by 𝜔 perturbation 

vorticity oscillation are travelling through the 𝑈(𝑥1 ) mean perturbation velocity in the axial 

direction of 𝑥1 . On the assumption of mean perturbation vorticity fluctuation and by its 

incident pressure oscillation of the fluctuating vorticity, it can be written as: 

 𝜔 = 𝐴̅𝑘𝐻(𝑥1 )𝛿( 𝑟̇ − 𝑅𝑣)exp [−𝑗𝜔(𝑡 − 𝑥1 𝑈)]⁄  (2.64) 

where 𝐴̅ is the amplitude of the shed vorticity, 𝐻(𝑥1 ) is Heaviside unit function, 𝑅𝑣  is the 

vortex ring of the radius with its centre at the origin 𝑜, and  𝑟̇ is the radial component of the 

cylindrical coordinate system. Heaviside unit function represents that vorticity is only shed 

downstream of the orifice (𝑥1 ≥ 0). The magnitude of the amplitude depends on the Strouhal 

number, which is determined by the condition that fluctuating velocity and pressure are finite 

by the rim of the aperture. The delta 𝛿 function lies with the assumption that vorticity is shed 

within the infinitesimal thin cylindrical shear layer of radius 2𝑟 . By substituting equation 

(2.64) into equation (2.63) and suppressing the time factor 𝑒−𝑗𝜔𝑡, Howe’s inhomogeneous, 

axi-symmetric Laplace equation becomes 

 
1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝐵

𝜕𝑟
) +

𝜕2𝐵

𝜕𝑥1
2 = − (

𝐴̅𝑈𝑅𝑣

𝑟
) 𝐻(𝑥1)𝛿′( 𝑟̇ − 𝑟)𝑒𝑗𝑘𝑥1  (2.65) 

where 𝛿′(𝑥1) is the derivative of the 𝛿 function and 𝐵 ≡ −
𝜕𝜙

𝜕𝑡
 outside of the shed vorticity. 

The explanation must satisfy the condition 
𝜕𝐵

𝜕𝑥1
= 0 on the rigid plate. By approximating the 

harmonic pressure difference across the orifice, this leads to the periodic shading of the 

vorticity. After a long manipulation, Howe expresses the relationship between mass flow rate 

and pressure in the presence of bias flow, which is also called Howe Rayleigh Conductivity. 
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Figure 2.7 Howe’s unsteady axisymmetric vorticity shed from the rim of the aperture. 

Figure 2.7 represents the schematic diagram of the aperture flow. Unsteady, axisymmetric 

vorticity shed from the rim of the aperture is assumed to convect at constant velocity 𝑈 

parallel to the 𝑥1 axis within the shear layer of the mean flow, where the real and imaginary 

components 𝛾, 𝛿 are determined by 

 𝐾𝑅 = 2𝑟(𝛾 − 𝑗𝛿) = 1 −
 [

𝜋
2 𝐼1(𝑆𝑡)𝑒−𝑆𝑡 − 𝑗𝐾1(𝑆𝑡) sinh(𝑆𝑡)]

𝑆𝑡 [
𝜋
2 𝐼1(𝑆𝑡)𝑒−𝑆𝑡 + 𝑗𝐾1(𝑆𝑡) cosh(𝑆𝑡)]

 (2.66) 

𝑆𝑡(𝑘𝑟), (𝑘 =
𝜔

𝑢
> 0), remains positive for all values of the Strouhal number, which is based 

on vorticity convection velocity, and the magnitude of amplitude of the shed vorticity 

depends on the Strouhal number. Accordingly, the details of the fluctuating flow will be 

independent of the Reynolds number but must be expected to depend on the Strouhal 

number (Howe, 1979). 𝐼1 and 𝐾1 are modified Bessel functions of the first and second kinds, 

𝛾  represents the real part of the orifice impedance as the inertia resistance term, and 𝛿 

represents the imaginary part of the orifice impedance as the reactance term. 

 𝛾 =
𝐼1(𝑆𝑡)2 (1 +

1
𝑆𝑡

) + (
4

𝜋2) exp (2𝑆𝑡)𝑐𝑜𝑠ℎ(𝑆𝑡)𝐾1(𝑆𝑡)2 [𝑐𝑜𝑠ℎ(𝑆𝑡) −
𝑠𝑖𝑛ℎ(𝑆𝑡)

𝑆𝑡
]

𝐼1(𝑆𝑡)2 + (
4

𝜋2) exp(2𝑆𝑡)𝑐𝑜𝑠ℎ2(𝑆𝑡)𝐾1(𝑆𝑡)2
 (2.67) 
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 δ =

2
𝜋(𝑆𝑡)

𝐼1(𝑆𝑡)𝐾1(𝑆𝑡)𝑒𝑥𝑝(2𝑆𝑡)

𝐼1(𝑆𝑡)2 + (
4

𝜋2) exp (2𝑆𝑡)𝑐𝑜𝑠ℎ(𝑆𝑡)𝐾1(𝑆𝑡)2
 (2.68) 

In Howe’s models, the vorticity is assumed to be determined in an axisymmetric vortex sheet 

separating two regions of potential flow, the jet and the rest of the domain. The vortex sheet 

being pulsated by acoustic perturbation results in periodic shedding of vortex rings. These 

shed vortex rings are assumed to have the diameter of the aperture and to be convected at 

the mean velocity in the hole. It should be mentioned that several researchers (Bellucci et al., 

2004a; Dowling & Stow, 2003; Eldredge & Dowling, 2003; Hughes & Dowling, 1990b; Lahiri et 

al., 2011; Scarpato et al., 2012; Wendoloski, 1998) experimentally verified Howe’s model. 

 

Figure 2.8 Howe’s parameters in theory: Real & Imaginary parts. 

The reliance of the aperture conductivity real part 𝛾 of the inertia and imaginary part δ of the 

reactance term on the Strouhal number is shown in Figure 2.8. In this formation, when a high 

Reynold’s number flow passes through the hole viscosity is neglected, except at the rim of the 

orifice, where it becomes limited to the separation of the flow. Under these circumstances, 

the acoustic pressure difference across the orifice leads to periodic shedding of vorticity, and 

subsequently acoustic energy is converted into mechanical energy. 



 

34 | P a g e  
 

2.11 Maa’s model 

Maa (1998) has developed an impedance model for micro-perforated panel absorbers (MPP) 

within both linear and non-linear terms, based on Crandall (Crandall, 1926b). According to 

Maa’s model, the acoustic impedance of an MPP absorber is determined by the perforate 

constant, which is proportional to the ratio of the perforation radius to the viscous boundary 

layer thickness inside the hole. Maa (Maa, 1998) suggested that the MPP absorber be 

designed according to the required absorbing characteristics in terms of the perforation 

constant, the radius of the aperture, and resonance frequency. Maa’s (Maa, 1998) model is 

based on wave propagation in narrow tubes, in which the oscillatory viscous boundary layer 

spans the aperture diameter. The normalized specific acoustic resistance 𝑅 and reactance 𝑋 

of a perforated liner can be expressed as  

 𝑅 =
8𝜇𝑙

𝜎𝜌𝑐𝑟0
2 [(1 +

𝑘𝑠
2

32
)

0.5

+
√2

16
𝑘𝑠

𝑟0

𝑙
] (2.69) 

 𝑋 =
𝜔𝑙

𝜎𝑐
[1 + (1 +

𝑘𝑠
2

2
)

−0.5

+
0.85𝑟0

𝑙
] (2.70) 

 ∆ =
4𝑅

(1 + 𝑅)2 + [𝑋 − 𝑐𝑜𝑡 (
2𝜔𝑟0

𝑐 )]
2 (2.71) 

for finite velocity, when 𝑟 = 𝑟0 , 𝑟0  represents the orifice radius of a short tube, 𝑙  is the 

aperture thickness or tube thickness, 𝜎 is the porosity, and ∆ is the absorption coefficient. 

This model highlights that MPP absorbers, which are relative to acoustic resistance 𝑅, need 

the application of reactance 𝑋 to determine the absorption coefficient ∆. 

2.12 Modified Howe model 

Acoustic properties of impedance due to the wall thickness have been introduced by Jing and 

Sun (Jing & Sun, 1999) into Howe’s model. Into this circumstance, the normalised acoustic 

impedance of an orifice is introduced. Impedance due to hole thickness, impedance due to 

bias flow, and total impedance are considered. 

 𝑍𝑡 = 𝑍𝑏 + 𝑧𝑙  (2.72) 

where 𝑍𝑏  represents impedance due to bias flow, 𝑧𝑙  represents impedance due to the 

thickness and 𝑍𝑡 represents total impedance. As the thickness of the property adds to the 

impedance, the conductivity needs to be added reciprocally. The mathematical expression of 

Howe’s modified conductivity is 
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1

𝐾𝑅𝑀
=

1

𝐾𝐵𝐹
+

1

𝐾𝑇𝐻
 (2.73) 

where 𝐾𝑅𝑀 is Howe’s modified conductivity, 𝐾𝐵𝐹 is the acoustic conductivity due to the bias 

flow through the hole, and 𝐾𝑇𝐻 is the acoustic conductivity due to the thickness of the hole. 

Using the Rayleigh (Rayleigh, 1870; 1945c) conductivity 𝐾𝑅 is inversely proportional to the 

impedance of the hole. Substituting the values of 𝐾𝐵𝐹 acoustic conductivity due to the bias 

flow through the hole into equation (2.66), and 𝐾𝑇𝐻  acoustic conductivity due to the 

thickness of the hole into equation (2.22) in equation (2.73) results in the modified 

assumptions listed above, and the vortex sheet strength can be assessed by using the Runge 

Kutta method. The expression of modified Howe’s Rayleigh conductivity 𝐾𝑅𝑀  of a hole with 

an aperture radius 𝑟, plate thickness 𝑙, and mean jet velocity of 𝑈 of an aperture in a circular 

orifice of finite wall thickness with bias flow is written as 

 𝐾𝑅𝑀 =2𝑟 [
1

(𝛾 − 𝑗𝛿)
+

2𝑙 

 𝑟𝜋
]

−1

 (2.74) 

2.13 Jing & Sun’s liner investigation  

Jing and Sun (Jing & Sun, 2000) have investigated the acoustic properties of a perforated liner 

in the low-frequency range sound absorption of a perforated liner in the presence of bias 

flow. Their experimental result shows that the absorption coefficient and effective bandwidth 

of a perforated liner increase. Orifice plate thickness plays a vital role to manipulate the 

acoustic properties of a liner with bias flow. In addition, blowing and suction of air exerts 

different effects on mean shear flow over the surface of a perforated liner (Jing & Sun, 1999). 

The acoustic behaviour of an aperture is described by Rayleigh’s (Rayleigh, 1870; 1945c) 

conductivity 𝐾𝑅 equation (2.20), undertaken to solve the complex system of the Howe model 

(Howe, 1979). 

 𝐾𝑅 =
𝑗𝜔𝜌𝑄

𝑝+ − 𝑝−
= 2𝑟(𝛾 − 𝑖𝛿) (2.75) 

where 𝛾  and 𝛿  are functions of the Strouhal number (𝑆𝑡) Pulsating perturbation Q is the 

amplitude of the volume flow rate fluctuations through the aperture and 𝑝+ and 𝑝− are the 

amplitudes of pressure fluctuations measured below and above the aperture (Howe, 1998). 

Considering bias flow, and subsequent to splitting real and imaginary parts, the normalised 

specific acoustic impedance 𝑧𝑠 (end correction term) of the aperture can be written as the 

form of Rayleigh (Rayleigh, 1870; 1945c) conductivity: 
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 𝑧𝑠 =
𝜋𝑘𝐴𝛿

2(𝛾2 + 𝛿2)
− 𝑗

𝜋𝑘𝐴𝛾

2(𝛾2 + 𝛿2)
 (2.76) 

By considering the rigid plate of finite thickness the sum of the acoustic impedance of the 

aperture must contain the effect of finite plate thickness. Without normalised mean flow, the 

specific acoustic impedance is reliant on the thickness of a single aperture with radius 𝑟 >

0.01/√𝑓 Beranek (Beranek, 1954)  

 𝑧𝑙 =
√2𝑣𝜔𝑙

𝑐𝑟
− 𝑗

𝜔𝑙

𝑐
 (2.77) 

Aperture thickness increases the mass inertia of the system ( 𝑣 -kinematic viscosity). 

Therefore, for a circular orifice of finite thickness with respect to bias flow, the total 

normalised specific acoustic impedance 𝑍𝐽𝑖𝑛𝑔 (Jing & Sun, 1999) is described below. 

 𝑍𝐽𝑖𝑛𝑔 = 𝑧𝑠 + 𝑧𝑙 (2.78) 

In the presence of bias flow, the effect of finite plate thickness is considered, and total 

acoustic impedance is equal to the sum of the thickness term and end correction term. If the 

thickness of the plate is too small or large compared to the aperture radius 𝑟, end correction 

of the resistance term is more important than the thickness of the viscous term from the bias 

flow at low frequency. 

 𝑍𝐽𝑖𝑛𝑔 =
𝜋𝑘𝐴𝛿

2(𝛾2 + 𝛿2)
− 𝑗

𝜋𝑘𝐴𝛾

2(𝛾2 + 𝛿2)
+ 𝑘𝑙 (2.79) 

2.14 Betts’ model 

The PBF impedance model proposed by Betts et al. (Betts et al., 2000; Betts, 2000) was 

developed based on Melling’s (Melling, 1973b) impedance model and the nonlinear effect 

described in equations (2.48) and (2.49). The resistance term in his model is composed of 

Poiseuille-type resistance and Helmholtz-type resistance and an expanded term to take into 

account the non-linear and inertial effect. His modification of the non-linear term, including 

bias flow, is explained in equation (2.57).  

 𝑍𝑏𝑒𝑡𝑡𝑠 =
4𝜇𝑙

𝑐𝜎𝐶𝑑𝑟0
2

+
√2𝜔𝜇𝑙

𝑐𝜎𝐶𝑑𝑟0

+
1 − 𝜎2

(𝜎𝐶𝑑)2
|1.2𝑢𝑟𝑚𝑠 + 2𝑈| + 𝑖 (

𝑘𝑙

𝜎𝐶𝑑

+
√2𝜔𝜇𝑙

𝑐𝜎𝐶𝑑𝑟0

+
16𝑟0

3𝜋𝜓
) (2.80) 

The PBF model runs into the problem that Bessel functions in the linear component of the 

impedance obscure its physical relationship to geometrical parameters. The low and high-

frequency approximations to the PBF model do not account for intermediate frequencies. 

Therefore, a single model that does not contain the Bessel functions, and works for all 
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frequencies is desirable. One such correction is similar to one undertaken by Kraft and Kwan 

(Kraft et al., 1999). Equation (2.80) is referred to as the perforate bias flow intermediate 

frequency model. 

2.15 Eldridge and Dowling’s model 

Absorption coefficient can be calculated by using stagnation enthalpy or total enthalpy. 

Eldredge & Dowling (Eldredge & Dowling, 2003) have calculated the difference between the 

incident and reflected enthalpy relative to the incident enthalpy. Variation in density is due 

to changes in both pressure and entropy. In addition, they computed the absorption by such 

a liner hard-walled duct section flow along with upstream and downstream sections, and 

tackled the complications of an outer liner co-axial within the inner chamber liner shown in 

Figure 2.9. The result is an annular cavity, and axial acoustic waves in the cavity interact with 

those in the chamber duct to modify the driving acoustic pressure across the orifice. Once 

again they constructed a one-dimensional lined duct model with effective compliance for the 

liner based on the results of Howe (Howe, 1979) for a single aperture with a steady flow 

circular duct of uniform cross-section.  

One-dimensional plane waves were introduced into the duct to propagate along it and create 

a harmonic pressure fluctuation in the upstream section. Eldredge & Dowling (Eldredge & 

Dowling, 2003) have described the acoustic energy in terms of stagnation enthalpy. 

 𝐵′ =
𝑝′

𝜌̅
+ 𝑢̅𝑐𝑢′ (2.81) 

where 𝐵′  is the fluctuating stagnation enthalpy, 𝑝′ is the fluctuating pressure, 𝑢′ is the 

fluctuating axial velocity, 𝑢̅𝑐  is the mean cross-flow velocity, 𝜌̅  is the fluctuating density, 

Upstream stagnation enthalpy has the form 𝑥 < 0 

 𝐵′(𝑥, 𝑡) = 𝐵̂(𝑥)𝑒−𝑗𝜔𝑡 = 𝐴𝑢
+𝑒𝑗(𝜔𝑡−𝑘𝑢

+𝑥) + 𝐵𝑢
−𝑒𝑗(𝜔𝑡+𝑘𝑢

−𝑥) (2.82) 

Downstream stagnation enthalpy has the form 𝑥 > 𝐿 

 𝐵′(𝑥, 𝑡) = 𝐵̂(𝑥)𝑒−𝑗𝜔𝑡 = 𝐶𝑑
+𝑒𝑗(𝜔𝑡−𝑘𝑑

+𝑥) + 𝐷𝑑
−𝑒𝑗(𝜔𝑡+𝑘𝑑

−𝑥) (2.83) 

where 𝐵̂ = 𝐴𝑢
+ + 𝐵𝑢

− = 𝐶𝑑
+ + 𝐷𝑑

−  is the stagnation enthalpy represents forward and 

backward amplitudes of the upstream and downstream sections and 𝑘𝑢
+,𝑘𝑢

− plus 𝑘𝑑
−, 𝑘𝑑

+ are 

the forward and backward travelling wave numbers. By using velocity fluctuation, stagnation 

enthalpy, velocity perturbation, and balance of mass and momentum with respect to a 

control volume they derived a continuous flow distribution equation. Then the one-
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dimensional Euler equation is simplified by introducing the mean flow harmonic forms of the 

quantities and matching the terms with a linear dependence on fluctuation components 

derived by the acoustic form of the perturbation equation. 

 

Figure 2.9 Combined liner acoustic waves and flow quantities in a lined duct. 
 

 𝑗𝑘𝐿𝐵̂ + 2𝑢̅𝑐

𝑑𝐵̂

𝑑𝑥
+ (1 − 𝑢̅𝑐

2)
𝑑𝑢̂

𝑑𝑥
=

𝐶1𝐿

𝑆𝑝
𝑣1 (2.84) 

 𝑗𝑘𝐿𝑢̂ +
𝑑𝐵̂

𝑑𝑥
= 0 (2.85) 

where 𝐿 is the length of the lined section, 𝐶1 is the circumferential area of the duct, 𝑆𝑝 is the 

cross-sectional area of the duct, 𝑣1 is the fluctuating liner bias flow velocity, 𝑢̂ is the complex 

amplitude of controlled flow velocity through the lined duct section. Also, the model displays 

steady flow velocity in the upstream section 𝑢̅𝑢 and steady flow velocity in the downstream 

section 𝑢̅𝑑. Equations (2.84) and (2.85) are given below in terms of characteristic quantities 

with a boundary condition for a more comfortable solution. Combined liner acoustic waves 

and flow quantities in a lined duct parameter are shown in Figure 2.9. 

 𝜓+ ≡
1

2
(1 + 𝑢̅𝑐)[𝐵̂ + (1 − 𝑢̅𝑐)𝑢̂] (2.86) 

 𝜓− ≡
1

2
(1 − 𝑢̅𝑐)[𝐵̂ − (1 + 𝑢̅𝑐)𝑢̂]  (2.87) 

A one-dimensional plane wave obeys the relation of fluctuating axial flow velocity 𝑢′ =

±
𝐵′

(1±𝑀)
. Moreover, for the characteristic quantities Eldredge & Dowling (Eldredge & Dowling, 

2003) applied a boundary condition to forward travelling waves ( 𝜓+, 𝜓− )=(  𝐵̂, 0 ) and 

backward travelling waves ( 𝜓+, 𝜓− )=(  0, 𝐵̂ ). When those quantities are inserted into 

equations (2.84) and (2.85) they arrived at  

Double layer liner

𝑢̅𝑢  

𝜂1 
𝜂2 

𝐿 

𝐴𝑢
+ 

𝐵𝑢
− 

𝐶𝑑
+ 

𝐷𝑑
− 

𝑢̅𝑑  

𝑣2 

𝑣1 
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𝑑𝜓+

𝑑𝑥
= −

𝑗𝑘𝐿

1 + 𝑢̅𝑐
𝜓+ +

1

2

𝐶1𝐿

𝑆𝑝
𝑣1 (2.88) 

 
𝑑𝜓−

𝑑𝑥
=

𝑗𝑘𝐿

1 − 𝑢̅𝑐
𝜓− −

1

2

𝐶1𝐿

𝑆𝑝
𝑣1 (2.89) 

The boundary conditions of 𝑥 = 0 and 𝑥 = 1 are substituted into stagnation enthalpy and 

velocity perturbations through the characteristic quantities of 𝜓+  and 𝜓− . Eldredge & 

Dowling (Eldredge & Dowling, 2003) developed a first-order equation and enforced two 

boundary conditions for the system. Forward upstream amplitude is assumed to be known as 

𝐵𝑢
+  from microphone pressure data. Other amplitudes can be measured similarly. In the 

downstream section, reflection depends only on mean flow conditions and geometry 

arrangement. Within the two boundary conditions characteristic quantities are expressed as  

 𝜓+(0) = 𝐵𝑢
+ (2.90) 

 𝜓−(1)𝑒−𝑗𝑘𝑑
−𝐿 − 𝜓+(1)𝑅𝑑𝑒𝑗𝑘𝑑

+𝐿 = 0 (2.91) 

Equations (2.88) and (2.89) are not closed, and the fluctuating liner flow 𝑣1  must be 

considered. Considering the compliance of the liner η1, creates a local relationship between 

in word fluctuating liner flow velocity 𝑣1  and the difference in stagnation enthalpy 

fluctuations across the liner. Using a linearised momentum equation in conjunction with 

stagnation enthalpy perturbation normal to the direction of propagation and relation 

between stagnation enthalpy and characteristic quantities 𝐵̂=𝜓+ + 𝜓− are expressed as 

 𝑣1(𝑥) =
𝜂1

𝑗𝑘𝐿
[𝐵̂1(𝑥) − 𝜓+(𝑥) − 𝜓−(𝑥)] (2.92) 

where 𝐵̂1 is the fluctuating part of the stagnation enthalpy related to the external liner and 

η1 is the compliance of the inner liner, 𝑅𝑑 is the downstream reflection coefficient. Eldredge 

& Dowling (Eldredge & Dowling, 2003) considered three configurations: an open exterior, an 

annular cavity enclosed by a rigid wall, and an annular cavity enclosed by a second liner. The 

first configuration is not as significant as the latter two. 

 Open exterior 

In this configuration, the liner is exposed to the ambient environment. Since it exposed to 

ambient pressure, the pressure fluctuation outside the liner is zero. 

 𝑣1(𝑥) =
𝜂1

𝑗𝑘𝐿
𝐵̂(𝑥) = −

𝜂1

𝑗𝑘𝐿
[𝜓+ + 𝜓−] (2.93) 
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Thus, in this configuration inward fluctuating liner flow velocity is expressed in equations 

(2.88), (2.89) and (2.93) is closed. This relation to be appropriate, the exterior of the liner 

need only be exposed to a region in which pressure fluctuations are negligibly small. 

 Annular cavity enclosed by a rigid wall 

In this configuration, a rigid cylinder has been used to form a cavity; the cavity should be 

shallow enough to create a one-dimensional plane wave in the duct.  

 
𝑑𝐵̂1

𝑑𝑥
= −𝑗𝑘𝐿𝑢̂1 (2.94) 

 
𝑑𝑢̂1

𝑑𝑥
= −𝑗𝑘𝐿𝐵̂1 −

𝐶1𝐿

𝑆𝑐
𝑣1 (2.95) 

where 𝑢̂1 is the complex amplitude of the particle velocity in the cavity along the rigid wall 

and 𝑆𝑐  is the cross-sectional area of the annular cavity along with the formation of a 

boundary.  

 𝑢̂1(0) = 0, 𝑢̂1(1) = 0.  (2.96) 

In this configuration, bias flow is not present because the cavity is completely closed. 

Equations (2.88),(2.89),(2.93) and (2.94),(2.95) now form a closed system of four differential 

equation of four unknowns 𝜓+ , 𝜓−, 𝐵̂1 and 𝑢̂1 , which can be solved by using a shooting 

method in Mat-lab. 

 Annular cavity enclosed by a second liner 

In this configuration, the setting is almost identical to the previous one, but a second liner is 

present with a slightly larger hole, along with a line where bias flow is introduced. Therefore, 

the equations are 

 
𝑑𝐵̂1

𝑑𝑥
= −𝑗𝑘𝐿𝑢̂1 (2.97) 

 
𝑑𝑢̂1

𝑑𝑥
= −𝑗𝑘𝐿𝐵̂1 −

𝐶1𝐿

𝑆𝑐
𝑣1 +

𝐶2𝐿

𝑆𝑐2
𝑣2 (2.98) 

 𝑣2(𝑥) =
𝜂2

𝑗𝑘𝐿
𝐵̂(𝑥) = −

𝜂1

𝑗𝑘𝐿
[𝐵̂2(𝑥) − 𝐵̂1(𝑥)] (2.99) 

Equation (2.98) illustrates that a second liner is present inside the cavity. Where η2 is the 

compliance of the second liner, 𝐶2 is the circumference to the outer cylinder, 𝑣1 is the inward 

fluctuating bias flow velocity, and 𝑣2 is the inward fluctuating bias flow velocity through the 

outer liner. In terms of stagnation enthalpy the difference across the liner by the boundary 

conditions for this configuration is identical to the previous one. Equations (2.88),(2.89),(2.93) 
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and (2.96) to (2.99) represent a closed system. Fluctuating stagnation enthalpy external to 

the second liner is very small compared to the nearby insertion; therefore 𝐵̂2 = 0 is assumed. 

Considering the conservation of mass, bias flow through the first and second liners is related.  

 𝑀𝑖 =
𝐶2

𝐶1

𝜎2

𝜎1
𝑀𝑜 (2.100) 

where 𝑀𝑖  is the mean Mach number of the hole of the inner liner, 𝑀𝑜 is the mean Mach 

number of the hole of the outer liner, 𝜎1  is the porosity of the inner liner, and 𝜎2  is the 

porosity of the outer liner. Since the system is considered one-dimensional, propagating 

mode for the duct should be one dimensional, and for a circular duct it is limited to its 

maximum frequency,  

 𝑘𝐿 < 1.841 (
1

2

𝐶1𝐿

𝑆𝑝
) (2.101) 

where 𝑆𝑝 is the cross-sectional area of the duct. For liner compliance, Eldredge & Dowling 

(Eldredge & Dowling, 2003) developed acoustic behaviour of a single aperture for an 

expression of the compliance of a homogenous screen. Hughes and Dowling (Hughes & 

Dowling, 1990c) also adapted Rayleigh’s (Rayleigh, 1945c) conductivity of a single aperture 

for a perforated screen in the presence of bias flow. To make the system simpler, Eldredge 

and Dowling (Eldredge & Dowling, 2003) composed a perforated screen of a square grid 

aperture with a linearised momentum equation, which expresses the relationship with the 

conductivity of a single component aperture in an infinitely thin wall, derived by Howe (Howe, 

1979). Howe’s model states that vorticity is created on the rim of the aperture due to the 

viscous effect; other features, such as wall thickness and boundary layer dissipation are 

ignored. Therefore, the damping effect expression for the total compliance as the inertia 

effect of the liner thickness approximated to stagnation enthalpy difference across the liner 

is:  

 
1

η𝑡
=

𝜋𝑟2

𝜎2

1

𝐾𝑅 
+

1

𝜎𝐿
 (2.102) 

where η𝑡 is the total compliance of the liner. Considering acoustic energy inside the liner, 

Eldredge and Dowling (Eldredge & Dowling, 2003) developed an equation based on the 

forward and backward travelling energy change, defined as the net energy absorbed by the 

liner, scaled by the energy incident upon the lined section.  
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 ∆= 1 −
|𝐶𝑢

+|2 + |𝐵𝑢
−|2

|𝐴𝑢
+|2 + |𝐷𝑑

−|2
 (2.103) 

2.16 Bellucci’s model 

Bellucci et al’s. (Bellucci et al., 2004b; Bellucci et al.) impedance model was developed based 

on Crandall’s (Crandall, 1926b) impedance model. They considered a large shear number 

𝑆ℎ = |𝑘𝑠𝑟0| > 10  for their perforated screen. The shear number 𝑆ℎ  represents the ratio 

between the hole radius 𝑟0 and the acoustic boundary layer. 

 𝑧𝑠 =
𝑖𝑘𝑙

𝜎 
[(1 +

√2

𝑆ℎ
) − 𝑖 (

√2

𝑆ℎ
)] (2.104) 

Several terms are added to their end effect with a shear number 𝑆ℎ = 𝑟0 √𝜔 ν⁄⁄  . Bellucci et 

al’s. (Bellucci et al., 2004b; Bellucci et al.) end effect 𝑙𝑏 = 𝑙𝑟𝑙𝑖𝑛𝑙𝑏𝑓𝑙𝑛𝑙 term is clarified below. 

They introduced correction factors due to the radiation reactance 𝑙r Norris & Sheng (Norris & 

Sheng, 1989), orifice interaction 𝑙𝑖𝑛 Ingard (Ingard, 1953), bias flow 𝑙𝑏𝑓 Zing, Rienstra (Jing & 

Sun, 2000; Rienstra, 1983) and nonlinear effect 𝑙𝑛𝑙 Peters (Peters et al., 1993). 

 𝑙𝑟 = 2 ∙ 0.8216 𝑟0 [1 +
(0.77𝐻𝑛)2

1 + 0.77𝐻𝑛
]

−1

 (2.105) 

 𝑙𝑖𝑛 = 1 − √
𝜎

2
 (2.106) 

 𝑙𝑏𝑓 =
0.3 (

6.0
𝑆𝑡2) + 1

6.0
𝑆𝑡2 + 1

 (2.107) 

 𝑙𝑛𝑙 = 1 −
0.3

𝑆𝑡𝑎𝑐
0.6 (2.108) 

𝑙r is the end correction length for the two orifice ends, 𝐻𝑛 represents the Helmholtz number 

previously discussed in Crandall’s (Crandall, 1926b) model, 𝑙𝑖𝑛  is the correction factor for 

interaction among the neighbouring orifices, 𝑙𝑏𝑓 is the correction factor due to high bias flow 

velocities, and 𝑙𝑛𝑙 is the nonlinear effects acceptable in their experiment. Bias flow Strouhal 

number represents 𝑆𝑡 = 𝜔𝑟0 𝑈⁄ , previously discussed in section 2.4. Similarly, 𝑆𝑡𝑎𝑐 

represents the acoustic Strouhal number 𝑆𝑡 = 𝜔𝑟0 |𝑢|⁄  considered in this model. The effect 

of high bias flow velocity and nonlinear effect due to high amplitudes on acoustic pressure 

loss term 𝑃𝑏𝑒 can be written as 
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 𝑃𝑏𝑒 = 𝜌𝜍𝐺 (
𝑈

|𝑢|
) |𝑢|𝑢 (2.109) 

where 𝑃𝑏𝑒 is Bellucci et al’s. (Bellucci et al., 2004b; Bellucci et al.) pressure loss term caused 

by the flow external to the orifice, 𝐺 (
𝑈

|𝑢|
) = 𝐺(𝑥) is given by (Batchelor, 1967) as 

 𝐺(𝑥) = {

2𝑥

𝜋[arcsin(𝑥) + 0.66√1 − 𝑥2 (2 + 𝑥2)]
  𝑖𝑓 𝑥 ≤ 1

𝑥                                                                       𝑖𝑓 𝑥 > 1

} (2.110) 

The term ς is the pressure loss coefficient, assumed to be time-independent evaluated from 

external flow to the orifice depending on the ratio of bias flow velocity 𝑈 to acoustic particle 

velocity 𝑢.  

 1 𝑐𝑑
2⁄                       𝑖𝑓 𝑈 = 0, 𝑆𝑡𝑎𝑐 ≤ (𝑆𝑡𝑎𝑐)𝑞𝑠 (2.111) 

 0.5(3𝜋 4⁄ )𝑆𝑡𝑎𝑐
1 3⁄

   𝑖𝑓 𝑈 = 0, 𝑆𝑡𝑎𝑐 > (𝑆𝑡𝑎𝑐)𝑞𝑠 (2.112) 

 𝜋𝛿𝑆𝑡 2(𝛾2 + 𝛿2)⁄  𝑖𝑓 𝑈 ≥ 𝑢 (2.113) 

 𝜍𝑈𝑜=0(1 − 𝐺) + 𝜍𝑈𝑜≥𝑢(𝐺 − 4 3𝜋⁄ ) (1 − 4 3𝜋⁄ )⁄  𝑖𝑓 0 < 𝑈 < 𝑢 (2.114) 

In equation (2.113) 𝛾 represents the real part and 𝛿 represents the imaginary part of Howe’s 

Rayleigh’s (Rayleigh, 1870; 1945c) conductivity of the orifice previously described in equation 

(2.66). In equation (2.114), the term ς𝑈𝑜=0 is given by equation (2.111) or (2.112) and ς𝑈𝑜≥𝑢 

by equation (2.114). Bellucci et al’s. (Bellucci et al., 2004b; Bellucci et al.) model assumed the 

quasi-steady assumption to be valid for the case without bias flow and with the acoustic 

Strouhal 𝑆𝑡𝑎𝑐 number lower than a limit value. The limit for the quasi-steady assumption for 

the acoustic Strouhal number is given by (𝑆𝑡𝑎𝑐)𝑞𝑠 = 0.61 𝑐𝑑
6⁄  and transformed into a vortex-

sheet model. By combining equations (2.104) and (2.109) and the values of 𝑙b Bellucci et al’s. 

(Bellucci et al., 2004b; Bellucci et al.) model for impedance 𝑍𝑏𝑒  due to perforation can be 

written as 

 𝑍𝑏𝑒 = 𝜌𝜍𝐺 (
𝑈

|𝑢|
) |𝑢|𝑢 +

𝑗𝑘

𝜎
[𝑙 (1 +

√2

𝑆ℎ
) − 𝑖 (

√2

𝑆ℎ
) + 𝑙𝑏] (2.115) 

Bellucci et al. (Bellucci et al., 2004b; Bellucci et al.) determined the acoustic particle velocity 

𝑢 by applying the Newton-Raphson method root finding algorithm. Their suggested acoustic 

particle velocity 𝑢  is approximated to Betts’ (Betts et al., 2000) magnitude of the Mach 

number in a perforate without bias flow term in the cavity.  
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 𝑢 =
1

2𝑐𝜎𝐶𝑑
[
𝑃𝑟𝑒𝑓10

𝑆𝑃𝐿
20 √2

𝜌𝑐
] (2.116) 

The validation of this model is performed for low-Mach and low-Helmholtz numbers by 

varying screen geometry, acoustic pressure amplitude, and bias flow velocity. This discussion 

was based on the impedance model 𝑍𝑏𝑒 due to perforation. In this context, screen impedance 

in front of the perforated screen is acquired in the presence of the backing cavity.  

Bellucci et al’s. (Bellucci et al., 2004b; Bellucci et al.) hosted transmission line theory in their 

model can be referred to as impedance due to the cavity−𝑗𝜌𝑐𝑐𝑜𝑡(𝑘𝑑). In addition, the 

nonlinear effect due to high amplitudes on acoustic resistance caused by the flow external to 

the orifice is calculated under a quasi-steady assumption. This pressure loss term reduces to 

the linear expression when 𝑈 > |𝑢| , meaning bias flow velocity, is larger than the axial 

acoustic velocity. However, for larger values of |𝑢| , for example, if the acoustic particle 

velocity 𝑈 < |𝑢| is larger than the mean bias flow velocity, nonlinear behaviour arises.  

 𝑍𝑏𝑒𝑠 = 𝑗𝜔𝜌 [(
1

𝜎
) {𝑙𝐹(𝑘𝑠𝑟0) + 1.7𝑟0} −

1

𝑘
𝑐𝑜𝑡𝑘𝑑] +

𝑃𝑏𝑒

𝜎𝑢
 (2.117) 

where 𝑍𝑏𝑒𝑠 is the Bellucci perforated screen impedance with cavity effect. Equation (2.117) 

allows for the use of unperforated back screen and assuming plane wave propagation into 

the cavity. Bellucci model will be compared with the data later in chapter 5. 

2.17 Luong’s model  

Luong et al. (2005) approached Rayleigh’s (Rayleigh, 1870; 1945c) conductivity and Howe’s 

model of equation (2.75). Concentrating on Rayleigh’s (Rayleigh, 1870; 1945c) conductivity 

shear number, and Cummings’ (Cummings, 1984; Cummings, 1986) Bernoulli-type empirical 

equation to derive a simplified formula for Rayleigh’s (Rayleigh, 1870; 1945c) conductivity of 

a circular aperture mean or bias flow velocity 𝑈; 

 𝑙𝑒

𝑑𝑢

𝑑𝑡
+

1

2𝐶𝑐
2

(𝑢 + 𝑈)|𝑢 + 𝑈| =
𝛥𝑃 + 𝑝𝑐𝑜𝑠(𝜔𝑡)

𝜌
 (2.118) 

where 𝛥𝑃 + 𝑝𝑐𝑜𝑠(𝜔𝑡)  represents the acoustic pressure difference across the orifice or 

driving pressure, where 𝑢 and 𝑈 are the acoustic particle velocity and mean bias flow velocity 

in the orifice respectively. The term resistive force 1 2𝐶𝑐
2(𝑢 + 𝑈)|𝑢 + 𝑈|⁄  is defined as the 

pressure drop across the orifice and 𝐶𝑐 ≈ 0.75 . Cummings uses an effective contraction 
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coefficient for an infinitesimally thin wall. Therefore, the Rayleigh (Rayleigh, 1870; 1945c) 

conductivity of a given form of the linearized equation (2.66) is simplified as 

 𝐾𝑅 = 2𝑟(𝛾 − 𝑗𝛿) = 2𝑟 (
𝜔𝑟/𝑈

𝜔𝑟/𝑈 + 2𝑖/𝜋𝐶𝑐
2) (2.119) 

This expression holds for both linear and nonlinear regimes; the bias flow conductivity for a 

thin wall is well approximated by the simple equation (2.119). The attenuation of sound by 

vorticity production at surfaces and edges is greatly enhanced when a mean flow is present 

to sweep away vorticity energised by the sound. The primary effect of nonlinearity is a small 

reduction in the mean bias flow velocity.  

2.18 Atalla’s model 

Atalla and Sgard (2007) conceived a perforated screen as a corresponding fluid following the 

Johnson-Allard approach (Champoux & Allard, 1991; Johnson et al., 1987). The density of the 

medium is modified by the dynamic tortuosity of the perforated region, and an acoustic 

impedance model for a perforated panel backed with an air cavity is derived from being the 

case of perforated panels as a Helmholtz resonator. The system is known as a distributed 

Helmholtz resonator with cavity volume, cavity neck as aperture thickness, and cavity depth.  

 𝑍𝑠 = (
2𝑙

𝑟0
+ 4

𝑙𝑎
′

𝑟0
)

𝑅𝑜𝑠𝑟

𝜎
+

𝑗𝜔𝜌

𝜎
(2𝑙𝑎

′ + 𝑙) − 𝑗𝜌 ccot(𝑘𝑑) (2.120) 

where 𝑅𝑜𝑠𝑟 = 0.5√𝜇𝜔𝜌 is the orifice surface resistance (Ingard, 1953), 𝑑 is the cavity depth 

and end correction length given by Atalla and Sgard (2007) 𝑙𝑎
′ = 0.85𝑟0(1 − 1.14√𝜎) from 

Rayleigh (BARON RAYLEIGH, 1871; Rayleigh, 1945a) end correction, previously discussed in 

equation (2.25). Whereas Maa’s model (Maa, 1998) is only applicable to micro-perforated 

panel absorbers, Atalla and Sgard’s (Atalla & Sgard, 2007) model applies to both small and 

large diameters of perforated panel absorber. This model is capable of handling perforated 

plates or screens backed by cavities filled with acoustic materials, including sub-millimetre 

perforation configurations. Also, the mass of the perforated screen or perforated plate can 

be accounted for by extending the model to include the inertia of the solid phase. 

2.19 Chris Lawn’s acoustic absorption in ducts with perforated liner 

The acoustic wave in the main duct was treated as one-dimensional with the traverse acoustic 

flow through the perforation of uniform acoustic pressure in the cavity. When a second liner 
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or double liner is present, acoustic flow in the cavity may be two dimensional in reality. Chris 

Lawn (Lawn, 2015) introduced the theory with classical analysis of Crandall (Crandall, 1926b)  

 
𝜔

𝑐
𝐹(𝑘𝑟0) ≡ −

𝜔

𝑐
𝑗

𝐽0(𝜅𝑟0)

𝐽2(𝜅𝑟0)
 (2.121) 

where 𝜅 = √−𝑗𝜔𝜌 𝜇⁄  is the viscous Stokes wave number previously discussed in section 2.4. 

𝐽0  and 𝐽2  represent zero and second-order Bessel function, 𝑟0  represents the radius of the 

aperture or orifice, and 𝐹(𝑘𝑟0)  represents the function solution of Crandall’s (Crandall, 

1926b) viscous effect 4. 

 Orifice impedance due to no flow 

Lawn (Lawn, 2015) has approximated the formula for liner orifice impedance for no flow 

through the orifice in the absence of cross and bias flow formulation given by Melling 

(Melling, 1973b), 5 earlier discussed in equation (2.48). Also considered was Howe’s theory 

(Howe, 1979) modified by Jing and Sun (Jing & Sun, 1999), which depends on the Strouhal 

number (𝑆𝑡) instead of frequency. From Rayleigh’s (Rayleigh, 1870; 1945c) conductivity 𝐾𝑅 , 

discussed previously in equation (2.20), and Howe’s (Howe, 1979), the results are presented 

in terms of Rayleigh’s (Rayleigh, 1870; 1945c) conductivity, discussed in equation (2.66). From 

equation (2.66) the specific impedance involves a change of sign in Rayleigh’s (Rayleigh, 1870; 

1945c) conductivity. Chris Lawn (Lawn, 2015) implemented the following equation as surface 

resistance. 

 𝑧𝑠 = 𝑗
𝜔

𝑐

𝜋𝑟0

2

1

(𝛾 + 𝑗𝛿)
 (2.122) 

For orifice impedance with bias flow, if the flow is not reversing Lawn (Lawn, 2015; 2016) 

applied Lee et al’s (Lee et al., 2007) impedance of orifice with a finite thickness of orifice plate 

based on Strouhal number 𝑆𝑡.  

 𝑅𝑒(𝑧𝑠) = 𝑀𝑏  {1.10 + 0.90𝑠𝑖𝑛(1 − 𝑆𝑡)
𝜋

2
} (2.123) 

 

 

4 The notation for classical analysis of Crandall initially started with a Bessel function of zero order to first order. 
C. J. Lawn has implemented a Bessel function of zero order to second order. 
5 Orifice impedance due to no flow condition, C. J. Lawn uses the prime convention of coefficient of air viscosities 
based on Sivian’s (Sivian, L. J. (1935) Acoustic impedance of small orifices. The Journal of the Acoustical Society 
of America, 7(2), 94-101.), but considered Melling’s (Melling, T. H. (1973b) The acoustic impendance of 
perforates at medium and high sound pressure levels. Journal of Sound and Vibration, 29(1), 1-65.) model. 
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Lee et al’s (Lee et al., 2007) computed result shows a similar result to their experiment. 

Decreasing resistance from close to the Howe limit at low 𝑆𝑡 number 𝑆𝑡 > 2 of only 0.1-.02 

𝑀𝑏  with 𝑙 = 𝑟0 . 𝑀𝑏  represents the bias flow Mach number. 𝑆𝑡 < 2  is a satisfactory 

description, and when applied to 𝑙 = 1.5 𝑟0 , 1.10 becomes 1.00 for a better fit 

computationally. The reactance measured and computed by Lee et al. (Lee et al., 2007) is 

affected by porosity, but for porosities of less than 2 % and for 𝑙 = 𝑟0 described by 

 𝐼𝑚(𝑧𝑠) = 𝑀𝑏 (0.1 + 0.75𝑆𝑡2) (2.124) 

fitting a curve to Lee et al’s (Lee et al., 2007) results. At low Strouhal numbers, it is comparable 

to Howe’s (Howe, 1979) solution. 

 Impedance due to cross-flow 

Chris Lawn (Lawn, 2015) has applied correlation of Dickey et al.’s (Dickey et al., 2001) cross-

flow of inner liner estimated values of specific acoustic impedance across the orifice of inner 

liner based on mean starting velocities into and out of the cavity. When there is a flow along 

the surface containing the orifice, the vortex shedding arising from the acoustic jets is 

modified and the impedance, even in the absence of a mean bias flow, is radically altered. 

 𝑙0 = 𝑟0  (1.40 + 0.072
𝑟0𝜔

𝑢𝜏
) (2.125) 

where 𝑙0 is the equivalent length for no flow, 𝑢𝜏 is the friction velocity of cross-flow. Dickey 

et al. (Dickey et al., 2001) measured the effect of a range of cross flows, and described their 

results in terms of friction velocity. They omitted an examination of no cross-flow evidence, 

but there remains some data evidence to express the resistance and reactance given below.  

 𝑅𝑒(𝑧𝑠) = 9.57
𝑢𝜏

𝑐
−

𝜔𝑟0

𝑐
≡ 9.57√𝑓 ̇ 6⁄ 𝑀𝑐 − 0.64𝑘𝑟0 (2.126) 

 𝐼𝑚(𝑧𝑠) =
𝜔𝑙0

𝑐
{0.58 + 0.42𝑒𝑥𝑝 (−23.6

𝑢𝜏

2𝜔𝑟0
) − 0.03} (2.127) 

where 𝑀𝑐 is the cross-flow Mach number, and 𝑓̇ represents Darcy friction factor for the duct. 

However, for 𝑢𝜏 𝑟0𝜔⁄ < 0.06 represents 𝑙0 = 2.6𝑟0 closes Dickey et al’s. (Dickey et al., 2001) 

relation. If the resistance term is 𝑢𝜏 𝑟0𝜔⁄ < 0.1  reverse to Melling’s (Melling, 1973b) 

correlation at this limit 𝑙0 = 2.1𝑟0.  

 Impedance due to bias and cross flow 

The interaction of bias and cross-flow was examined by Sun et al. (Sun et al., 2002) for a range 

of frequencies up to 850 Hz with the orifice radius from 0.75 - 1.75 mm. The bias flow Mach 
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number was up to 0.17 and the Strouhal numbers up to 3 followed by cross flow Mach 

number 𝑀𝑐 0, 0.087 and 0.174. Chris Lawn applied their correlation in this model. 

 𝑅𝑒(𝑧𝑠) = 𝑀𝑏 [2.10 − 0.332
𝑀𝑐

𝑀𝑏 
+ (

𝑀𝑐

𝑀𝑏 
)

2

] (2.128) 

This resistance term is consistent with Howe’s theory with low Strouhal numbers, and there 

is some limitation not covered by this correlation. The measured reactance shows a linear 

reduction with increasing bias flow Mach number 𝑀𝑏 to negative values. It appears to work 

for 
𝑀𝑐

𝑀𝑏 
> 0.2 even though 𝑀𝑐 is as small as 0.087. 

 Liner starting section 

The properties of air are calculated at every nodal point to allow for variations in pressure 

and temperature along the lined duct. The increase of acoustic pressure, velocity, acoustic 

cavity, and axial acoustic velocity are solved by the 4th order Runge-Kutta method. The mean 

Mach bias flow condition is specified as 𝑀𝑖  for average flow through the inner liner and 𝑀𝑜 

for the outer liner. Therefore, mean pressure in the cavity is defined as 

 𝑃𝑚 = 𝑃𝑑𝑢 [1 +
𝛾𝑐 − 1

2 

𝑀𝑖
2

𝐶𝑑
2 ]

𝛾𝑐
𝛾𝑐−1

 (2.129) 

 where 𝑃𝑚 refers to the mean pressure in the cavity, 𝛾𝑐 represents the ratio of specific heat 

capacity in the cavity, 𝑀𝑖  is the Mach bias flow through the inner liner, 𝑀𝑜 is the Mach bias 

flow through the outer liner, and 𝐶𝑑 is the discharge coefficient of the orifice. Mean pressure 

will be generated at the end of the cavity to estimate the actual cavity pressure. Mean 

pressure in the plenum is 

 𝑃𝑝 = 𝑃𝑚 [1 +
𝛾𝑐 − 1

2 

𝑀𝑜
2

𝐶𝑑
2 ]

𝛾𝑐
𝛾𝑐−1

 (2.130) 

Acoustic pressure at the starting end of the cavity is calculated from modulus and phase. If 

uniform pressure is selected, an estimate of that pressure is made by the mean value at the 

start and end of the cavity. To determine the specific acoustic impedance of the orifice, the 

outcomes of various experimental investigations are applied in sections 2.19.1 to 2.19.4. 

where 𝑃𝑝 represents mean pressure in the plenum. 

 𝑝𝑐 = (𝑝𝑝𝑐 + ℓ|𝛿𝑝𝑐|)𝑒
𝑗𝑚𝑐𝛿𝜑𝜌𝑐

𝑝  (2.131) 
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where 𝑝𝑐 is the acoustic pressure in the cavity, 𝑚𝑐 is a parameter specifying increments of a 

phase of cavity pressure, ℓ  denotes increments of modulus of cavity pressure, 𝑝𝑝𝑐  is the 

starting acoustic pressure in the cavity, 𝛿𝑝𝑐 is change in modulus of starting pressure in the 

cavity, and 𝛿𝜑𝑝𝑐

𝑝
 is change in starting pressure in the cavity wavelength because the axial 

velocity must vanish against the end wall of the cavity.  

 Acoustic flow through the orifice 

Acoustic flow through the orifice is calculated from the impedance definition, such as inner 

and outer liner acoustic velocity 

 𝓋𝑜 =
(0 − 𝑝𝑐)

∆𝑍𝑠

2

(𝜌𝑜𝑐𝑜 + 𝜌𝑐𝑐𝑐)
 (2.132) 

 𝓋𝑖 =
(𝑝𝑐 − 𝑝)

∆𝑍𝑠

2

(𝜌𝑐 + 𝜌𝑐𝑐𝑐)
 (2.133) 

where 𝓋𝑜 and 𝓋𝑖  are the outer and inner liner orifice acoustic velocity, ∆𝑍𝑠 is specific acoustic 

impedance across the orifice, 𝑝 is acoustic pressure in the main duct, 𝜌, 𝜌𝑐 , 𝜌𝑜 is the density 

of air corresponding to the speed of sound 𝑐, 𝑐𝑐, 𝑐𝑜 at the temperature of a gas in the local 

duct, cavity and outer liner. 

 Acoustic pressure in the main duct and cavity  

Acoustic pressure is calculated from the acoustic momentum equation from the main duct 

and cavity 

 
𝜕𝑝

𝜕𝑥
= −𝑗𝜔𝜌𝑢 − 𝜌𝑄

𝜕𝑢

𝜕𝑥
−

𝑝

𝑐2
𝑄

𝜕𝑄

𝜕𝑥
 (2.134) 

 
𝜕𝑝𝑐

𝜕𝑥
= −𝑗𝜔𝜌𝑐𝑢𝑢𝑐 (2.135) 

where 𝑢𝑢𝑐 is the orifice acoustic velocity in the cavity, 𝑢 is the acoustic velocity in the main 

duct, 𝑝 𝑐2⁄  represents fluctuation in acoustic density, and 𝑝 represents acoustic pressure in 

the main duct.  

 Axial acoustic velocity in the main duct and cavity 

The acoustic pressure is assumed negligible in the large volume of the outer plenum. Axial 

acoustic velocity in the main duct and the cavity is the sum of mass conservation and 

fluctuating mass through the liner. The acoustic velocities are given by 

 𝜌
𝜕𝑢

𝜕𝑥
= −𝑗𝜔

𝑝

𝑐2
−

𝑄

𝑐2

𝜕𝑝

𝜕𝑥
−

𝑝

𝑐2

𝜕𝑄

𝜕𝑥
+

𝑆𝑖

𝐴𝑖𝐿
(

𝑝𝑐

𝑐𝑐
2

𝑉𝑤 + 𝓋𝑖

𝜌𝑐 + 𝜌

2
) (2.136) 
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 𝜌𝑐

𝜕𝑢𝑢𝑐

𝜕𝑥
= −𝑗𝜔

𝑝𝑐

𝑐2
−

𝑆𝑖

𝐴𝑐𝐿
(

𝑝𝑐

𝑐𝑐
2

𝑉𝑤 + 𝓋𝑤

𝜌𝑐 + 𝜌

2
) +

𝑆𝑜

𝐴𝑐𝐿
(𝓋𝑜

𝜌𝑐 + 𝜌𝑜

2
) (2.137) 

Starting acoustic pressure was specified from (2.131) velocity gradient through equation 

(2.137). For each iteration axial acoustic velocity at the end of the cavity was compared with 

the zero-target value, such as 𝑚𝑐 and ℓ.  

 Incident acoustic energy absorption 

To aid the convergence of the iterations to a solution fitting the acoustic velocity vanishing 

condition, a trial function is applied that has approximately the correct variation but does not 

fit the boundary conditions 

 𝑢𝑢𝑐 = 𝑢𝑢𝑐
∗ sin(𝑘𝑐𝑥) (2.138) 

Equation (2.48) was introduced into these equations. Solutions were obtained for 𝑢𝑢𝑐
∗  & 𝑘𝑐  

 𝜌𝑐

𝜕𝑢𝑢𝑐

𝜕𝑥
= 𝒞𝑝𝑐 + 𝒟𝑝 (2.139) 

and 𝒞 & 𝒟 are functions determined from equations (2.136) and (2.137) 

 𝒞 =
𝑗𝜔

𝑐2
+

𝑆𝑖

𝐴𝑐𝐿
(

𝑝𝑐

𝑐𝑐
2

+
𝜌𝑐 + 𝜌

𝜌𝑐𝑐𝑐 + 𝜌

1

∆𝑍𝑖
) +

𝑆𝑜

𝐴𝑐𝐿
(

𝜌𝑐 + 𝜌𝑜

𝜌𝑐𝑐𝑐 + 𝜌𝑜𝑐𝑜

1

∆𝑍𝑜
) (2.140) 

 𝒟 =
𝑆𝑖

𝐴𝑐𝐿
(

𝜌𝑐 + 𝜌

𝜌𝑐𝑐𝑐 + 𝜌

1

∆𝑍𝑖
) (2.141) 

where ∆𝑍𝑖 and ∆𝑍𝑜 are the specific acoustic impedance of the inner and outer liner orifice, 𝑆𝑖 

and 𝑆𝑜 are the inner and outer liner area, 𝐴𝑐 and 𝐴𝑖  the cross-sectional area of the annular 

cavity and inner liner, 𝐿 the length of the liner, and 𝑉𝑤 the radial mean velocity of the inner 

liner. At the end of the liner section, the flux of acoustic energy in the main duct was recorded 

to determine the absorption ∆ of acoustic energy 

 ∆= 1 −
𝐸𝑜

𝐸𝑖
 (2.142) 

where 𝐸𝑜 = 𝐴𝑑𝑅𝑒{𝑐𝑜𝑛𝑗(𝑢)}  and 𝐸𝑖 = 𝐴𝑢𝑅𝑒{𝑐𝑜𝑛𝑗(𝑢)} . 𝐴𝑑  and 𝐴𝑢  are the cross-sectional 

area of the main duct alongside the liner and upstream or at the beginning of the liner, 𝐸𝑜 

and 𝐸𝑖  represent acoustic energy out of and into the system. If the initial parameters are 

negative, then the physical solution is in the opposite direction. 

2.20 End correction 

End correction of a short tube or perforated plate depends on the aperture radius and 

thickness. The effective length needs to be able to account for both real and imaginary parts 

of the impedance (BARON RAYLEIGH, 1871; Rayleigh, 1945a; Rayleigh, 1945b; Rayleigh, 
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1940). The real part or resistance in the end correction impedance corresponds to viscous 

frictional losses on the surface of the perforated plate during air flow through the holes. The 

imaginary part or reactance in the end correction impedance represents the radiation 

impedance at the hole openings. This extra length 𝑙′ of the fluid contributes to the process by 

the reactive part of the radiation impedance of a circular mass piston of air in an infinite baffle. 

Approximate values of mass end correction are obtained by considering both ends of the 

aperture 2𝑙′ = 1.7𝑟0 (Lawrence et al., 2000). Sivian (Sivian, 1935) derived an expression for 

the end correction resistance and mass reactance terms. Ingard (Ingard, 1953) introduces 

friction loss on the wall surrounding the orifice proportional to 2𝑟0.  

 Sivian’s end correction: Resistance 

In 1935 Sivian (Sivian, 1935) investigated circular orifices of diameter from 0.00034 m to 0.01 

m with respect to different particle velocities, and with corresponding Reynolds numbers 

varying from approximately 0.7 to 3000. Sivian (Sivian, 1935) considered that total orifice 

aperture impedance is to be equal to internal impedance and external impedance, 𝑍𝑡 = 𝑍𝑖 +

𝑍𝑒. The subscript ‘𝑒’ refers to the external impedance and ‘𝑖’ refers to the internal impedance 

of the orifice. Similarly, for the resistance Sivian (Sivian, 1935) has explained that in 𝑅𝑡 = 𝑅𝑖 +

𝑅𝑒, total resistance is equal to internal resistance and external resistance. 𝑅𝑖 refers to viscous 

loss in the hole and 𝑅𝑒 refers to viscous loss external to the hole.  

 
𝑅𝑡 = 𝑅𝑖 + 𝑅𝑒 =

𝑗𝜔𝜌

𝜋𝑟0
2

[

𝑙

{1 −
2𝐽1(𝑘𝑠𝑝𝑟0)

𝑘𝑠𝑝𝑟0𝐽
0
(𝑘𝑠𝑝𝑟0)

}

+
𝑙𝑒

{1 −
2𝐽1

(𝑘𝑠𝑟0)

𝑘𝑠𝑟0𝐽
0
(𝑘𝑠𝑟0)

}]
𝑅𝑒 

(2.143) 

where 𝑙 is the length of the short tube relates to a viscous loss in the hole’s internal part, 𝑘𝑠 

is the viscous Stokes wave number external to the hole in the highly conducting wall, and 𝑘𝑠𝑝 

is the viscous Stokes wave number in the non-thermal conducting wall of the hole. Sivian 

(Sivian, 1935) considered that viscous resistance end correction is similar to mass end 

correction. Sivian (Sivian, 1935) used the derivation of Rayleigh’s (Rayleigh, 1870; 1945c) end 

correction described in equation (2.25) for inductance 𝑙𝑒 = 16𝑟0 3𝜋⁄  based on the 

assumption of the piston-like motion of a perfect fluid at both ends, which is approximately 

0.85𝑟0. Regarding the overall expression for acoustic resistance of an orifice proposed by 

Sivian (Sivian, 1935), he found that acoustic resistance of such a conduit given by the 

computed values agreed with the experimentally observed resistance within 17 % or better. 
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Considering the orifice wall as a good insulator, the effect of heat conductivity of the air may 

be ignored if the channel of the orifice is small compared to the isothermal wavelength. The 

insulation and conduction behaviour of the specific internal impedance of the orifice given by 

Crandall (Crandall, 1926b) is shown in equation (2.36). If the orifice area is small relative to 

the thermal wavelength and walls are maintained at a constant temperature, equation (2.36) 

holds approximately, but 𝑘𝑠𝑝 is replaced by 𝑘𝑠 

 𝜇′ = 𝜇 [1 +
𝛾̇ − 1

√𝑃𝑟
]

2

 (2.144) 

where 𝑃𝑟 = 𝜇𝑐𝑝 𝐾𝑇⁄  is the Prandtl number, 𝑐𝑝 is the specific heat of air at constant pressure, 

𝐾𝑇 is the thermal conductivity of air, and 𝛾̇ is the ratio of specific heat in the air. The effective 

Stokes wave number 𝑘𝑠𝑝  considers viscosity and thermal conductivity losses in a non-

conducting wall 𝑘𝑠𝑝 = √−𝑗𝜔𝜌 𝜇′⁄  

 Ingard’s end correction: Resistance 

In 1953 Ingard (Ingard, 1953) investigated end correction resistance term both theoretically 

and experimentally. If a porous material is placed inside the resonator, the acoustic 

dissipation is mainly due to viscosity and thermal conductivity on the surface of the resonator. 

Ingard’s (Ingard, 1953) work relies on viscous loss of the Helmholtz type. Ingard (Ingard, 1953) 

considered both linear and non-linear effects of the system and additional loss due to 

frictional loss over the parallel plate face surfaces surrounding the hole. The effect of linear 

loss due to the viscosity calculation can be solved from the integral equation (2.145) given by 

Cremer (Cremer, 1948)  

 𝐷𝑣 =
1

2
∫𝑅𝑜𝑠𝑟

𝑆

|𝑈𝑠|2𝑑𝑠 (2.145) 

where 𝐷𝑣  is the dissipation caused by viscosity, 𝑅𝑜𝑠𝑟 = 0.5√𝜇𝜔𝜌  is the orifice surface 

resistance, 𝑈𝑠  is the tangential velocity amplitude at the surface 𝑆. Ingard’s (Ingard, 1953) 

experiment insisted upon using uniform velocity in the aperture, and used incompressible 

non-viscous flow distribution with a velocity going to infinity at the sharp edges. It indicates 

that the actual value for viscous end correction is larger than the value found. The viscous end 

correction obtained experimentally was found to be close to 2𝑟0  rather than the value 𝑟0 

obtained from theory, based on uniform velocity distribution. Thus, this leads to a total end 
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correction length of 𝑟0, as compared with a value of Rayleigh’s (Rayleigh, 1870; 1945c) 1.7𝑟0 

approximated by Sivian’s (Sivian, 1935) assumptions. 

 
𝑅𝑛 =

[

𝑗𝜔𝜌(𝑙 + 2𝑟0)

{1 −
2𝐽1(𝑘𝑠𝑟0)

𝜅𝑟0𝐽0(𝑘𝑠𝑟0)
}
]

𝑅𝑒𝑎𝑙  
(2.146) 

The difference between their nominal end correction resistance 𝑅𝑛  shows that Ingard 

(Ingard, 1953) maintained the same coefficient of viscosity, whereas Sivian (Sivian, 1935) used 

two different types of viscosity. For the limiting cases of Poiseuille-type and Helmholtz-type 

losses, and the specific case of 𝑙 = 2𝑟0 , the two formula can be compared as follows; 

 Ingard Sivian 

Helmholtz-type losses (𝑟0
2𝑓 > 0.05) 𝑅𝑖𝑛ℎ = √𝜇(𝑙 + 2𝑟0) 𝑅𝑠𝑛ℎ = √𝜇 (𝑙 + 1.7𝑟0√(𝜇′ 𝜇⁄ )) 

Poiseuille-type losses (𝑟0
2𝑓 < 0.1) 𝑅𝑖𝑛𝑝 = 𝜇(𝑙 + 2𝑟0) 𝑅𝑠𝑛𝑝 = 𝜇 (𝑙 + 1.7𝑟0√(𝜇′ 𝜇⁄ )) 

Table 2.1 Shows the difference between Ingard’s and Sivian’s end correction resistance  

Comparison between Sivian’s (Sivian, 1935) and Ingard’s (Ingard, 1953) Helmholtz-type losses 

shows that Sivian’s (Sivian, 1935) prediction is only 80 % of the nominal value predicted by 

using Ingard’s (Ingard, 1953) empirical factor. 

 End correction: Reactance 

The reactance of an orifice generally has two contributions, mass reactance due to inertia, 

and viscosity. In equation (2.42) the resistive part of the end correction was discussed. It has 

been established that the inertial component of a mass reactance is 𝜋𝑟0
2𝜌(𝑙 + 2𝑙′) (Rayleigh, 

1870; 1945c); 𝜋𝑟0
2 is the core mass hole area, 𝑙 is the length of the orifice, and 𝑙′ is the end 

correction, involving both sides of the orifice or aperture. It is difficult to determine the end 

correction of an open tube end when there is an infinite flange.  

 

Figure 2.10 Shows the attached mass of air, associated end correction area and core mass. 

𝑙 𝑙e  𝑙′  
2𝑟0 

Associated end correction area 

Orifice area of the core mass 𝜋𝑟0
2 

S Attached mass of air in the aperture 
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𝜆 ≫ 2√𝑟0
2 can be expressed for a vibrating piston in a mass baffle, provided that the end 

correction of a resultant mass is greater than 𝜋𝑟0 4⁄ , and less than Rayleigh (Rayleigh, 1940) 

(8𝑟0 3𝜋⁄ ). Therefore, the inertial reactance 𝐼𝑋 of an orifice can be written as  

 𝐼𝑋 = 𝜋𝑟0𝜌{𝑙 + 2(8𝑟0 3𝜋⁄ )} (2.147) 

Similarly, specific acoustic reactance 𝑍𝑋 can be written as 

 𝑍𝑋 = 𝜌(𝑙 + 16 𝑟0 3𝜋⁄ ) (2.148) 

From the above equation the end correction factor 16 𝑟0 3𝜋⁄  is independent of an internal 

mass attached to the orifice determined by equations (2.42) and (2.44). Therefore, the total 

orifice mass reactance for the limiting case may now be written as follows; for Poiseuille-type 

losses (𝑟0
2𝑓 < 0.1) the specific acoustic impedance of a single hole can be written as 

 𝑍𝑐𝑟 = 1.3𝑗𝜔𝜌𝑙 + 1.7𝑗𝜔𝜌𝑟0 (2.149) 

For Helmholtz-type losses (𝑟0
2𝑓 > 0.05) 

 𝑍𝑐𝑟 = 𝑗𝜔𝜌 {𝑙 (1 + 𝑟0
−1√𝛽−1) + 1.7𝑗𝜔𝜌𝑟0} (2.150) 

Both equations were previously evaluated in section 2.4. Sivian’s (Sivian, 1935) and Ingard’s 

(Ingard, 1953) theoretical and experimental values led to the one-sided Rayleigh (Rayleigh, 

1870; 1945c) correction 0.85𝑟0 for the limiting case of a single aperture in an infinite wall. 

Bies and Wilson (Bies & Wilson Jr, 1957) suggested that Rayleigh’s (Rayleigh, 1870; 1945c) 

end correction supports good correlation with the experimental results. Several models for 

end correction resistance and reactance can be summarised below. 

End correction Resistance Reactance 

Elandy et el. 0.2𝑑 + 200𝑑2 + 16000𝑑3 0.5𝑑 

Bauer 16𝑟0 3𝜋⁄  0.25𝑑 

Ingard 0.5𝑑 16𝑟0 3𝜋⁄  

Rayleigh 16𝑟0 3𝜋⁄  16𝑟0 3𝜋⁄  

Sivian 16𝑟0 3𝜋⁄  16𝑟0 3𝜋⁄  

Table 2.2 Models for end correction impedance. 

Table 2.2 compares several models for end correction impedance. 

2.21 Orifice interaction 

In the middle of the 20th century, the interaction effect between holes was theoretically and 

experimentally investigated by Ingard (Ingard, 1953) and Fok (Fok, 1941). Later, Nesterov 

(Nesterov, 1941) validated Fok’s work experimentally by showing that an increase in porosity 
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refers to a reduction in end correction thickness. Recent investigation of Rostand Tayong 

(Tayong, 2013) shows that the holes interaction and heterogeneity distribution effects on the 

acoustic properties of air-cavity backed perforated plates are sensitive to the interaction 

effects between the apertures and their distribution for low sound excitation regime.  

 Ingard’s interaction effect 

Ingard (Ingard, 1953) investigated the interaction effect by considering two apertures in a wall 

– firstly, far apart from one another, and then very close together. In the first case, the 

combined acoustic reactance of the two independent apertures in parallel is 𝑋 2⁄ =

0.48𝜌𝜔 √𝐴⁄ , and in the second case, when the two apertures combined into one, a combined 

mass reactance equal to 𝑋𝑐 2⁄ = √2𝑋 2⁄  was observed. These two reactance analyses 

suggest that based on Ingard’s (Ingard, 1953) interaction between two circular apertures, the 

combined mass reactance of a hole is √2 times larger than when the holes are far apart.  

 

Figure 2.11 Interaction impedance between two eccentric circular apertures in a tube. 

The interaction effect of a hole is a function of axial pitch distance between the holes. The 

pressure 𝑝1,2 caused by particle velocity 𝑈 through the aperture was investigated by Ingard 

(Ingard, 1953) shown in Figure 2.11. 

 𝑍1,2 =
1

𝑈𝐴2
∫ 𝑝1,2𝑑𝐴2

𝐴2

  (2.151) 

where 𝑝1,2 is the pressure exerted by aperture 1 at aperture 2, and 𝑈 is the particle velocity 

in the second aperture. Both apertures are symmetrical and circular with a radius of 𝑟0 and 

𝑟0 2 

𝑟b  

𝐷a/2 

1 
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pointed at a distance 𝐷𝑎 2⁄  from the axis of the tube radius 𝑟b. To evaluate the resultant 

pressure analysis of the concentric aperture combination of integral theorem and Bessel 

function applied by Ingard (Ingard, 1953), equation (2.151) quantifies the end correction due 

to the interaction effect of the impedance. For this kind of geometry, it can become 

complicated when attempting to solve it analytically. Ingard expressed that interaction 

impedance can be written as 

 𝑍1,2 = −𝑗𝜔𝜋𝑟0
2𝜌𝛿12 (2.152) 

where 𝛿12 is the interaction end correction corresponding to the 𝑍1,2 interaction impedance. 

The interaction end correction is a function of aperture axial pitch distance 𝐷𝑎 for the 

particular value of 𝜁 = 𝑟0 𝑟b⁄ = 0.15. The largest value of the total combined end correction 

equals 0.42√𝐴 when the two apertures touch one another. The minimum value of the same 

quantity is 0.20√𝐴  corresponding to 𝜁 ≃ 0.6 . The maximum combined total acoustic 

reactance of the two apertures is thus 0.84𝜌𝜔/2√𝐴 and the minimum value is 0.40𝜌𝜔/2√𝐴. 

Therefore, Ingard’s (Ingard, 1953) interaction effect of two adjacent apertures can be written 

in terms of porosity, σ, as 

 𝜓(𝜎) = 1 − √𝜎 2⁄  (2.153) 
 

 

Figure 2.12 Ingard’s interaction factor 𝜓(𝜎) plotted over the interaction parameter 𝜁. 

where 𝜓(𝜎) reduces the end correction by increasing porosity, 𝜁 is the interaction parameter 

or correction factor. The interaction end correction 𝛿12 has been computed as a function of 
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the correction factor shown in Figure 2.12. It is clear that in order to obtain maximum acoustic 

reactance of a given open area in a partition, one should concentrate the open area into one 

single hole in the centre of the tube (Ingard, 1953). 

 Fok’s Interaction effect 

Investigation of the orifice interaction effect was carried out by Rzhevkin and Fok (Fok, 1941; 

Rzhevkin, 1963). The solution for the case of an infinitely thin plate expressed this correction 

factor, or interaction parameter, as a function of the ratio of hole diameter 𝑟0  to tube 

diameter 𝑟b. The interaction effect outside the aperture is linked to the propagation inside 

the aperture (Ingard, 1953). Propagation inside a circular aperture is the acoustic 

conductance (Rayleigh, 1940) given for low frequencies 𝐸𝑐 =
𝜌𝑄2

2𝐾𝑅
, where 𝐸𝑐  represents 

kinetic energy of air passing through the circular aperture, and 𝐾𝑅 is the conductance of the 

aperture wall (associated zone area). This demonstrates that aperture wall conductance 𝐾𝑅 

is inversely proportional to the oscillating mass 𝑚𝑜 = 𝜌𝐴2 𝐾𝑅 =⁄ 𝜌𝐴2 2𝑟0𝛹⁄ , where 𝐴 is the 

aperture area and 𝛹 represents a polynomial approximation of the Fok function, and 𝑚𝑜 is 

the oscillating mass. The problems of the attached mass of a circular aperture in a partition 

across a tube can be solved without assuming piston motion is the same way that Rayleigh 

(Rayleigh, 1870; 1945c) approached a circular aperture in an infinite partition. Fok (Fok, 1941) 

solved the mathematical expression for the attached mass of a circular aperture in a wall put 

across a tube. 

 𝐾𝑅 =
2𝑟0

𝑀(𝜁)
 (2.154) 

 

 

Figure 2.13 Aperture in a partition across a tube diameter 2𝑟b and aperture diameter 2𝑟0. 

Figure 2.13 shows that passage of sound through a circular orifice cut in the centre of the 

partition wall. As previously discussed in the literature review section, Rayleigh’s (Rayleigh, 

1870; 1945c) conductivity of acoustic equations (2.23) and (2.25) end correction thickness 



 

58 | P a g e  
 

effect needs to consider them during an acoustic interaction investigation Fok, Nesterov, 

Rzhevkin, Ingard (Fok, 1941; Ingard, 1953; Nesterov, 1941; Rzhevkin, 1963). 

 𝑙′ =
16𝑟0

3𝜋𝜓(𝜁)
 (2.155) 

The end correction term as given by Rayleigh (Rayleigh, 1870; 1945c). 16𝑟0 3𝜋⁄  applies to a 

single orifice in an infinite plate (Kinsler et al., 1982). The term 𝜓(𝜁) is defined as a polynomial 

of the Fok Function. The mathematical expression can be written as 

 𝑀(𝜁) = (1 + 𝑥1 𝜁 + 𝑥2 𝜁2 + 𝑥3 𝜁3 + 𝑥4 𝜁5 + ⋯ ⋯ ⋯ ⋯ ) (2.156) 

where 𝑀(𝜁) is an ascending power series in 𝜁 =
𝑟0

𝑟 b
 with a constant term equal to unity, 

which is 𝑀(0) = 1. Subsequently, when 𝑟b ≫ 𝑟0 equation (2.154) transforms into Rayleigh’s 

(Rayleigh, 1870; 1945c) equation (2.21) which is a particular instance of the Fok function. 

When 𝜁 = 1 represents there is no partition in the tube, Fok (Fok, 1941) has shown that the 

function 𝑀(𝜁) tends to approach zero, while the conductivity according to equation (2.154) 

becomes infinite. For practical purposes, it is convenient to introduce 𝜓(𝜁) instead of 𝑀(𝜁), 

which is reciprocal quantity. 𝜓(𝜁) =
𝐾𝑅

2𝑟0
=

1

𝑀(𝜁)
is the reciprocal of the Fok Function and 𝜁 its 

correction factor. The agreement expresses that the conductivity increases in the tube 

compared to the conductivity of the same orifice in a screen of infinite extrusion (Rzhevkin, 

1963). Therefore, equation (2.156) can be written as 

 𝜓(𝜁) = (1 + 𝑥1 𝜁 + 𝑥2 𝜁2 + 𝑥3 𝜁3 + 𝑥4 𝜁5 + ⋯ ⋯ ⋯ ⋯ )−1 (2.157) 

  𝜓(𝜁) = (∑[𝑥𝑛𝜁𝑛]

12

𝑛=0

)

−1

 (2.158) 

The coefficients of 𝑥𝑛 have the values given in the table below 

𝑥0= 1 𝑥1=-1.4092 𝑥2=0 𝑥3=0.33818 𝑥4=0 𝑥5=0.06793 𝑥6=0.02287 

𝑥7=0.03015 𝑥8=-0.01641 𝑥9=0.01729 𝑥10=-0.01248 𝑥11=0.01205 𝑥12=-0.00985  

Table 2.3 Coefficients of Fok function 

The ratio of the aperture area to the tube area refers to porosity 𝜎 = 𝑟0
2 𝑟𝑏

2⁄ . Therefore, the 

Fok function argument can be written in terms of porosity, where 𝜁 = √𝜎 

 𝜓(𝜎) = (∑ [𝑥𝑛√𝜎
𝑛

]

12

𝑛=0

)

−1

 (2.159) 

Nesterov (Nesterov, 1941) validated Fok’s (Fok, 1941) work experimentally, showing that 

equations (2.158) and (2.159) are valid for both single and multiple apertures.  
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Figure 2.14 Depicts the Fok function interaction factor. 

The function 𝜓(𝜁)  is always greater than the unity. If 𝜁 → 1  it suggests infinity, which 

indicates that attached mass tends to be zero. If 𝜁 → 0 then it tends to unity. If the ratio 𝜁 =

𝑟0 𝑟𝑏⁄ < 0.2 there is no interaction effect 𝐾𝑅 ≈ 2𝑟0. If the ratio 𝜁 = 𝑟0 𝑟𝑏⁄ < 0.8 the attached 

mass 𝑚0  disappears as the aperture on the lines of current becomes small because 𝐾𝑅 

becomes a very large quantity. Figure 2.14 shows two different types of perforation hole 

geometry: uniform and staggered pattern. In addition, it shows that single aperture 

interaction area Ä = 𝐷𝑎
2 belongs to a single aperture. In order to determine the interaction 

effect of multiple apertures 𝑛, which is exposed on the area of a perforated plate 𝐴𝑝 of a 

partition in a tube, where each aperture 2𝑟0 is confined within an axial pitch distance 𝐷𝑎, then 

the equivalent diameter of 𝑟𝑏 = 2√Ä 𝜋⁄  can be calculated from the interaction area. Based 

on Fok’s (Fok, 1941) conclusion, it can be assumed that the conductance of each aperture is 

approximately independent of the distance between them, which is equal to Rayleigh 

(Rayleigh, 1940) 𝐾1 = 𝑑𝑜. Therefore, total conductance can be written as 𝐾𝑡 = 𝑛𝐾1 ≈ 𝑛2𝑟0 

and total attached mass 𝑚𝑡 = 𝑛𝑚1 = 𝑛 𝜌𝐴2 𝐾1⁄ . Acoustic units of attached mass of a single 

aperture are 𝑚1 = 𝜌𝐴2 𝐾1⁄  and the attached mass of 𝑛  holes is 𝑚𝑛 = 𝜌𝐴2 𝐾𝑡⁄ =

𝐷a  

𝐷a  

𝐷a  

2𝑟0  

Ä 

𝑟b  

Uniform patternStaggered pattern

𝐴p  
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𝜌𝐴2 𝑛𝐾1⁄ = 𝑚1 𝑛⁄ . Electrically this is analogous to the fact that the inductance of 𝑛 identical 

parallel circuits is 𝑛 times less than the inductance of one circuit. If the apertures are very 

close to each other, the attached mass of each aperture inclines to zero, which can be 

observed from the Fok Function equations (2.158) and (2.159) and the curve in Figure 2.14. 

2.22 Conclusion 

In this chapter, the concepts behind the theory of the Rayleigh conductivity model, 

impedance models, end correction, and interaction end correction are discussed. 

Methodologies in the frequency domain in the presence of bias flow, cross flow, thickness 

effect, viscosity effect, and thermal conductivity effect are explained in an isentropic 

condition. The mathematical strategies, concerning an overall structure for the exploration of 

the interactions between acoustic, vorticity and entropy perturbations, are described in 

sections 2.4 and 2.15. The diverse combination mechanisms between the bias flow and cross-

flow impedance effects are explained separately with a semi-empirical model.  

The propagation of coupled acoustic mass, end correction effect of aperture resistance and 

reactance is checked through a set of chosen references from theory. Several models with no 

flow and non-zero bias flow effects have been assessed for the case of a single hole and 

overall perforation. Acoustic impedance models, end correction, and interaction end 

correction models have been verified from the literature and presented in this thesis, which 

is an excellent contribution to science. This can be designated as a reiteration, or 

complementation, of previous work for future accomplishment. Later, in Chapter 3, this 

coding system will be implemented to develop the semi-empirical hybrid model.  
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 Preliminary semi-empirical hybrid model  

In this chapter, the impedance model is developed for no flow acoustic analysis of the 

perforated liner. The impedance model will be subject to experimental analysis. There have 

been a few significant approaches to the acoustic impedance modelling of a perforated liner, 

which are reviewed in this chapter. In one approach, thin perforated plates were considered 

for the orifices to be modelled as cylindrical ducts (Hersh & Rogers, 1976), and Sivian (Sivian, 

1935) applied this approach where the end effects and boundary layers are significant. 

Crandall’s (Crandall, 1926b) velocity profile magnitude considered losses in the hole. To 

determine the surface impedance (resistance), Ingard (Ingard, 1953) examined dissipation 

caused by the viscosity (Cremer, 1948) within the device, modified by using the thickness term 

of oscillatory flow over an infinite plane surface model. The third approach is to model the 

perforate orifices end correction by using Rayleigh’s (Rayleigh, 1870; 1945c) term, which are 

surrounded by cylindrical ducts. By considering the cavity size as much smaller than the 

acoustic wavelength, Panton and Miller’s (Goldman & Panton, 1976) transcendental equation 

has been modified to determine impedance due to the cavity. To complete the impedance 

model interaction end correction term, Melling’s (Melling, 1973b) modification of Sivian’s 

(Sivian, 1935) approach was appropriated, and adiabatic effective kinematic viscosity was 

considered in a non-conducting wall, along with the Fok (Fok, 1941) function. All these 

approaches are used to develop acoustic impedance models for perforates. 

3.1 Impedance due to the perforation 

A straight cylinder with several circular orifices requires less input in comparison with a non-

uniform cross-section. The propagation of sound in a circular tube was first investigated by 

Kirchhoff (Kirchhoff, 1868b) and Rayleigh (Rayleigh, 1870; 1945c). Their theories both account 

for viscous and thermal conductivity. A one-dimensional plane wave 𝜆 ≫ 𝑟  and flow is 

considered as incompressible and the orifice is acoustically compact. Rayleigh’s (Rayleigh, 

1870; 1945c) conductivity can be expressed as 

 𝐾𝑅 =

𝑚̇

𝛥𝑃
=

𝑗𝜔𝜌𝑄

(𝑝+ − 𝑝−)
 (3.1) 

This is discussed in section 2.3 in equation (2.20), where 𝐾𝑅 represents Rayleigh’s (Rayleigh, 

1870; 1945c) conductivity of an orifice, 𝑚̇ is the mass flow rate, 𝜔 is the angular frequency, 𝜌 

is the density, 𝛥𝑃 is the pressure drop, 𝑝+ is the high mean pressure amplitude, 𝑝− is the low 
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mean pressure amplitude, and 𝑟  is the radius of the aperture. Acoustic impedance is 

analogous to the Rayleigh conductivity. The non-dimensional specific acoustic impedance 𝑍𝑝 

of a perforated plate can be defined as the ratio of fluctuating plane wave pressure difference 

across the perforated plate to the characteristic impedance, as expressed in chapter 2, section 

2.1.4 in equation (2.17) 

 𝑍𝑝 =
𝑍ℎ

 𝜎
 (3.2) 

where 𝑍𝑝  is the perforated plate’s non-dimensional specific acoustic impedance, 𝜎  is the 

porosity of the plate, 𝑍ℎ = 𝑝+ − 𝑝− 𝜌𝑐𝑢ℎ⁄  is the non-dimensional specific acoustic 

impedance of a single hole, and 𝑢ℎ is the acoustic particle velocity through the single hole. 

The division of porosity 𝜎 over the non-dimensional specific acoustic impedance of a single 

hole refers to the conversion of single hole impedance into the impedance of the entire 

perforation (Guess, 1975b). A plane wave normal velocity before or after the perforated plate 

has been approximated by (Allard, 1993; Bauer, 1977; Bellucci et al., 2004b; Betts, 2000; 

Crandall, 1954; Melling, 1973b; Thurston, 1952b) and many other researchers. Orifice 

resistance at low velocities investigated by Sivian (Sivian, 1935), previously discussed in 

section 2.20.1, shows that radiation resistance is negligibly small in comparison with the 

resistance, due to viscosity and heat conductivity. When the size of the hole is very small 

compared to the wavelength, flow through the hole is considered as incompressible. Sivian 

(Sivian, 1935) has applied the difference between the two viscosities, conducting wall and the 

non-conducting wall, including viscous and thermal effects in a tube. In the absence of mean 

flow, Crandall (Crandall, 1926b) has carried out a generalised form of orifice impedance, 

where viscosity waves are diffused in the 𝑥 direction, normal to the oscillating plane. The 

velocity profile is assumed to have only radial variations and to be constant through the 

thickness of the duct. Nonlinear terms are replaced by time-averaged acoustic parameters, 

and velocity inside the tube is assumed to have a simple harmonic time dependence. The 

internal impedance of an orifice is considered, without an end correction term. A discussion 

of Crandall’s (Crandall, 1926b) solution for an expression of impedance per unit length to 

viscous flow within an infinite tube can be found in Chapter 2, section 2.4 in equation (2.36). 

The quantity in the square brackets in equation (3.3) is a velocity profile function given by 

Crandall (Crandall, 1926b) and approximated by (Allard, 1993; Bellucci et al., 2004b; Boden & 

Zhou, 2012; Melling, 1973b; Sivian, 1935; Thurston, 1952b) and many others. For this 
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instance, impedance due to the perforation case, if the orifice walls are maintained at a 

constant temperature and isothermal conditions approached in a conducting wall, the viscous 

Stokes wave number is considered along with characteristic impedance over porosity, given 

below.  

 𝑍𝑝𝑒𝑟 =
𝐶𝑝𝑒𝜌𝑐[𝐹(𝑘𝑠𝑟)]

𝜎
 (3.3) 

Where 𝑍𝑝𝑒𝑟  is the impedance due to the perforation, 𝐶𝑝𝑒  is the perforate impedance 

constant and the value of 𝐶𝑝𝑒  is 0.0024 , 𝑘𝑠  is the viscous Stokes wave number (phase 

constant), briefly discussed in equation (2.30), and |𝑘𝑠𝑟| is the ratio of orifice radius to the 

boundary layer thickness, which determines the acoustic behaviour of the orifice. The 

function 𝐹(𝑘𝑠𝑟)  represents the viscous effects given by Stokes (Stokes, 1851) and 

approximated by Helmholtz (Von Helmholtz, 1863) Kirchhoff (Kirchhoff, 1868a) and Kinsler & 

Frey (Frey & Kinsler, 1950), Crandall (Crandall, 1926b), and many others. It can be expanded 

as  

 𝐹(𝐾𝑠𝑟) = 1 −
4

𝐾𝑠𝑟

𝐽1(𝑘𝑠𝑟)

𝐽0(𝑘𝑠𝑟)
 (3.4) 

 

 

Figure 3.1 Crandall model 𝛾 represents the real and 𝛿 represents the imaginary part. 

where 𝐽0 represents the Bessel function of zero-order and 𝐽1 represents the Bessel function 

of the first order. The acoustic velocity profile magnitude considered on both sides of the 
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orifice is provided in equation (3.4). The difference between one-side (dashed line) and both 

sides (Solid line is the same as Figure 2.6) of the real and imaginary parts of the velocity profile 

magnitude is shown in a generalised form of Crandall’s (Crandall, 1926b) model, in Figure 3.1.  

3.2 Impedance due to surface resistance 

In this present calculation of the resonant frequency 𝑓𝑟 = (𝑐 2𝜋)√
𝜌

𝑚𝑑
⁄ , the method allowed 

the absorption coefficient and surface impedance to be determined for all frequencies, where 

𝑚 = 𝜌𝑙𝑒𝐷𝑎
2 𝜋𝑟2⁄  is the acoustic mass, 𝑑  is the cavity depth, 𝑙𝑒  is the thickness of the 

aperture plus end corrections length and 𝐷𝑎 is the axial pitch distance shown in Figure 3.5. 

The losses within the device must be modelled for prediction. In general, losses are 

determined by the surface resistance 𝑍𝑠𝑟 . For a Helmholtz device with no additional 

absorbent liner, the absorber can be implemented by using Guess (Guess, 1975a) 

 𝑍𝑠𝑟 =
𝜌

𝜎
√8𝜈𝜔 (1 +

𝑙

2𝑟
) (3.5) 

where ν  is the kinematic viscosity, and 𝑙  is the thickness of the aperture. Equation (3.5) 

assumes that the hole radius is not sub-millimetre in size, to ensure it is larger than the 

boundary layer thickness. An alternative for this resistive term √2𝜔𝜌𝜇 2⁄  was implemented 

by Ingard (Ingard, 1953). As a result, proposed dissipation caused by the viscosity considered 

as impedance due to the surface resistance 𝑍𝑠 with the effect of the aperture thickness can 

be written as 

 𝑍𝑠=
(𝑙𝑡+0.1𝑙 2𝑟⁄ )√2𝜔𝜌𝜇

2𝜎
 (3.6) 

where 𝑙𝑡 is the thickness constant that is based on empiricism and is the value of 0.025. One 

side of the perforated plate surface is considered in equation (3.6). It can be considered twice 

if surface resistance considers both sides of the plate. To apply the thickness effect in this 

present model, impedance due to surface resistance, in equation (3.5) orifice length to 

diameter ratio of the aperture is taken into account. The empirical value of thickness constant 

is 0.025, plus 10-30 % of the orifice length to diameter of the aperture, and is mapped with 

the current experimental analysis. Under this mapping, this empirical model provides an 

increase or decrease absorption profile by changing the orifice length. The model analysis 

suggests that by changing its length to a diameter ratio combustor liner thickness effect can 
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be deployed. The effect of length to diameter ratio applied on to configurations 1 and 7 are 

provided below. 

  

  

Figure 3.2 Thickness effect on configuration 1.  

Configuration 1’s thickness (0.5 mm, 1 mm, 1.5 mm and 2 mm) effect is analysed based on 

10-30 % of length to diameter ratio with thickness constant, and the results are shown in 

Figure 3.2. The green asterisk marker shows that the absorption profile of Lahiri et al.’s (Lahiri, 

2014; Lahiri & Bake, 2017; Lahiri et al., 2011) experimental result, and the liner has 1 mm 

thickness. It can be observed from the hybrid model analysis that as the thickness increases, 

so does the absorption profile. Furthermore, it also shows that 10 % of length to diameter 

ratio with 1 mm thickness is overlapped with 20 % of length to diameter ratio with 0.5 mm 

thickness. There are four overlapping cases identified, which demonstrates that by increasing 

length to diameter ratio orifice length can be decreased.  
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Figure 3.3 Thickness effect on configuration 7. 

Rather than four, only one instance of the figure will be considered for this description: 

configuration 7’s overall length to diameter ratio, including the thickness constant effect 

shown in Figure 3.3. Four different types of thickness (0.5 mm, 1 mm, 1.6 mm and 2 mm) 

effect is analysed in this configuration. The red dashed line shows an absorption profile for 

configuration 7, which has a thickness of 1.6 mm. The data from this investigation suggests 

that an increase in liner thickness provides an increase in the absorption profile. It also 

demonstrates at least four cases of overlapping. Both investigations showed that 10 % of the 

length to diameter ratio containing 1 mm thickness creates the same profile as 20 % of the 

length to diameter ratio containing 0.5 mm thickness. To optimise the thickness constant plus 

10 % of orifice length to diameter ratio, equation (3.6) is implemented into the model analysis.   

3.3 Impedance due to end correction 

An inertial mass end correction term 𝑍𝑒, the radiation reactance of a circular aperture piston 

in an infinite plane resulting from Rayleigh (Rayleigh, 1870; 1945c) and approximated by 
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Morse (Morse, 1948) (16 3𝜋⁄ ) 𝑟 ≃ 1.7𝑟, previously described in equation (2.25), is repeated 

below to provide an explanation of model implementation. 

 𝑍𝑒 = 𝑗𝜔𝜌
16𝑟

3𝜋
 (3.7) 

The absorption effect of the perforated liner depends on its location. For ideal absorption, it 

ought to be engaged where the acoustic particle velocity is the highest. A perforated liner’s 

absorption property works primarily by viscous losses as sound penetrates the small orifice. 

To take full advantage of this effect, the air movement must be at its highest, and this occurs 

where particle velocity is largest. For a Helmholtz resonator, this means that the absorber 

should be as close to the openings as possible, or even in the openings. 

3.4 Impedance due to the cavity 

The effect of placing an air gap between the perforated liner and the air absorber is to reduce 

the resistance, and in most cases this will result in a decrease in absorption (Davern, 1977). 

Consequently, the design equation can be altered depending on the cavity depth 𝑑 . The 

impedance of the perforated liner forms the Helmholtz device from acoustic resistance and 

mass. Panton and Miller (Panton & Miller, 1975) showed that the likelihood of long 

wavelengths compared to the resonator length (all dimensions) is small and can be dismissed. 

The resonance frequency for a cylindrical Helmholtz resonator can be found by solving a 

transcendental equation 𝑐𝑜𝑡𝑘𝐿, approximated by Tournadre et al., Bauer, Andrew B., Schultz 

et al., Elandy et al. (Bauer, 1977; Elnady et al., 2004; Schultz et al., 2009; Tournadre et al., 

2016a) and many others.  

 

Figure 3.4 Classical resonant cavity as a Helmholtz resonator. 

By considering the case of a cavity with a distributed surface impedance 𝐴 − 𝐴 of a Helmholtz 

resonator, the resonant frequency is independent of the shape of cavity depth 𝑑. This result 

arises from an assumption that all dimensions are small compared to the wavelength, and 

wave motion is in the 𝑥 direction only, as shown in Figure 3.4. The resonator has a cylindrical 

tube. One end has an orifice at 𝑥 = 0 and 𝑥 = 𝑑.  
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The orifice area is 𝐴𝑂 and effective length is 𝑙𝑒 including end correction on both sides of the 

orifice, as previously described in chapter 2, section 2.3. The walls of the cavity are assumed 

to be sufficiently large enough so that the surface impedance is locally reacting, meaning that 

no transmission is allowed in directions perpendicular to 𝑥. Any wave entering the cavity is 

assumed to be totally reflected at the back wall. Therefore, an incident pressure wave 𝑝̇ =

𝐴𝑢
+𝑒𝑗[𝜔𝑡−𝑘𝑥]  and reflected pressure wave 𝑝̅ = 𝐵𝑢

−𝑒𝑗[𝜔𝑡+𝑘𝑥]  resulted in the following 

expression for the acoustic volume velocities of these two waves: 𝑄+ =
𝑝̇

𝜌𝑐

𝐴t

 and 𝑄− =
𝑝̅

𝜌𝑐

𝐴𝑡

. 

Thus, an expression for the acoustic impedance at any point in the cavity is 

 𝑍 =
𝑝̇ + 𝑝̅

𝑄+ + 𝑄−
=

𝜌𝑐

𝐴t
·

𝐴𝑢
+𝑒−𝑗𝑘𝑥 + 𝐵𝑢

−𝑒𝑗𝑘𝑥

𝐴𝑢
+𝑒−𝑗𝑘𝑥 − 𝐵𝑢

−𝑒𝑗𝑘𝑥
 (3.8) 

This equation (3.8) is evaluated at 𝑥 = 𝑜 and 𝑥 = 𝑑, then 𝐴𝑢
+ and 𝐵𝑢

− are eliminated in favour 

of 𝑍0  and 𝑍𝑑 .The reflection coefficient is frequency-dependent. In a cylindrical tube, a 

standing wave is recognised as a result of the incoming and outgoing wave. If the resulting 

complex amplitude of the pressure field in the tube is the same, the wall at 𝑥 = 𝑑 becomes 

infinite, and the pressure of the standing wave in the cavity (Dean, 1974) is 

 𝑝 = 2𝐴𝑢
+𝑒𝑗𝜔𝑡 cos(𝑘𝑑) (3.9) 

From a linearised (Euler’s) momentum equation, 

 𝜌
𝜕𝑢

𝜕𝑡
= −

𝜕𝑝

𝜕𝑥
 (3.10) 

The normal acoustic particle velocity in the tube or cavity, 𝑢 can be obtained, giving 

 𝑢 = −𝑗
2𝐴𝑢

+

𝜌𝑐
𝑒𝑗𝜔𝑡𝑠𝑖𝑛(𝑘𝑑) (3.11) 

Equations (3.9) and (3.11) designate a standing sound wave. The interchanging sound 

pressure at all points 𝑑 varies with the identical phase and as a function of time; the particle 

velocity fluctuates in phase coincidence also as a function of time. Pressure and particle 

velocity, therefore, are shifted in phase with respect to time by 900 from each other. The 

maximal values of pressure and velocity are distributed spatially, as a 𝑐𝑜𝑠𝑖𝑛𝑒  and a 𝑠𝑖𝑛 

function respectively. At the end of the tube 𝑥 = 𝑑 , the particle velocity is always zero; 

however, the sound pressure is maximal. Amplitudes of pressure and velocity are a function 

of co-ordinate 𝑑. The velocity nodes occur at distances 𝑑 =
𝑛𝜆

2
(𝑛 = 0,1,2, … ) in front of the 

rigid end, and the antinodes at the points 𝑑 =
𝑛𝜆

2
+

𝜆

4
. The maximal values of the sound 
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pressure are displaced by ¼ wavelength with respect to the velocity. The cavity filled with air 

is considered as acoustically compact, so that the particle velocity normal to the liner at 𝐴 −

𝐴 is identical to that inside the cavity, and towards the end of the cavity is given by 𝐵 − 𝐵 

Meyer Erwin (Meyer, 2012). 

 𝑢𝐴 = 𝑗
2𝑃𝐴

𝜌𝑐
𝑒𝑗𝜔𝑡𝑠𝑖𝑛(𝑘𝑑) = 𝑗

𝑃𝐵

𝜌𝑐
𝑒𝑗𝜔𝑡𝑠𝑖𝑛(𝑘𝑑) (3.12) 

where 𝑃𝐴 and 𝑃𝐵 is the pressure at the liner and rear of the cavity, 𝜌𝑐 is the characteristic 

impedance of the medium. Now the cavity itself can be considered to have an impedance. If 

the cross-sectional area of the tube is represented by 𝐴t then the specific acoustic impedance 

of the tube can be written as  

 𝑍𝑑 =
𝑝

𝑢
=

2𝐴𝑢
+𝑒𝑖𝜔𝑡 cos(𝑘𝑑)

−𝑗
2𝐴𝑢

+

𝜌𝑐
𝑒𝑖𝜔𝑡 sin(𝑘𝑑)

= −𝑗𝜌𝑐𝑐𝑜𝑡(𝑘𝑑) (3.13) 

Equation (3.13) represents the normal surface impedance of the air layer 𝑍𝑑  between the 

perforated plate and rigid wall, which has a cavity depth 𝑑 implemented in the numerical 

analysis. Comparisons have been made with the results obtained by (Lahiri, 2014; Lahiri & 

Bake, 2017; Lahiri et al., 2011) and experiments carried out at the UHARC, where the 

perforated liners have been tested in a duct with different cavity depths or diameters. The 

overall comparison shows that the results are inconsistent due to the differences in test rig 

boundary conditions. An extended form of this simplified theory is to consider acoustically 

thick liners, or to consider situations where acoustic particle velocity is converted into 

turbulent particle velocity (Melling, 1973a). Such demonstration indicates that modification 

is required to add a cavity factor into the equation. Additional exploration indicates that the 

inconsistencies of the geometric outline of the test rig can be hypothetically solved by 

implementing a cavity factor, which is a function of cavity depth. Therefore, a cavity factor 𝑐𝑓 

has been introduced into this numerical model for endorsement in equation (3.14). 

Establishment of the cavity factor is clarified in equations (3.16).  

 𝑍𝑑 = −𝑗𝜌𝑐𝑐𝑜𝑡(𝑘𝑑𝑐𝑓) (3.14) 

Equation (3.14) is applied to the numerical model for computation to develop the liner 

absorption or dissipation profile.  
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Figure 3.5 Single liner configuration used for computation showing the notation used for 

the perforations. 

Single liner geometry for the computation and notation of perforation is shown in Figure 3.5. 

Equation (3.13) with the added cavity factor is specified in equation (3.14), which matches 

with the few single liner configurations demonstrated in sections 5.3 to 5.20, but disagrees 

with double layer combustor liner experimental analysis. The additional model analysis 

reveals that the modification of acoustic particle velocity in the tube is required for a double 

layer liner, which is perpendicular to the propagation of incident sound source. This simple 

relationship between cavity pressure and particle velocity implies that pressure can be 

measured anywhere in the cavity, but the rear wall is convenient from a practical point of 

view. Thus, only the sound pressure at the front surface and at the rear cavity wall, together 

with their relative phases, are needed to evaluate the total impedance. More complex liner 

configurations would, of course, require a set of re-derived equations, but in many cases, it 

may not be possible to derive explicit relationships between pressures in such configurations 

(Dean, 1974). The complexity of the double liner geometry, the extended form of 

computation and notation of perforation, is given below. 

 

Figure 3.6 Double liner configuration used for computation showing the notation used for 

the perforations. 
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Geometry for the double liner computation and notation of the perforation is shown in Figure 

3.6, which has an additional parameter effective cavity depth 𝑑′ implemented in alternative 

cavity impedance model earlier discussed in section 2.1.2 in equation (2.11). This indicates 

that cavity depth for a double layer liner is slightly shorter, and contains a distributed 

Helmholtz resonator. Due to the variation of cavity depth and resonance effect, modification 

of acoustic particle velocity in the cavity is required, according to equations (3.11) or (3.14). 

In this modification of an attenuation-free case, the acoustical input impedance of a tube with 

acoustically hard termination in equation (3.14) represents only (purely imaginary) reactive 

impedance and is a cotangent function of the tube length 𝑑 . For positive values of the 

imaginary part, the column of the medium in the tube behaves like an inert mass. For a 

negative value, it behaves like a flexible spring (Meyer, 2012).  

The cotangent function in equation (3.13) or (3.14) is replaced by the cosine function of its 

argument. Justification of this modification is the improved fit with experimental data for 

absorption and dissipation profiles. The background foundation of the cosine function is not 

established in this research and can be designated for future research. Thus, a modified 

equation is applied for a double layer liner’s normal acoustic particle velocity and pressure at 

the surface, then the cavity itself is considered to have an impedance, giving 

 𝑍𝑐𝑎 = −𝑗𝜌𝑐𝑐𝑜𝑠(𝑘𝑑𝑐𝑓) (3.15) 

where 𝑍𝑐𝑎 represents liner impedance due to the cavity, 𝑘 is the wavenumber, 𝑑 is the cavity 

depth and 𝑐𝑓 is the cavity factor. Suggested modification of the 𝑐𝑜𝑠 function fits better than 

that of the 𝑐𝑜𝑡 function with experimental analysis and backing volume impedance, due to 

the irregular or large shape of the device with an air-filled cavity. The proposed modification 

of the impedance term triggered by the cavity can be designated as equation (3.15) with the 

added cavity factor. Equation (3.15) with the added cavity factor appears to fit with both a 

single and double liner. The difference between the 𝑐𝑜𝑡 & 𝑐𝑜𝑠 functions will be discussed 

later in chapter 5, section 5.3. Also, the predictions of an alternative cavity impedance model 

for double liner physically more justifiable earlier discussed in section 2.1.2 is considered in 

Chapter 2 will be discussed later in Chapter 5, section 5.7, 5.8, 5.15 and 5.16. This present 

numerical model introduces the cavity factor due to the variation of cavity depth set in Table 

4.5. The values of cavity factor 𝑐𝑓 play a vital role in predicting liner impedance due to the 

variation of cavity depth. The cavity factor numerically optimises the model, and the 
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determination of the cavity factor is governed by a power log equation. For the single and 

double liners, the establishment of the cavity factor is given below. 

 𝑐𝑓 = 𝒶(𝑑−𝓂) + 𝒸  (3.16) 

Single liner 

𝑑 0.049 0.463 0.465 0.47 𝒶 𝓂 𝒸 

𝑐𝑓 2.1 0.16 0.16 0.16 0.009151 1.782 0.1243 

Double liner 

𝑑 0.023 0.038 0.463 0.465 0.009257 1.996 0.2771 

𝑐𝑓 17.5 6.6 0.32 0.32    
 

Table 3.1 Values of cavity factor, script coefficients and cavity depth  

The script coefficients (𝒶, 𝓂 & 𝒸) of the power log equation and geometric dimensions of 

cavity depth are given in Table 3.1. The values of cavity depth and script coefficients are plugin 

to the power log equation (3.16) provides the cavity factor, which is a function of cavity depth, 

as shown in Figure 3.7 for single and double layer liners. Cavity factor is developed from the 

dimensions of the configurations tested by Lahiri et al. (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri 

et al., 2011) and the dimensions of the configurations experiment carried out at the UHARC.  

 

Figure 3.7 Cavity factor is a function of cavity depth. 

Figure 3.7 shows the establishment of cavity factor based on two different test rig boundary 

conditions. Further investigation may be required for more clarification on how the variation 

of cavity depth influences the liner absorption or dissipation profile. 
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3.5 Impedance due to interaction end correction 

The final term of this numerical model represents interaction end correction in conjunction 

with Melling’s (Melling, 1973b) approach of adiabatic effective dynamic viscosity 𝜇′ and Fok 

(Fok, 1941) function. For this instance, 𝜇′ represents the non-conducting wall maintained at 

constant entropy. Therefore, the process applied here is considered as an adiabatic condition. 

Sivian (Sivian, 1935) applied the difference between the two viscosities, described previously 

in section 2.20.1 in equation (2.144). 

 𝜇′ = 𝜇 [1 +
𝛾̇ − 1

√𝑃𝑟
]

2

 (3.17) 

where 𝑃𝑟 = 𝜇𝑐𝑝 𝐾𝑇⁄  is the Prandtl number, 𝑐𝑝 is the specific heat of air at constant pressure, 

𝐾𝑇 is the thermal conductivity of air, and 𝛾̇ is the ratio of specific heat in the air. The Stokes 

wave number 𝑘𝑠𝑝 considers adiabatic effective kinematic viscosity and thermal conductivity 

losses in a non-conducting wall 𝑘𝑠𝑝 = √−𝑗𝜔𝜌 𝜇′⁄ , according to Melling’s (Melling, 1973b) 

modification of Sivian’s (Sivian, 1935) work. The function 𝐹(𝑘𝑠𝑝𝑟) introduces the viscous 

effects given by Stokes (Stokes, 1851) and Crandall’s (Crandall, 1926b) velocity profile 

magnitude can be written as 

 𝐹(𝑘𝑠𝑝𝑟) = 1 −
4

𝑘𝑠𝑝𝑟

𝐽1(𝑘𝑠𝑝𝑟)

𝐽0(𝑘𝑠𝑝𝑟)
 (3.18) 

An orifice interaction effect was analysed by (Ingard, 1953) and (Fok, 1941) between two 

adjacent orifices in a circular aperture in a wall put across a tube. The Fok function is slightly 

stronger than Ingard’s interaction. Therefore, Fok’s function interaction will be introduced in 

the present numerical model. Fok’s (Fok, 1941) interaction factor in terms of porosity, is 

shown in equation (2.158) and described earlier in section 2.21.2. 

 𝜓(𝜎) = (∑[𝑥𝑛𝜎𝑛]

12

𝑛=0

)

−1

 (3.19) 

 

The correction factor 𝜓(𝜎)  is a polynomial approximation of the Fok function. The Fok 

function 𝜓(𝜎) is always greater than unity. If 𝜎 → 1 it tends to infinity, i.e. the attached mass 

tends to zero, but if 𝜎 → 0, it tends to unity. The Fok (Fok, 1941) function orifice interaction 

factor earlier shown in . 

 𝑍𝑖𝑒 =
1.7𝑗𝜔𝜌𝑟

𝜓(𝜎)𝐹(𝑘𝑠𝑝𝑟)
 (3.20) 
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where 𝑍𝑖𝑒  represents the interaction end correction impedance. For interaction end 

correction, equation (3.7) has been taken into account once again to determine the effect of 

constant phase and interaction factor, similar to Melling’s (Melling, 1973b) approach. The 

function 𝜓(𝜎) is the Fok (Fok, 1941) interaction factor. The division by the interaction factor 

𝜓(𝜎)  and 𝐹(𝑘𝑠𝑝𝑟)  phase constant converts the impedance of a single orifice into the 

impedance of an array of orifices in a perforation (Guess, 1975b; Melling, 1973b). Similarly, 

equations (3.4), (3.6) and (3.7) need to be divided by the porosity in order to convert the 

impedance of a single orifice of an array of multiple orifices in the entire perforation as 

explained in section 2.1.4, and equation (2.17). Therefore, the total collected impedance 𝑍𝑎𝑏 

can be written as  

 𝑍𝑎𝑏 =
1

𝜎
[𝐹(𝐾𝑠𝑟) +

(𝑙𝑡 + 0.1𝑙 2𝑟⁄ )√2𝜔𝜌𝜇

2
+ 𝑗𝜔𝜌

16𝑟

3𝜋
] +

1.7𝑗𝜔𝜌𝑟

𝜓(𝜎)𝐹(𝑘𝑠𝑝𝑟)
− 𝑗𝜌𝑐𝑐𝑜𝑡(𝑘𝑑𝑐𝑓) (3.21) 

 

 𝑍𝑎𝑏 =
1

𝜎
[𝐹(𝐾𝑠𝑟) +

(𝑙𝑡 + 0.1𝑙 2𝑟⁄ )√2𝜔𝜌𝜇

2
+ 𝑗𝜔𝜌

16𝑟

3𝜋
] +

1.7𝑗𝜔𝜌𝑟

𝜓(𝜎)𝐹(𝑘𝑠𝑝𝑟)
− 𝑗𝜌𝑐𝑐𝑜𝑠(𝑘𝑑𝑐𝑓) (3.22) 

3.6 Absorption coefficient 

From this numerical model, the reflection coefficient can be derived from the source of the 

collected impedance, and characteristic impedance 𝜌𝑐  can be introduced. If the collected 

impedance of the numerical model refers to 𝑍𝑎𝑏 then the classical theory of the reflection 

coefficient can be expanded. In addition, Eldredge and Dowling’s (Eldredge & Dowling, 2003) 

equation (2.103) or (4.33) is not the only definition of absorption; indeed, in some cases there 

are additional classifications that are more suitable for evaluating the performance of an 

absorbing device designated as an alternative definition of absorption. The reflection 

coefficient will be minimum at the resonance frequency of the perforated plate or liner. Once 

again, if there is an equality of the resistive part 𝜌𝑐 and 𝑍𝑎𝑏 the reflection coefficient will fall 

theoretically to zero at the resonance frequency of the perforated plate or liner.  

 𝑅̇ =
|𝐵𝑢

−|

|𝐴𝑢
+|

=
𝑍𝑎𝑏 − 𝜌𝑐

𝑍𝑎𝑏 + 𝜌𝑐
 (3.23) 

Moreover, an absorption system is often used to prevent acoustic waves in a duct from 

returning to their source, and thus mitigate the growth of acoustically driven instabilities. If 

the transmitted |𝐶𝑑
+|2  and reflected |𝐷𝑑

−|2  acoustic energy in the downstream section is 

neglected, then equation (4.33) reduces to equation (3.24). Eldredge and Dowling’s (Eldredge 

& Dowling, 2003) alternative definition of absorption is implemented in this present model. 
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The neglected transmitted and reflected downstream signal and energy analysis will be 

presented in chapter 5, section 5.9.1.  

 ∆= 1 −
|𝐵𝑢

−|2

|𝐴𝑢
+|2

 (3.24) 

3.7 Conclusion 

In this chapter, a semi-empirical hybrid model is developed, predictions of which are 

compared with data from the experiments in chapter 5. From the collected impedance, 

perforation, end correction, surface resistance, interaction end correction, and cavity effects 

are developed from the literature to investigate the liner absorption coefficient, resistance 

and reactance term in the frequency domain. Absorption coefficient is developed from the 

magnitude of the reflection coefficient, and the reflection coefficient is developed from the 

collected impedance. The propagation of acoustic behaviour chosen for a single frequency 

will be checked throughout the number of experiments and chosen reference cases. 

Implementation of the absorption coefficient equation is verified utilising an alternative 

definition of absorption. The model predictions will be compared to the experiment in 

chapter 5. 

Impedance due to the cavity, transcendental or transmission line theory, required 

modifications to predict combined liner impedance data. A cavity factor is added to the 

system to optimise the cavity depth, and to determine the resonance frequency. A second 

modification was to adopt the cosine function instead of cot function. Impedance due to the 

surface resistance required an addition in thickness constant, as well as 10-30 % of length to 

diameter ratio of the aperture to be mapped with the experimental data. Under this mapping, 

this empirical model provides an increase and decrease absorption profile by changing the 

orifice length. The model prediction suggests that by changing its length to diameter ratio, a 

combustor liner thickness effect can be deployed. 
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 Experiment 

Two different types of experiment will be subject to discussion: static pressure measurement 

and acoustic analysis. Static pressure measurement refers to the pressure ratio, orifice hole 

velocity, discharge coefficient of the orifice, and Mach number. Acoustic analysis refers to the 

absorption or dissipation coefficient, along with combustor liner resistance and reactance 

profile.  

4.1 Static pressure measurement 

In this section, the process of calculating the discharge coefficient 𝐶𝑑 of an orifice from static 

pressure measurement across the cylindrical liner is explained. It is a critical process by which 

the discharge coefficient of the orifice is developed for the original combustor design. Bias 

flow is the controlling parameter of the combustion cooling system. It is essential to calculate 

the mass flow rate, which will be introduced to the test section. In order to calculate the 

discharge coefficient of the orifice from static pressure measurement, the first step is to 

measure the total mass flow rate of air from the bias flow delivery system.  

  

Figure 4.1 Experimental setup of static pressure measurement. 

A schematic diagram of static pressure measurement is shown in Figure 4.1. During the static 

pressure measurement, the upstream section is blocked to divert all flow towards the exit 

port or the downstream section. The core purpose of blocking the upstream section is to 

calculate an exact amount of mass flow through the duct. To improve the accuracy of the 

mass flow from the 161.5 mm duct, the traversing Pitot tube method (Straightening, 2005) is 

introduced into the system to measure the duct velocity. 

4.2 Duct area calculation 

The central duct inside the test rig, where the Pitot tube traversed, is divided into six equal 

parts. The test duct is 161.5 mm diameter, as shown in Figure 4.1 and Figure 4.2.  
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Area 
point 

Diameter 
(cm) 

Total area 
(cm2) 

Associated 
area (cm2) 

1 2.69 5.69 5.69 
2 5.38 22.76 17.07 
3 8.08 51.21 28.45 
4 10.77 91.04 39.83 
5 13.46 142.26 51.21 
6 16.15 204.85 62.59 

Total duct area 𝛴𝐴𝑇 2.05E-02 m2 
Table 4.1 Central and associated duct area calculation. 

The total cross-sectional area of the duct is given in Table 4.1, where 𝛴𝐴𝑇 represents the total 

duct area 2.05E-02 m2. The total duct area is the sum of the associated areas of the duct.    

4.3 Duct velocity calculation 

The duct in the test rig is divided into six equivalent diameters and areas, shown in Figure 4.2. 

The core of the duct area point 1 shows it has 2.69 cm equivalent diameter Ø, which refers to 

5.69 cm2 equivalent area. Also highlighted is that measured velocity corresponds to area point 

1 and has a velocity of 0.28 m/s, measured by using a Pitot tube, given in Table 4.2 under the 

2 Hz column. At the same time, during the duct velocity calculation cavity 𝑃𝑠1 and duct 𝑃𝑠2 

pressure is also measured, and is shown in Figure 4.2. Mass flow controller is set for 2 Hz, 4 

Hz, 6 Hz, 8 Hz and 10 Hz bias flow delivery system.  

 

Figure 4.2 Traversing Pitot tube method circular duct alignment. 

Figure 4.2 shows the cross-sectional area of the circular duct and the 11 points of intersection, 

at which duct velocity is captured using a Pitot tube. The next step is to calculate the 
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remaining five point’s average duct velocity. In Figure 4.2 the second circle, in a light blue 

colour, shows that the two area points 5 and 7 indicate two different duct velocities, 0.24 m/s 

and 0.26 m/s respectively, specified below in Table 4.2, which refers to configuration 13’s 

static pressure measurements. 

Fan frequency 
Area point  

Unit 

2 Hz 
Red 
m/s 

4 Hz 
Black 
m/s 

6 Hz 
Magenta  

m/s 

8 Hz 
Green 

m/s 

10 Hz 
Pink 
m/s 

1 0.19 0.41 0.54 0.98 2.2 
2 0.21 0.44 0.56 0.91 2.21 
3 0.22 0.47 1.51 2.07 2.33 
4 0.23 0.78 1.59 2.41 2.43 
5 0.24 1.01 1.88 1.9 2.89 
6 0.28 1.22 1.95 2.57 3.11 
7 0.26 0.98 1.81 2.74 2.88 
8 0.23 0.81 1.65 2.61 3.2 
9 0.23 0.49 1.4 2.45 3.16 

10 0.22 0.48 0.51 0.85 2.07 
11 0.2 0.45 0.54 0.42 0.57 

𝑃𝑠1 mbar 0.1 0.6 1.6 2.9 4.6 
𝑃𝑠2 mbar -0.03 -0.04 -0.01 -0.01 -0.02 

Table 4.2 Velocity and pressure data across the cylindrical liner. 

Configuration 13’s duct velocity and static pressure data is shown in Table 4.2.  

Area point Ø (cm) 2Hz(m/s) 4Hz(m/s) 6Hz(m/s) 8Hz(m/s) 10Hz(m/s) 
6 2.69 0.28 1.22 1.95 2.57 3.11 

5 & 7 5.38 0.25 1.00 1.85 2.32 2.89 
4 & 8 8.08 0.23 0.80 1.62 2.51 2.82 
3 & 9 10.77 0.23 0.48 1.46 2.26 2.75 

2 & 10 13.46 0.22 0.46 0.54 0.88 2.14 
1 & 11 16.15 0.20 0.43 0.54 0.70 1.39 

Table 4.3 Average duct velocity as a function of duct diameter. 

In order to improve the overall mass flow rate calculation, the average duct velocity is 

developed from Table 4.2 and shown in Table 4.3. From the average duct velocity, the overall 

volume flow rate is calculated from the continuity equation (4.1). Altogether five different 

types of flow rate have been introduced into the bias flow delivery system: 2 Hz, 4 Hz, 6 Hz, 8 

Hz, and 10 Hz. Aside from static pressure measurement, the special relationship is identified 

between the discharge coefficient and versus mass flow rate, and between the pressure ratio 

versus mass flow rate. This will be discussed later, in section 4.14.  
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4.4 Mass flow rate calculation 

The volumetric flow rate in a system is a measure of the volume of fluid passing a point in a 

system per unit of time. In general, the volume flow rate is the product of the cross-sectional 

area and average duct velocity, 

 𝛴𝑄𝑇 = 𝛴𝐴𝑇 ∙ 𝑉𝑛 (4.1) 

where 𝑄𝑇 is the total volume flow rate, 𝐴𝑇  is the total area of the duct, 𝑉𝑛 is the average duct 

velocity. Continuity equation (4.1) corresponding to the product of area and velocity provides 

total volume flow rate 𝛴𝑄𝑇= 4.46E-03 m3/s. Substituting the values of 𝛴𝑄𝑇 & 𝛴𝐴𝑇  in equation 

(4.1) provides the average duct velocity 𝑉𝑛 0.22 m/s.  

 𝑚̇ = 𝜌𝑄𝑇 (4.2) 

The mass flow rate of the duct, which signifies the movement of fluid passing a point through 

a unit area, generally depends on the density of the fluid and the fluid in the medium. By using 

equation (4.2), mass flow rate can be developed from the volume flow rate. The overall static 

pressure measurement of configuration 13 volume flow rate, duct velocity, mass flow rate, 

discharge coefficient of inner and outer liner, estimated effective area, estimated discharge 

coefficient, estimated velocity and Mach number is specified in Table 4.4.  

4.5 Discharge coefficient of the orifice 

In order to develop an estimated discharge coefficient of the orifice from static pressure 

measurement, the estimated effective area of inner and outer liners is developed from the 

difference between the measured mass flow rate and pressure. The discussion in this section 

refers to a double layer cylindrical combustor liner, configuration 13. It has two liners, the 

inner liner designated as configuration 7 and the outer liner designated as configuration 11. 

Once assembled, it is designated as a combined or double-layer combustor, configuration 13. 

Details of all the geometric properties of the configuration 13 single and double-layer liner 

are specified in section 4.10. The inner liner has 3402 orifices and the orifice diameter is 0.875 

mm, whereas the outer liner has 480 orifices and the orifice diameter is 2.675 mm. The main 

purpose of static pressure measurement is to look at the behaviour of the discharge 

coefficient of the orifice when different rates of bias flow are introduced into the system. The 

discharge coefficient of the orifice varies considerably with changes in area ratio, and pressure 

ratio originates from the static pressure measurement. A discharge coefficient value 0.60 may 

be taken as standard, but the value varies noticeably at low values of the Reynolds number 
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(Engineeringtoolbox, 2004). In general, the discharge coefficient of an orifice is defined as the 

ratio of the actual discharge to the theoretical discharge from the orifice. For an orifice plate 

installation or cylindrical liner, the discharge coefficient will vary depending on the location 

of the pressure tappings (Neutrium, 2015). The discharge coefficient of the orifice is a function 

of the shape of its inlet edge and the area ratio and also of the Reynolds number (Idelchik & 

Fried, 2005). The volume discharge of a fluid through a circular orifice can be written as (Frank 

et al., 2005)  

 𝐶𝑑𝑖 =
𝑚̇

𝐴𝑖√2∆𝑝𝜌
  (4.3) 

where 𝐶𝑑𝑖 is the discharge coefficient of the inner liner orifice, 𝐴𝑖  is the total cross-sectional 

area of the inner liner orifice, 𝑚̇ is the mass flow rate through the inner liner orifice, ∆𝑝 is the 

pressure difference across the liner, 𝜌 is the density of air. Substituting the values of total 

mass flow rate, the total orifice area of the inner liner and the measured pressure difference 

across the liner in equation (4.3) yields the discharge coefficient of the inner liner orifice, 0.47. 

Similarly, the outer liner discharge coefficient of the orifice can be developed from equation 

(4.4) given below,  

 𝐶𝑑𝑜 =
𝑚̇

𝐴𝑜√2∆𝑝𝜌
  (4.4) 

where 𝐶𝑑𝑜  is the outer liner discharge coefficient of the orifice, and 𝐴𝑜  is the total cross-

sectional area of the outer liner orifice. Substituting the values of total mass flow rate, the 

total orifice area of the outer liner and the measured pressure difference across the liner in 

equation (4.4) yields the discharge coefficient (0.36.) of the outer liner orifice.  

4.6 Estimated discharge coefficient of the orifice 

Estimated effective area calculation is explained below. For original combustor design, it is 

essential to verify the experimental output with theory. Therefore, an estimated effective 

area calculation is numerically established for two-factor authentication. The equations for 

estimated effective area calculations for inner and outer liners are given below 

 𝐴𝑒𝑖 =
𝑚̇𝑖

√2∆𝑝𝜌
  (4.5) 

 𝐴𝑒𝑜 =
𝑚̇𝑜

√2∆𝑝𝜌
  (4.6) 
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where 𝐴𝑒𝑖 and 𝐴𝑒𝑜 are the effective areas of the inner and outer liners, 𝑚̇𝑖 and 𝑚̇𝑜 are the 

mass flow rates of the inner and outer liner orifice. Overall calculation of the estimated 

effective area and mass flow rate per hole is given in Table 4.4. From equations (4.5) and (4.6) 

an estimated (combined) effective area is developed to form a combined or estimated 

discharge coefficient of the orifice. Equations for the estimated effective area and estimated 

discharge coefficient of the orifice are specified below as (4.7) and (4.8) (Idelchik & Fried, 

2005; Miller, 1990), 

 
1

𝐴𝑒𝑐
2 =

1

𝐴𝑒𝑖
2 +

1

𝐴𝑒𝑜
2 (4.7) 

 𝐶𝑑𝑒 =
𝐴𝑒𝑐

𝐴𝑖𝑠
  (4.8) 

where 𝐴𝑒𝑐 is the combined or estimated effective area, 𝐴𝑖𝑠 is the inner liner geometric orifice 

area and 𝐶𝑑𝑒 is the estimated discharge coefficient (0.46) of the orifice.  

4.7 Combined orifice velocity 

In this section, a cylindrical combustor liner combined orifice velocity calculation is explained. 

The continuity equation is governed due to the complex behaviour of fluids passing through 

the cylindrical structures containing circular orifice shapes to measure a flow rate. Orifices are 

also known as head loss flow meters or differential pressure producing devices and can be 

characterised by orifice edge geometry, which is the ratio of orifice bore diameter to pipe 

diameter (Ntamba & Mulumba, 2011). The orifice flow rate is a function of the liquid head, 

hole diameter, plate thickness, punch direction, and whether or not the surface is deburred 

(Musa & Bityong, 2018). Some assumptions are made for the theoretical analysis of the stage-

discharge relationship: 

 𝛴𝑄𝑇 = 𝐶𝑑𝑒𝐴𝑖𝑉𝑐 (4.9) 

where 𝐶𝑑𝑒  is the combined or estimated discharge coefficient of the orifice, 𝑉𝑐  is the 

combined hole velocity, and 𝐴𝑖  is the geometric area of the inner liner. The main aim of 

expanding the inner liner orifice area is the combined hole velocity yield inside the inner liner. 

Substituting the values of 𝑄𝑇 , 𝐴𝑖  and 𝐶𝑑𝑒  into equation (4.9) provides a combined hole 

velocity of 4.69 m/s. Therefore, velocity based on inner liner OHV will be designated in the 

acoustic analysis.  

 

 



 

83 | P a g e  
 

Point Area cm2 2Hz(cm3/s) 4Hz(cm3/s) 6Hz(cm3/s) 8Hz(cm3/s) 10Hz(cm3/s) 
1 5.69 1.59 6.94 11.10 14.62 17.70 
2 17.07 4.27 16.99 31.50 39.60 49.25 
3 28.45 6.54 22.62 46.09 71.41 80.09 
4 39.83 8.96 19.12 57.96 90.02 109.34 
5 51.21 11.01 23.56 27.40 45.07 109.59 
6 62.59 12.21 26.91 33.80 43.82 86.69 

Volume flow rate 𝛴𝑄𝑇  m3/s  4.46E-03 1.16E-02 2.08E-02 3.05E-02 4.53E-02 

Duct velocity 𝑉𝑛 m/s 0.22 0.57 1.01 1.49 2.21 

Mass flow rate 𝑚̇ kg/s 5.37E-03 1.40E-02 2.50E-02 3.67E-02 5.45E-02 

Outer liner flow rate/hole 𝑚̇𝑜 kg/s 1.12E-05 2.91E-05 5.21E-05 7.64E-05 1.14E-04 

Inner liner flow rate/hole 𝑚̇𝑖  kg/s 1.58E-06 4.11E-06 7.36E-06 1.08E-05 1.60E-05 

Pressure difference ∆𝑝 mbar 1.30E-01 6.40E-01 1.61E+00 2.91E+00 4.62E+00 

Pressure ratio % 0.01 0.06 0.16 0.29 0.46 

Outer liner effective area 𝐴𝑒𝑜  m2 2.00E-06 2.35E-06 2.65E-06 2.89E-06 3.40E-06 

Inner liner effective area 𝐴𝑒𝑖  m
2 2.82E-07 3.31E-07 3.74E-07 4.07E-07 4.80E-07 

Discharge coefficient outer liner 𝐶𝑑𝑜  0.36 0.42 0.47 0.51 0.61 

Discharge coefficient inner liner 𝐶𝑑𝑖  0.47 0.55 0.62 0.68 0.80 

Velocity based on inner liner 𝐶𝑑𝑖  4.65 10.31 16.35 21.99 27.70 

Estimated effective area 𝐴𝑒𝑐  m2 2.79E-07 3.28E-07 3.70E-07 4.03E-07 4.76E-07 

Estimated discharge coefficient 𝐶𝑑𝑒  0.46 0.55 0.62 0.67 0.79 

Combined velocity 𝑉𝑜  m/s  4.69 10.41 16.52 22.20 27.98 

Mach number 0.014 0.030 0.047 0.063 0.080 
Table 4.4 Discharge coefficient of the orifice verified from static pressure measurement.  

Table 4.4 shows configuration 13 combustor liner’s overall static pressure measurement data. 

It provides details of the most basic kinds of observation: Mach number, combined orifice 

hole velocity, estimated discharge coefficient of the orifice, pressure ratio, mass flow rate, 

and average duct velocity.  

4.8 Acoustic analysis 

In this section, typical gas turbine combustor operating conditions and factors related to the 

acoustic performance of a perforated liner are investigated. A brief review of bias flow and 

its damping effect is discussed. Plane acoustic waves in a circular duct are investigated in this 

experiment, which provides the groups, phase velocities of sound waves, and acoustic 

impedance in the medium. The one-dimensional plane wave equation is valid only when the 

wavelength λ is higher than the diameter of the duct D. When λ ≫ 𝐷 the acoustic pressure 𝑝 

disturbance in a thin element of fluid in a duct is considered. A mathematical description of 

the fluid motion may be obtained by assuming that the amount of fluid in the element is 

conserved, net longitudinal force is balanced by the inertia of the fluid in the element, process 
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in the element is adiabatic, and undistributed fluid is stationary. Hence the acoustic pressure 

disturbance becomes 

 
1

𝑐2
 
𝜕2𝑝

𝜕𝑡2
−

𝜕2𝑝

𝜕𝑥2
= 0 (4.10) 

where 𝑐 is the speed of sound (phase speed), λ is the distance at which the wave begins to 

repeat, 𝐷 is the duct diameter, and 𝑝 is the acoustic pressure. Equation (4.10) represents a 

one-dimensional equation of motion, or acoustic wave equation. This equation relates to the 

second rate of change of sound pressure with the co-ordinate 𝑥. In order to solve equation 

(4.10), it is necessary to apply an initial boundary condition to solve the matrix, by considering 

a uniform cross-section of a duct separated by a liner followed by upstream and downstream 

sections. Sound pressure is the acoustic quantity measured by using a microphone. Also, 

sound pressure is the acoustic pressure perturbation or fluctuation about the time-averaged 

or undistributed pressure. The general solution for equation (4.10) is of the form  

 𝑝(𝑥, 𝑡) = 𝑓1 (𝑡 −
𝑥

𝑐
) + 𝑓2 (𝑡 +

𝑥

𝑐
) (4.11) 

where 𝑓1 and 𝑓2 are arbitrary functions such as sine, cosine, exponential log, and so on. By 

differentiating and substituting into equation (4.10), varying with 𝑥 and 𝑡 in equation (4.11) 

demonstrates that 𝑓1(𝑡 − 𝑥 𝑐⁄ ) represents a wave travelling in the positive 𝑥-direction with 

wave speed 𝑐, while 𝑓2(𝑡 + 𝑥 𝑐⁄ ) represents a wave travelling in the negative 𝑥-direction with 

wave speed 𝑐. For harmonic waves, the general solution for a liner containing upstream and 

downstream sections is of the form 

 𝑝(𝑥, 𝑡) = 𝐴𝑢
+𝑒𝑗[𝜔𝑡−𝑘𝑥1] + 𝐵𝑢

−𝑒𝑗[𝜔𝑡+𝑘𝑥1] (4.12) 

 𝑝(𝑥, 𝑡) = 𝐶𝑑
+𝑒𝑗[𝜔𝑡−𝑘𝑥1] + 𝐷𝑑

−𝑒𝑗[𝜔𝑡+𝑘𝑥1] (4.13) 

where 𝐴𝑢
+ is the incident upstream complex amplitude of the plane wave, 𝐵𝑢

− is the reflected 

upstream complex amplitude of the plane wave, 𝐶𝑑
+ is the transmitted downstream complex 

amplitude of the plane wave, 𝐷𝑑
−is the reflected downstream complex amplitude of the plane 

wave, and 𝑘 = 2𝜋 𝜆⁄ = 𝜔 𝑐⁄  a translation factor that relates the change in phase (angle) to 

spatial displacement. 𝑘  is also known as the acoustic wavenumber, and 𝜔 = 2𝜋𝑓  is the 

circular frequency. At time 𝑡 = 0, the duct (sound source) begins to oscillate about its mean 

position with speed 𝑈(𝑡). Since the duct extends from zero to ∞, the physical standard of 

interconnection means all waves must propagate from the source of sound outward, i.e., 
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from the excitation signal (speaker) to the right. This is equivalent to a homogeneous 

boundary condition executed at infinity, such as the outcome 

 𝑓2 (𝑡 +
𝑥

𝑐
) ≡ 0 (4.14) 

 The fluid velocity 𝑣 is related to the acoustic pressure 𝑝 by the momentum equation. 

 
𝜕𝑣

𝜕𝑡
= −

1

𝜌
 
𝜕𝑝

𝜕𝑥
 (4.15) 

It is a real quantity for a progressive plane wave; hence, the acoustic pressure 𝑝 and acoustic 

particle velocity 𝑢 are in phase. This gives 

 𝑢(x, t) =
𝐴𝑢

+𝑒𝑗[𝜔𝑡−𝑘𝑥1] + 𝐵𝑢
−𝑒𝑗[𝜔𝑡+𝑘𝑥1]

𝜌𝑐
=

1

𝜌𝑐
 𝑓 (t −

x

c
) (4.16) 

By applying the boundary condition at 𝑥 = 0, 𝑢(𝑡, 0) = 𝑈(𝑡) = (1 𝜌𝑐)⁄ 𝑓(𝑡) for 𝑡 ≥ 0 and 

solving for 𝑓 gives 𝑓(𝑡 − 𝑥 𝑐⁄ ) = 𝜌𝑐𝑈(𝑡 − 𝑥 𝑐⁄ ) for 𝑡 ≥ 𝑥 𝑐⁄ . It is crucial that the initial fluid 

velocity condition 𝑢(0, 𝑥) = 0 for 𝑥 ˃ 0 implies that the sound produced by the oscillation of 

the source will not be able to reach the location 𝑥 ˃ 𝑐𝑡, which is equivalent to taking 𝑈(𝑡) ≡

0 for 𝑡 < 0. Substituting the expression of 𝑓  into equation (4.16) gives 𝑝(𝑥, 𝑡) = 𝜌𝑐𝑈(𝑡 −

𝑥 𝑐⁄ ). If the speaker oscillates for a long time, the initial time is − ∞ instead of 0. In this case, 

𝑈(𝑡) can be defined for all 𝑡. This is the case for harmonic oscillation, where 𝑈(𝑡) = 𝐴𝑢
+𝑒−𝑗𝜔𝑡. 

The solution takes the form 𝑝 = 𝐴𝑢
+𝜌𝑐𝑒−𝑗𝜔(𝑡−𝑥 𝑐⁄ ). Such a wave can be designated as a plane 

wave since its phase is constant in a plane perpendicular to the 𝑥-axis. The physical solution 

is the real part of this solution. 

 𝑝 = 𝐴𝑢
+𝜌𝑐𝑐𝑜𝑠 [𝜔 (𝑡 −

𝑥

𝑐
)] (4.17) 

The acoustic intensity can be written in the form 𝑢 = 𝑝 𝜌𝑐⁄  particle velocity. 

 𝐼 =  𝐴𝑢
+2

𝜌𝑐𝑐𝑜𝑠2[𝜔(𝑡 − 𝑥)] (4.18) 

Therefore, the average intensity 𝐼 ̅and acoustic power 𝑃̅ can be calculated. 

 𝐼 ̅ =
1

2
𝐴𝑢

+2
𝜌𝑐 (4.19) 

 𝑃̅ =
1

2
𝐴𝑢

+2
𝜌𝑐𝑆̅ (4.20) 

where 𝐼 ̅is the time average acoustic intensity, 𝑃̅ is the time average acoustic power, and 𝑆̅ is 

the duct cross-section. It can be written as upstream, and downstream pressure signals are 

propagating in the positive 𝑥-direction and negative 𝑥-direction. The complex amplitude of 

upstream and downstream travelling acoustic waves in each section was calculated by using 
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Seybert and Ross’s (Seybert & Ross, 1977) two-microphone method, and the random 

amplitudes are not a function of distance 𝑥 since the distance is fixed or constant. Hence the 

wave shape does not change during propagation. The speed of sound propagation induced 

by upstream and downstream flow can be calculated by observing that 𝑐 = 𝑐0 + 𝑢 for wave 

motion with incident flow, 𝑐 = 𝑐0 − 𝑢 for wave motion with reflected flow, and 𝑐0 represents 

the speed of sound propagation with no flow. By introducing flow into the system, the wave 

number in the upstream and downstream sections changes. So the incident and reflected 

wave number can be written as 

 𝑘𝑢
+ =

𝜔

𝑐0 + 𝑢
=

𝑘

1 + 𝑀
 (4.21) 

 𝑘𝑢
− =

𝜔

𝑐0 + 𝑢
=

𝑘

1 − 𝑀
 (4.22) 

 𝑘𝑑
+ =

𝜔

𝑐0 + 𝑢
=

𝑘

1 + 𝑀
 (4.23) 

 𝑘𝑑
− =

𝜔

𝑐0 + 𝑢
=

𝑘

1 − 𝑀
 (4.24) 

where 𝑘𝑢
+ is the upstream incident wave number, 𝑘𝑢

− is the upstream reflected wave number, 

𝑘𝑑
+ is the downstream transmitted wave number, 𝑘𝑑

−  is the downstream reflected wave 

number, and 𝑀  is the Mach number. Pressure signals 𝑃1 ,𝑃2 ,𝑃3  & 𝑃4  are recorded at four 

points in the duct, followed by the distance 𝑥2, 𝑥1, 𝑥3 & 𝑥4, as shown in Figure 4.4. The sound 

field in the duct can be decomposed into the positive 𝑥-direction travelling wave and negative 

𝑥-direction travelling wave. By applying TMM by Seybert & Ross (Seybert & Ross, 1977) in 

both the upstream and downstream sections the pressure signal can be written as 

 𝑃1(𝑥1) = 𝐴𝑢
+𝑒

−𝑗𝑘𝑥1
1+𝑀 +  𝐵𝑢

−𝑒
𝑗𝑘𝑥1
1−𝑀 (4.25) 

 𝑃2(𝑥2) = 𝐴𝑢
+𝑒

−𝑗𝑘𝑥2
1+𝑀 +  𝐵𝑢

−𝑒
𝑗𝑘𝑥2
1−𝑀 (4.26) 

 𝑃3(𝑥3) = 𝐶𝑑
+𝑒

−𝑗𝑘𝑥3
1+𝑀 + 𝐷𝑑

− 𝑒
𝑗𝑘𝑥3
1−𝑀 (4.27) 

 𝑃4(𝑥4) = 𝐶𝑑
+𝑒

−𝑗𝑘𝑥4
1+𝑀 + 𝐷𝑑

− 𝑒
𝑗𝑘𝑥4
1−𝑀 (4.28) 

To solve 𝐴𝑢
+ , 𝐵𝑢

− ,  𝐶𝑑
+  and 𝐷𝑑

−  in an axial plane, the pressure waves from equations 

(4.25),(4.26),(4.27) and (4.28) result in the following expressions for the complex amplitude 

of four random variables: 



 

87 | P a g e  
 

 𝐴𝑢
+ = [

P2e
jkx1
1−M −  P1e

jkx2
1−M

e
2jkx1
1−M2 − e

2jkx2
1−M2

] (4.29) 

 𝐵𝑢
− = [

P2e
−jkx1
1+M −  P1e

−jkx2
1+M

e
−2jkx1
1−M2 − e

−2jkx2
1−M2  

] (4.30) 

 𝐶𝑑
+ = [

P3e
−jkx3
1−M −  P4e

−jkx4
1−M

e
−2jkx3
1−M2 − e

−2jkx4
1−M2

] (4.31) 

 𝐷𝑑
− = [

𝑃3𝑒
𝑗𝑘𝑥3
1+𝑀 −  𝑃4𝑒

𝑗𝑘𝑥4
1+𝑀

𝑒
2𝑗𝑘𝑥3

1−𝑀2 − 𝑒
2𝑗𝑘𝑥4
1−𝑀2

] (4.32) 

In order to determine the transmission coefficient and reflection coefficients of the pressure 

amplitude of a cylindrical perforated liner 𝑇̇ = 𝐶𝑑
+ 𝐴𝑢

+⁄  ; 𝑅̇ = 𝐵𝑢
− 𝐴𝑢

+⁄ , where 𝑇̇  is the 

transmission coefficient and 𝑅̇  is the reflection coefficient of the pressure amplitude, 

Eldredge and Dowling (Eldredge & Dowling, 2003) used the acoustic absorption of the liner. 

Absorption ∆ is defined as the net energy absorbed by the liner, scaled by the energy incident 

upon the lined section, described earlier (Section 2.15 ) in equation (2.103).  

 ∆= 1 −
|𝐶𝑑

+|2 + |𝐵𝑢
−|2

|𝐴𝑢
+|2 + |𝐷𝑑

−|2
 (4.33) 

From the principle of energy conservation, the dissipation coefficient can be calculated from 

the reflection and transmission coefficient. The amount of acoustic energy that enters the 

liner, the sum of reflection, transmission and dissipation are the unity. 

 𝑅̈ + 𝑇̈ + ∆̈= 1 (4.34) 

The total incident energy that enters into the liner is partially reflected, partially transmitted 

and partially dissipated by the damping module. The acoustic energy carried by propagating 

waves in the presence of a moving mass is given by (Blokhintsev, 1956) as 

 𝐸 = (1 ∓ M)2|𝑃̅|2 (4.35) 

where 𝐸 is the acoustic energy flux in a moving medium, and 𝑃̅ is the time-averaged acoustic 

power described in equation (4.20). From equation (4.34) dissipated energy coefficient can 

be written as  

 ∆̈= 1 −
(1 − M)2

(1 + M)2
[𝑅̈ + 𝑇̈] (4.36) 
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where ∆̈ represents the dissipated energy, 𝑅̈ represents reflected energy, and 𝑇̈ represents 

transmitted energy coefficient. Acoustic energy is dissipated by the cylindrical combustor 

liner while the one-dimensional plane acoustic wave is introduced into the system. Normal 

incident TL can be considered as the difference between the upstream and downstream 

acoustic pressure; however, this approach neglects to evaluate the significance of the 

reflected components of the signal. As a result, the decomposed signal derived incident 

transmission loss is the preferred matrix. The sound transmission loss of material in a 

particular frequency band is ten times the common logarithm of the reciprocal of the sound 

transmission coefficient. The quantity obtained is expressed in terms of decibels. Standard 

test method (E-09, 2009). 

 𝑇𝐿 = 10 log 10 (|
𝐴𝑢

+

𝐶𝑑
+ |

2

)  (4.37) 

 

4.9 Experimental setup 

The test rig is 30 m in length, 1.2 m width and 0.8 m height in cross-section, lined with prime 

to aid acoustic exclusion. A schematic diagram of the acoustic test rig is shown in Figure 4.3 

 

Figure 4.3 Schematic diagram of the test rig. 

The duct has a 161.5 mm diameter to perform single and double layer cylindrical perforated 

liner acoustic and static pressure measurement. The test section has a cubic cross-section of 

1.06 m length, 1.2 m width and 0.8 m height. At the beginning of the test rig, an inlet silencer 

is installed to remove environmental noise and a second silencer diminishes the fan noise. 

From the sound source, a transition duct is introduced to reduce the cross-section 

instantaneously to 161.5 mm diameter. In the downstream section, an anechoic termination 

is introduced into the system before the acoustic or bias flow velocity is released into the 

atmosphere, shown in Figure 4.3. The combustor liner installed into the test rig shown in 

Outlet External wall
Anechoic 
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Test section

Sound source 
section

Fan outlet 
silencer
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Two stage 

fan



 

89 | P a g e  
 

Figure 4.4. The length of the inner and outer liner is 524 mm and 504 mm, the diameter of 

the inner liner is 161.5 mm, and two different types of outer liner are used, 171.9 mm and 

176.5 mm respectively. Two heavy-duty stainless steel rings attach the combustor liner into 

the test rig. 

 

Figure 4.4 Schematic of the perforated liner experiment. 

Single and double layer cylindrical combustor liners are installed between the upstream and 

downstream sections. In the upstream section the test rig has four radially mounted speakers 

and in the downstream section it has an anechoic termination and exit port. Four 

microphones are located at points 𝑃1 , 𝑃2  ,𝑃3  & 𝑃4  shown in Figure 4.4, followed by the 

distance of 𝑥2, 𝑥1, 𝑥3 & 𝑥4.  

 

Figure 4.5 Experimental setup of static pressure measurement. 

The mass flow rate is measured from the top to the bottom part of the duct by using the 

traversing Pitot tube Glen. E (Straightening, 2005) method. A detailed explanation of duct 

velocity calculation was given in section 4.2. From static pressure measurement, the discharge 

coefficient of the orifice was calculated 𝐶𝑑 = 𝑚̇ 𝐴𝑜√2∆𝑝𝜌⁄  Mannan (Mannan, 2005). where 

𝑚̇ is the mass flow rate, ∆𝑝 is the pressure difference across the liner, 𝜌 is the density of air, 

𝐶𝑑 is the discharge coefficient of an orifice, and 𝐴𝑂 is the cross-sectional area of the orifice. 
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Orifice hole velocity can be developed from the discharge coefficient. 𝑉𝑜 = 𝛴𝑄𝑇 𝐴𝑜𝐶𝑑⁄  where 

𝑉𝑜 is the orifice hole velocity of the outer liner, and 𝛴𝑄𝑇 is the total volume flow rate. Orifice 

Mach number is calculated from orifice hole velocity. For a combined liner, the effective 

orifice area of the inner liner, 𝐴𝑒𝑖 = 𝑚̇𝑖 √2∆𝑝𝜌⁄  and the effective orifice area of the outer 

liner, 𝐴𝑒𝑜 = 𝑚̇𝑜 √2∆𝑝𝜌⁄  are developed from the estimated effective area 1 𝐴𝑒𝑐
2⁄ = 1 𝐴𝑒𝑖

2⁄ +

1 𝐴𝑒𝑜
2⁄  Idelchik and Miller (Idelchik & Fried, 2005; Miller, 1990). where 𝐴𝑒𝑖 is the effective area 

of the inner liner orifice, 𝐴𝑒𝑜  is the effective area of the outer liner orifice, 𝐴𝑒𝑐  is the 

estimated effective area, 𝑚̇𝑖 is the mass flow rate of the inner liner orifice and 𝑚̇𝑜 is the mass 

flow rate of the outer liner orifice. 

4.10 Combustor liner configurations 

A set of thirteen combustor liner experiment is carred out, including a dummy liner. The 

dummy liner geometry is the same as the inner liner without perforation. 

Damping liner                   
Configuration  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

Liner length mm 59.5 66 59.5 66 59.5 59.5 524 524 524 524   524 524 524 524 524 524 
Liner diameter mm 140 140 140 140 140 140 161.5 161.5 161.5 161.5   161.5 161.5 161.5 161.5 161.5 161.5 
Orifice diameter mm 1 2.5 2.5 1 1 1 0.875 1.125 1.175 0.925   0.875 1.125 1.175 0.925 0.875 1.175 
Number of orifices 364 60 364 60 364 364 3402 3402 2256 2256   3402 3402 2256 2256 3402 2256 
Wall thickness mm 1 1 1 1 1 1 1.6 1.6 2 2   1.6 1.6 2 2 1.6 2 
Porosity % 1.09 1.01 6.79 0.16 1.09 1.09 0.74 1.23 0.98 0.61   0.74 1.23 0.98 0.61 0.74 0.98 
Axial pitch mm 8.5 22 8.5 22 8.5 8.5 9 9 10.5 10.5   9 9 10.5 10.5 9 10.5 
Metering liner                   
Liner length mm     42 51     504 504 504 504 504 504 504 504 
Liner diameter mm     162 192     176.5 171.9 176.5 176.5 171.9 171.9 171.9 176.5 
Orifice diameter mm     1 1     2.675 3.675 2.675 2.675 3.675 3.675 3.675 2.675 
Number of orifices     108 108     480 384 480 480 384 384 384 480 
Wall thickness mm     1 1     1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 
Porosity %     0.40 0.31     1.41 2.65 1.41 1.41 2.65 2.65 2.65 1.41 
Axial pitch mm     14 16     20 20 20 20 20 20 20 20 
Cavity Depth mm 49 49 49 49 38 23 470 470 470 470 463 465 463 463 465 465 465 463 
Cavity Diameter mm 240 240 240 240 240 240 1105 1105 1105 1105 1105 1105 1105 1105 1105 1105 1105 1105 
Cavity factor 2.10 2.10 2.10 2.10 6.6 17.5 0.16 0.16 0.16 0.16 0.16 0.16 0.32 0.32 0.32 0.32 0.32 0.32 

Table 4.5 Combustor liner configuration. 

Configurations 1-4 single and 5-6 are the double liner Lahiri et al. (Lahiri, 2014; Lahiri & Bake, 

2017; Lahiri et al., 2011). Configurations 7-10 single and 13-18 are the double liner combustor 

experiment carried out at the University of Hull Acoustic Research Centre (UHARC). Two single 

liners are assembled to form a double layer combustor, inner and outer liners are known as 

damping and metering liners respectively. Metering liner decides, the precise amount of mass 

flow introduced into the damping liner. Their geometric parameters are given in Table 4.5. 

For non-zero bias flow cases, for each configuration, an equal amount of mass flow is 

introduced into the test rig through a centrifugal pump, designated as a mass flow controller. 

Five different sets of non-zero bias flow is introduced into the test rig, designated as 2 Hz, 4 
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Hz, 6 Hz, 8 Hz and 10 Hz, represented by the red, black, magenta, green and pink lines 

previously mentioned in section 4.3.  

Configuration 7 represents the inner single liner. In this configuration 𝑥𝑖  represents the length 

of the single liner and 𝑦𝑖 represents the width of the liner. Configurations 7 to 10 has the same 

liner length and width but different wall thickness, orifice diameter, orifice per row, number 

of rows, orifice pattern, axial pitch distance, total number of orifices and porosity. 

Configurations 11 and 12 represents outer single liner, which have the same liner length 𝑥𝑜 

but different liner width 𝑦𝑜 to create different damping volume in between the liners. For 

these two different configurations, 11 and 12, wall thickness, the total number of rows, orifice 

pattern, and the axial pitch distance are the same, while orifice diameter, liner diameter, 

holes per row, total number of holes and porosities are different. Configurations 13 to 18 has 

damping and metering liner designated as double-layer combustor liner. Configurations 13, 

14 and 18 has the same metering liner and contain higher damping volume, whereas 

configurations 15, 16 and 17 has different metering liner and contain lower damping volume. 

Configuration 14 has an inverse relationship of porosity compared to the rest of the double-

layer configurations, which is high porosity in the damping liner and low porosity in the 

metering liner.  

4.11 Equipment used 

In order to introduce bias flow into the test section, the TEC electric motor and two-stage 

centrifugal pump is installed at the beginning of the test rig. In addition, Tektronix AFG 3022B 

dual-channel arbitrary/function generator (250MS/s, 25 MHz), G.R.A.S sound power module 

12AG-8 channel recorder, SR-707 professional power amplifier, noise generator type 1405, 

Agilent technologies-U2781A, 6-slot USB modular instrument chassis, and four 600 Watt 

radially mounted speakers is used for this experiment. The configured sampling rate is 10000, 

single-shot sample size 100000, the microphone used is Brüel &Kjær Type 4937-A-011 ¼”, 

signal to noise ratio is 32, sound pressure level is 93dB. In order to improve the shape and the 

accuracy of acoustic analysis output, each set of experiments is carried out twenty times and 

the signal is averaged by using the Savitzky and Golay (Savitzky & Golay, 1964) method.  

4.12 SPL & SNR 

Signal to noise ratio (SNR) is defined as the logarithmic power ratio of the signal and noise. 

Sound pressure level (SPL), SNR and their mathematical derivation will be described in 
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sections 8.13.2 and 8.13.3. In this section, SPL and SNR are implemented in the experimental 

analysis given below. 

 

Figure 4.6 SNR and SPL analysis. 

The acoustic analysis of SNR 30.76 and SPL 92.42 dB are shown in Figure 4.6 with respect to 

time. Once the dummy liner is installed into the test rig, it is necessary to measure the sound 

pressure level at each microphone with the sound source on and off. During this 

measurement, the sound source generated sufficient signal at all microphone locations. This 

measure describes the noise output of a device in terms of signal strength. Initially, the signal 

is recorded without the sound source on, then the signal is applied to the test rig and another 

set of measurements are carried out to determine the strength of SNR.  

4.13 Dummy liner acoustic analysis 

A dummy liner acoustic analysis is performed to check the accuracy of data manipulation 

technique and initiate a benchmark. To describe the reference measurement technique and 
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improve the data analysis, a liner without perforation is placed into the test rig and the 

experiment is carried out. For this type of configuration, expected values of transmission, 

absorption and dissipation of energy from the dummy liner acoustic analysis should be zero, 

or close to zero. 

 

Figure 4.7 Dummy liner no flow acoustic analysis.  

The dummy liner experimental analysis in Figure 4.7 a) shows that calculated transmission 

loss is close to zero, although it is slightly positive, which can be attributed to transmission 

error due to insertion loss or microphone phase mismatch. Similarly, in Figure 4.7 b) the 

absorption coefficient defined by Eldredge and Dowling (Eldredge & Dowling, 2003) and 

Figure 4.7 c) the dissipation coefficient defined by Lahiri Enghardt Bake (Lahiri et al., 2011) 

show slightly positive results due to the absorption and dissipation error. The impedance wall 

is a passive wall that absorbs energy at any frequency, i.e. the acoustic intensity into the wall  

is positive. As a result, the resistance has to be positive. In other words, the impedance 

satisfies the condition of passivity (Rienstra). 
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4.14 Effect of no flow and non-zero bias flow 

In this section, acoustic and static pressure measurement analysis will be explained in terms 

of configurations rather than the generic name of the combustor liner. The generic names 

and configuration details can be found in Table 4.5. In addition, another factor is added to 

Table 4.5, represented as the cavity factor, which will be discussed in chapter 3, section 3.4. 

 Configuration 7 acoustic and static pressure measurement 

 

Figure 4.8 Acoustic and static pressure measurement configuration 7. 

Configuration 7 represents a single liner cylindrical combustor, which has 3402 orifices, 0.875 

mm orifice diameter, 9 mm axial pitch distance - which refers to 0.74 % of porosity - and 1.6 

mm liner thickness. Configuration 7’s geometric profile is shown in Table 4.5. Figure 4.8 a), 

the no flow case, shows the transmission loss plot in which the blue solid line has two peaks 

in the low-frequency range (0-500 Hz). Whereas for the non-zero bias flow cases, the red solid 

line has relatively weak peaks compared to the no flow case in the low-frequency range. The 

transmission attenuation is flat in the high-frequency range (500-1000 Hz). Figure 4.8 b) and 

d) show a broadband frequency range of absorption or dissipation profile for configuration 7 

(black line). For non-zero bias flow cases, the absorption or dissipation profile exhibit two 

peaks: the first peak forms in the low-frequency range and the second peak in the high-

frequency range. The two peaks are separated by the dip near to 550-600 Hz which appears 
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also in the presence of non-zero bias flow cases. It can be designated as absorption properties 

of the single liner due to the non-zero bias flow. For the no flow case, the dip is not very sharp. 

The combined liner no flow absorption spectrum turns out to be flat after the dip shown in 

section 4.14.7. In the high-frequency range, the black and magenta lines indicate that both 

absorption and dissipation coefficient overlap one another. Figure 4.8 also highlights that the 

absorption and dissipation plots are identical, C. Lahiri (Lahiri, 2014). In Figure 4.8 c), the 

discharge coefficient versus mass flow rate plot indicates that as the mass flow rate increases, 

the discharge coefficient of the orifice too increases. 

 Configuration 8 acoustic and static pressure measurement 

 

Figure 4.9 Acoustic and static pressure measurement configuration 8. 

When compared with configuration 7, configuration 8’s orifice diameter is increased slightly, 

which is associated with an increase in porosity, yet the rest of the geometric pattern remains 

the same. In Figure 4.9 a), the no flow case shows that the transmission loss plot’s blue solid 

line has a better peak compared with configuration 7. For non-zero bias flow cases, it also 

highlights that the red and black solid lines have developed two peaks in the low-frequency 

range. In Figure 4.9 b) and d) the absorption and dissipation plots show that the magenta line 

dominates up to 800 Hz, but thereafter the black line takes over, overlapping the magenta 

line and slightly shifting its frequency beyond 800 Hz. Overall comparison between 
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configuration 7 and 8 indicates a slight increase in porosity from 0.74 % to 1.23 %, suggesting 

an improved absorption or dissipation profile. Axial pitch distance remains the same, but an 

increase in orifice diameter, along with an increase in porosity, is responsible for this 

improvement. In Figure 4.9 c), the discharge coefficient versus mass flow rate plot shows that 

as the mass flow rate increases, the discharge coefficient of the orifice also increases. It can 

be observed that with an equal amount of mass flow rate these two different configurations, 

7 and 8, result in different pressure ratios. The liner with larger holes creates a lower pressure 

ratio. 

 Configuration 9 acoustic and static pressure measurement 

 

Figure 4.10 Acoustic and static pressure measurement configuration 9. 

When compared with configurations 7 and 8, it can be seen that configuration 9’s orifice 

diameter is increased to 1.175 mm, the liner wall thickness is increased to 2 mm, the axial 

pitch distance is increased to 10.5 mm and the hole pattern changed from uniform to 

staggered. The total number of orifices decreases to 2256. The influence of the increase in 

thickness, an increase in axial pitch distance and a change in porosity effect can be observed 

from acoustic and static pressure measurement. Figure 4.10 a) shows that for no flow and 

non-zero bias flow cases, transmission loss falls in between configurations 7 and 8. Figure 4.10 

b) and d) indicate that the absorption and dissipation spectra are not broadband. The 
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magenta and black lines overlapped each other in the low and high-frequency ranges. It can 

be considered that either the magenta or black lines correspond to a broadband frequency 

range of absorption or dissipation. Due to the decrease in number of orifices and increase in 

axial pitch distance, the percentage of porosity falls in between configurations 7 and 8, along 

with liner overall damping performance. Figure 4.10 c) indicates that as the mass flow rate 

increases the discharge coefficient of the orifice increases within this range.  

 Configuration 10 acoustic and static pressure measurement 

 

Figure 4.11 Acoustic and static pressure measurement configuration 10. 

Configuration 10 is slightly different to the rest of the configurations; it has 0.925 mm orifice 

diameter, 2256 orifices and an axial pitch distance of 10.50 mm – which refers to 0.61 % of 

porosity. The rest of the geometric pattern remains the same as configuration 9, apart from 

the hole pattern. Figure 4.11 a) shows that for no flow and non-zero bias flow cases, the 

transmission loss of this combustor liner is very poor due to its low porosity; indeed, it has 

the lowest percentage of porosity when compared to the other configurations. Figure 4.11 b) 

and d) indicate that neither the absorption nor dissipation profile were successful in 

producing a broadband frequency range. Non-zero bias flow can create a nonlinear relation, 

which can be observed with configuration 10, which shows that the pink line corresponds to 

a lower absorption profile than the blue line. Configuration 10 has a wall thickness of 2 mm, 
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whereas configuration 7 has a wall thickness of 1.6 mm. Under these circumstances, the 

thickness effect does not increase the absorptive or dissipative properties of the liner due to 

the low percentage of porosity. From these four single (damping) liners, the experimental 

analysis indicates that porosity is the first primary parameter for real combustor design and 

depends on orifice diameter, axial pitch distance and number of orifices. Figure 4.11 c) shows 

that as the mass flow rate increases, the discharge coefficient of the orifice also increases 

within this range. 

 Configuration 11 acoustic and static pressure measurement 

 

Figure 4.12 Acoustic and static pressure measurement configuration 11. 

Configuration 11 is a metering liner. It has 1.6 mm wall thickness, 176.5 mm liner diameter, 

2.675 mm orifice diameter, 480 orifices, and an axial pitch distance of 20 mm - which refers 

to 1.41 % of porosity. In Figure 4.12 a) for the no flow case, the transmission loss plot shows 

that the blue line can attenuate up to 32 dB in the low-frequency range and remain flat in the 

high-frequency range. For the non-zero bias flow cases, the red line displays a decrease in 

transmission attenuation in the low-frequency range and minor increase in the high-

frequency range, compared to the no flow case. In Figure 4.12 b) and d) the absorption and 

dissipation profile show that the black line has relatively better peaks in the low-frequency 

range. Whereas in the high-frequency range the black, magenta and green lines are 
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overlapping one another. The precise level of liner performance can be found in the overall 

energy balance shown in Table 5.1. The absorption or dissipation spectra are not broadband, 

but can be considered for the black line, which refers to 11.40 m/s orifice hole velocity, 0.63 

discharge coefficient of the orifice and pressure ratio of 0.08 %. Figure 4.12 c) displays a 

similar result to the previous configuration; as mass flow increases, the discharge coefficient 

of the orifice also increases.  

 Configuration 12 acoustic and static pressure measurement 

 

Figure 4.13 Acoustic and static pressure measurement configuration 12. 

When compared to configuration 11, configuration 12’s liner diameter, orifices per row, and 

number of orifices are decreased. The increase in orifice diameter refers to an increase in 

porosity despite the reduced number of orifices. The complete geometric profile of 

configuration 12 is provided in Table 4.5. For configuration 12, Figure 4.13 a) (for the no and 

non-zero bias flow cases) shows the transmission loss plot and illustrates that the blue, red, 

black, and magenta lines have formed a double peak in the low-frequency range. Figure 4.13 

b) and d) illustrate that the magenta line has formed the maximum absorption or dissipation 

profile in the low-frequency range. In the high-frequency range, the magenta and green lines 

are overlapping. It can be considered that the magenta line exhibits an overall broadband 

frequency range of absorption or dissipation. A direct comparison of configurations 11 and 
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12 demonstrates that configuration 12 provides a better transmission attenuation, whereas 

configuration 11 provides a better absorption or dissipation profile. This relationship is not 

linear; it is a complex matrix where porosity is related to the orifice diameter, number of 

orifices and axial pitch distance. For configuration 12, the magenta line represents 14.82 m/s 

orifice hole velocity, 0.72 discharge coefficient of the orifice and 0.14 % pressure ratio, 

whereas in configuration 11 the maximum absorptive or dissipative energy profile shown by 

the black line represents 11.40 m/s orifice hole velocity, 0.63 discharge coefficient of the 

orifice and 0.08 % pressure ratio. Figure 4.13 c) shows discharge coefficient versus mass flow 

rate, which indicates that as the mass flow rate increases the discharge coefficient of the 

orifice increases within this range.  

 Configuration 13 acoustic and static pressure measurement 

 

Figure 4.14 Acoustic and static pressure measurement configuration 13. 

Configuration 13 is a full-scale cylindrical combustor liner which has a combination of two 

single liners (configuration 7 (damping liner) and configuration 11 (metering liner)) to form a 

double layer gas turbine combustor. Figure 4.14 a) shows the transmission loss plot, and for 

the no flow case the blue line can attenuate up to 22 dB in the low-frequency range, while in 

the high-frequency range transmission attenuation is flat. For the non-zero bias flow cases 

combustor liner transmission loss decreases in the low-frequency range (there is an increase 
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in transmitted energy and decrease in reflected energy), while in the high-frequency range, 

transmission loss increases (a decrease in transmitted energy and increase in reflected 

energy). Figure 4.14 b) absorption profile for the combined liner no flow case shows that the 

blue line exhibits a peak in the low-frequency range, yet remains flat in the high-frequency 

range. For the non-zero bias flow cases, the black line has maximum absorption profile in the 

low-frequency range, and the magenta line shows a better peak than the green line in the 

high-frequency range. Therefore, the absorption spectra are not broadband.  

In configuration 13 a new geometric constraint is introduced, 𝑑′, known as effective cavity 

depth (discussed previously in section 3.4), which is responsible for generating damping 

volume 2007 𝑐𝑚3, and refers to the volume in between the liners. Figure 4.14 b) acoustic 

analysis signifies that in the presence of non-zero bias flow the combustor liner improves its 

absorption profile (Bellucci et al., 2004b; Eldredge & Dowling, 2003; Follet et al., 2001; 

Heuwinkel et al., 2007; Hughes & Dowling, 1990a; Jing & Sun, 1999; Lahiri & Bake, 2017; Lahiri 

et al., 2011; Lahiri et al.; Lawn, 2015). Introducing a bias flow into the combustor liner is a 

complex process; the relationship is not linear. There is a drawback to introducing bias flow 

into the combustor: an excessive amount of bias flow can cause a decrease in its performance, 

as can be observed in this acoustic analysis. Eldredge and Dowling (Eldredge & Dowling, 2003) 

developed an optimum Mach number for their investigated liner geometry for a single liner 

configuration, and their optimum relation becomes less valid at a high frequency. Figure 4.14 

b) acoustic analysis shows that Mach number 0.03 or discharge coefficient 0.56 result in a 

maximum absorption in the low-frequency range, and the effect of an increased Mach 

number highlights that absorption performance progressively decreases. Figure 4.14 c) the 

discharge coefficient versus mass flow plot indicates that the discharge coefficient of the 

orifice is greater in the inner liner compared to the outer liner. The inner liner has a porosity 

of 0.74 %, and the outer liner has a porosity of 1.41 %. It can be considered that the double-

layer liner’s lowest porosity accounts for the greater discharge coefficient. In Figure 4.14 d) 

the pressure ratio versus mass flow plot shows that the pressure curve across configuration 

13 (red line with a circle marker) is primarily governed by configuration 7 (green line with a 

plus marker). Geometric constraint porosity is responsible for governing the pressure curve 

as configuration 7 has the lowest porosity.  
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 Configuration 14 acoustic and static pressure measurement 

 

Figure 4.15 Acoustic and static pressure measurement configuration 14. 

Configuration 14 is a combination of two single liners: configurations 8 and 11. In Figure 4.15 

a) the transmission loss plot illustrates that the no flow case - the blue line - and the non-zero 

bias flow cases - the red line - have developed peaks in the low-frequency range, while in the 

high-frequency range they remain flat. In Figure 4.15 b) the absorption plot indicates that the 

blue line remains flat after the first peak in the absence of bias flow. In addition, it indicates 

that for the first time, for all combinations, the pink line exhibits the maximum absorption at 

800 Hz. The pink line represents orifice hole velocity 26.65 m/s. In this circumstance, the 

discharge coefficient of the orifice is 0.73, the Mach number is 0.078 and pressure ratio 0.44 

%. The absorption aspectra are not broadband for configuration 14. Figure 4.15 c) shows the 

discharge coefficient versus mass flow plot, and indicates that the discharge coefficient of the 

orifice is greater in the outer liner when compared to the inner liner. This correlation differs 

in comparison with other double liner configurations due to the effect of porosity. The inner 

liner has a porosity of 1.23 %, whilst the outer liner has a porosity of 1.41 %. The second 

primary parameter, the discharge coefficient of the orifice, depends on porosity, mass flow 

or pressure ratio. Figure 4.15 d) shows three different pressure ratio versus mass flow plots 

(two single and one combined liner). The pressure curve for combined liner configuration 14 

is represented by the red line with a circle marker. Similarly, the pressure curve for single liner 
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configuration 8 (inner) and 11 (outer) are represented by the blue line with a star marker and 

the green line with a plus marker respectively. This experimental analysis of static pressure 

measurement indicates that the pressure curve formed by the combined liner lies in between 

the curves obtained from a single liner, although it seems to be exceptionally close to the 

curve formed by the outer liner. In other words, it can be declared that the pressure curve 

governed by the liner has the lowest percentage of porosity. In reality, in most cases, 

combustion stability occurs inside the inner liner. Further investigation is required to design 

a combustor in which the outer liner will be able to control the pressure ratio, and the inner 

liner would control the damping effect. 

 Configuration 15 acoustic and static pressure measurement 

 

Figure 4.16 Acoustic and static pressure measurement configuration 15. 

Combustor liner configuration 15 is a combination of configurations 9 and 12. In this 

configuration, the inner liner has a wall thickness of 2 mm and diameter of 161.5 mm, 

whereas the outer liner has a wall thickness of 1.6 mm and diameter of 171.9 mm. By 

decreasing the outer liner diameter compared to configuration 14, the damping volume for 

this configuration is reduced to 1373 𝑐𝑚3. Figure 4.16 a), for the no flow case, shows the 

transmission loss plot in which the blue solid line can attenuate up to 28 dB in the low-

frequency range, yet in the high-frequency range it remains flat. Whereas for the non-zero 
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bias flow cases the transmission attenuation decreases in the low-frequency range, and 

increases slightly in the high-frequency range. Figure 4.16 b) shows the absorption plot and 

highlights that in non-zero flow cases the black and magenta lines have overlaped each other 

in the low-frequency range, yet in the high-frequency range the green line exhibits the highest 

secondary peak. The absorption aspectra are not broadband for configuration 15. For the no 

flow case the blue line indicates a peak in the low-frequency range, but it remains flat in the 

high-frequency range. Figure 4.16 c), the discharge coefficient versus mass flow plot, proffers 

that the measured and combined (estimated) discharge coefficients of the orifice are almost 

identical. The inner liner exhibits a greater discharge coefficient than the outer liner. In Figure 

4.16 d) the pressure ratio versus mass flow plot indicates that configuration 15’s (combined 

liner) pressure curve is mainly governed by configuration 9 (inner liner). In configuration 15, 

the inner liner has 0.98 % porosity and the outer liner has 2.65 % porosity, which indicates 

that the liner with the lowest percentage of porosity (smaller orifice diameter) is responsible 

for governing the pressure curve. In conclusion, static pressure measurement signifies that 

the liner with the lowest percentage of porosity has a greater discharge coefficient, and 

establishes a pressure curve in a full-scale cylindrical double-layer combustor. 
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 Configuration 16 acoustic and static pressure measurement 

 

Figure 4.17 Acoustic and static pressure measurement configuration 16. 

Combined liner configuration 16 is an amalgamation of configurations 10 and 12. The inner 

liner has a porosity of 0.61 %, and the outer liner has a porosity of 2.65 %. In Figure 4.17 a) 

the transmission loss plot shows that, for no flow and non-zero bias flow cases, configuration 

16 provides the lowest transmission attenuation when compared with other double liner 

configurations. This can be specified as a porosity mismatch, or the excessively lowest 

percentage of the porosity in the inner liner. In Figure 4.17 b) the absorption plot highlights 

that liner performance is inferior when compared with other double liner configurations. The 

non-zero bias flow case reveals the weakest peak in the high-frequency range. The 

exceptionally low porosity of the damping liner could provide an explanation. The overall 

broadband frequency spectra are not present in configuration 16. Figure 4.17 c) displays the 

plot of the discharge coefficient versus mass flow rate, and demonstrates that the discharge 

coefficient of the orifice is minimal for the metering liner due to porosity mismatch. As a result 

of increasing inner liner thickness, the overall performance of this combined liner absorption 

profile is inadequate due to the decrease in porosity (inner liner) or porosity mismatch with 

the outer liner. Figure 4.17 d) shows the pressure ratio versus mass flow rate plot andreveals 

that the pressure curves for configuration 16 (the red line with a circle marker) and 
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configuration 10 (the green line with a plus marker) coincide with one another. From this 

configuration it can be deduced that the pressure curve formed by the combined liner is 

primarily dominated by the inner liner. 

 Configuration 17 acoustic and static pressure measurement 

 

Figure 4.18 Acoustic and static pressure measurement configuration 17. 

Combined liner configuration 17 is a combination of configuration 7 and configuration 12. The 

difference between configuration 17 and configuration 13 is that the outer liner diameter is 

slightly smaller with a larger orifice diameter, which refers to the decrease in damping volume 

and increase in porosity. The inner liner has a porosity of 0.74 %, and the outer liner has a 

porosity of 2.65 %. Both liners have the same thickness of 1.6 mm. In Figure 4.18 a) the 

transmission loss plot illustrates that for the no flow and non-zero bias flow cases 

configuration 17 provides a better transmission attenuation when compared with 

configuration 13, due to the increased porosity (larger orifice diameter) of the outer liner. In 

Figure 4.18 b), for the non-zero bias flow cases, the black line exhibits maximim absorption in 

the low-frequency range. The green and magenta lines have overlaped one another in the 

high-frequency range, indicating that broadband spectra are not present. No flow acoustic 

analysis shows that the solid blue line has a peak in the low-frequency range and subsequently 

remains flat in the high-frequency range. Therefore, a non-zero bias flow is required to form 
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a second peak in the high-frequency range. Figure 4.18 d) displays the pressure ratio versus 

mass flow plot, which indicates that the curve for configuration 17 (the red line with circle 

marker) and configuration 7 (the green line with plus marker), overlap one another. 

Furthermore, it indicates that the inner liner governs the combined liner pressure curve. In 

Figure 4.18 c) the discharge coefficient versus mass flow rate plot reveals that the discharge 

coefficient of the orifice is greater in the damping liner and lesser in the metering liner. The 

decrease in damping volume by 634 cm3 compared to configuration 13 did not appear to have 

a negative impact on liner performance due to the increased porosity of the outer liner. 

 Configuration 18 acoustic and static pressure measurement 

 

Figure 4.19 Acoustic and static pressure measurement configuration 18. 

Double layer combustor liner configuration 18 is a combination of configuration 9 and 

configuration 11. Figure 4.19 a) shows the transmission loss plot, and for no flow case the 

blue line can attenuate up to 26 dB in the low-frequency range, while in the high-frequency 

range transmission attenuation is flat. For the non-zero bias flow cases transmission loss 

decreases in the low-frequency range, yet shows a slight increase in the high-frequency range. 

In Figure 4.19 b) the absorption plot highlights that for the non-zero bias flow case the black 

line shows the maximum absorption in the low-frequency range. The pink and green line 

overlap each other with a weak peak in the high-frequency range. The absorption spectra are 
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not broadband for configuration 18. For the no flow case the blue line exhibits the first peak 

in the low-frequency range, yet the high-frequency range remains flat. Figure 4.19 d) shows 

the pressure ratio versus mass flow plot, and indicates that the pressure curves are adjacent 

to one other in configurations 9, 11 and 18. The pressure curves are equivalent because the 

impact of inner (0.98 % porosity) and outer (1.41 % porosity) liner geometry (porosity). 

Configuration 14 also shows less porosity difference, but orifice diameter is small, number of 

orifices are greater and there is less axial pitch distance, therefore pressure curves are not 

similar to configuration 18. The observation from all combined liner static pressure 

measurements suggest that the pressure curve is dominated by the liner possessing the 

lowest percentage of porosity, and with a smaller orifice diameter. In Figure 4.19 c) the 

discharge coefficient versus mass flow plot indicates that the discharge coefficients of the 

orifices of the inner and outer liner are nearby due to the influence of porosity. It can be 

concluded that to develop a better absorption profile in the high-frequency range, a porosity 

variation between the inner and outer liner is required. Furthermore, non-zero bias flow is 

required to yield a better absorption profile in the high-frequency range. Increasing the 

damping volume between the liners did not appear to increase liner performance due to 

porosity mismatch of the inner and outer liner. 

4.15 Conclusion 

The primary purpose of static pressure measurements is to create a legend corresponding to 

acoustic analysis for enhanced interpretation. The legend is expressed in different formats, 

although they have the same meaning. The first task is to calculate the discharge coefficient 

of the orifice, then state the OHV and pressure ratio. It is also essential to designate liner 

accountability, i.e., which liner is responsible for forming the actual pressure curve. For single 

liners Configuration 7 to Configuration 12, discharge coefficient versus mass flow rate is used 

to enhance the findings, along with acoustic analysis. Later, for double liners (configurations 

13 to 18), the discharge coefficient versus mass flow, and pressure ratio versus mass flow are 

examined to develop the findings, along with acoustic analysis. The total mass flow 

introduced into the cavity is assessed based on accurately calculating volume and duct 

velocity. From the duct velocity, the mass flow and discharge coefficient of the orifice is 

developed. Static pressure measurement indicates that the discharge coefficient of the orifice 

changes as the pressure ratio changes; it is essential to verify the result with theory. Precisely, 
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an estimated (combined) effective area calculation is carried out to develop a double layer 

combustor liner estimated discharge coefficient. Double layer combustor estimated discharge 

coefficient is compared with the measured (velocity-based) discharge coefficient of the 

orifice.  

In section 4.14.9 the plot of the discharge coefficient versus mass flow rate illustrates the 

variance. Acoustic analysis and the damping effect are examined based on no flow and non-

zero bias flow conditions. White noise is introduced as an excitation of an acoustic wave. Liner 

absorption and dissipation coefficients are defined along with the transmission loss 

measurement. SNR and SPL remained constant throughout the experiment. A dummy liner 

acoustic analysis is performed to create two factor authentications. To designate the acoustic 

analysis, the corresponding static pressure measurement is carried out. The result shows that 

in the presence of bias flow the liners damping effect improves. The non-zero bias flow exhibit 

a non-linear effect; low Mach bias flow can improve liner absorption or dissipation profile, 

while an excessive or high bias flow decreases the absorption or dissipation profile. Liner 

orifice pattern, porosity, axial pitch distance, damping volume, and thickness play a vital role 

in controlling the overall damping effect of a cylindrical combustor liner. Porosity and axial 

pitch distance are key parameters in controlling the peak and frequency shift. For a constant 

mass flow, a thinner liner delivers a higher-pressure ratio, while a thicker liner exhibits a lower 

pressure ratio. To determine the effect on the thickness of a cylindrical combustor liner it 

would be necessary to test a pair of otherwise identical liners with different thicknesses, 

which was not available at the time; however, both can be subject to future investigation.  
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 Model validation  

Model assessment and authentication is very beneficial for conductivity research as it 

provides greater accuracy for evaluation. In this chapter, experiments carried out in UHARC 

and Lahiri et al’s. (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 2011) experimental results 

are compared with the present semi-empirical model and the previously developed model 

for assessment. Chris Lawn’s (Lawn, 2015) recent model investigation of the absorption of 

plane waves starting from one end of a lined duct is defined together with the theories and 

correlations used in describing the acoustic impedance of the orifices in the presence of 

various mean flows. A diverse range of geometric configurations exhibited acceptable 

accuracy for the entire configuration. Lawn’s model (Lawn, 2015) data shows zero cross-flow 

or weak cross and bias flow, which concurs with Lahiri et al’s. (Lahiri, 2014; Lahiri & Bake, 

2017; Lahiri et al., 2011) experimental results. A range of peak absorption frequencies were 

observed related to small bias flow through a relatively large orifice in a single and double 

liner.  

The concluding discussion is based on findings as to the parameter value that best fits the 

observed experimental data with the model-to-model comparisons. Therefore, in respect, the 

hybrid model with equations (3.14) and (3.15), which appears to have the best fit for both 

single and double-layer liner results, will be depicted here for model-to-model comparisons. 

The most recent model developed by Chris Lawn (Lawn, 2015) will be compared with Lahiri 

et al’s. (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 2011) experimental data, along with 

Melling’s (Melling, 1973b), George B. Thurston’s (Thurston, 1952b), Crandall (Crandall, 

1926b), Bauer’s (Bauer, 1977), Betts et al. (Betts et al., 2000; Betts, 2000) and Bellucci et al’s. 

(Bellucci et al., 2004b; Bellucci et al.). To improve the accuracy of this assessment, several 

numerical models were developed in a Mat-lab platform and computed for display, yielding 

the output given below. Absorption profiles appear to have a straight line due to the nature 

of those impedance models. Therefore, from this present hybrid model equation (3.7), 

equation (3.20) has been added for overall comparison with all models, excepting Chris 

Lawn’s (Lawn, 2015). The goal of this investigation is to identify the model that can best 

predict the measurement and provide an approximation of the truth.  
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5.1 Comparison of predictions with data 

In this section, an interactive model prediction will be compared with the experiment. To 

conduct this type of higher-order analysis it is essential to establish a benchmark, thus 

theoretical interpretation will be easy to recognise. Earlier in section 4.13, dummy liner 

acoustic analysis was shown in Figure 4.7. In this section, dummy liner signal and integrated 

energy (50-1000 Hz) analysis is presented. Once again, dummy liner acoustic analysis will be 

compared with the semi-empirical hybrid model, along with liner resistance and reactance 

terms to create two factor authentications.  

5.2 Dummy liner comparison of predictions with data  

 

Figure 5.1 Dummy liner assessment with the model and experiment. 

The numerical yield of this present semi-empirical hybrid model, along with experimental 

analysis, is illustrated in Figure 5.1. This present model has the capability of determining liner 

absorptive or dissipative profiles along with liner resistance and reactance terms. To improve 

the accuracy of these complex and intricate experiments, error analysis is presented to 

identify dominant errors and provide a guide as to where more care is necessary. Conversely, 
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the model prediction highlights that the dummy liner absorption profile is zero, whereas 

experimental analysis indicates that a slightly positive absorption profile has formed, shown 

in the overall energy balance (Table 5.1) calculation. This positive absorption profile supports 

the energy balance calculation showing that the dummy liner absorption profile has 

established a reasonable agreement. The cumulative calculation of all configurations overall 

energy balance is added towards the end of this chapter, in Table 5.1. 

 Dummy liner signal analysis 

 

Figure 5.2 Dummy liner pressure signal analysis. 

Dummy liner pressure signals only allow the incident wave to pass from the upstream to the 

downstream section without any attenuation as there is no perforation. Figure 5.2 shows that 

incident (blue) and transmitted (green) pressure signals are almost identical. Similarly, 

upstream reflected (red) and downstream reflected (pink) pressure signals remain the same, 

signifying that the experiment and data analysis carried out in UHARC shows acceptable 

results.  
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 Dummy liner energy analysis 

 

Figure 5.3 Dummy liner integrated energy analysis. 

As previously discussed, Figure 5.2 shows that dummy liner experiment and data analysis 

provides higher-order accuracy. Figure 5.3 exhibits that the establishment of integrated 

energy data from the recorded pressure signal is performed by using trapezoidal integration 

(Burgos et al., 1998). From the energy balance calculation it is easy to calculate the total 

energy in and out of the system. As the dummy liner has no perforation, the energy in and 

out of the system should be identical. Therefore, the absorption of the dummy liner shows 

that energy out minus energy in is equal to 2.81, shown in the overall energy balance (50-

1000 Hz) calculation in Table 5.1. The expected value of the liner absorption profile equals 

zero, but appears to show 2.81, which can indicate experimental error, insertion loss, or 

microphone phase mismatch amongst many other possibilities.  
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5.3 Configuration 1 comparison of predictions with data 

 

Figure 5.4 Configuration 1 model assessment with experiment. 

Configuration 1 has a cavity depth of 49 mm, 140 mm liner diameter, 59.5 mm liner length, 

orifice diameter 1 mm and axial pitch distance 8.5 mm - which refers to 1.09 % of porosity. 

Figure 5.4 shows the absorption profile, and cot function with cavity factor (pink solid line) 

has an excellent agreement with the measurement (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri 

et al., 2011) (green asterisks mark). It also shows that cos function with cavity factor (blue 

solid line) has formed a good agreement. This present semi-empirical hybrid model can 

predict liner resistance and reactance terms along with the absorption profile, which will be 

discussed later in section 5.9. Mathematical modelling tends to be utilised to formalise the 

assumption on how experimental data matches with the models. This present semi-empirical 

hybrid model offers a way to determine the amount of evidence the data provides to support 

one model over another. However, the sum of experimental data is insufficient to form a clear 

distinction between competing models. The present model is subsequently calibrated to 

experimental data using cavity factor within 𝑐𝑜𝑠 and 𝑐𝑜𝑡 functions, which is demonstrated in 

Figure 5.4.  
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Crandall’s (Crandall, 1926b) magenta, George B. Thurston’s (Thurston, 1952b) brown, 

Melling’s (Melling, 1973b) red, Bauer’s (Bauer, 1977) black, Bellucci et al’s. (Bellucci et al., 

2004b; Bellucci et al.) green, and Bett’s et al’s (Betts et al., 2000; Betts, 2000) cyan solid line 

exhibit a straight absorption profile. To improve the performance and justification of its 

expression, equation (3.7) (impedance due to the end correction) and (3.20) (impedance due 

to the interaction end correction) have been added to their models, which shows a formation 

of a partial absorption profile, represented as a dashed line in Figure 5.4. Exceptional evidence 

is observed, and once justification is added Bellucci et al’s. (Bellucci et al., 2004b; Bellucci et 

al.) green dashed line forms a peak closer to the measurement. Chris Lawn’s (Lawn, 2015) 

recently developed model (red dotted line with a circle marker) appears to agree better with 

the spectral forms of the Lahiri et al. (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 2011) 

measurement data.  

5.4 Configuration 2 comparison of predictions with data 

 

Figure 5.5 Configuration 2 model assessment with experiment. 

Configuration 2 is a single liner combustor, which has a 140 mm liner diameter, 66 mm liner 

length, 49 mm cavity depth, 2.5 mm orifice diameter and 22 mm axial pitch distance – which 

refers to 1.01 % of porosity. Figure 5.5 shows a comparison of predictions; the solid pink line 

has a better absorption profile than the solid blue line with Lahiri et al.’s (Lahiri, 2014; Lahiri 
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& Bake, 2017; Lahiri et al., 2011) measurement data. The blue line shows a reasonable 

prediction from 350 Hz to the end; the resonance effect of this present numerical analysis is 

dominant when compared with the measurement. In the absence of bias flow, configuration 

2 exhibits typical resonance damping behaviour. The prediction of the solid blue line and the 

measurement did not match very well in the low-frequency range. The critical magnitude for 

this transition mismatch seems to be the reactance, which may be responsible for shifting the 

peak slightly to the right in the low-frequency range. Helmholtz type resonance frequency 

and the expansion of the reactance contained by the model play a vital role in describing the 

behaviour in the transition region. Meanwhile, the model 𝑐𝑜𝑡  function with cavity factor 

shows a good agreement with the measurement. Chris Lawn’s (Lawn, 2015) model (the red 

dotted line with circle marker) achieves a good fit with the measurement, although it shows 

a slightly larger peak (about 400 Hz), whereas Bellucci et al’s. (Bellucci et al., 2004b; Bellucci 

et al.) model (dashed green line) with justification shows that the peak shift to 300 Hz goes 

slightly right compared to the measurement. Melling’s (Melling, 1973b) red, Thurston’s 

(Thurston, 1952b) brown, Crandall’s (Crandall) pink, Bauer’s (Bauer, 1977) black, and Betts et 

al’s. (Betts et al., 2000; Betts, 2000) cyan dashed line appears to have a reasonable agreement 

beyond 600 Hz. The output from these models does not agree with the measurement, thus 

their predictions will not be shown further.  
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5.5 Configuration 3 comparison of predictions with data 

 

Figure 5.6 Configuration 3 model assessment with experiment. 

Configuration 3 has a 140 mm liner diameter, 59.5 mm liner length, 2.5 mm orifice diameter, 

and 8.5 mm axial pitch distance, which refers to 6.79 % of porosity. Due to increased porosity, 

configuration 3 (single liner combustor) exhibit a flat absorption profile. For this 

configuration, a comparison of predictions (the blue and pink solid line) indicates an excellent 

agreement with the measurement (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 2011). A 

comparison of predictions with the measurement suggest that porosity is responsible for 

generating a flat absorption profile, shown in Figure 5.6. With configuration 3, the axial pitch 

distance did not match the orifice diameter. A larger orifice diameter requires a slightly longer 

axial pitch distance to create a vortex, shedding to the neighbouring interaction area to 

absorb or cancel acoustic pressure. The formation of active vortex shedding is responsible for 

increasing liner absorption performance. Chris Lawn’s (Lawn, 2015) (red dotted line with 

circle marker) model seems to agree with data only at low frequency. 
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5.6 Configuration 4 comparison of predictions with data 

 

Figure 5.7 Configuration 4 model assessment with experiment. 

Configuration 4 is a single liner combustor. It has 140 mm diameter, 66 mm liner length, 1 

mm orifice diameter, and 22 mm axial pitch distance, which refers to 0.16 % of porosity. 

Figure 5.7 shows that a comparison of predictions, 𝑐𝑜𝑠 function (blue solid line) and Chris 

Lawn’s (Lawn, 2015) model (red dotted line with circle marker) demonstrate a decent 

agreement with Lahiri et al.’s (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 2011) 

measurement data (green upright triangles). It also shows that the peak absorption profile 

shifts towards the low-frequency range. It can be noted that keeping the percentage of 

porosity (0.16 %) low, with a larger axial pitch distance (22mm) and a small orifice diameter 

(1mm), has failed to produce a better absorption profile. It is necessary to optimise the axial 

pitch distance with orifice diameter to form a better interaction area of a real combustor 

design. Configuration 4 has a larger axial pitch distance compared to the smaller orifice 

diameter; the cylindrical combustor liner peak absorption shifts towards the low-frequency 

range, backing both the model and Lahiri et al.’s (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et 

al., 2011) measurements. Meanwhile, 𝑐𝑜𝑡  function with cavity factor (solid pink line) 

developed a greater peak compared to the measurement shown in Figure 5.7.  
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5.7 Configuration 5 comparison of predictions with data 

 

Figure 5.8 Configuration 5 model assessment with experiment. 

Configuration 5 represents a double-layered combustor liner, with a combination of inner and 

outer liners. The inner liner, known as the damping liner, is configuration 1. The outer liner, 

known as the metering liner, has a 162 mm diameter, 42 mm liner length, 1 mm orifice 

diameter, and 14 mm axial pitch distance, which refers to 0.4 % porosity. Each liner has 1 mm 

thickness, and the distance between the liners 𝑑′ is 11 mm, which is responsible for creating 

the damping volume. Figure 5.8 shows the comparison of predictions for configuration 5, and 

the solid blue line has shaped an identical absorption profile compared to the Lahiri et al. 

(Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 2011) measurement (diamond-shaped green 

dotted line). However, the prediction is slightly greater than the measurement. Chris Lawn’s 

(Lawn, 2015) (red dotted line with circle marker) model seems to agree with the 

measurement only in the high-frequency range. Model 𝑐𝑜𝑡 function with cavity factor (solid 

pink line) fails at high frequencies. An alternative cavity impedance model for the double liner 

equation (2.11), discussed previously in section 2.1.2, shows that the cavity-backed thin layer 



 

120 | P a g e  
 

(solid green line) developed a reasonable agreement with the measurement in the low-

frequency range. 

5.8 Configuration 6 comparison of predictions with data 

 

Figure 5.9 Configuration 6 model assessment with experiment. 

Configuration 6 represents a double layered combustor liner. The inner liner is configuration 

1, and the metering liner has a 192 mm diameter, 51 mm liner length, 1 mm orifice diameter 

and 16 mm axial pitch distance, which refers to 0.31 % porosity. Each liner has 1 mm thickness. 

Figure 5.9 shows configuration 6’s comparison of predictions. The blue solid line has an 

identical absorption profile with Lahiri et al.’s (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 

2011) measurements (green asterisked dotted line). However, there is slight shift in peak to 

the right when compared with the measurement. The degree of agreement in peaks between 

the model and experimental data for this configuration is not particularly precise as the 

percentage of porosity (0.31 %) of the outer liner is exceptionally low due to the small orifice 

diameter and high axial pitch distance. Static pressure measurements carried out in UHARC 

suggest that the liner having the lowest percentage of porosity is responsible for drawing a 

pressure curve. Therefore, attached masses of the adjacent orifices are combined so that 

effective mass is reduced due to the loss of shear region when oscillation through both orifices 
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is in phase. This present model, interaction end correction term, displays the effect of 

reactance when porosity is very low. Meanwhile, once again, the model 𝑐𝑜𝑡 function with 

cavity factor (pink solid line) does not show a decent agreement with Lahiri et al.’s (Lahiri, 

2014; Lahiri & Bake, 2017; Lahiri et al., 2011) measurement. Chris Lawn’s (Lawn, 2015) (red 

dotted line with circle marker) model, however, appears to partially agree with the 

measurement in the high-frequency range. Moreover, an alternative cavity impedance 

model, cavity-backed thin layer (solid green line), seems to have a partial agreement with the 

measurement. 

5.9 Configuration 7 comparison of predictions with data 

 

Figure 5.10 Configuration 7 model assessment with experiment. 

Configuration 7 is a single liner combustor, which has 161.5 mm liner diameter, 1.6 mm 

thickness, 524 mm liner length, uniform pattern of 0.875 mm orifice diameter, and 9 mm axial 

pitch distance, which refers to 0.74 % of porosity. Figure 5.10 shows the prediction of 

configuration 7 with the experiment. The model 𝑐𝑜𝑠 (blue solid line) and 𝑐𝑜𝑡 (pink solid line) 

function with cavity factor represents a decent agreement with the experiment (red dotted 
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line). Modelling techniques are used in order to estimate liner absorption or dissipation 

performance, while comparisons among some of those models or techniques have been 

applied. On the other hand, semi-empirical hybrid models have been developed and 

compared to the various models to obtain greater accuracy with the experiment shown in 

Figure 5.10. The acoustic resistance and reactance of such kinds of liners are commonly 

understood to affect the intensity of the sound incident upon the panel. Since the pressure 

drop across the perforated liner increases with the bias flow velocity through the liner, this 

can be expressed as nonlinear resistance effect (Melling, 1973b). In this context, a semi-

empirical frequency domain model has been used to predict the impedance of the incident 

wave on the magnitude of the reflection, which uses cotangent and cosine functions with 

cavity factor for the no flow case. This present model can predict liner resistance and 

reactance terms, along with the absorption profile, which is measured for typical perforated 

liners shown in Figure 5.10. Recently published, Chris Lawn’s (Lawn, 2015) model is 

established based on acoustic pressure and velocity variables, and their ratio. The acoustic 

impedance is computed sequentially from one end of the duct to the other, so that the total 

length of the liner (59-66 mm) is considered based on Lahiri et al.’s (Lahiri, 2014; Lahiri & Bake, 

2017; Lahiri et al., 2011) measurement geometry. The current investigated liner length (504-

524 mm) is eight times larger than Chris Lawn’s (Lawn, 2015) computation, and therefore 

Chris Lawn’s (Lawn, 2015) model is incapable of predicting the absorption profile. This can be 

designated as a limitation of Chris Lawn’s (Lawn, 2015) computation. A snapshot of 

configuration 7 suggests that equation (3.22) fits much better with the experiment. The 𝑐𝑜𝑡 

function with the cavity factor equation (3.21) indicates a reasonable agreement with the 

experiment in the high-frequency range. The data from the experiment almost remains in 

between the predictions in the low-frequency range, thus their relation can be demonstrated 

in further analysis.   
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 Configuration 7 signal analysis 

 

Figure 5.11 Configuration 7 no flow and non-zero bias flow signal analysis.  

Figure 5.11 shows the no flow pressure signal (blue line) at the top, and non-zero bias (black 

line) at the bottom. As previously mentioned in section 4.13.1, the black line represents the 

maximum absorption profile. The no flow signal analysis refers to the capture of acoustic 

pressure only, and the bias flow signal analysis refers to the capture of acoustic pressure with 

flow. The primary objective of this investigation is to analyse the suppression of the acoustic 

pressure signal in the presence of bias flow, along with transmitted and reflected downstream 

pressure signals. This current semi-empirical hybrid model absorption profile is developed 

from the definition of reflection coefficient only; transmission coefficient is disregarded. For 

the no flow case, a large amount of incident upstream pressure signal is recorded in the low-

frequency range, whereas reflection upstream is almost half of the incident upstream 

pressure signal. In the downstream section, the transmitted signal is low up to 250 Hz; 

however, following that, up to 500 Hz it creates an impulsive variation. Henceforth, there 

appears to be a minor difference in the incident and transmitted pressure signals in the high-

frequency range. In the downstream section, the reflected pressure signal exhibits a flat line.  
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For the non-zero bias flow case, the black line pressure analysis shows that in the presence of 

bias flow the overall incident upstream and transmitted downstream pressure signal 

decreases, despite the increased transmitted pressure signal in the low-frequency range. The 

reflected upstream pressure signal decreases significantly when compared with the no flow 

case, while the reflection downstream signal increases.  

 Configuration 7 energy analysis 

 

Figure 5.12 Configuration 7 integrated energy assessment.  

Figure 5.12 shows the integrated energy assessment for configuration 7, with the no flow 

(blue line) at the top and the bias flow integrated energy (black line) at the bottom. Due to 

the nature of this experiment, signal detection is very high below 50 Hz; therefore, overall 

integrated energy balance calculation is carried out from 50-1000 Hz. Anechoic termination 

below 150 Hz is ineffective (Kang & Jung, 2001). For the no flow case, an integrated energy 

assessment shows that incident upstream energy is high compared to the transmitted 

downstream energy. Furthermore, it demonstrates that reflected upstream energy is high 

compared to the reflected downstream energy. For the impact of a non-zero bias flow case, 

the same constant sound pressure levels have generated low incident upstream, reflected 
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upstream and transmitted downstream energy when compared with the no flow. The overall 

transmitted and reflected downstream energy is minimal compared to the incident and 

reflection upstream energy. Configuration 7’s overall energy balance calculation is provided 

in Table 5.1.  

5.10 Configuration 8 comparison of predictions with data 

 

Figure 5.13 Configuration 8 model assessment with experiment. 

In configuration 8, the geometric parameters are not unlike configuration 7, excepting the 

orifice diameter, which is increased to 1.125 mm and refers to the increase in porosity. Figure 

5.13 shows the comparison of predictions, and the blue (3.22) and pink (3.21) solid lines 

exhibit a reasonable agreement with the experiment (red dotted line). In the low-frequency 

range, both the experiment and model overlapped the blue solid line up to 600 Hz. 

Nevertheless, in the high-frequency range, experimental data shows greater than the 

prediction. The model 𝑐𝑜𝑡 function with cavity factor (pink line) appears to have a partial 

agreement with the experiment. It intersects around 550-600 Hz, and beyond 600 Hz the 

model pink and blue solid lines display an identical profile. Configuration 8 has formed a 

slightly different type of absorption profile compared to the other configurations. It also 
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demonstrates that liner resistance and reactance term exhibit a reasonable agreement with 

the experiment. 

 Configuration 8 signal analysis  

 

Figure 5.14 Configuration 8 no flow and non-zero bias flow signal analysis. 

Figure 5.14 shows the no flow pressure signal (blue line) at the top, and the non-zero bias 

flow (magenta line) at the bottom. The magenta line represents the maximum absorption 

profile for configuration 8, as previously discussed in section 4.14.2. For the no flow case, the 

overall incident upstream pressure signal is high, and the transmitted downstream pressure 

signal is low compared to the bias flow case, shown by the magenta line. It also shows that 

reflection is nearly two-thirds of the incident in the upstream section. For the non-zero bias 

flow case, the pressure signal of the magenta line shows that the overall incident upstream 

pressure signal has decreased, whilst the transmitted pressure signal has increased compared 

to the no flow condition. In addition, the reflected upstream pressure signal has decreased 

compared to the no flow condition, whilst reflected downstream has increased. 

 



 

127 | P a g e  
 

 Configuration 8 energy analysis 

 

Figure 5.15 Configuration 8 integrated energy assessment. 

The integrated energy assessment for configuration 8 is shown in Figure 5.15, with the no 

flow (blue line) at the top, and the non-zero bias flow (magenta line) at the bottom. For the 

no flow case, integrated energy analysis demonstrates that transmitted energy is low 

compared to the incident energy. It also exhibits that upstream reflected energy is high due 

to low transmitted energy in the downstream section in a single liner combustor. For the non-

zero bias flow case, the magenta line represents a pressure ratio of 0.15 % and orifice hole 

velocity 15.71 m/s, while formation of incident and reflected upstream energy decreases. 

Meanwhile, transmitted and reflected downstream energy increases compared to the no flow 

condition. Configuration 8’s overall energy balance calculation is presented in Table 5.1, 

which indicates that either the black or magenta line exhibits a broadband frequency range 

of absorption, which has been previously discussed in section 4.14.2.  
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5.11 Configuration 9 comparison of predictions with data 

 

Figure 5.16 Configuration 9 model assessment with experiment. 

Configuration 9 has a wall thickness of 2 mm, orifice diameter 1.175 mm, 2256 orifices, and 

an axial pitch distance of 10.5 mm, which refers to 0.98 % of porosity. Figure 5.16 shows the 

prediction of configuration 9 with the experiment - the blue solid line demonstrates an 

excellent agreement, whereas the pink solid line displays a similar profile in the high 

frequency range. The absorption spectra for the no flow case between the experiment and 

predictions are acceptable. However, the critical mapping of the cavity factor needs to be 

adjusted with the cavity diameter of the test rig. This cavity factor primarily depends on test 

rig boundary conditions, such as cavity depth 𝑑. The values of single- and double-layer liner 

cavity factors are established from equation (3.16), and their values are presented in Table 

4.5. Single liner resistance and reactance terms appear to display a reasonable agreement 

with the experiment, shown in Figure 5.16. 
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 Configuration 9 signal analysis 

 

Figure 5.17 Configuration 9 no flow and non-zero bias flow signal analysis. 

Figure 5.17 shows no flow (blue line) at the top, and non-zero bias flow (black line) at the 

bottom. For the no flow case, the incident upstream pressure signal is slightly high when 

compared with the transmitted downstream pressure signal in the low-frequency range. Also 

evidenced, the reflection upstream is nearly two-thirds of the incident upstream pressure 

signal. For the non-zero bias flow case, the incident upstream pressure signal decreases, 

whilst the transmitted downstream pressure signal increases. It can also be seen that the 

reflected upstream pressure signal decreases when compared with the no flow condition, 

while the reflected downstream pressure signal increases.  
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 Configuration 9 energy analysis 

 

Figure 5.18 Configuration 9 integrated energy assessment. 

The single liner integrated energy assessment for configuration 9 is shown in Figure 5.18, with 

no flow (blue line) at the top and non-zero bias flow (black line) at the bottom. For the no 

flow case, the integrated energy analysis shows that transmitted downstream energy is low 

compared to the incident upstream energy. It can also be seen that reflected upstream energy 

is high; hence the decrease in transmitted energy in the downstream section. For the non-

zero bias flow case, the black line demonstrates that incident and reflected upstream energy 

decreases, while transmitted and reflected downstream energy increases when compared 

with the no flow condition. The absorption (black line) spectra are broadband, which was 

discussed earlier in section 4.14.3. The overall energy balance calculation of configuration 9 

is presented in Table 5.1. 
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5.12 Configuration 10 comparison of predictions with data 

 

Figure 5.19 Configuration 10 model assessment with experiment. 

Configuration 10’s single liner geometric parameters are similar to configuration 9’s, apart 

from the decrease in orifice diameter to 0.925 mm, and a decrease in porosity to 0.61 %. 

Figure 5.19 shows configuration 10’s comparison of prediction with the experiment. The 

model cos function with cavity factor agrees well with the experiment. Due to a decrease in 

porosity compared to configuration 9, single liner combustor configuration 10 has developed 

a peak, which shifts towards the low-frequency range along with the experiment. The model 

𝑐𝑜𝑡 function with cavity factor appears to have a greater peak, with it reaching 500 Hz, which 

shows a slight disagreement with the experiment. In addition, this semi-empirical hybrid 

model can predict the liner resistance and reactance characteristics, which is shown at the 

top of Figure 5.19. 
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 Configuration 10 signal analysis 

 

Figure 5.20 Configuration 10 no flow and non-zero bias flow signal analysis. 

Figure 5.20 shows no flow (blue line) at the top and non-zero bias flow (black line) at the 

bottom. Configuration 10’s single liner pressure signal analysis is presented in terms of mV/Pa 

with respect to frequency. For the no flow case, the signal analysis shows that the incident 

upstream pressure signal is large compared to the transmitted and reflected downstream 

section. It also displays that in the high-frequency range the incident upstream and 

transmitted downstream pressure signals are similar, and below 250 Hz the transmitted 

downstream pressure is low compared to the incident upstream pressure. For the non-zero 

bias flow case, the black line pressure signal illustrates that in the presence of bias flow the 

incident and reflected upstream pressure signal decreases, while the overall transmitted 

pressure signal has increased. Additionally, the reflected pressure signal has decreased when 

compared with the no flow condition.  
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 Configuration 10 energy analysis 

 

Figure 5.21 Configuration 10 integrated energy assessment. 

Configuration 10’s single liner integrated energy assessment is shown in Figure 5.21, with the 

no flow (blue line) at the top, and non-zero bias flow (black line) at the bottom. For the no 

flow case, the integrated energy analysis demonstrates that transmitted downstream energy 

is low compared to the incident upstream energy. Furthermore, it shows that reflected 

upstream energy is high compared to the reflected downstream energy. For the non-zero bias 

flow case, the black line absorption profile indicates that the formation of incident and 

reflected upstream energy decreases. Meanwhile, transmitted downstream energy increases 

when compared to the no flow condition. The overall energy balance calculation for 

configuration 10 is shown in Table 5.1, which indicates that either the red or black line has 

displayed a maximum absorption profile, previously discussed in section 4.14.4. 
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5.13 Configuration 11 comparison of predictions with data 

 

Figure 5.22 Configuration 11 model assessment with experiment. 

Configuration 11 is a single liner combustor, which acts as a metering liner. It has 176.5 mm 

liner diameter, 504 mm liner length, 2.675 mm orifice diameter, and 20 mm axial pitch 

distance, which refers to 1.41 % porosity. For the no flow case, configuration 11’s acoustic 

analysis is discussed  in section 4.14.5, and its absorption profile is labelled as a solid blue line 

in Figure 4.12. Here it is represented as a dotted red line. Figure 5.22 shows that configuration 

11’s single liner experiment (red dashed line) appears to agree well with the prediction (solid 

blue line). Due to the change in geometry of this metering liner, both the prediction and 

experiment have introduced a similar absorption profile, but the prediction is slightly high in 

the low-frequency range. However, the increase in absorption with increasing frequency from 

the 0-300 Hz blue solid line compared with the experiment shows additional absorption is 

associated with the prediction. The difference in this computation with the experiment shows 

that considerably increasing the orifice diameter relates to the increase in porosity, yet a 

better absorption profile did not appear to be achieved with a higher axial pitch. The model 
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𝑐𝑜𝑡 function with cavity factor (pink solid line) seems to have a slightly higher peak compared 

to the experiment in the region of 450-500 Hz.  

 Configuration 11 signal analysis 

 

Figure 5.23 Configuration 11 no flow and non-zero bias flow signal analysis. 

Figure 5.23 shows the no flow (blue line) at the top and non-zero bias flow (black line) at the 

bottom. For configuration 11, the outer liner signal analysis is shown in terms of mV/Pa with 

respect to frequency. For the no flow case, the overall signal analysis shows that incident 

upstream and reflected downstream pressure signals are large compared to the transmission 

and reflection downstream section. It also highlights that in the high-frequency range, the 

incident upstream and transmitted downstream pressure signals are close, yet below 250 Hz 

the transmitted downstream signal is extremely poor when compared to the incident 

upstream pressure. For the non-zero bias flow case, the black line pressure signal analysis 

illustrates that in the presence of bias flow, incident upstream and reflected downstream 

pressure signals have decreased. Meanwhile, the overall transmitted downstream pressure 

has decreased, and the reflected downstream pressure signal has increased when compared 

with the no flow condition.  
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 Configuration 11 energy analysis 

 

Figure 5.24 Configuration 11 integrated energy assessment. 

Configuration 11’s single liner integrated energy assessment is shown in Figure 5.24, with the 

no flow (blue line) at the top, and the non-zero bias flow case (black line) at the bottom. For 

the no flow case, integrated energy analysis indicates that transmitted downstream energy is 

low compared to the incident upstream energy. It also shows that reflected upstream energy 

is high; hence, the low transmitted energy in the downstream section. For the non-zero bias 

flow case, the black line represents that orifice hole velocity is 11.40 m/s, and the effect of 

bias flow decreases the incident and reflected energy in the upstream section. Similarly, in 

the downstream section, transmitted energy decreases and reflected energy increases 

compared to the no flow condition. The overall energy balance calculation is presented in 

Table 5.1, which shows the absorption spectra are not broadband for configuration 11, 

previously discussed in section 4.14.5.  
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5.14 Configuration 12 comparison of predictions with data 

 

Figure 5.25 Configuration 12 model assessment with experiment. 

Configuration 12 is similar to configuration 11 as both liners are designated as metering liners. 

It has 171.9 mm liner diameter, 504 mm liner length, 3.675 mm orifice diameter, and 20 mm 

axial pitch distance, which refers to 2.65 % of porosity. For the no flow case, configuration 

12’s acoustic analysis is discussed in section 4.14.6, and its absorption profile is labelled as a 

solid blue line in Figure 4.13. Here it is represented as a red dotted line. Figure 5.25 shows 

configuration 12’s outer single liner experiment appears to have an acceptable agreement 

with the predictions. It is clear that the present computational results are acceptable and have 

the ability to predict the outcome of the experiment. Configurations 11 and 12 are greater in 

porosity when compared with the remaining single liner configurations, and their results are 

indicating a flat type absorption profile along with the predictions. It can also be seen that 

experimental outputs are remaining in between the pink and solid line in the low-frequency 

range.  
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 Configuration 12 signal analysis 

 

Figure 5.26 Configuration 12 no flow and non-zero bias flow signal analysis. 

Figure 5.26 shows the no flow (blue line) at the top, and the non-zero bias flow (magenta line) 

at the bottom. Configuration 12’s outer liner pressure signal analysis is expressed in terms of 

mV/Pa with respect to frequency. For the no flow case, the pressure signal shows that in the 

upstream section the incident and reflected pressure signal is large compared to the 

downstream transmission and reflection. It also demonstrates that in the high-frequency 

range, the level of incident upstream and transmitted downstream pressure is close, but 

below 250 Hz the downstream transmission signal is small. For the non-zero bias flow case 

the magenta line pressure signal shows that in the presence of bias flow the level of incident 

and reflected upstream pressure has decreased when compared with the no flow condition. 

Meanwhile, the overall transmission has decreased, and downstream reflection is increased 

compared to the no flow condition. Configuration 12’s reflected downstream pressure signal 

is high (shown in Figure 5.26), in the range of 50-100 Hz.  
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 Configuration 12 energy analysis 

 

Figure 5.27 Configuration 12 integrated energy assessment. 

Configuration 12’s single liner integrated energy assessment is shown in Figure 5.27, with the 

no flow (blue line) at the top, and the non-zero bias flow (magenta line) at the bottom. For 

the no flow case, the integrated energy assessment shows that transmitted downstream 

energy is low compared to the incident upstream energy. It also highlights that upstream 

reflected energy is high; thus, transmitted downstream energy is low. For the non-zero bias 

flow case the magenta line represents the pressure ratio 0.14 %, and the effect of bias flow 

decreases the incident and reflected upstream energy. Meanwhile, in the downstream 

section, transmitted energy decreases and reflected energy increases compared to the no 

flow condition. The maximum absorption profile appears to be on the magenta or green line 

(previously discussed in section 4.14.6.), and its overall energy balance calculation is shown 

in Table 5.1.  
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5.15 Configuration 13 comparison of predictions with data 

 

Figure 5.28 Configuration 13 model assessment with experiment. 

Configuration 13 represents a combined liner. The inner liner represents configuration 7, and 

the outer liner signifies configuration 11. The outer liner has an orifice diameter of 2.675 mm 

with an axial pitch distance of 20 mm, which leads to porosity of 1.41 %, whereas the inner 

liner has an orifice diameter of 0.785 mm with an axial pitch distance of 9 mm, which leads to 

porosity of 0.74 %. Both liners are 1.6 mm thick. Figure 5.28 shows the comparison of 

prediction, with the blue solid line and the experiment’s red dotted line intersecting at around 

150 Hz and again at the peak, yet in the high-frequency range they create a gradient slope. 

Two alternative models both display an acceptable agreement with the experiment. However, 

model cos function with cavity factor agrees better with the spectral forms of the data from 

the measurement. There is an alternative cavity impedance model for the double layer liner, 

shown by the cavity-backed thin layer (solid green line), which appears to have an acceptable 

agreement without the peak. Combined liner resistance and reactance terms appear to have 

a reasonable agreement with the experiment, shown in Figure 5.28. 
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 Configuration 13 signal analysis 

 

Figure 5.29 Configuration 13 no flow and non-zero bias flow signal analysis. 

Configuration 13’s combined liner pressure signal analysis, in terms of mV/Pa with respect to 

frequency, is shown in Figure 5.29, with the no flow (blue line) at the top and the non-zero 

bias flow (black line) at the bottom. For the no flow case, the combined liner incident 

upstream pressure signal is almost identical to configuration 7. The reflected upstream 

pressure signal is less than configuration 7, yet greater than configuration 11. The overall 

transmitted downstream pressure signal increases significantly compared to configurations 7 

and 11. For the non-zero bias flow case, the black line pressure signal analysis illustrates that 

incident upstream, reflected upstream and transmitted downstream pressure signal 

decreases, except from the reflected downstream pressure signal, when compared with the 

no flow condition.  
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 Configuration 13 energy analysis 

 

Figure 5.30 Configuration 13 integrated energy assessment. 

Configuration 13’s combined liner integrated energy signal analysis is shown in Figure 5.30, 

with the no flow (blue line) at the top and non-zero bias flow (black line) at the bottom. For 

the no flow case, integrated energy analysis shows that transmitted energy is low compared 

to the incident energy. Configurations 7 and 11 are combined to form configuration 13, which 

demonstrates that combined liner downstream transmitted energy increases. For the non-

zero bias flow case the black line represents that orifice hole velocity is 10.13 m/s. The effect 

of bias flow decreases incident upstream, reflected upstream and transmitted downstream 

energy when compared with the no flow condition. However, the effect of the black line has 

caused a decrease in transmitted downstream energy compared to the no flow condition, but 

an increase in transmitted downstream energy when compared to configurations 7 and 11. 

The maximum absorption profile appears to be on the red or black line, previously discussed 

in section 4.14.7, and their overall energy balance calculations are provided in Table 5.1.  
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5.16 Configuration 14 comparison of predictions with data 

 

Figure 5.31 Configuration 14 model assessment with experiment. 

Configuration 14 represents a double layer combustor liner, which is a combination of 

configurations 8 and 11. The porosity between the two liners is marginal: the inner liner has 

1.23 % and the outer liner has 1.41 %, and each liner has 1.6 mm thickness. In configuration 

14, the model blue solid line and red dotted line lead to a satisfactory agreement in the low- 

to high-frequency range. However, a systematic difference can be observed: the experimental 

data has formed a sharp peak, and the model 𝑐𝑜𝑠 function with cavity factor has generated a 

comparable peak in the low-frequency range. The model 𝑐𝑜𝑡 function with cavity factor has 

shaped a similar agreement, aside from a slight shift in the absorption profile in the low-

frequency range. An alternative cavity impedance model for the double layer liner, shown by 

a cavity-backed thin layer (solid green line), appears to have an acceptable agreement in the 

high-frequency range. Since alternative cavity impedance model equation (2.11) does not 

agree with the measurement, future discussion will no longer be required. For combined liner 

configuration 14, the reactance and resistance profile exhibits a similar outline to the 

experiment shown in Figure 5.31. 
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 Configuration 14 signal analysis 

 

Figure 5.32 Configuration 14 no flow and non-zero bias flow signal analysis. 

Configuration 14’s combined liner combustor pressure signal analysis, in terms of mV/Pa with 

respect to frequency, is shown in Figure 5.32, with the no flow (blue line) at the top and the 

non-zero bias flow (black line) at the bottom. For the no flow case, the combined liner incident 

upstream pressure signal is slightly larger than configuration 8, yet smaller than configuration 

11. The reflected upstream pressure signal decreases, whilst the transmitted downstream 

pressure signal increases when compared to configurations 8 and 11. For the non-zero bias 

flow case, the black line pressure signal analysis illustrates that incident and reflected 

pressure signal decreases in the upstream section. Meanwhile, transmitted downstream 

pressure signal decreases and reflected downstream pressure signal increases compared to 

the no flow condition. 
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 Configuration 14 energy analysis 

 

Figure 5.33 Configuration 14 integrated energy assessment. 

An integrated energy assessment of configuration 14 combined liner is shown in Figure 5.33, 

with the no flow (blue line) at the top and the non-zero bias flow (black line) at the bottom. 

For the no flow case, integrated energy analysis shows that the transmitted downstream 

energy is low compared to the incident upstream energy. It can also be seen that the overall 

transmitted energy of configuration 14 increases compared to configurations 8 and 11. For 

the non-zero bias flow case, the black line represents that combined orifice hole velocity 

10.05 m/s has impacted on incident upstream and reflected downstream energy when 

compared to the no flow case. However, the impact of the black line has caused a decrease 

in transmitted downstream energy compared to the no flow condition, but an increase in 

transmitted downstream energy compared to configurations 8 and 12. The broadband 

frequency range of the absorption profile appears to be on the black line, previously discussed 

in section 4.14.8, and the overall energy balance calculation is presented in Table 5.1. The 

pink line indicates that orifice hole velocity 26.65 m/s has been able to increase its transmitted 

downstream energy, whilst simultaneously decreasing its absorption coefficient.  
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5.17 Configuration 15 comparison of predictions with data 

 

Figure 5.34 Configuration 15 model assessment with experiment. 

Configuration 15 represents a combined liner of which the inner liner represents 

configuration 9, and the outer liner represents configuration 12. The outer liner is 1.6 mm in 

thickness, with orifice diameter 3.675 mm and an axial pitch distance of 20 mm, which refers 

to a porosity of 2.65 %, whereas the inner liner is 2 mm in thickness, with orifice diameter 

1.175 mm and an axial pitch distance of 10.5 mm, giving a porosity of 0.98 %. In configuration 

15 the model blue solid line and the red dotted line have established an excellent agreement 

with the experiment, illustrated in Figure 5.34, from the low to high-frequency range. The 

double layer combustor liner experiment shows that in the absence of bias flow in the high-

frequency range, a gradient step absorption profile has been shaped along with the 

predictions shown in Figure 5.34. The experiment also shows that in the low-frequency range, 

experimental data remains in between the predictions. Liner reactance and resistance term 

agrees well with the experiment.  
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 Configuration 15 signal analysis 

 

Figure 5.35 Configuration 15 no flow and non-zero bias flow signal analysis. 

For configuration 15 combined liner combustor the pressure signal analysis, in terms of 

mV/Pa concerning frequency, is shown Figure 5.35, with the no flow (blue line) at the top and 

the non-zero bias flow (magenta line) at the bottom. For the no flow case, combined liner 

incident upstream pressure signal increases compared to configurations 9 and 12. The 

reflected downstream pressure signal is greater than configuration 9, yet smaller than 

configuration 12. The transmitted downstream pressure signal is greater than both 

configurations. For the non-zero bias flow case, the magenta line illustrates that incident and 

reflected upstream pressure signal decreases. Meanwhile, transmitted and reflected 

downstream pressure signal decreases and increases compared to the no flow condition. 
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 Configuration 15 energy analysis  

 

Figure 5.36 Configuration 15 integrated energy assessment. 

The assessment of configuration 15 combined liner integrated energy signal analysis is shown 

in Figure 5.36, with the no flow (blue line) at the top and the non-zero bias flow (magenta 

line) at the bottom. For the no flow case, integrated energy analysis reveals that transmitted 

energy is low in comparison to the incident energy. Configuration 15’s incident upstream 

energy is greater than configurations 9 and 12. Reflected upstream energy is greater than 

configuration 9, yet smaller than configuration 12. For the non-zero bias flow case, the 

magenta line represents the orifice hole velocity 16.21 m/s, which shows that the effect of 

bias flow has caused a decrease in incident and reflected energy in the upstream section. 

Meanwhile, in the downstream section, transmitted energy decreases and reflected energy 

increases compared to the no flow condition. The broadband frequency range of absorption 

appears to be on the black or magenta line, presented earlier in section 4.14.9, and their 

overall energy balance calculation is given in Table 5.1. The pink line represents the orifice 

hole velocity of 27.30 m/s, suggesting that transmitted downstream energy increases, whilst 

liner absorption profile decreases.  
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5.18 Configuration 16 comparison of predictions with data 

 

Figure 5.37 Configuration 16 model assessment with experiment. 

Configuration 16 represents a combined liner of which the inner liner represents 

configuration 10, and the outer liner represents configuration 12. The outer liner is 1.6 mm in 

thickness, the orifice diameter is 3.675 mm and the axial pitch distance is 20 mm, giving a 

porosity of 2.65 %, whereas the inner liner is 2 mm in thickness, the orifice diameter is 0.925 

mm and the axial pitch distance is 10.5 mm, giving a porosity of 0.61 %. Figure 5.37 shows 

configuration 16’s comparison of predictions with data, revealing that the blue and pink solid 

lines have demonstrated a good agreement with the red dotted line. They have overlapped 

one another in the low to high-frequency ranges. Similarly, the reactance and resistance 

profile exhibits a decent agreement with the experiment, evidenced in Figure 5.37. 
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 Configuration 16 signal analysis 

 

Figure 5.38 Configuration 16 no flow and non-zero bias flow signal analysis. 

Configuration 16’s combined liner combustor pressure signal analysis, in terms of mV/Pa 

concerning frequency, is shown in Figure 5.38,with the no flow (blue line) at the top and the 

non-zero bias flow (black line) at the bottom. For the no flow case, the combined liner incident 

upstream and transmitted downstream pressure signal increases. It can also be seen that the 

reflected upstream pressure signal decreases compared to configurations 10 and 12. For the 

non-zero bias flow case, the black line illustrates that incident upstream and transmitted 

downstream pressure signal increases compared to configurations 10 and 12. Furthermore, 

the incident and the reflected upstream pressure signal decreases compared to the no flow 

case. 
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  Configuration 16 energy analysis 

 

Figure 5.39 Configuration 16 integrated energy assessment. 

Configuration 16’s combined liner integrated energy assessment is shown in Figure 5.39, with 

the no flow (blue line) at the top and the non-zero bias flow (black line) at the bottom. For 

the no flow case, integrated energy analysis reveals that the transmitted energy is small when 

compared with the incident energy. The overall incident energy is greater and reflected 

energy is smaller compared to configurations 10 and 12. Furthermore, transmitted 

downstream energy increases compared to configurations 10 and 12. For the non-zero bias 

flow case, where the black line represents orifice hole velocity 10.29 m/s, the effect of bias 

flow has caused a decrease in incident and reflected energy in the upstream section 

compared to the no flow condition. Meanwhile, in the downstream section, transmitted 

energy increases compared to configurations 10 and 12. The maximum absorption coefficient 

appears to be on the black line, previously discussed in section 4.14.10, and their overall 

energy balance calculation is provided in Table 5.1. The pink line energy balance calculation 

indicates that transmitted downstream energy increases as the bias flow increases, yet the 
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absorption coefficient decreases. A nonlinear effect of bias flow can be observed from this 

investigation.  

5.19 Configuration 17 comparison of predictions with data 

 

Figure 5.40 Configuration 17 model assessment with experiment. 

Configuration 17 represents a combined liner, where the inner liner represents configuration 

7, and the outer liner represents configuration 12. Both liners have a wall thickness of 1.6 

mm. Figure 5.40 shows that in a comparison of prediction with the experiment, the model 

blue solid and red dotted line have overlapped one another and present a remarkable 

correlation from the low to high-frequency range. The model pink solid line also shows a 

decent agreement with the experiment, apart from a slight shift to the left in the low-

frequency range, shown in Figure 5.40. Both predictions are close to the experiment, but the 

model blue solid line appears to have a strong agreement. Similarly, combined liner reactance 

and resistance profiles show a decent agreement with the experiment. 
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 Configuration 17 signal analysis 

 

Figure 5.41 Configuration 17 no flow and non-zero bias flow signal analysis. 

Configuration 17’s double layered combustor pressure signal analysis, in terms of mV/Pa 

concerning frequency, is shown in Figure 5.41, with the no flow (blue line) at the top and the 

non-zero bias flow (black line) at the bottom. For the no flow case, combined liner incident 

upstream and transmitted downstream pressure signal increases compared to configurations 

7 and 12. It can also be seen that the reflected upstream pressure signal decreases compared 

to configuration 7 and increases compared to configuration 12. For the non-zero bias flow 

case, the black line illustrates that both the incident and the reflected upstream pressure 

signal decreases. Meanwhile, transmitted downstream pressure signal decreases and 

reflected downstream pressure signal increases compared to the no flow condition. However, 

transmitted downstream pressure signal increases compared to configurations 7 and 12. 
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 Configuration 17 energy analysis 

 

Figure 5.42 Configuration 17 integrated energy assessment. 

Configuration 17’s combined liner integrated energy assessment is shown in Figure 5.42, with 

the no flow (blue line) at the top and non-zero bias flow (black line) at the bottom. For the no 

flow case, integrated energy analysis shows that transmitted downstream energy is low when 

compared with the incident upstream energy. For the non-zero bias flow case, the black line 

represents that orifice hole velocity 10.21 m/s impacts (decreases) on incident and reflected 

energy in the upstream section when compared to the no flow condition. Meanwhile, in the 

downstream section overall transmitted energy increases compared to configurations 7 and 

12. The broadband spectra are not present, however it can be considered on the red or black 

line, previously discussed in section 4.14.11, and its overall energy balance calculation is 

provided in Table 5.1. The pink line energy balance calculation indicates that bias flow is 

responsible for increasing transmitted energy in the downstream section. Furthermore, it 

signifies the formation of a nonlinear absorption profile. 
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5.20 Configuration 18 comparison of predictions with data 

 

Figure 5.43 Configuration 18 model assessment with experiment. 

Configuration 18 represents a combined liner, of which the inner liner represents 

configuration 9, and the outer liner represents configuration 11. The outer liner has an orifice 

diameter of 2.675 mm with an axial pitch distance of 20 mm, which refers to the porosity of 

1.41 %, whereas the inner liner has orifice diameter of 1.175 mm with an axial pitch distance 

of 10.5 mm, which refers to the porosity of 0.98 %. Configuration 18’s combined liner 

comparison of predictions (blue and pink solid line) with the experiment (red dotted line) 

shows that the absorption profile displays a reasonable agreement. However, experimental 

data exhibits a slightly lower absorption profile compared to the predictions. Metering liner 

configuration 11 has the strongest influence on developing the combined absorption profile. 

The prediction 𝑐𝑜𝑡 function with cavity factor appears to agree better with the experiment. 

Likewise, reactance and resistance term has formed a decent agreement with the experiment 

shown at the top of Figure 5.43.  
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 Configuration 18 signal analysis 

 

Figure 5.44 Configuration 18 no flow and non-zero bias flow signal analysis. 

Configuration 18’s combined liner combustor pressure signal analysis, in terms of mV/Pa 

concerning frequency, is shown in Figure 5.44, with the no flow (blue line) at the top and the 

non-zero bias flow (green line) at the bottom. For the no flow case, combined liner incident 

upstream pressure signal is greater than configuration 9 and smaller than configuration 11. 

The reflected upstream pressure signal is smaller than configurations 9 and 11. The 

transmitted downstream pressure signal is higher than both liners. For the non-zero bias flow 

case, the green line illustrates that incident and reflected upstream pressure signal decreases. 

Meanwhile, transmitted downstream pressure signal decreases slightly, and the reflected 

downstream pressure signal increases compared to the no flow condition. Additionally, 

transmitted downstream pressure signal increases compared to configurations 9 and 11. 
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 Configuration 18 energy analysis 

 

Figure 5.45 Configuration 18 integrated energy assessment. 

Configuration 18’s combined liner integrated energy assessment is shown in Figure 5.45, with 

the no flow (blue line) at the top and the non-zero bias flow (black line) at the bottom. For 

the no flow case, integrated energy analysis shows that transmitted downstream energy is 

small compared to the incident upstream energy. Overall incident upstream energy is smaller 

than configuration 9 and greater than configuration 11. Overall transmitted downstream 

energy is greater than configurations 9 and 11. For the non-zero bias flow case, the black line 

represents that orifice hole velocity is 10.21 m/s, which explains the decrease in incident and 

reflected upstream energy. Meanwhile, in the downstream section, overall transmitted 

energy increases compared to configurations 9 and 11. The broadband frequency range of 

absorption coefficient appears to be on the black line, earlier discussed in section 4.14.12, 

and its overall energy balance calculation is displayed in Table 5.1. The pink line overall energy 

balance calculation indicates that bias flow is responsible for increasing transmitted energy in 

the downstream section.  
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5.21 Overall energy balance calculation 

Configuration 7 8 9 10 11 12 13 14 15 16 17 18 Dummy 
No flow 

Incident upstream 78.53 42.59 40.30 42.62 48.77 43.08 78.57 43.85 51.04 46.16 88.35 45.33 40.75 
Reflected upstream 44.56 28.79 25.89 22.17 31.57 31.75 32.93 19.03 29.77 22.12 41.99 24.66 2.49 
Transmitted downstream 5.76 1.52 2.96 4.92 6.85 4.28 15.29 7.50 8.76 9.89 16.98 9.32 43.67 
Reflected downstream 0.07 0.02 0.03 0.06 0.06 0.05 0.13 0.17 0.08 0.09 0.14 0.08 2.60 
Energy in 78.60 42.61 40.33 42.68 48.83 43.13 78.71 44.02 51.12 46.25 88.49 45.41 43.35 
Energy out 50.31 30.32 28.84 27.09 38.42 36.02 48.21 26.54 38.53 32.02 58.97 33.98 46.16 
Absorption 28.29 12.29 11.49 15.59 10.41 7.10 30.50 17.48 12.59 14.23 29.53 11.43 2.81 

Red line 
Incident upstream 38.33 36.58 34.14 33.70 36.09 32.09 33.65 42.87 33.50 33.73 37.24 32.95 - 
Reflected upstream 11.98 13.15 12.02 8.60 13.55 15.83 7.38 15.73 11.24 7.89 9.59 9.04 - 
Transmitted downstream 2.34 1.06 1.85 4.16 3.25 2.47 5.86 6.22 4.49 7.09 5.28 5.63 - 
Reflected downstream 0.13 0.10 0.13 0.22 0.18 0.16 0.38 0.20 0.20 0.30 0.19 0.24 - 
Energy in 38.45 36.68 34.27 33.92 36.27 32.25 34.03 43.08 33.70 34.03 37.44 33.19 - 
Energy out 14.32 14.22 13.87 12.76 16.80 18.30 13.24 21.94 15.73 14.98 14.87 14.67 - 
Absorption 24.13 22.46 20.40 21.16 19.47 13.94 20.80 21.13 17.97 19.05 22.56 18.52 - 

Black line 
Incident upstream 34.69 30.66 33.47 29.62 34.82 31.20 31.70 43.46 33.00 32.44 31.35 34.26 - 
Reflected upstream 6.56 7.32 7.40 4.36 8.10 11.60 4.19 13.48 6.49 4.65 4.53 6.14 - 
Transmitted downstream 3.74 1.49 3.17 6.40 3.88 1.86 6.96 5.11 5.17 8.65 5.89 6.46 - 
Reflected downstream 0.21 0.18 0.27 0.40 0.33 0.40 0.34 0.23 0.29 0.46 0.30 0.40 - 
Energy in 34.90 30.84 33.75 30.02 35.15 31.60 32.04 43.69 33.29 32.90 31.65 34.67 - 
Energy out 10.30 8.81 10.57 10.76 11.98 13.46 11.14 18.59 11.66 13.30 10.42 12.60 - 
Absorption 24.60 22.03 23.18 19.26 23.17 18.14 20.90 25.10 21.63 19.60 21.23 22.07 - 

Magenta line 
Incident upstream 32.38 29.18 29.69 28.84 32.06 34.82 28.53 33.32 26.56 31.59 29.75 30.18 - 
Reflected upstream 4.71 4.88 4.67 3.15 5.74 13.04 2.79 5.34 3.58 3.38 3.03 3.62 - 
Transmitted downstream 5.64 3.09 4.97 8.66 5.58 3.66 8.69 6.39 5.80 10.82 7.78 7.67 - 
Reflected downstream 0.51 0.75 0.62 0.92 0.90 2.07 0.82 0.37 0.69 0.74 0.62 0.55 - 
Energy in 32.89 29.93 30.31 29.76 32.97 36.89 29.34 33.69 27.25 32.32 30.37 30.73 - 
Energy out 10.35 7.97 9.63 11.81 11.32 16.71 11.48 11.73 9.38 14.20 10.81 11.28 - 
Absorption 22.54 21.96 20.67 17.95 21.64 20.18 17.86 21.96 17.87 18.12 19.56 19.44 - 

Green line 
Incident upstream 30.23 27.35 25.44 25.07 28.26 43.32 27.01 34.44 25.25 29.97 28.80 24.94 - 
Reflected upstream 5.98 4.81 2.87 2.31 4.38 19.25 2.25 8.52 2.86 3.41 2.86 2.80 - 
Transmitted downstream 8.02 6.40 8.50 11.13 9.20 10.22 11.72 7.46 8.87 12.13 10.80 8.39 - 
Reflected downstream 1.56 2.93 3.31 2.68 3.39 7.28 2.41 0.52 2.64 1.08 1.97 0.99 - 
Energy in 31.79 30.29 28.75 27.76 31.66 50.59 29.42 34.96 27.89 31.05 30.77 25.93 - 
Energy out 14.00 11.21 11.37 13.44 13.58 29.47 13.97 15.99 11.73 15.54 13.67 11.20 - 
Absorption 17.79 19.08 17.38 14.32 18.08 21.12 15.45 18.98 16.16 15.51 17.10 14.74 - 

Pink line 
Incident upstream 32.63 26.35 21.66 24.65 25.49 53.79 25.78 40.03 24.72 24.44 28.29 25.83 - 
Reflected upstream 9.85 5.16 2.20 3.42 4.15 32.64 2.59 15.06 2.67 3.76 5.07 4.16 - 
Transmitted downstream 11.75 13.54 12.77 15.30 24.39 32.61 19.97 8.59 11.98 11.32 12.48 9.43 - 
Reflected downstream 4.85 9.17 6.96 6.01 18.56 30.79 10.80 0.72 5.46 1.66 4.66 1.15 - 
Energy in 37.48 35.52 28.62 30.66 44.05 84.57 36.58 40.75 30.18 26.10 32.94 26.97 - 
Energy out 21.60 18.70 14.98 18.73 28.53 65.25 22.56 23.65 14.65 15.08 17.56 13.59 - 
Absorption 15.89 16.82 13.64 11.93 15.52 19.33 14.02 17.10 15.54 11.03 15.39 13.38 - 

Table 5.1 Overall energy balance calculation from 50-1000 Hz. 

From the microphone pressure data, overall energy balance calculation is carried out to 

develop authentication for all tested configurations (incident, reflected, transmitted and 

absorptive energy) shown in Table 5.1.  
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5.22 Conclusion 

In this chapter, a comparison of predictions and empirical data is investigated. Experimental 

data is analysed in terms of pressure, energy, reactance, resistance, and absorption 

coefficient. High quality measurements and experiments carried out at the UHARC are 

compared with the semi-empirical hybrid model, along with other models from existing 

research. Experimental data shows that the scattering of energy from 0-50 Hz is 

extraordinarily high, and the decomposition of the overall energy balance leads to significant 

differences in terms of both signal and energy potentials. It appears that anechoic termination 

is ineffective from 0-50 Hz, thus signal analysis and overall energy balance calculation is 

carried out from 50-1000 Hz. Different configurations of the cylindrical combustor liner’s 

signal, energy, and absorption profile is analysed in an isentropic condition. Setting up the 

benchmark by using a dummy liner shows that the acoustic analysis is acceptable, which is 

demonstrated in section 5.2, and its overall energy balance calculation is provided in Table 

5.1.  

A basic theoretical model is proposed, based on liner geometry, along with a cavity factor to 

predict the absorption profile of the no flow case. The present model introduces a cavity 

factor, which is a function of cavity depth. The cavity factor optimises the predictions as the 

different test rigs have diverse cavity depths, and therefore, without a cavity factor, the 

resonance frequency of the orifice cannot be determined accurately due to this range.  

Transmission line theory is applicable for a single liner only with the cavity factor. In the case 

of the double liner there was no match, as the double liner has an extra parameter effective 

cavity depth 𝑑′  (depth in between the liner), and an extra layer. An alternative cavity 

impedance model (cavity-backed thin layer) established a partial agreement with the 

experiment. A modification of the transcendental equation (cosine function with cavity 

factor) fits both the single- and double-layer liners, although proper justification is not given, 

which is the first limitation of further work with this numerical analysis. This investigation 

effected an extraordinary explanation, which has established two factor authentications from 

the dummy liner data and predictions. The second limitation of this model, the transmission 

coefficient, is not present, and for that reason an overall energy balance calculation is carried 

out to show that the transmission coefficient is extremely small and negligible. 
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 Overview 

The foremost aim of this research is to conclude a damping characteristics of a cylindrical 

combustor liner no flow and non-zero bias flow effect. A widespread array of available 

investigation has been collected and reviewed and a hypothesis is developed. The high-quality 

experimental results place the current information into perspective. The substantial 

structures of each constraint can be summarised as follows: 

6.1 Conclusion 

In this section, the effects of acoustic (SPL, transmission loss, absorption coefficient), 

geometric (porosity, thickness, orifice cross-section, liner configuration, damping volume, 

perforation pattern), and flow parameter (bias flow) will be discussed along with research 

contribution, limitation of the model and experiment, and potential future research. 

 Sound Pressure Level 

The damping performance of the cylindrical combustor liner is tested under constant sound 

pressure level, which is approximately 90 to 95dB. Effect of non-zero bias flow onto the 

cylindrical combustor liner exhibit the non-linear absorption profile, while the SPL remain 

constant. 

 Bias Flow  

Non-zero bias flow has the ability to improve the liner absorption performance for single- and 

double-layer liner configurations. A few examples can be evaluated for no flow and non-zero 

bias flow cases based on experimental analysis. Non-zero bias flow can create resonance and 

shift its peak compared to the no flow case. The bandwidth of the absorption or dissipation 

profile can be increased while its level is typically mapped. The true broadband frequency 

range of absorption can be obtained when the bias flow setting is adjusted to the 

configuration for both single- and double-layer liners. 

 Porosity  

Porosity depends on orifice pattern, number, diameter, and its axial pitch distance. Porosity 

is the most important factor for combustor design, as it is responsible for drawing pressure 

curves, forming peak absorption and cooling factors. Porosity is required to map with non-

zero bias flow settings to create the vortex, which can cancel or suppress the acoustic noise 

inside the combustor and convert the sound pressure into mechanical and heat energy. 
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Therefore, the effect of bias flow depends on the magnitude of the absorption or dissipation 

directly linked to the combustor liner porosity. A snapshot of porosity effect is given below. 

   

   

Figure 6.1 Comparison of predictions with experiment (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 2011). 
Figure 6.1 shows the influence of porosity over a full scale cylindrical combustor liner, and 

comparisons of prediction with the experiment (Lahiri, 2014; Lahiri & Bake, 2017; Lahiri et al., 

2011). An excessively high porosity (6.79 %) is associated with the flat absorption profile 

shown in the middle. Comparisons of predictions with the data suggest that a larger orifice 

with a shorter axial pitch distance can explain the increase in porosity and is responsible for 

creating a flat absorption profile, shown in the middle of Figure 6.1. Similarly, an orifice with 

a greater axial pitch distance refers to the decrease in porosity and is responsible for a peak 

frequency shift towards the low-frequency range. An orifice diameter with an optimum 

interaction end correction area indicates optimum porosity and is responsible for drawing a 

broadband frequency range of absorption, shown on the right of Figure 6.1. In other words, 

a liner with an optimised orifice diameter and optimised axial pitch distance creates its peak 

in between the low and high-frequency range.  

 Liner thickness  

Combustor liner thickness plays a vital role in developing a pressure ratio. Acoustic and static 

pressure measurements suggest that thick liners create a lower pressure ratio and orifice hole 

velocity compared to thin liners. From the prediction of the semi-empirical hybrid model it 

can be suggested that if the thickness of the liner increases, absorption increases by shifting 

8.5 mm

1 mm

Porosity 1.09 %

8.5 mm

2.5 mm

Porosity 6.79 %

22 mm

1 mmPorosity 0.16 %
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the frequency slightly; however, it is shallow. It requires two identical liners of greater 

thickness to engender discussion regarding the experiment, which is not applicable here. 

However, the greater thickness of the combustor liner does not appear to provide an 

improved absorption profile as the geometry of the liner is changed.   

 Orifice cross-section 

The FRF analysis suggests that it is not solely a circular orifice which can create better 

damping. If the porosity remains constant, a different type of orifice cross-section can lead to 

an improved damping factor. 

 Inner liner configuration  

The inner liner can create pressure difference if the percentage of porosity is lower than the 

outer liner with small orifice diameter. The inner liner mainly acts as a damper; its influence 

is to construct a combined effective area and combined discharge coefficient inside the 

combustor. 

 The outer liner configuration 

The outer liner can also create pressure difference if the percentage of porosity is lower than 

the inner liner. The outer liner decides the amount of bias flow that should be introduced into 

the inner liner, and acts as a metering liner as well as a damper. Static pressure measurements 

suggests that if the porosity of the inner and outer liners is close, then the formation of 

pressure curves is also close.  

 Damping volume  

Damping volume refers to the volume in between the inner and outer liners. For a single liner 

configuration, damping volume does not exist. It is a critical parameter; the effect of damping 

volume on a double-layer cylindrical combustor liner requires additional investigation. 

Speculative execution of acoustic analysis demonstrates that increasing damping volume 

does not appear to increase liner damping performance; however, for increased damping 

volume cases, the geometric pattern of the liner was transformed.  

 Perforation pattern  

Perforation patterns play a vital role in the original combustor design for a single- or double-

layer combustor liner. Perforation patterns provide an orifice interaction area, which is 

directly related to the axial pitch distance and orifice diameter. It is an extremely complex 

metric - to optimise the interaction area with the orifice diameter, along with the number of 
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orifices along with axial pitch distance, coordination amongst them is imperative, followed by 

the bias flow.  

 Transmission loss  

For the no flow case, both the single- and double-layer liners provide maximum transmission 

attenuation in the low-frequency range, while in the high-frequency range the curve remains 

flat. For the non-zero bias flow cases, liner transmission attenuation decreases in the low-

frequency range compared to the no flow case, while transmission attenuation increases in 

the high-frequency range but is minimal. By keeping incident energy constant in the low-

frequency range, transmitted energy increases and reflected energy decreases. Similarly, in 

the high-frequency range, by keeping incident energy constant, transmitted energy decreases 

and reflected energy increases in the presence of non-zero bias flow cases. 

 Absorption or Dissipation  

In the presence of bias flow, the performance of both the single- and double-layer combustor 

liners was improved, although bias flow demonstrates a nonlinear absorption profile. From a 

combination of experiments using acoustic and static pressure measurements, it is suggested 

that two parameters can be linked together to control the maximum absorptive or dissipative 

energy: porosity and the discharge coefficient of the orifice. Whilst porosity is a fixed 

geometric parameter, discharge coefficient of the orifice varies because as the mass flow rate 

increases the discharge coefficient of the orifice increases along with pressure ratio, Mach 

number and orifice hole velocity. In the high-frequency range the combined liner absorption 

profile is flat; bias flow is the primary solution to improve its absorption profile in the high-

frequency range.  

 Static pressure measurement  

Static pressure measurement is carried out to designate the acoustic analysis. From the static 

pressure measurement discharge coefficient of the orifice, orifice hole velocity, pressure 

ratio, and mass flow rate are developed. Comparison of the single- and double-liner static 

pressure measurement establishes that the liner with the lowest percentage of porosity 

creates a pressure difference. This is evidenced with either a damping or metering liner. 

Furthermore, it is indicated that the liner containing the lowest percentage of porosity 

provides a higher discharge coefficient. No flow acoustic analysis illustrates that for a double 

liner, absorptive or dissipative energy creates the first peak in the low-frequency range, and 
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then remains flat. In addition, it indicates that to form a second peak in the high-frequency 

range, non-zero bias flow is required. A double layer combustor requires a certain percentage 

of porosity difference between the outer and inner liners to form a second peak in the high-

frequency range. Static pressure measurement can suggest which liner is responsible for 

drawing the pressure curve. Metering liner porosity is required to match damping liner 

porosity to form a broadband frequency range of absorption.  

6.2 Research contributions 

Plane wave propagation through a cylindrical combustor liner was investigated in the 

presence of no flow and non-zero bias flow cases. Also developed a semi-empirical hybrid 

model, based on the no flow data (DLR and UHARC). A two-factor authentication technique 

is incorporated into this investigation to improve the accuracy of data and prediction. Dummy 

liner acoustic analysis provides acceptable experimental output as well as prediction. 

Similarly, the output of this semi-empirical model is matched with the single- and double-

layer combustor liner. Furthermore, this hybrid model can predict liner resistance and 

reactance terms along with the experiment. Each of the models presented in this research 

work were developed in a Mat-lab platform, and create an excellent contribution to science, 

along with reviews of previous work. A cavity factor is incorporated into the transmission line 

theory, where cavity factor is a function of cavity depth. The cavity factor optimises the 

predictions as the different test rigs have different cavity depths, which are then compared. 

Without cavity factor the resonance frequency of the orifice cannot be determined accurately 

as the different test rigs have different cavity depths. 

6.3 Limitations of the model and experiment 

There exist a number of limitations present with the model and experiment, and this 

investigation is not free from restrictions. Case 1 relates to the validity of the experiment. 

Although it is acknowledged that the dummy liner acoustic analysis acted acceptably and 

developed a flat absorption profile, the signal analysis indicates that below fifty hertz sound 

pressure is exceptionally high. The current test rig has an anechoic termination fitted towards 

the end of the downstream exit port. It is acknowledged that anechoic termination is not very 

active in the low-frequency range, and there are other limitations relating to the test rig duct 

diameter and microphone location, as identified during the signal analysis and energy balance 

calculation of the dummy liner. Therefore, the energy balance calculation is carried out from 
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fifty to one thousand hertz. Some conclusions may not be a hundred per cent perfect, but 

they are close. Instead of losing too much information in the low-frequency range, fifty hertz 

were considered rather than a hundred and fifty hertz.  

Case 2 relates to the validity of the model and possesses a number of limitations. Firstly, this 

semi-empirical hybrid model focuses on the cavity depth and has a relatively high level of 

influence on the transcendental equation or transmission line theory, which refers to the 

impedance due to the cavity 𝑐𝑜𝑡 function. In the present model, this transmission line theory 

did not match with the experimental analysis without a cavity factor. Therefore, a cavity factor 

is added to the transmission line theory for justification, as the current test rig is made of a 

large cavity depth. Transmission line theory appears to have an acceptable agreement with 

the experiment carried out in UHARC and DLR Lahiri et al.’s (Lahiri, 2014; Lahiri & Bake, 2017; 

Lahiri et al., 2011) data. Conflict arises once compared with the double layer combustor liner 

data, as the double liner has an additional parameter - effective cavity depth with an 

additional layer. To adopt the double-layer combustor liner data, the present model 

computed for cosine function with cavity factor, which shows a decent agreement with both 

the single- and double-layer combustor liners. In addition, an alternative cavity impedance 

model for a double liner with cavity-backed thin layer was computed, which shows partial 

agreement. Therefore, the transmission line theory of both the 𝑐𝑜𝑡  and 𝑐𝑜𝑠  function, 

including cavity factor, is considered for computing: 𝑐𝑜𝑡 for a single liner and 𝑐𝑜𝑠 for both the 

single- and double-layer combustor liners prediction of absorption profile.  

Secondly, in the model notation a transmission coefficient is not present for the computation, 

which is neglected. Therefore, signal analysis and an overall energy balance calculation is 

carried out to establish that the transmission coefficient is small and can be negligible. 

Ultimately, this semi-empirical hybrid model is developed from the classical theory of 

absorption coefficient; absorption coefficient is developed from magnitude of the reflection, 

and magnitude of the reflection is developed from collected impedance. 

6.4 Future work 

The outcome of this thesis raises several unanswered questions that are beyond the scope of 

the current work. First, the priority is to seek a theoretical justification for the use of cosine 

function. Further investigation may help to extend the outcome of this framework through 

more in-depth insights into the resolution processes. Second would be to add the 
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transmission coefficient into the semi-empirical hybrid model. Signal analysis shows that the 

transmitted downstream energy is small compared to the incident energy. 

6.5 Justification of Appendix-A 

 A high-temperature test rig (HAT) design is carried out to look at the behaviour of an 

impedance effect. It is easy to predict, nevertheless, two-factor authentication will not be 

present for clarification. It is essential to examine the actual behaviour of the speed of sound 

in high temperature regions, as actual operating conditions of a gas turbine remain in the high 

temperature. At low temperatures the reaction undergoes kinetic control, and the primary 

product is derived from the quickest reaction. At high temperatures the response experiences 

thermodynamic control, which delivers more stable coordination and creation. Under 

dynamic control, the reaction is rate-based and is not reversible; however, under 

thermodynamic control, the reaction is in equilibrium and is also reversible under optimum 

conditions. 

The verification of this HAT is imperative and will allow the extending of the theoretical model 

to include practical aperiodic information. In addition, an attempt should be made to verify 

other theoretical results for the enhancement of the estimation. The execution of this HAT 

test rig extension will be a real-time study to provide proper feedback to the current state-of-

art protocols, which can be considered as a future extension of gas turbine research and 

development processes. The complete project proposal plan is ready for execution, and more 

details are given in chapter 8.1 as an Appendix-A. 

6.6 Justification of Appendix-B 

The slots type shape exhibits a better damping effect compared to the circular orifice. Also, 

shows that for the no flow case, increase in porosity refers to the peak amplitude shifts 

towards the high-frequency range. In the presence of cross-flow, low porosity refers to the 

decrease in peak without frequency shift. If the porosity increases significantly, the peak 

amplitude decreases, and the peak amplitude shifts towards the high-frequency range.  
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 Appendix-A 

8.1 Hot Acoustic Test-Rig 

Thermo-acoustic instability in a gas turbine is a critical implementation of modern combustion 

concepts. Advanced combustors are designed for low emission and higher efficiency. This has 

been achieved by rearranging liner walls and introducing a number of small holes into the 

system. There are variable parameters such as orifice shape, orifice edge, orifice profile, 

orifice thickness, orifice orientation and the introduction of double-layer combustor liners. To 

cool down the hot air uniformly, bias flow has been introduced progressively in the flame 

tube. Approximately one-third of it is used to reduce the gas temperature in the zone of 

dilution and the rest is used for cooling the combustor walls. This has been achieved by 

introducing variable bias flows into the combustor depending upon the operating load 

conditions. To advance a specific measure to prevent thermo-acoustic instability in a real 

combustor, it is essential to develop acoustic boundary conditions. To make that prediction, 

calculation of acoustic reflection coefficient, impedance, and absorption coefficient is 

required. This HAT test rig can provide a validation strategy, which can represent the 

difference between running the test in ambient conditions and a high-temperature region. 

8.2 Vision 

Large corporations are often concerned with organisational strategies and thus develop a 

wide range of test facilities. HAT determination can take an organisation one step forward in 

modern technology. This new HAT test rig is unique; it possesses a zonal cavity to create a 

temperature difference. The upstream side of the test rig can raise the temperature range up 

to 500oC, and the downstream side of the test rig can cool the cavity to near 40oC. The 

temperature difference can provide information to help observe and understand the effect 

of impedance in the ∆𝑇 region. 

8.3 Benefits 

The fundamental capabilities of the HAT largely outweigh the cost. The two Microphone 

Method (TMM) (Standard, 2001) has been applied to the HAT test rig to determine the 

reflection coefficient, absorption coefficient, and impedance. In this method, algorithms can 

be easily implemented by a Fast Fourier Transform (FFT) analysis. To determine impedance 

on the boundary plane, the liner can be actuated in between the upstream and downstream 

sections. Measuring impedance in ambient temperatures is not difficult, but in reality, where 
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the temperature is very high, measuring impedance is critical. Execution of this HAT 

measurement can provide valuable advancements in modern technological development.  

8.4 Deliverables 

On successful completion of the HAT test rig, it can perform calculations of acoustic 

impedance, absorption coefficient, and reflection coefficient by using different types of 

perforated plates. In addition, the HAT test rig has the capability of introducing bias flow into 

the system. This means the variable resonance mode of acoustic field excitation to the 

fluctuation can be controlled by the variable bias flow rate. It has been established that the 

bias flow may substantially increase the acoustic damping properties of the perforates 

(Forster & Michel, 2003). Reduction of pollutants such as nitrogen oxides (𝑁𝑂𝑥), lowering 

emissions such as carbon monoxide (𝐶𝑂) and unburnt hydrocarbon (𝑈𝐻𝐶), and increasing 

the efficiency of gas turbine combustors are ongoing issues ubiquitous in the recent industrial 

revolution. Under these circumstances, it is necessary to investigate the acoustic flow 

interaction of perforated liner impedance in the high-temperature region in the presence of 

bias flow.  

8.5 Bias flow as an impedance governor 

Advanced combustors are made of a double-layer liner with a number of holes present. 

Determining the hole size of the liner for optimum combustion is critical. Similarly, controlling 

the bias flow rate of hole velocity related to hole size under variable load conditions is also a 

complex task; however, effective execution of the HAT experiment could provide a solution 

(Bauer, 1977). Andrew B. Bauer (Bauer, 1977) developed a mathematical model and 

performed testing of porous panels by using the two-microphone technique. Howe (Howe, 

1979), in his first model, used a single circular orifice where the thickness of the perforation 

was assumed to be zero with a high Reynolds number flow through the hole. Moreover, the 

hole spacing-to-radius ratio is large so that apertures do not interact with each other. Hughes 

and Dowling (Hughes & Dowling, 1990c) and Dowling and Hughes (Dowling & Hughes, 1992) 

expanded Howe’s model to a perforated screen with a solid back wall, which can predict the 

optimal geometry and bias flow to produce a highly absorptive liner. 

Howe’s first model has an insufficient assumption of an infinitesimal wall thickness, which is 

absent in his first model. Jing and Sun (Jing & Sun, 1999) modified Howe’s model (Howe, 1979) 

by adding plate thickness, which was first used by Rayleigh (Rayleigh, 1945b) in the absence 
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of mean flow. Jing and Sun (Jing & Sun, 1999) investigation of the acoustic properties of 

perforated liners shows that in the presence of bias flow absorption coefficient and 

bandwidth increase significantly. Later Jing and Sun (Jing & Sun, 2000) included a finite wall 

thickness and correction of Howe’s equations. Therefore, the equations were solved by using 

a boundary element method by considering the thickness effect. Luong T and Howe (Luong 

et al., 2005) used Cumming’s equation (Cummings, 1984; Cummings, 1986) to develop a 

simple formula for the Rayleigh conductivity of a circular aperture in the presence of bias 

flow, in an infinitesimally thin wall and in a wall of finite thickness. Bellucci and Flohr (Bellucci 

et al., 2002) developed a model to predict the acoustic impedance of perforated screens with 

bias flow ranging from the nonlinear (no bias flow) to the linear (bias flow velocity larger than 

acoustic velocity). Eldredge and Dowling (Eldredge & Dowling, 2003) investigated Howe’s 

model for a cylindrical perforated liner with mean bias flow in its absorption of plane acoustic 

waves. They developed equations for the stagnation enthalpy and the acoustic particle 

velocity in the line section of a duct by applying mass momentum balance to define control 

volume. Dean and Tester (Dean & Tester, 1975) investigated experimentally, and their results 

exhibited that acoustic impedance could be controlled by manipulating bias flow velocity.  

Seong Hyun Lee (Lee et al., 2007) has discussed the effect of interaction between orifices on 

the acoustic impedance of perforated plates in the presence of bias flow, which was analysed 

both numerically and experimentally. Measured and predicted acoustic impedance were 

compared for varying porosity and thickness to radius ratio. If the porosity increases, the 

reactance tends to decrease because of the interaction effect between the orifices. The 

predicted impedance considering the interaction effect showed a reasonable agreement with 

measured data over the range of porosity used in their experiments. Ingard (Ingard, 1953) 

analysed the two apertures interaction effect and found that end correction was needed due 

to viscosity, heat conduction, and radiation on the separation. In his Master’s thesis, 

McAuliffe (McAuliffe, 1950) explained that the acoustic mass or reactance of an orifice 

decreases sharply with airflow over a short range of values, and then remains reasonably 

constant at higher rates of flow. An investigation of acoustic interaction end correction 

conducted by Fok and Rzhevkin (Fok, 1941; Rzhevkin, 1963) provided the solution for the case 

of an infinitely thin plate, and expressed this end correction as a function of the ratio of hole 

diameter and distance between the hole midpoints. Ingard (Ingard, 1953) suggested that a 
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hole interaction effect takes place out of the aperture linked to the propagation inside the 

aperture.  

8.6 Success criterion 

On the effective accomplishment of experimental analysis, it will be possible to address the 

effect of impedance in a high-temperature region in the ∆𝑇 medium. Furthermore, there is 

the potential to measure the absorption coefficient and reflection coefficient. During the 

acoustic analysis of the plane wave inside the HAT test rig, a flat sample of gas turbine 

combustor liner will be used to determine the effect of acoustic pressure in the high-

temperature region. From acoustic pressure, time-domain data needs to be converted in the 

frequency domain, then it will be assessed for impedance. Possible successful criteria may 

include increased gas turbine combustion efficiency, reduced fuel consumption, decreased 

𝑁𝑂𝑥  level, lowering of 𝐶𝑂2  emissions, mapping combustion instability and prediction of a 

suitable solution. These can be addressed as a promotion of energy efficiency investment and 

improved energy management practice. Theoretically, the investment costs of this project 

are outweighed by the huge potential it can provide for the industry. The benefits of this 

project include lowered energy consumption, improved vibration, improved efficiency, and 

improved low carbon solutions, and can take this investigation to a brand new level of 

innovation.  

8.7 Background work 

In recent years the German Aerospace Centre (DLR) in Berlin has set up a HAT test rig 

developed by Knobloch et al. (Knobloch et al., 2011). The features of their HAT test are rig 

temperatures 500-600oC, Mach number 0-0.8, frequency range 150-2800, maximum pressure 

10 bar, mass flow rate up to 0.75 Kg/s and duct diameter 70-75mm. Their HAT test rig has 

been designed to overcome thermo-acoustic instability in a gas turbine combustor, which 

involves evaluating the influence of thermos-acoustic behaviour of hot streamliners in high 

pressure and temperature regions. In order to conduct high quality acoustic measurements 

in hot and pressurized flow, three major challenges need to be addressed: controllable and 

reproducible operating conditions, sufficiently sensitive sensor technology, and the data 

analysis methodology (Lahiri et al., 2011). Air temperature inside the acoustic liner cavities is 

an important acoustic quantity and needs to be monitored during the acoustic liner 

measurement (Richter et al., 2016). 
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The Royal Institute of Technology (KTH) in Sweden also have a HAT test rig setup. They have 

used four commercial hot air blowers to create hot crossflow, along with surface heaters to 

increase local temperature. To determine liner impedance in the high-temperature region 

under hot stream conditions, Karbal et al. (Kabral et al., 2014) performed the experiment to 

explain that the effect of high temperature is related to a change of medium properties. It 

was found that the temperature effect on the impedance can be predicted quite well by 

changing the fluid properties (density, viscosity, and speed of sound) Elandy et al. (Elnady et 

al., 2004).  

The National Aerospace Laboratory (NLR) has performed Hot-Stream acoustic impedance 

measurements on various air-filled cavities and porous liners to reduce turbofan engine 

exhaust noise. It was useful and cost-effective to determine the acoustic liner properties. The 

test metrics covered six engine operating conditions and reveal that the perforated type has 

a resistance, which is strongly dependent on grazing flow, Mach number and sound pressure 

level, and is nearly independent of temperature. The linear type has a resistance, which is 

nearly independent of grazing flow, Mach number and sound pressure level, and is strongly 

dependent on temperature (Rademaker et al., 2009). 

In collaboration with The University of Hull and Siemens Lincoln, there is a possibility of future 

work to initiate a test rig for HAT operation to perform experimental analysis to predict gas 

turbine liner impedance in a high-temperature region. In this HAT test rig, within the 

upstream section, an electrically heated ceramic surface heater can be used to raise the 

temperature up to 5000C, and the downstream section has a cooling cavity to create ∆𝑇. In 

addition, there is an option to introduce variable compressed bias flow to the system. The 

primary focus of this type of experimental analysis is to measure high-quality acoustic data in 

a hot stream environment. It is necessary to design a perforated liner which can address 

additional thermos-acoustic damping to the combustor liner. Regrettably, such an optimum 

design does not yet exist. Consequently, it would be extremely advantageous to develop a 

HAT test rig where acoustic parameters such as bias flow rate, orifice geometry, orifice 

orientation, orifice thickness, and complicated thermodynamic behaviour relationships can 

be addressed in relation to the prediction of additional thermos-acoustic damping. 
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Figure 8.1 Schematic diagram of HAT test rig. 

The schematic diagram of the HAT test rig shown in Figure 8.1. The flowchart shows that the 

upstream section has a radially mounted speaker, heat-exchanger, heating element, and 

microphone and the downstream section has a cooling cavity. 

8.8 HAT configuration 

The internal diameter of the test rig is 161.5 mm, and the total length of the test rig is 3160 

mm. It has upstream and downstream sections. In the diagram shown in Figure 8.1 the 

upstream part has three radially mounded speakers connected to the impedance tube. 

Monacor KU-516 can be used as a loudspeaker; DLR in Germany (Knobloch et al., 2011) used 

the same type of speaker for their hot and pressurized experiment. To protect the sound 

source a heat exchanger has been introduced to the impedance tube. The function of this 

heat exchanger is to prevent heat propagating towards the loudspeaker. A temperature 

probe or thermal sensor needs to be introduced into the HAT test rig. Two temperature 

probes need to be installed in the upstream section. One is in the heating element where the 

temperature can be increased, and the second one is connected between the sound source 

and heat exchanger. The microphone can be installed closer to the sample liner to determine 

the acoustic pressure in the high-temperature region.  

Speaker

Amplifier

Function Generator

Speaker

Channel recorderDigital analyser
Windows
Computer

Thermal sensor

Temperature 
Display & 
Controller

Perforated plate

F
lo

w
 o

u
t

Microphone

Variable 
rotameter

Feed pump

Cooling cavity

Impedance cavity

Thermal sensor

Temperature 
Display & 
Controller

Heating element

Thermal sensor

Temperature 
Display & 
Controller

T1 T2 T3

P1 P2

To waste To waste

Flow in



 

180 | P a g e  
 

In the downstream section, a variable impedance cavity can be introduced along with 

differing load conditions. A water-cooled heat exchanger can be used to create ∆𝑇 across the 

liner. By using a feed pump, water can be introduced into the cooling cavity. Cavity 

temperature can be observed via a temperature probe connected to the impedance cavity. 

The mass flow rate of the water can be controlled by the variable rotameter. Based on cavity 

temperature requirements, the mass flow rate of water can be increased or decreased by a 

variable rotameter. On successful completion of measuring impedance into the HAT test rig 

in the no flow condition, it is possible to then introduce bias flow into the HAT test rig. There 

is an option to introduce compressed bias flow into the cavity through a variable piston type 

plunger. This is the most crucial part of the HAT test rig facility, where impedance 

measurement can be completed with the variable mass flow rate of bias flow in the high-

temperature region. The measurement of acoustic pressure in the high-temperature region 

is extremely complicated. Acoustic data capture requires an accurate measurement 

technique, and the placement of the temperature sensor plays a vital role. In this HAT test 

rig, there are three positions where the temperature can be measured and controlled, shown 

in Figure 8.1 as 𝑇1, 𝑇2 & 𝑇3.  
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8.9 Design view 

 

Figure 8.2 Isometric, skeleton, top and cross-sectional views of the HAT test rig. 

Five different types of design view shown in Figure 8.2. The purpose of giving five different 

types of projection is to provide a more detailed explanation and clarification of the HAT test 

tig.  

8.10 Thermal calculation 

The framework of the HAT test rig is designed in such a way that components can be replaced 

and added based on necessity. The innovative idea of the HAT test rig is to observe the 
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impedance of a perforated plate in the high-temperature region. The American Society for 

Testing and Materials’ (ASTM) A312 316 type stainless steel seamless pipe can be selected for 

the HAT test rig design. Wieldable and heavily cold worked austenitic stainless-steel pipes are 

intended to be more resistant than 304 types of stainless steel.  

 Impedance tube cooling load calculation  

In this section, two different temperatures are selected for the HAT test rig experiment: 473K 

and 773K. The impedance tube cooling load calculation given in Table 8.2 and the schematic 

diagram is shown in Figure 8.3.  

 

Figure 8.3 Schematic diagram of impedance tube counter-flow heat exchanger. 

A counter flow double pipe heat exchanger is used to cool the impedance tube by using cold 

water. Assuming there is no airflow in the internal pipe, one end of the pipe is heated at 

∆𝑇𝑖𝑛 = 473𝐾 and the working fluid (cold water) reduces the temperature at the other end of 

the pipe and leaves at ∆𝑇𝑜𝑢𝑡 = 313𝐾. The water flows in the counter heat exchanger at the 

entry point at ∆𝑇𝑤𝑎𝑡𝑒𝑟 𝑖𝑛 = 298𝐾  and leaves at ∆𝑇𝑤𝑎𝑡𝑒𝑟 𝑜𝑢𝑡 = 313𝐾 . It is essential to 

calculate the mass flow rate (𝑚̇𝑤𝑎𝑡𝑒𝑟 ) to cool the impedance tube at ∆𝑇𝑜𝑢𝑡 = 313𝐾 , the 

required length (𝐿𝑤𝑎𝑡𝑒𝑟 𝑗𝑎𝑐𝑘𝑒𝑡) of a heat exchanger, and the total energy removed by the 

convective (𝑄𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛) heat transfer.   

∆𝑇1 = 15𝐾 

∆𝑇2 = 160𝐾 

∆𝑇𝑖𝑛 = 473𝐾 
∆𝑇𝑤𝑎𝑡𝑒𝑟  𝑜𝑢𝑡 = 313𝐾 

∆𝑇𝑤𝑎𝑡𝑒𝑟  𝑖𝑛 = 298𝐾 

∆𝑇𝑜𝑢𝑡 = 313𝐾 

𝑅1 𝑅 𝑟 
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Material Specific heat Thermal 
conductivity 

Heat transfer  
coefficient 

Mass 
density 

 J/Kg-K W/m-K W/m2-K Kg/m3 
Cast alloy steel 440 38 4750 7300 
ASTM A312 316 500 (485@2000C) 16.3 4794 7990 
Stainless steel 460 18 - 7800 
Cast carbon steel 500 30 - 7800 
Alloy steel 460 50 - 7700 
Water 4200 0.6 1200 1000 
Air 1005 0.024 200 1.225 
Radius    Unit 

𝒓 0.08075 𝑥 0.0034 m 
𝑹 0.08415 𝑙𝑐 0.17 m 

𝑹𝟏 0.17384 𝑙𝑖𝑚𝑝 0.9 m 

For 473K For 773K  
∆𝑻𝟏 = 𝑻𝒐𝒖𝒕 − 𝑻𝒘𝒂𝒕𝒆𝒓𝒊𝒏=15K 
∆𝑻𝟐=𝑻𝒘𝒂𝒕𝒆𝒓𝒐𝒖𝒕 − 𝑻𝒊𝒏=160 K 
∆𝑻𝒘𝒂𝒕𝒆𝒓=15K 
∆𝑻𝒂𝒊𝒓=160K 

∆𝑇1 = 𝑇𝑜𝑢𝑡 − 𝑇𝑤𝑎𝑡𝑒𝑟𝑖𝑛 =15K 
∆𝑇2=𝑇𝑤𝑎𝑡𝑒𝑟𝑜𝑢𝑡 − 𝑇𝑖𝑛 =460 K 
∆𝑇𝑤𝑎𝑡𝑒𝑟=15K 
∆𝑇𝑎𝑖𝑟=460K 

Table 8.1 Impedance tube material characteristics and temperature difference. 

Material characteristics of (ASTM) A312 316 type stainless steel specific heat, thermal 

conductivity, heat transfer coefficient, and mass density and impedance tube temperature 

differences are shown in Table 8.1. The solution for the impedance tube cooling load 

calculation is given in Table 8.2. 

 For 473K For 773K Unit 
𝑚𝑎𝑖𝑟 = 𝜋 𝑟2𝑙𝑖𝜌𝑎𝑖𝑟 0.022584659 0.022584659 Kg 
𝑚𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 𝜋(𝑅2 − 𝑟2)𝑙𝑖𝜌𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 12.66597814 12.66597814 Kg 
𝑄𝑎𝑖𝑟 = 𝐶𝑝𝑎𝑖𝑟 ∗ 𝑚𝑎𝑖𝑟 ∗ ∆𝑇𝑎𝑖𝑟 3631.613127 10440.88774 Joule 
𝑄𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 𝐶𝑝𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑚𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙∆𝑇𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 982879.9036 2825779.723 Joule 
𝑄𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑝𝑤𝑎𝑡𝑒𝑟 ∗ 𝑚𝑤𝑎𝑡𝑒𝑟 ∗ ∆𝑇𝑤𝑎𝑡𝑒𝑟 986511.5168 2836220.611 Joule 
𝑚𝑤𝑎𝑡𝑒𝑟 = 𝑄𝑇𝑜𝑡𝑎𝑙 ∆𝑇𝑤𝑎𝑡𝑒𝑟 ∗ 𝐶𝑝𝑤𝑎𝑡𝑒𝑟⁄  15.65891296 45.01937477 Kg 
𝑉𝑤𝑎𝑡𝑒𝑟 = 𝑚𝑤𝑎𝑡𝑒𝑟 𝜌𝑤𝑎𝑡𝑒𝑟⁄  0.015658913 0.045019375 m3 

𝐴𝑤𝑎𝑡𝑒𝑟 𝑗𝑎𝑐𝑘𝑒𝑡 = 𝜋(𝑅1
2 − 𝑅2) 0.072693699 0.072693699 m2 

𝐿𝑤𝑎𝑡𝑒𝑟 𝑗𝑎𝑐𝑘𝑒𝑡 = 𝑉𝑤𝑎𝑡𝑒𝑟 𝐴𝑤𝑎𝑡𝑒𝑟⁄  0.215409494 0.619302296 M 
𝐴 = 2 ∗ 𝜋 ∗ 𝑅 ∗ 𝑙 0.475857039 0.475857039 m2 
1 𝑈⁄ = 1 ℎ𝑤𝑎𝑡𝑒𝑟⁄ + 1 ℎ𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙⁄ + 1 ℎ𝑎𝑖𝑟⁄  165.5102386 165.5102386 w/m2-K 
∆𝑇𝐿𝑚 = ∆𝑇2 − ∆𝑇1 𝑙𝑛(∆𝑇2 ∆𝑇1 ⁄ )⁄  61.25577859 129.9962265 K 
𝑄𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑈 ∗ 𝐴 ∗ ∆𝑇𝐿𝑚  4824.456859 10238.40037 Watt 
𝑚̇𝑤𝑎𝑡𝑒𝑟 = 𝑄𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝐶𝑝𝑤𝑎𝑡𝑒𝑟 ∗ ∆𝑇𝑤𝑎𝑡𝑒𝑟⁄  0.07657868 0.162514292 Kg/s 

Table 8.2 Impedance tube cooling load calculation. 

Thermal analysis shows that for 473K a mass flow rate of 0.076 Kg/s is required to cool the 

impedance tube with a 215 mm long water jacket. For 773K a mass flow rate of 0.163 Kg/s is 

required to cool the impedance tube with a 620 mm long water jacket. Therefore, a 900 mm 
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long water jacket has been designated for the HAT test rig. The overall impedance tube 

cooling load calculation of 473K and 773K is provided in Table 8.2.  

 Cavity cooling load calculation  

For the cavity cooling process, two different temperatures have been considered: 473K and 

773K. The thermal cooling process is described below. A counter flow double pipe heat 

exchanger is being used to cool the cavity by using cold water. Assuming there is no airflow 

of the internal pipe, one side of the internal pipe is heated at ∆𝑇𝑖𝑛 = 473𝐾 at an entry point 

and another side of the exit point cooled at ∆𝑇𝑜𝑢𝑡 = 313𝐾. The water flows in the counter 

heat exchanger at the entry point at ∆𝑇𝑤𝑎𝑡𝑒𝑟 𝑖𝑛 = 298𝐾 and exits at ∆𝑇𝑤𝑎𝑡𝑒𝑟 𝑜𝑢𝑡 = 313𝐾. It 

is essential to calculate the mass flow rate 𝑚̇𝑤𝑎𝑡𝑒𝑟 to cool the impedance tube at ∆𝑇𝑜𝑢𝑡 =

313𝐾, the required length 𝐿𝑤𝑎𝑡𝑒𝑟 𝑗𝑎𝑐𝑘𝑒𝑡 of a heat exchanger, and the total energy removed 

by the convective 𝑄𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 heat transfer.  

 

Figure 8.4 Schematic diagram of cooling cavity counter-flow heat exchanger. 

The solution for the cavity cooling load calculation is specified below in Table 8.3. 

 For 473K For 773K Unit 
𝑚𝑎𝑖𝑟 = 𝜋 𝑟2𝑙𝑖𝜌𝑎𝑖𝑟 0.004265991 0.004265991 Kg 
𝑚𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 𝜋(𝑅2 − 𝑟2)𝑙𝑖𝜌𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 2.392462537 2.392462537 Kg 
𝑄𝑎𝑖𝑟 = 𝐶𝑝𝑎𝑖𝑟 ∗ 𝑚𝑎𝑖𝑟 ∗ ∆𝑇𝑎𝑖𝑟 685.9713684 1972.167684 Joule 

𝑄𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 𝐶𝑝𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙𝑚𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙∆𝑇𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 185655.0929 533758.3921 Joule 

𝑄𝑇𝑜𝑡𝑎𝑙 = 𝐶𝑝𝑤𝑎𝑡𝑒𝑟 ∗ 𝑚𝑤𝑎𝑡𝑒𝑟 ∗ ∆𝑇𝑤𝑎𝑡𝑒𝑟 186341.0643 535730.5598 Joule 

𝑚𝑤𝑎𝑡𝑒𝑟 = 𝑄𝑇𝑜𝑡𝑎𝑙 ∆𝑇𝑤𝑎𝑡𝑒𝑟 ∗ 𝐶𝑝𝑤𝑎𝑡𝑒𝑟⁄  2.957794671 8.503659679 Kg 

𝑉𝑤𝑎𝑡𝑒𝑟 = 𝑚𝑤𝑎𝑡𝑒𝑟 𝜌𝑤𝑎𝑡𝑒𝑟⁄  0.002957795 0.00850366 m3 

𝐴𝑤𝑎𝑡𝑒𝑟 𝑗𝑎𝑐𝑘𝑒𝑡 = 𝜋(𝑅1
2 − 𝑅2) 0.072693699 0.072693699 m2 

∆𝑇2 = 160𝐾 

∆𝑇1 = 15𝐾 

∆𝑇𝑜𝑢𝑡 = 313𝐾 
∆𝑇𝑤𝑎𝑡𝑒𝑟  𝑖𝑛 = 298𝐾 

∆𝑇𝑤𝑎𝑡𝑒𝑟  𝑜𝑢𝑡 = 313𝐾 

∆𝑇𝑖𝑛 = 473𝐾 

𝑅1 𝑅 𝑟 
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𝐿𝑤𝑎𝑡𝑒𝑟 𝑗𝑎𝑐𝑘𝑒𝑡 = 𝑉𝑤𝑎𝑡𝑒𝑟 𝐴𝑤𝑎𝑡𝑒𝑟⁄  0.04068846 0.116979323 M 

𝐴 = 2 ∗ 𝜋 ∗ 𝑅 ∗ 𝑙 0.089884107 0.089884107 m2 
1 𝑈⁄ = 1 ℎ𝑤𝑎𝑡𝑒𝑟⁄ + 1 ℎ𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙⁄ + 1 ℎ𝑎𝑖𝑟⁄  165.5102386 165.5102386 w/m2-K 
∆𝑇𝐿𝑚 = ∆𝑇2 − ∆𝑇1 𝑙𝑛(∆𝑇2 ∆𝑇1 ⁄ )⁄  61.25577859 129.9962265 K 
𝑄𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑈 ∗ 𝐴 ∗ ∆𝑇𝐿𝑚  911.2862956 1933.920071 Watt 
𝑚̇𝑤𝑎𝑡𝑒𝑟 = 𝑄𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝐶𝑝𝑤𝑎𝑡𝑒𝑟 ∗ ∆𝑇𝑤𝑎𝑡𝑒𝑟⁄  0.014464862 0.030697144 Kg/s 

Table 8.3 Cavity cooling load calculation. 

The above thermal analysis shows that for 473K, a mass flow rate of 0.014 Kg/s is required to 

cool the cavity with a 40 mm long water jacket. For 773K, a mass flow rate of 0.030 Kg/s is 

required to cool the cavity with a 116 mm long water jacket. A 210 mm long cavity is selected 

for the HAT test rig. The overall cavity cooling load calculation of 473K and 773K are given in 

Table 8.3.  

8.11  HAT design  

The tube should be a uniform and constant diameter (maximum tolerance ±0.2 %) with a 

smooth wall. The tube wall should be firm and thick enough to prevent vibrations generated 

from a sound source and other sources. The thickness of the metal tube for circular cross-

section should be approximately 5 % of the tube diameter (supposing the diameter is 161.5 

mm, then the thickness of the wall should be 8 mm). The tube is required to be extensive 

enough to ensure the expansion of plane sound waves between the source and the sample. 

Vigilant designing for the placement of the microphones is imperative. It should be placed in 

such a way that it is positioned in the plane wave field. Generally, non-plane waves disappear 

at a distance from the sound source of approximately three times the tube diameter. The 

sound source is placed in the upstream section and the sample actuated at the other end, 

near the downstream section. In this system, the sound source governs the operating 

frequency range of the apparatus (Suhanek et al., 2008). 

 Tube frequency 

The working frequency range is generally expressed as 

 𝑓𝑙 < 𝑓 < 𝑓𝑢  (8.1) 

where 𝑓 is the operating frequency, 𝑓𝑙  is the lower working frequency limit, 𝑓𝑢is the upper 

working frequency limit. The upper frequency limit is calculated from the equation given 

below 

 𝑓𝑢 <
𝐾̈𝑐

𝑑
 𝑜𝑟 𝑑 <

𝐾̈𝑐

𝑓𝑢
  (8.2) 
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where 𝑑 is the diameter of the tube 161.5 mm, 𝐾̈ = 0.586 is the factor for circular cross-

section, and 𝑐 is the speed of sound. The selected diameter of 𝑑 = 161.5mm. By substituting 

the values of 𝑐, 𝑑 and 𝐾̈ in equation (8.2) the upper frequency limit 𝑓𝑢 is 1300 Hz. The lower 

working frequency is calculated as shown in equation (8.3). The lower frequency limit 

depends on the distance between the microphone spacing and cavity volume of the system. 

The microphone spacing ought to be higher than 5 % of the wavelength for the specific lower 

frequency limit. 

 𝑓𝑙 > 0.05
𝑐

𝑆0
 (8.3) 

In addition, the following condition must be satisfied in microphone position frequency 

calculation. 

 𝑓𝑢 ∗ 𝑆0 < 0.45 𝑐 (8.4) 

For a selected distance 𝑆0 = 200 mm, the lower frequency limit is calculated from equation 

(8.3); therefore 𝑓𝑙  is 86 Hz. Greater distance between the microphones increases the 

measurement accuracy. The spacing between the sound source and the microphone 𝑥 , 

according to ISO 105342-2(Standard, 2001) should be: 

 𝑥 > 3 ∗ 𝑑 > 485 𝑚𝑚 (8.5) 
 

 

Figure 8.5 Schematic diagram of impedance tube and microphone position. 

To design the selected space between the sound source and microphone 3, 𝑥 = 2050 mm 

The distance 𝑥2 between the test sample and microphone 1 depends on the tube diameter. 

Tube diameter refers to the size of the sample. To meet the condition given for the 

asymmetrical type: 

 𝑥2 ≥ 2 ∗ 𝑑 = 323 𝑚𝑚 (8.6) 

designated 𝑥2 is 325 mm. Therefore, the total length of the tube from the sound source to 

the sample is 3160 mm. 

Mic.1Mic.2Mic.3

𝑠0 𝑥2 

𝑥3 𝑥4 

 𝑥 

Loudspeaker

𝑠 
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In general, molecules at high temperatures of 473K and 773K have more energy. Therefore 

they can vibrate faster. As molecules vibrate faster, the speed of sound can act faster in a 

high-temperature region. The method to define the speed of sound can be written as 

 𝑐 = √𝛾̇R𝑇 (8.7) 

where 𝛾̇ is the 1.390 specific heat ratio of air at 473K (Engineeringtoolbox, 2003,), R𝑚 is the 

8.314 J/mole-K molar gas constant, 𝑀𝑎𝑖𝑟 is the 0.028 Kg/mole molar mass, R = R𝑚 𝑀𝑎𝑖𝑟⁄  is 

the 296.7 J/Kg-K specific gas constant. By substituting the values of 𝛾̇, R, and 𝑇 in equation 

(8.7) 𝐶473 represents 442m/s. By substituting the values of 𝐶473 in equations (8.2) and (8.3) 

the upper and lower frequency limit calculation gives 𝑓𝑢 1600 Hz and 𝑓𝑙  110 Hz. Similarly, for 

773K 𝛾̇ value is 1.357 (Engineeringtoolbox, 2003,). By substituting the values of 𝛾̇ R and 𝑇 in 

equation (8.7) 𝐶773 represents 558 m/s. By substituting the value of 𝐶773 in equations (8.2) 

and (8.3) the upper and lower limit calculation shows the upper frequency limit is 𝑓𝑢 2000 Hz 

and the lower frequency limit is 𝑓𝑙  140 Hz. 

 Microphone location  

There are three locations for a microphone in the impedance tube. This particular tube utilises 

a 1.7 mm diameter probe microphone, with a 160 mm long probe. The two microphones must 

have similar characteristics. Once the microphone is installed into the test rig or impedance 

tube, the probe-diameter must be aligned with the inner surface of the impedance tube. The 

position of the microphone is required to be within the maximum tolerance limit 0.2 mm, and 

the third opening needs to be sealed while using other microphones. During the experiment 

it is necessary to keep the test rig sealed as much as possible to avoid air leakage. To increase 

the measurement accuracy at a higher frequency, a third microphone location within distance 

𝑆 is implemented. The microphone diameter must be small in comparison with the ratio of 

𝐶 𝑓𝑢⁄ . It is recommended that the microphone diameter is smaller than 20 % of the distance 

between them - ISO 2001 (Standard, 2001). 

 𝑑𝑚𝑖𝑐 < 0.2 ∗ 𝑆  (8.8) 

As a result, the smallest possible distance for the value of 𝑆 115 mm is designated. By taking 

equations (8.3) and (8.4) for the distance 115 mm, the upper and lower frequency limit 

calculations are 𝑓𝑢 < 1334 Hz, 𝑓𝑙 < 148 Hz. Similarly, for S0200 mm the upper and lower 

frequency limit calculation gives 𝑓𝑢 < 767 Hz and 𝑓𝑙 < 85 Hz. The above calculation shows 
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that an impedance tube with three microphone locations has a usable frequency range of 85 

Hz to 1334 Hz in ambient temperature conditions. 

 Microphone frequency calculation 

For 473K microphones 1 & 2, the smallest possible distance of 𝑆 is equal to 115 mm. By 

substituting the value of 𝑆 115 mm into equations (8.3) and (8.4) upper and lower frequency 

limit calculation gives 𝑓𝑢 < 1728 Hz and 𝑓𝑙 < 192 Hz. Similarly, for 𝑆0  200 mm upper and 

lower frequency limit calculation gives 𝑓𝑢 < 994  Hz and 𝑓𝑙 < 110  Hz. The above analysis 

shows that for 473K, a 161.5 mm diameter impedance tube with three microphone locations 

has a usable frequency range of 110 Hz to 1728 Hz. Similarly, for 773K microphones 1 & 2, 

substituting the smallest possible distance of 𝑆 115 mm into equations (8.3) and (8.4), the 

upper and lower frequency limits are 𝑓𝑢 < 2183 Hz and 𝑓𝑙 < 242 Hz. Similarly, for 𝑆0  200 

mm the upper and lower frequency limits are 𝑓𝑢 < 1255 Hz and 𝑓𝑙 < 140 Hz. From the above 

analysis, for 773K, a 161.5 mm diameter impedance tube with three microphone locations 

has a usable frequency range of 140 Hz to 2183 Hz. 

 Outline of impedance tube thermal calculation 

Temperature 
𝐾elvin 

Energy required 
watt 

Water requires 
 Kg 

Required length 
mm 

Mass flow 
Kg/s 

473K 4824 15.66 215.41 0.08 

773K 10238 45.02 619.30 0.16 

Cooling the cavity to create ∆T 

473K 912 2.96 40.69 0.01 

773K 1933 8.50 116.98 0.03 

Table 8.4 Thermal and mass flow calculation. 
 

Impedance tube overall thermal calculation of two different temperatures, required energy, 

mass flow, and length of the tube is specified in Table 8.4.  

 Outline of impedance tube frequency calculation 

Temperature Lower limit frequency Upper limit frequency 

Ambient 85 Hz 1300 Hz 

473K 110 Hz 1603 Hz 

773K 140 Hz 2025 Hz 

Table 8.5 Impedance tube frequency calculation. 



 

189 | P a g e  
 

Impedance tube frequency range calculation of three different temperatures, lower and 

upper limit, is specified in Table 8.5. 
 

 

 Outline of microphone frequency range calculation 

Microphones 1 & 2 𝑆-115 mm 

Temperature Lower limit frequency Upper limit frequency 

Ambient 148 Hz 1334 Hz 

473K 192 Hz 1729 Hz 

773K 243 Hz 2184 Hz 

Table 8.6 Frequency range for microphones 1 and 2.  

Impedance tube, microphone location 1 and 2’s three different temperatures lower and 

upper frequency range is specified in Table 8.6. 

Microphones 1 & 3 S0-200 mm  

Temperature Lower limit frequency Upper limit frequency 

Ambient 85 Hz 767 Hz 

473K 110 Hz 994 Hz 

773K 140 Hz 1256 Hz 

Table 8.7 Frequency range for microphones 1 and 3. 

Impedance tube, microphone location 1 and 3’s three different temperatures lower and 

upper frequency range is specified in Table 8.7. 

8.12 Conclusion 

HAT design is carried out based on the current duct diameter of the test rig. It has two thermal 

heat exchangers. The first heat exchanger is to protect the sound source and the second heat 

exchanger is to create the temperature difference in the cavity. It has three convenient 

microphone locations to determine the variable frequency in the test rig. At the back of the 

cavity a plunger is mounted, which can create a variable cavity depth and introduce bias flow 

into the system. The cavity temperature can be controlled by the ceramic heater and by 

increasing or decreasing the mass flow of the cold-water cavity heat exchanger. Three thermal 

sensors are attached to the system to monitor the temperature near the sample, the 

microphone, and the sound source. The system has a usable frequency range of 85-2000 Hz 

for duct and 85-2200 Hz for the microphone. It can be constructed by using an A312 316 type 

stainless steel seamless pipe.  
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8.13  Appendix-B 

The primary purpose of this experiment is to determine the magnitude of the amplitude and 

phase of the relationship between two different orifice shapes between the complex 

amplitudes of the acoustic pressure in the duct and the resonator cavity. The peak 

attenuation magnitude and phase for each case are analysed in an attempt to fit a 

mathematical relationship. In other words, it can govern the experimental modal analysis of 

frequency response function (FRF).  

 FRF analysis 

FRF is an experimental analysis that has complex values, which contain magnitude and phase 

information to verify the relationship between acoustic pressure in the duct and resonator 

cavity (Wang et al., 2019). Mathematical representation of the relationship between the input 

and the output of a system is to identify functions such as frequency-based measurement, 

resonant frequency, and damping. It has mode shapes of physical structure sometimes 

referred to as a transfer function between the input and output of a system, and it can express 

the frequency domain relationship between an input and output of a linear time-invariant 

system. In an FRF measurement, the following can be observed. Formation of resonance 

peaks indicates the presence of the natural frequencies of the structure under test. 

Damping is proportional to the width of the peaks; a wider peak represents heavier damping. 

Frequency response functions are most commonly used for single input and single output 

analysis. The frequency response function is used in situations where the output of the 

system is expected to be noisy when compared to the input. 

 𝐹𝑅𝐹 =
𝑃𝑚

𝑃𝑑𝑢
 (8.9) 

where FRF is the frequency response function, 𝑃𝑚  is the mean pressure in the resonator 

cavity, 𝑃𝑑𝑢 is the mean pressure in the duct. Any function that has an amplitude A̅ and phase 

Ø  can also be transformed into real γ  and imaginary δ  terms (Community PLM Siemens 

automation, 2016, July 07)  

 A̅ = √γ2 + δ2 (8.10) 

  Ø = 𝑡𝑎𝑛−1
δ

γ
 (8.11) 
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 Sound pressure level 

It is a force of sound on a surface area (𝑚2) perpendicular to the direction of the sound. Unit 

is N/m2 or Pascal. The mathematical definition of SPL can be written as 

 𝑆𝑃𝐿 = 10 log (
𝑝

𝑝0
)

2

= 20 log (
𝑝

𝑝0
) (8.12) 

where 𝑝  is the pressure of an incoming sound wave, 𝑝0  is the reference sound pressure 

corresponding to 2𝑥10−5  (Pa) and 𝑆𝑃𝐿  represents sound pressure levels. To consider the 

potential of acoustic SPL as a resonator saturation factor, a range of levels needs to be 

measured for typical cases, and then the performance metrics for each SPL condition 

compared. In general, it is expected that the physical quantity relevant to the nonlinear 

performance is the particle velocity in the orifice. Conversely, in most cases, it would take 

great effort to measure the particle velocity in the orifice so that the amplitude often 

expressed in terms of sound pressure level. 

 

Figure 8.6 Analysis of SNR and SPL in the resonator. 

Resonator performance factor arrangement with normal sound incidence is typical to specify 

the SPL at the liner surface. The measured experiment with a microphone installed at the liner 

surface section represents SPL 85 shown in the bottom part of Figure 8.6.  
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 Signal to noise ratio 

Signal to noise ratio is defined as the logarithmic power ratio of the signal and noise. It is the 

power ratio of independent signals, one called signal and the other called noise. When the 

signal is measured as a power, the mathematical definition can be expressed as 

 𝑆𝑁𝑅 = 10 log
𝑆𝑖𝑔𝑛𝑎𝑙 𝑝𝑜𝑤𝑒𝑟

𝑁𝑜𝑖𝑠𝑒 𝑝𝑜𝑤𝑒𝑟
= 10 𝑙𝑜𝑔

𝑝𝑠

𝑝𝑛
𝑑𝐵 (8.13) 

where 𝑆𝑁𝑅 is the signal to noise ratio, 𝑝𝑠 is the signal power and 𝑝𝑛 is the noise power. If the 

signal is measured in the form of voltage, the mathematical expression of the signal to noise 

ratio becomes 

 𝑆𝑁𝑅 = 20 log
𝑅𝑀𝑆 𝑆𝑖𝑔𝑛𝑎𝑙 𝑣𝑜𝑙𝑡𝑎𝑔𝑒

𝑅𝑀𝑆 𝑁𝑜𝑖𝑠𝑒 𝑣𝑜𝑙𝑡𝑎𝑔𝑒
= 20 log

𝑉𝑆

𝑉𝑁
𝑑𝐵 (8.14) 

where 𝑉𝑆 is the 𝑅𝑀𝑆 signal voltage and 𝑉𝑁 is the RMS noise voltage. The measurement of the 

recorded SNR for resonator performance factor is calculated from equation (8.14), which is 

23.87 and plotted at the top of Figure 8.6 with respect to time. Once the liner sample is 

introduced into the test rig, the sound pressure level is measured at each microphone with 

the sound source on and off. The sound source should generate a sufficient signal at all 

microphone locations. Careful consideration must take place to ensure that the measured 

signal in each test frequency band is at least 10 dB greater than the background noise. The 

input signal is equal to the output signal plus noise. 𝑆𝑁𝑅 is a measure that describes how 

much noise output a device has in relation to the signal level. It is a two-level measurement. 

First, it is necessary to measure the output level under the test with no signal input then apply 

the signal to the test rig and record another level of measurement. 𝑆𝑁𝑅  is generally a 

measure of the quality of the peak, which is proportional to the square root of the strength 

of the signal and the noise in the signal. In other words, it is the ratio of the magnitude of the 

signal and variance of the noise. It is a function of position. A low 𝑆𝑁𝑅 means the noise is loud 

and will make it hard to determine the magnitude of the signal accurately. A high 𝑆𝑁𝑅 means 

the noise is small.  

 Experimental setup 

The resonator is installed on top of the dummy liner. The length of the dummy liner is 524 

mm long and the diameter is 165 mm and can be removed from the test section. Two heavy-

duty stainless-steel rings were used to attach the dummy liner into the test rig.  
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Figure 8.7 Resonator installed into the test section. 

There are four 1 4”⁄  duct microphone locations as shown in Figure 8.7 on the circumference 

of the dummy liner. One is installed on top of the resonator and the other three microphones 

are for FRF and higher-order modes. Apart from those four microphone locations, there are 

another four ports also available for 1 2”⁄ microphones designated as the upstream and the 

downstream microphones. In addition, there are four small holes present in the test section 

to provide access for a pitot tube to enable static pressure measurement to calculate mass 

flow rate and pressure drop for static pressure measurement. 

 

Figure 8.8 Resonator flow, cavity, static pressure tap & microphone location. 

Figure 8.8 shows 1) Bias flow delivery system through the blue pipe, 2) Plenum of the bias 

flow, 3) Resonator cavity, 4) Static pressure tap for the plenum, 5) Static pressure tap for the 

resonator, 6) Microphone port for the resonator. Compressed air is used to introduce a bias 

1

2

3

4

5

6
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flow delivery system. In addition, three rotameters are connected in series to measure the 

range (small, medium and high) of the mass flow rate of the bias flow delivery system. To 

introduce cross flow into the system, a two-stage centrifugal pump is used into the 30 m long 

wind tunnel earlier shown in Figure 4.3. Rotameter is used to measure compressed air mass 

flow rate, Pitot tube anemometer is used to measure cross-flow velocity, differential pressure 

manometer is used to measure plenum, upstream, and downstream pressure. In this 

experiment, parameters are used to evaluate the sound attenuation, peak amplitude of the 

resonance, and FRF pressure response function. 

 

Figure 8.9 Schematic diagram of resonator assembly. 

A detailed drawing of the central resonator cavity, mounting frame, duct section, inner plate, 

main resonator body, outer plate and mic holder is shown in Figure 8.9. Two different types 

of plate have been used for this experiment, circular and slots with various porosity. The 

details of the inner plates are given in Table 8.8. 
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Plate Shape Diameter Porosity 
Plate 1 Circular 1.08mm 2.48 % 
Plate 2 Circular 2.45mm 4.26 % 
Plate 3 Circular 3.05mm 6.97 % 
Plate 4 Circular 4.05mm 12.23 % 
Plate 5 Slots - 2.48 % 
Plate 6 Slots - 4.48 % 
Plate 7 Slots - 6.97 % 
Plate 8 Slots - 12.23 % 

Table 8.8 Geometric parameters of the inner plate. 

8.14 Discussions 

Input excitation and output response have been captured to calculate FRF (Wang et al., 2019). 

For this experimental analysis, a single microphone is actuated on top of the resonator and 

the other three placed in the circumference plane to produce three different FRF 

measurements. The white noise signal is filtered by using a signal processing toolbox in Mat-

lab. The effect of this measurement is to confirm that when the truncated white noise signal 

is introduced only plane waves are transmitted in the line, because the measured response 

does not vary in the frequency domain with varied locations within the same circumference. 
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 Plate 3 and 7 FRF magnitude & phase difference with no flow  

 

Figure 8.10 Shows plate 3 and 7 FRF magnitude & phase difference with no flow. 

The amplitude and phase of an FRF function for plates 3 (circular) and 7 (slots) is shown in 

Figure 8.10. It can be observed that the solid green line displays a greater peak compared to 

the solid red line.  

 𝐷𝑓 =
𝑓𝑟

𝑓2 − 𝑓1
 (8.15) 

where 𝐷𝑓 is the damping factor, 𝑓𝑟 is the frequency of the resonance peak and 𝑓1, 𝑓2 is the 

lower and higher frequency range related to the width of the peak shown in Figure 8.10. A 

peak indicates that natural frequency and damping is proportional to the width of the peak.  

For the green curve 10.2 dB down the associated damping factor is 1.91 (plate 3), whereas for 

the red curve 2.5 dB down the associated damping factor is 2.08 (plate 7). The loss factor is 

inversely proportional to the damping factor. Therefore, it can be stated that plate 7 would 

be considered to have more damping when compared to plate 3, for the no flow case. Overall 

analysis shows that the slots type shape exhibits the heavy damp.  
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 Plate 4 and 8 FRF magnitude & phase difference with no flow 

 

Figure 8.11 Shows plate 4 and 8 FRF magnitude & phase difference with no flow. 

The plot of the amplitude and phase of an FRF function for plates 4 and 8 is shown in Figure 

8.11. The FRF analysis displays that the solid green line appears to have a greater peak 

compared to the solid red line. Plate 4 has a circular orifice of diameter 4.05 mm and plate 8 

has a slots type shape with similar porosity. By comparing plates of similar porosity with 

different shapes it is highlighted that the plate with the slots shape exhibits a heavier damping 

compared to the plate with circular orifices. The heavier the damping, the better the energy 

removed from the system as the amplitude of oscillations decreases with time. The greater 

the damping, the faster the oscillations will decrease in size.  
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 Plate 2 and 6 FRF magnitude & phase difference with no flow 

 

Figure 8.12 Shows plate 2 and 6 FRF magnitude & phase difference with no flow. 

Plate 2 has a circular diameter of 2.05 mm equivalent to 4.29 % porosity, whereas plate 6 has 

a slots shape equivalent to 4.48 % porosity. Figure 8.12 shows that plate 2 (circular orifice) 

displays the greater amplitude compared to plate 6 (slots shape). Both plates have displayed 

a similar peak frequency and width. Overall comparison between the two profiles shows that 

the slots type shape has the capability to generate a heavier damp than the circular orifice. 

Loss factor is inversely proportional to the damping factor.  
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 Plate 1 and 5 FRF magnitude & phase difference with no flow 

 

Figure 8.13 Shows plate 1 and 5 FRF magnitude & phase difference with no flow. 

Figure 8.13 shows that plate 1 (circular orifice) has greater amplitude compared to plate 5 

(slots shape). Both plates have similar porosity but developed different amplitudes due to 

their different geometry (shapes). Plate 1 has a circular orifice of diameter 1.08 mm, which 

refers to 2.48 % of porosity and plate 8 has a slots type shape with similar porosity. By 

comparing plates of similar porosity with different shapes it is highlighted that the plate with 

the slots shape (red solid line) exhibits a heavy damping compared to the plate with a circular 

orifice.  
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 Plate 1-4 and 5-7 FRF magnitude comparison with no flow 

 

Figure 8.14 Shows overall FRF magnitude comparison with no flow.  

FRF analysis of four different plates with a circular orifice shows that increasing porosity is 

associated with an increase in amplitude and peak frequency range. Figure 8.14 shows that 

the brown dashed line, representing porosity 2.48 %, indicates the lowest amplitude (5.25) 

and peak (470 Hz), whereas the cyan dashed line, representing porosity 12.23 %, indicates 

the highest amplitude (19) and peak (740 Hz) when compared with all other combinations. 

From the above analysis, it can be stated that plates with a slots type profile, with the smaller 

percentage of porosity, exhibit a weak peak in the low-frequency range, whereas plates 

containing the greater percentage of porosity exhibit a better peak, which shifts towards the 

high-frequency range. Overall, comparisons from the eight plates indicate that plates with a 

circular orifice developed greater amplitudes, and plates with slots shapes have produced 

heavier damping. While peaks in FRF environment become wider relative to the peak, the 

damping increases, which explains that any vibration of the system set in motion in the 

structure would decay faster due to increased damping. 
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 Plate 1 and 5 FRF magnitude comparison with cross-flow 

 

Figure 8.15 Shows plate 1 and plate 5 magnitude comparison with cross-flow.  

In this framework, two different types of plates with four different flow settings are 

introduced. Eight different types of experimental analysis are illustrated in Figure 8.15. The 

above experimental analysis of FRF magnitude comparisons in the presence of cross-flow 

shows that increasing cross-flow velocity in the duct results in a decrease in amplitude. In 

addition, the peak frequency range remains the same for both plates 1 and 5. Overall 

comparison suggests that an increase in cross flow did not appear to have frequency shift but 

indicates that slots type shapes have the ability to exhibit more damping than the circular 

orifice.  
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 Plate 4 and 8 FRF magnitude comparison with cross-flow 

 

Figure 8.16 Shows plate 4 and plate 8 magnitude comparison with cross-flow. 

The experimental analysis of plates 4 and 8 FRF magnitude comparisons in the presence of 

cross-flow are shown in Figure 8.16. Both plates have a similar porosity of 12.23 %, showing 

that by increasing cross-flow velocity in the duct there is a decrease in amplitude. Under these 

conditions, the peak frequency range is not similar to plates 1 and 5; in this case, the peak 

shifts towards the high-frequency range. Furthermore, it is evidenced that an increase in 

porosity refers to an increase in amplitude. Overall comparison of circular orifice and slots 

type shapes shows that the latter has the capability to enhance energy dissipation 

characteristics of the system under cyclic stress. 
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8.15  Conclusion 

This additional work is carried out to check the difference between the slots and circular 

orifice damping performance, which can create better damp inside the resonator. For the no 

flow case, it shows that by increasing porosity, peak amplitude shifts towards the high-

frequency range. In the presence of cross-flow, with a lower percentage of porosity, circular 

and slots type orifices decrease their peak amplitude without frequency shift. If the 

percentage of porosity increases significantly, in the presence of cross-flow peak amplitude 

decreases, and the peak shifts towards the high-frequency range.  
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