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Abstract

This PhD thesis investigates two key challenges in the area of fine-grained emotion

detection in textual data. More specifically, this work focuses on (i) the accurate

classification of emotion in tweets and (ii) improving the learning of representations

from knowledge graphs using graph convolutional neural networks.

The first part of this work outlines the task of emotion keyword detection in tweets

and introduces a new resource called the EEK dataset. Tweets have previously been

categorised as short sequences or sentence-level sentiment analysis, and it could be

argued that this should no longer be the case, especially since Twitter increased its

allowed character limit. Recurrent Neural Networks have become a well-established

method to classify tweets over recent years, but have struggled with accurately

classifying longer sequences due to the vanishing and exploding gradient descent

problem. A common technique to overcome this problem has been to prune tweets to

a shorter sequence length. However, this also meant that often potentially important

emotion carrying information, which is often found towards the end of a tweet, was

lost (e.g., emojis and hashtags). As such, tweets mostly face also problems with

classifying long sequences, similar to other natural language processing tasks. To

overcome these challenges, a multi-scale hierarchical recurrent neural network is

proposed and benchmarked against other existing methods. The proposed learning

model outperforms existing methods on the same task by up to 10.52%. Another

key component for the accurate classification of tweets has been the use of language

models, where more recent techniques such as BERT and ELMO have achieved

great success in a range of different tasks. However, in Sentiment Analysis, a key

challenge has always been to use language models that do not only take advantage of

the context a word is used in but also the sentiment it carries. Therefore the second

part of this work looks at improving representation learning for emotion classification

by introducing both linguistic and emotion knowledge to language models. A new

linguistically inspired knowledge graph called RELATE is introduced. Then a new

language model is trained on a Graph Convolutional Neural Network and compared

against several other existing language models, where it is found that the proposed
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embedding representations achieve competitive results to other LMs, whilst requiring

less pre-training time and data. Finally, it is investigated how the proposed methods

can be applied to document-level classification tasks. More specifically, this work

focuses on the accurate classification of suicide notes and analyses whether sentiment

and linguistic features are important for accurate classification.
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Chapter 1

Introduction

Natural Language Processing (NLP) is a subtopic in the research area of Artificial

Intelligence (AI) (Goodfellow et al. 2016) and has been defined by Cambria & White

(2014) as ‘a range of computational techniques for the automatic analysis and

representation of human language’. This field encompasses several different tasks

and techniques, which include the grammatical representation of language (syntax),

the meaning of words and sentences (semantics), the knowledge that is not explicitly

stated (pragmatics) as well as pronunciation (phonetics) and the various structures

and interactions of different language data (discourse) (Chowdhury 2003). Over

recent years deep learning techniques have been successfully applied to tasks such as

Machine Translation (Sutskever et al. 2014), Natural Language Generation (NLG)

(Konstas et al. 2017) and Sentiment Analysis (SA) (Dos Santos & Gatti 2014),

producing consumer products such as Amazon’s voice assistant Alexa (Amazon

2018a) or Google Voice Assitant (Google 2020). The increasing usage of statistical

methods in NLP (Gudivada et al. 2015, Manning & Schütze 1999) has strongly

influenced both syntax and semantics research, and even more progress has been

made since the advent of deep learning techniques. Nowadays successful NLP tasks

rely heavily on the statistical representation of words (Cambria & White 2014) and

4
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this success is also due to a large amount of data available to researchers, corporate

entities and other organisations as the content is created by users across multiple

online platforms (Bravo-Marquez et al. 2014). However, the produced content has

been created with the intention of being understood and read by other humans and

not necessarily machines. Therefore current methods are challenged by this largely

unstructured data, and any automatic analysis requires algorithms to develop a more

in-depth understanding of natural language (Cambria & White 2014). In particular,

deep learning techniques have hugely contributed to this deeper understanding by

providing researchers with the opportunity to find patterns within large datasets

(Najafabadi et al. 2015). This also enables researchers to develop models that can

make not only accurate classifications but also make structured predictions as well

as learn representations on this data (LeCun et al. 2015). Despite this, there are still

challenges left within the field of NLP where data-hungry deep learning techniques

do not perform as well on sparse or noisy data sets (Najafabadi et al. 2015) and

struggle to infer knowledge from natural language (Cambria & White 2014).

Knowledge representation and meaning research is another research area that is

traditionally more focused on the machine comprehension of the text it is presented

with (Winograd 1972) and used to rely largely on first-order logic (Fox 2015).

This research area relies on semantic theories (Sowa 2014), that can include

probabilistic latent semantic analysis, which is a technique used ‘for a better

representation of sparse information in a text block, such as a sentence or a sequence

of sentences’ (Brants et al. 2002). Other techniques employed include lexicons

(Miikkulainen 1993) or ontologies which have been used for parsing natural language

for applications such as search engines (Busch et al. 2006). However, it has been

argued that ultimately understanding natural language will be impacted by advances

in deep learning and that systems combining representation learning and complex

reasoning will further advance Artificial Intelligence research (LeCun et al. 2015).



6 Chapter 1. Introduction

Both statistical methods and semantic theories have been applied to the field of SA,

where researchers aim to accurately detect polarities or emotions within language

data. These two tasks are closely associated with other subtasks in SA called opinion

and subjectivity detection(Cambria 2016). It has been argued by Minsky (2006)

that this growing subfield of NLP has not just a range of commercial and health

applications, but is also key in further advancing the field of Artificial Intelligence.

The following section will outline some of the current challenges in the field of

Sentiment Analysis.

1.1 Challenges in Sentiment Analysis

There are growing numbers of social media users, who increasingly express their

opinions, beliefs and attitudes in online posts towards a range of different topics,

events and products (Ravi & Ravi 2015). As a result of this trend, it becomes

ever more important to not only accurately classify the topics in the posts, but also

the sentiment and emotion that is conveyed explicitly or implicitly (Gievska et al.

2014). Successfully applying models to complete SA tasks holds increasing value

across many different sectors such as the financial or retail sector where companies or

organisations aim to improve the marketing of their products and services (Recupero

et al. 2015). Furthermore, it also impacts on areas such as classifying depression

(Morales & Levitan 2016) or other mental health (Ji, Pan, Li, Cambria, Long &

Huang 2020) condition. There are, however, several challenges within the field of

SA that currently limit the performance of SA models.

Recurrent neural networks (RNN) are well suited towards natural language

processing tasks such as SA due to their ability to handle sequential data, and

there are still shortcomings which ultimately effect the accurate classification of

longer sequences. Traditionally, tweets have been categorised as short sequences
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or sentence-level sentiment analysis (Kouloumpis et al. 2011), however, it could be

argued that this should no longer be the case especially since Twitter increased its

allowed character limit from 140 to 280 (Twitter 2018a). Subsequently, it could be

argued that tweets mostly face also problems with classifying long sequences, similar

to other natural language processing tasks (Hochreiter & Schmidhuber 1997a). As a

result of this it is even more important to classify long sequences accurately, because

often important information that indicates a person’s emotions, attitude or opinions

are expressed through the use of emojis and often appear towards the end of a

tweet (Novak et al. 2015). Furthermore, most current large-scale SA methodologies

predominantly focus on the classification of polarities or pre-determined moods

(Cambria, Poria, Gelbukh & Thelwall 2017). This is also true for social media

data, where collecting and annotating large scale datasets for fine-grained emotions

is often time-consuming and costly. However, for supervised NLP tasks annotating

data is essential, where many researchers have to rely on external companies that

provide annotation services (Glorot et al. 2011). Nonetheless, data produced on

social media platforms such as Twitter are still important for generating insights

into political events, product marketing or mental health. Therefore, only utilising

polarities may lead to not generating the right insights into the data and may make

people draw misleading conclusions from it (Wang, Liakata, Zubiaga & Procter

2017).

At the same time, SA has been performed with not only machine- and deep learning,

but also knowledge-based approaches, where the former yield better classification

accuracy and the latter produce better generality (Ravi & Ravi 2015).

Knowledge-based approaches to SA mainly rely on ontologies (Grassi 2009), lexicons

(Mohammad 2016), knowledge graphs (Cambria et al. 2018) and other semantic

theories. Traditional SA largely relies on explicit knowledge used in text data

through affective or polarised words as well as their co-occurrence frequencies in

a sequence (context) (Recupero et al. 2015). However, recent years has seen an
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increased effort of including external knowledge into embedding representations

(Liang et al. 2019) that are commonly used as input into neural networks. However,

one of the major downsides has been that most learned embedding representations

or larger Language Model (LM)s focus solely on incorporating context and not

sentiment. This has often led to words carrying opposite affective meaning to

occupy a similar or the same vector space in those LMs or embedding representations

(Zhang, Wu & Dou 2019) and led to worse results on various SA tasks (Tang, Wei,

Qin, Yang, Liu & Zhou 2015). In order to overcome this problem, previous research

has often used approaches such as post-modifying existing embedding methods (Yu

et al. 2017) and LMs (Xu et al. 2020). However, oftentimes the resources used

for these approaches have been limited in themselves, where resources are either

large in size, including a great number of words but only cover a limited amount

of polarities/emotions. On the other hand, smaller resources require costly human

annotation but have the benefit of covering fine-grained emotions. Therefore using

knowledge resources to learn new embedding representations or LMs that include

any sentiment, is either limited by low coverage of polarities/emotions or the overall

size of the resource.

1.1.1 Hypotheses

In order to overcome the aforementioned challenges, this thesis will be investigating

the following two hypotheses:

1. It is hypothesised that tweets should no longer be treated as short sequences

or sentence-level SA, where when the full sequence length is utilised better

classification accuracies can be achieved.

This will be explored by proposing the use of hierarchical multi-scale RNNs

that can overcome the ‘vanishing’ and ‘exploding’ gradient descent problem
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in the task of fine-grained emotion classification in tweets. This assumption

is also extended to document-level classification tasks, such as suicide note

classification.

2. It is hypothesised that learning word embeddings that not only incorporate

context but also emotion/sentiment knowledge will lead to better performance

in fine-grained emotion classification.

This will be implemented by using a knowledge resource (e.g.: a knowledge

graph) that includes fine-grained emotions and a large number of words.

1.2 Contributions

This thesis makes several contributions to overcome the aforementioned challenges

in SA.

• Establishing emotion classification in tweets as a long sequence learning

problem and outlining current challenges in SA (Schoene 2020).

• Introduction of a new Twitter dataset for fine-grained emotion classification

and the proposal of a new learning model, called the Bidirectional Dilated

LSTM with attention (Schoene et al. 2020).

• A new large, linguistically inspired knowledge graph that was build from

Twitter data and utilises emotion knowledge. Furthermore, the use of Graph

Convolutional Neural Network for learning embedding representations is

introduced and compared against existing methods (Schoene et al. n.d.).

• First the use of deep learning models, specifically recurrent neural networks, for

the task of suicide note classification is established. Then the dilated LSTM

is applied to the task of distinguishing suicide notes from depressed notes
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and last statements. Furthermore, the dilated LSTM with ranked units is

proposed alongside a new task in suicide note classification, where the focus is

on distinguishing suicide notes from other types of social media posts. Finally,

a linguistic analysis is conducted for each experiment series. (Schoene &

Dethlefs 2018, Schoene, Turner & Dethlefs 2019, Schoene, Lacey, Turner &

Dethlefs 2019).

1.2.1 Organisation

This thesis is organised as follows: Chapter 2 gives an overview over the literature

and closely related work in Sentiment Analysis, Deep Learning, Language Modelling

and Knowledge Representation. Chapter 3 first introduces the data used in this

work and the task of fine-grained emotion classification. Then a hierarchical RNN

architecture is proposed to overcome the issue of accurately classifying emotion

keywords in tweets and two experiment series are conducted. Chapter 4 introduces

a new knowledge graph resource, called RELATE, and proposes a new method

of learning embedding representations that include emotion keywords. Work in

Chapter 5 shows how the methods proposed in Chapter 3 can be applied to a

document-level classification task of suicide note classification. Finally, a conclusion

will be provided that summarised the contributions of this thesis and describes future

work in this field.
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Related Work

Emotion and sentiment have been widely investigated in several different research

areas, which include but are not limited to psychology and neuroscience (Panksepp

2004, Ekman & Davidson 1994). However, it has always been hard to exactly define

what an emotion is and how emotion is different from other affective states, such

as mood or affect. Therefore, scientists from a variety of disciplines are still trying

to define conclusively what an emotion is and how it can be described (Coppin &

Sander 2016a). For this work, the definition of emotion will be taken from the

fields of psychology and neuroscience, where an emotion has been defined as a

concept closely associated to the human nervous system (Ekman & Davidson 1994).

Emotions are also an essential part of human communication and behaviourism,

where emotion, cognition and resulting action are seen as feedback loops, and it is

seen desirable to accurately interpret and/or identify them in many research areas of

Computer Science (Cambria et al. 2019, Gill et al. 2008). In Computer Science, the

field of ‘Affective Computing’ has emerged as a new discipline specifically to build

and design technologies and artificial intelligence that can process and/or express

human emotion. Work by Picard (2000) has often been accredited with creating this

new branch of computer science that encompasses many sub-disciplines, including

11
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natural language processing. NLP itself is a broad field that encompasses several

other disciplines that work towards understanding human language in speech and

text data (Russell & Norvig 2002). Both emotion and sentiment analysis have

often been used in the same context or sometimes even interchangeably in NLP,

where it has previously been pointed out that this inconsistent use of terminology

can not only be confusing but also results in a lack of understanding how the two

concepts relate to one another (Munezero et al. 2014). It is believed that emotions

are predecessors of sentiments and only occur for a short period of time, whilst

sentiments are longer-lasting (Ben-Zeev & Ben-Zeev 2001). Therefore in this work,

firstly the field of sentiment analysis will be reviewed in order to get a comprehensive

insight into the field. Then there will be an overview of the literature in emotion

classification, which could be seen as a subtask of SA. Over recent years, sentiment

analysis tasks have often become closely associated with NLP tasks such as polarity

detection or opinion mining (Munezero et al. 2014). However, in section 2.2, it

will be outlined that Sentiment Analysis encompasses a far wider-ranging variety

of tasks that are performed using textual data. At the same time, there has been

a huge increase in popularity of statistical methods, which are now not only used

in a variety of SA tasks but also in NLP (Young et al. 2018). More specifically

Deep Learning methods, such as Recurrent Neural Networks, have been utilised

due to their ability to handle sequential data (Hochreiter & Schmidhuber 1997b).

However, there have also been many research efforts to include knowledge into deep

learning methods as well as SA tasks by developing lexicons and knowledge graphs

for this task. These resources have then been used to generate new embedding

representations (Ma, Peng & Cambria 2018) or recognise entities in textual data

(Exner & Nugues 2012).

This chapter will firstly describe existing emotion theories that are used in a variety

of research areas, including emotion and sentiment analysis. Then an in-depth

analysis of the field of emotion and sentiment analysis will be given, including
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an overview of where the aforementioned emotion theories are used in research.

Secondly, a review of existing deep learning methodologies will be given, and

it will be illustrated how these methodologies are used in learning embedding

representations. Then it will be shown how these statistical methods are used in

combination with knowledge-based approaches. Finally, it will be examined how the

combination of knowledge graphs and deep learning is used for learning sentiment

specific embedding representations.

2.1 Emotion Theories

There are two main schools of thought within the field of Emotion Measurement,

which can be divided into ‘Theoretical Emotion Theory’ (Meiselman 2016) and

‘Constructionist Emotion Theory’ (Averill 1980). Both of these theories are in stark

contrast to each other where Theoretical Emotion Theorists argue for an innate

emotion essence each human has and Constructions Theorists believe that emotion

is developed through social interactions (Meiselman 2016).

Theoretical Emotion Theories One of the main challenges of defining the term

emotion is establishing boundaries between the concept of ‘emotion’ and other

affective states such as mood or attitude (Meiselman 2016). Within the field of

Theoretical Emotion Theory, it has been outlined by Coppin & Sander (2016b)

that there are three leading emotion theories that can be categorised into basic

(Izard 1992), dimensional and appraisal theories. All three theories have a common

set of characteristics as defined by Meiselman (2016): “(1)expression, (2) action

tendency, (3) bodily reaction, (4) feeling, and (5) appraisal ”. It has been argued

that these common characteristics have greatly contributed to the overall definition

of emotions in this research area (Meiselman 2016). The most commonly accepted

and used definition of emotion has been coined by Sander (2013) who described
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“emotion as an event-focused, two-step, fast process consisting of (1) relevance-based

emotion elicitation mechanisms that (2) shape multiple emotional responses (i.e.,

action tendency, automatic reaction, expression, and feeling)”.

Constructionist Theories Researchers working in the field of constructionist

theories have long opposed the definition given by theoretical emotion theory

researchers, and two alternative key assumptions have been developed. Firstly it is

argued that all emotions are highly variable and domain-specific to a given context

(Barrett 2009). This also entails the belief that there is no direct relationship that

links emotion to a word, which is why there are so many different behaviours or

physiological patterns (Lindquist et al. 2013). Secondly, it has been proposed that

any kind of occurrence within or between an emotion category and a word, thoughts

or beliefs are part of a more “fundamental common or domain-general process within

the nervous system” (Meiselman 2016). Therefore the existence of an emotion or

mental category has been defined as the brain’s response to assign meaning to any

sensory input (Barrett et al. 2016).

Although both theories have appealing ideas and arguments, it is beyond the scope

of this research to elaborate on the credibility of either theory. However, it is

important to note that the field of traditional emotion theory has contributed to

the interdisciplinary field of Affective Science, which is a multi-disciplinary research

area that includes collaborations of Computer Science, Linguistics and Psychology

(Meiselman 2016). This trend has also occurred within the field of Computer Science

where ‘Affective Computing’ was conceived as a research area combining knowledge

from Computer Science, Engineering, Neuroscience and Psychology (Calvo et al.

2015). Cambria (2016) argues that SA is also a part of this broader field, which uses

a range of different techniques to develop models that can detect affect in language

data. Therefore in this work, the assumptions and definitions of ‘theoretical emotion

theories’ will be used. Two theories have been used predominately in the field of
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Sentiment Analysis, namely Ekman’s six basic emotions (Ekman et al. 1987) and

Plutchik’s eight basic emotions (Plutchik 1984).

Figure 2.1: A graphic showing
Ekmans six basic emotions
Ekman (1999)

Ekman’s Six Basic Emotions This popular

emotion theory was introduced by Ekman et al.

(1987), who argued that there are six basic

emotions based on facial expressions. The key

argument of this theory is that the six basic

emotions are universal across the world and

can be found in any human species (Ekman

1992). Furthermore, Ekman (1999) argues that

emotions are essential for humans to develop

and handle interpersonal relationships. This

research was initially proposed and tested for the

emotions of facial expressions; however, it was found that the expression of emotions

in language and communication is just as important (Ekman 1999). Whilst the

list of basic emotions has been extended in his later work (see Table 2.1) (Ekman

1999) most researchers use the original six basic emotions for fine-grained emotion

detection in textual data (Strapparava & Mihalcea 2008, Balabantaray et al. 2012).

Extended Emotions
Amusement
Contempt

Contentment
Embarrassment
Excitement

Guilt
Pride in achievement

Relief
Satisfaction

Sensory pleasure
Shame

Table 2.1: Ekman’s extended emotions
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Figure 2.2: Wheel of Emotion
adapted from Plutchik (2001)

Plutchik’s Eight Basic Emotions An

interesting argument in recent years has focused

on the appropriateness of Ekman’s six basic

emotions for their applicability to online

discourse, such as social media posts. Therefore

several authors have taken to extending Ekman’s

six basic emotions (Rothkrantz 2014) to include

further emotions relevant to online discourse.

This is especially relevant in the context of

studies that have shown that restricting a

system’s classification label set to a small number of pre-defined emotions can lower

accuracy in the face of ambiguities (Mohammad 2016), e.g., when the actual emotion

is not part of the label set. Therefore researchers have taken to use Plutchik’s eight

basic emotion theory (Plutchik 1984) or the ‘wheel of emotion’ (Plutchik 2001),

where an illustration is shown in Figure 2.2. Plutchik (1984) extended Ekman et al.

(1987) six basic emotions and added ten postulates to his existing theory (Plutchik

1990).

For this work, the focus remains on Ekman’s six basic emotions for mainly practical

reasons. Firstly, collecting this kind of data from public sources comes with its own

limitations and restrictions as outlined in section 3.1. Secondly, in order to adhere

to current guidelines and ensure the completion of this project, it was decided to

develop a proof of concept for the aforementioned hypothesis first (see section 1.1.1)

and then consider later to scale this work up. Finally, at the time of starting the

data collection process, no previous work was found that had undertaken the same

or similar task of (i) collecting this kind of data and (ii) trying to establish a new

task of classifying emotion keywords. Therefore, it seemed sensible to establish this

task first with a more limited set of emotions.
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2.2 Emotion and Sentiment Analysis

SA has often been defined as the “computational study of opinions, sentiments

and attitudes concerning different topics, as expressed in textual input” (Ravi

& Ravi 2015). As a field, SA often relies on other NLP subtasks to be able

to carry out tasks such as Target-Aspect-Based-Sentiment Analysis (TABSA)

or polarity detection (Cambria, Poria, Gelbukh & Thelwall 2017). Work by

Cambria, Poria, Gelbukh & Thelwall (2017) described these different tasks

into three distinct categories, called the syntactic, semantic and pragmatic

layer (see Figure 2.3). It is argued that all of these layers play an

essential role in achieving the overarching goal of developing human-like

sentiment analysis performance (Cambria, Poria, Gelbukh & Thelwall 2017).

Figure 2.3: Sentiment Analysis Layers taken from
Cambria, Poria, Gelbukh & Thelwall (2017)

The syntactic layer is mainly

concerned with normalisation

and preprocessing tasks of text

data, which helps to transform

informal or colloquial language

into plain language. In the

semantic layer, the normalised

text is analysed for different

concepts or the subjectivity of

the content. The final layer

is the pragmatics layer, which

“aims to extract meaning from

both sentence structure and semantics” (Cambria, Poria, Gelbukh & Thelwall 2017).

The tasks depicted in Figure 2.3 are all essential to the aforementioned goal of SA

but does not give a holistic overview of SA. Therefore the following section will

briefly outline several popular SA tasks, resources and approaches in order to gain
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insight into how diverse and quickly evolving this field is.

Data types and sources There are multiple different data types that have been

used in the field of SA at word-, sentence- and message-level or in micro-blogs,

product reviews, blogs and whole documents (Mohammad 2016). Common sources

of data from social media platforms, include Twitter (Go et al. 2009), Reddit (Rakib

& Soon 2018, Demszky et al. 2020) or Tumbler (Kumar & Jaiswal 2017), which have

often been used in SA of sentences, micro-blogs and blogs. Sources for SA of reviews

include Amazon (Haque et al. 2018), IMDB (Lin et al. 2011) and Rotten Tomatoes

(Socher, Perelygin, Wu, Chuang, Manning, Ng & Potts 2013). Sources that are not

taken from social media platforms, but are used for SA are paper reviews (Appel

et al. 2016) or clinical records (Deng et al. 2014).

Affect categories For lack of a better term that encompasses all possible types

of categories that describe some kind of emotion, mood or polarity, the term ‘affect’

has been chosen. Polarities are often used in a variety of SA tasks, where the most

basic categorisation is ‘positive’ and ‘negative’ and other methods also introduce the

label ‘neutral’ (Bouazizi & Ohtsuki 2016). More fine-grained polarity categories use

categories similar to a five-star rating system that have a sliding scale from ‘very

positive’ to ‘very negative’ (Bhatt et al. 2015). Moods are often predetermined as

categories based on the source or platform the data was collected from, where Mishne

et al. (2006) used as a tool for blog mood analysis, on which users assign mood

descriptors to their social media posts. Emotion categories are often associated to

existing emotion theories that were developed in other sciences, such as neuroscience

or biology, where popular emotion theories include Ekman (Ekman 1999), Plutchik

and (Plutchik 2001).
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Tasks and application areas Common tasks in the field of SA can be broadly

summarised into polarity detection of various textual data types, stance and target

detection as well as identifying subjectivity, valence and emotions in tweets

(Mohammad 2016). Furthermore, there have been many different shared tasks,

such as SemEval (Semantic Evaluation) (Wiki 2019) or dedicated workshops (e.g.,

WASSA (Workshop on Computational Approaches to Subjectivity and Sentiment

Analysis) (Anthology 2020)), that have pushed the field further and introduced

a number of new tasks. The first high-profile shared task specifically including

SA, was held in 2007 (Strapparava & Mihalcea 2007), which looked at ‘Affective

text’. Since then, WASSA workshops have proposed a variety of new subtasks

since 2011 (Balahur et al. 2011), where Balahur et al. (2013) first included the

sentiment analysis of social media data. Shared tasks in SA for Twitter have

targeted many different sub-tasks that also include languages other than English and

moved to 5-scale polarity detection of tweets (Rosenthal et al. 2017). Balahur et al.

(2017) introduced the shared task on emotion intensity and Balahur et al. (2018)

hosted the Implicit Emotion shared task (Klinger et al. 2018). Recent efforts have

increasingly focused on tasks such as social network analysis, humour detection and

applications to real-world tasks (Balahur et al. 2019). Real-world tasks span a range

of different areas, such as finance, health and fitness (Cunha et al. 2016), moderating

social media for abusive language (Kiritchenko & Nejadgholi 2020, Kiritchenko &

Mohammad 2018), cyberbullying (Rakib & Soon 2018), politics (Ramteke et al.

2016) as well as mental health research (Coppersmith et al. 2014) and news (Godbole

et al. 2007). With the introduction of these new tasks and application areas to

tackle real-world problems, several new resources were also introduced. These often

include task- or domain-specific dataset, for Twitter (Saif et al. 2013) or lexicons

(Mohammad & Turney 2013, Baccianella et al. 2010) and other knowledge bases

(Cambria et al. 2010). However, this advance of the field has also brought on

its own challenges, which include but are not limited to, colloquial language and
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non-standard language used on social media (Minaee et al. 2020), lack of large

labelled datasets, and cross-cultural differences (Mohammad 2016). It is important

to note that this summary is by no means comprehensive and does not include

considerations for languages other than English.

The above section shows how diverse and multifaceted the field of SA and its

application areas are. Furthermore, it outlines how fast-evolving SA is, where

most recently a survey paper by Cambria, Das, Bandyopadhyay & Feraco (2017)

summarises the field of SA.

2.2.1 Approaches to Sentiment Analysis

Many different subject areas play an important role in conducting research in SA,

which include but are not limited to neuroscience, psychology, computer science,

linguistics and social media (Meiselman 2016). As outlined in section 2.2, the most

common tasks of SA are emotion and polarity detection, where Cambria, Das,

Bandyopadhyay & Feraco (2017) argue that the former can often be viewed as a

subtask of the latter. Polarity detection is often performed to determine whether the

content is positive, negative or neutral, whereas emotion detection is often tied to an

emotion theory with a set number of emotion labels (Cambria, Das, Bandyopadhyay

& Feraco 2017). With the rise of social media platforms, such as Twitter, there has

been increased attention from the SA community to use this kind of data for their

research (Rosenthal et al. 2017, Nakov et al. 2016). Furthermore, it has been argued

that due to the nature of Twitter content, it should be seen as a sentence-level SA

task (Kouloumpis et al. 2011) rather than a document-level task.

Overall, there are three main approaches to SA which have been called statistical,

knowledge or lexicon-based and hybrid approaches (Cambria, Das, Bandyopadhyay

& Feraco 2017). The following section will define what these three approaches entail
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and give examples in the context of SA, with a specific focus on SA for Twitter data.
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Statistical approaches

Statistical approaches encompass both traditional machine learning techniques such

as Support Vector Machines (Suykens & Vandewalle 1999) as well as deep learning

models (Ravi & Ravi 2015). This approach has been on the rise over recent years due

to the popularity and success of deep learning models that have achieved competitive

results in several SA tasks (Rosenthal et al. 2017).

One of the most well-known examples of SA is the task of classifying movie reviews

into positive and negative categories, where Pang et al. (2002) used three traditional

machine learning algorithms (SVM, NB and Maximum Entropy) achieving an

accuracy of 82.2%. Many other approaches have been applied to this task, where

Kim (2014) proposed the use of a CNN, achieving a classification accuracy of

81.5%. Other work by Socher, Perelygin, Wu, Chuang, Manning, Ng & Potts (2013)

also used a movie review dataset that was annotated for sentiments at a clause-

and sentence-level. Since then, statistical SA methods have become increasingly

sophisticated, utilising many different deep learning techniques. Research conducted

by Yang et al. (2016) introduces attention to the task of document classification,

testing the model on a movie review dataset to classify binary polarities and obtains

state-of-the-art results. Another example of this is work by Li et al. (2018),

who proposed a hierarchical attention network for cross-domain binary sentiment

classification on Amazon reviews. Go et al. (2009) introduced one of the first datasets

for sentiment analysis of tweets, where the data was collected based on emoticons

and categorised as positive and negative accordingly. Work by Wang et al. (2015)

introduces an Long-Short-Term-Memory (LSTM) neural network for binary polarity

prediction in tweets, achieving an accuracy of 87.2%. Later on, research by Baziotis

et al. (2017a) proposed the use of LSTMs with attention mechanisms for Twitter

data during a shared task, achieving first place (in sub-task A) for classifying tweets

into three polarity categories. Yin et al. (2020) modify an existing LM, called BERT

for phrase-level sentiment classification and test it on the Twitter emotion intensity
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classification task.

However, there are drawbacks to only using statistical approaches. Most methods

only work if the following conditions are full-filled, where (i) a large amount of

data is needed that (ii) is annotated with polarity or emotion labels (Glorot et al.

2011). Furthermore, it has previously been established that statistical approaches

are semantically weak, which means that lexical elements have only small predictive

power (Cambria, Das, Bandyopadhyay & Feraco 2017). Therefore, these methods

do not perform as well on smaller ‘linguistic units’ such as sentences or clauses,

because the semantic value cannot always be derived from the frequency of lexical

items or their co-occurrence with each other (Cambria 2016).

Figure 2.4 shows how a typical tweet, where the annotated label is ‘negative’. This

example highlights how a tweet is typically not as long as a document or paragraph,

which means that statistical method would struggle to classify this tweet accurately.

Figure 2.4: Example of a ‘negative’ tweet in statistical SA

Furthermore, it is important to note that especially deep learning approaches rely

heavily on word embeddings, which represent words based on their co-occurrence

with each other in a vector (Socher et al. 2011). The use of word embeddings for SA

is further outlined in section 2.4.3, where both the advantages and disadvantages

will be discussed.
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Knowledge-based approaches

Research in this area has often relied on using Knowledge base (KB)s to classify or

annotate textual data based on the presence of an explicit word such as ‘happy’,

where keywords often carry a clear sentiment meaning (Cambria 2016). Several

different studies have applied KBs to SA classification looking at a number of

different aspects, such as polarity of tweets, opinion extraction, subjectivity or

topic detection. These approaches are especially popular due to their efficiency

and accessibility (Cambria, Das, Bandyopadhyay & Feraco 2017), where section 2.5

outlines several different resources that are used in SA research.

In the following section, a number of research areas will be introduced, where the

work uses sentiment KBs.

Nithish et al. (2013) propose a method to extract opinions on products and their

features from micro-blogging websites such as Twitter by using ontologies. There are

three parts involved in building the model ‘(i) the creation of the domain ontology for

the problem under consideration (ii) the extraction of relevant reviews on product

features from Twitter (iii) the process of sentiment analysis.’ Step 1: vocabulary

and objects for the domain are identified, and product specifications were found on

online shopping websites for mobile phones. Step 2: Using the Twitter API to stream

data based on keywords related to mobile phone features. Step 3: Every feature is

assigned an opinion score, and the Stanford Natural Language Processor (SNLP) is

used to detect dependencies between words in the sentences (i.e.:POS). To determine

the score, a feature SentiWordNet is used, given a score of positive, negative or

neutral. The more objective a word is, the less opinionated it is. Afterwards,

the opinion scores are assigned to each feature for every product; they are fed

into the mobile phone ontology, which produces a more detailed rating for each

feature for every phone. However, one of the problems is that not enough feature

data is available for every phone. Work by Kontopoulos et al. (2013) proposes the
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development of a more fine-grained sentiment analysis system based on a domain

ontology. The data collected for this experiment was streamed from Twitter (110

tweets) according to relevant keywords and then preprocessed. Afterwards, tweets

were submitted to a web service which tags the data for sentiments based on the

subject domain and assigns a sentiment score to each aspect of the tweet. The

highest recall was achieved (min. 0.79 - 0.94) for the semantically-enabled structure

that was proposed. Research conducted by Fan, Yan, Du, Gui, Bing, Yang, Xu &

Mao (2019) utilises a sentiment lexicon in a task called Emotion-Cause Analysis

(ECA), where the main aim is to identify the clause that caused emotion in a

sentence. In their work, they use a regularised hierarchical RNN and an attention

mechanism to take into account the context of a sentence and attend to the most

important words. An important indicator of an emotion cause is usually a sentiment

word, but there is no guarantee that the attention mechanism focuses on such words.

Therefore, a sentiment regularised based on a lexicon is used to increase the margins

of attention words if the word is part of the lexicon. Research conducted by Thakor

& Sasi (2015) has presented a model that looks at retrieving tweets that contain

negative feedback and comments on postal services in the UK, USA and Canada

with the goal to extract the reasons for customers’ dissatisfaction. As part of this

study, they build their own ontology based on Twitter data and then used it to

define the problem from the negative tweet. A total of 250 tweets from each postal

service were used for analysis. However, this number dropped for all three categories

after data cleaning. The highest accuracy achieved for identifying products/services

was 66.66% for Canadian postal services.

Figure 2.5 shows an example of a tweet that would be analysed by using a keyword

from a KB to classify the overall sentiment. In this example, the overall sentiment

might be ‘happy’, but it could be argued that this approach misses a second approach

such as the anger or disappointment expressed in the second half of the tweet (see:

'so go off').
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Figure 2.5: Example of a tweet containing the keyword ‘happy’ in knowledge-based
SA

However, relying on knowledge alone can have some disadvantages, which includes

that much importance is given to the breadth and quality of the knowledge source

(Cambria 2016). Furthermore, it found that often a KB does not contain the

different facets of a concept, and therefore any representation of it is ultimately fixed.

Cambria, Das, Bandyopadhyay & Feraco (2017) also argue that KBs often lack the

ability to detect any kind of linguistic rule, where concepts such as ‘negations’ are

often not correctly processed.

Hybrid approaches

These approaches are utilising both knowledge-based and statistical methods for

several different SA tasks such as polarity detection or subjectivity analysis (Ravi

& Ravi 2015). Cambria (2016) has argued that the main goal of hybrid approaches

is to ‘better grasp the conceptual rules that govern sentiment ’, where there is a clear

shift from pure syntax-based techniques to more incorporation of semantic- aware

frameworks. During this literature review, it has been noted that the term ‘hybrid

approach’ has not been clearly defined yet, which means that any combination of

techniques used fall under this term. However, it is outside of the scope of this

work to define hybrid approaches and their different variations and therefore for the

purpose of this work the term ‘hybrid approaches’ will be used when referring to

any kind of combination of statistical and knowledge-based approaches. Examples

will be given to demonstrate the breadth of techniques used in hybrid approaches

and their success on different SA tasks.
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Gievska et al. (2014) developed a model to help people deal with negative emotions

through a mobile application. This hybrid model was built on a range of lexical

resources that contain affective words, and a Support Vector Machine (SVM)

algorithm was used for the final classification. SVMs are supervised machine learning

algorithms that can be used for both classification or regression tasks (Goodfellow

et al. 2016). In this approach, the model classifies the text input based on a valence

score that was assigned by a lexical resource. Valence has its origins in psychology

and has been used instead of the term polarity within SA research (Meiselman 2016).

The overall emotion classification of the input is built on Ekman’s six emotions

(Ekman et al. 1987), which are chosen based on the highest valence scores. The

model achieved an accuracy of 83.7%, which was significantly better than pure

lexical (78% accuracy) or machine learning-based approaches (66% accuracy). It is

important to note that the dataset for this work is based on several different public

datasets, which have been annotated for the different emotion categories. Work by

Akhtar et al. (2016) applied a hybrid model to a resource-poor language in order to

perform aspect-based SA. Aspect-based Sentiment Analysis (ABSA) looks at content

from social media in order to determine the polarity of every aspect in a text, where

each aspect is a feature discussed in the text (i.e., ‘shower gel’, ‘razor’ ) (Pontiki

et al. 2016). The data for this hybrid model was acquired from a shared task that

previously released a Hindi Twitter dataset as well as product and movie reviews,

which were annotated with polarities at the sentence level and aspect-level. The

model uses a CNN in order to learn sentiment embedded vectors and replaces the

softmax layer with an SVM for the final prediction. A Multi-objective optimisation

(MOO) based Genetic Algorithm (GA) was used to compute optimised feature sets

to form the sentiment optimised vectors, which were used as input into the SVM

for classification. Overall classification accuracy for the Twitter dataset was lower

(65.2%) than for the review dataset (65.96%), and accuracy was higher than on

other comparable datasets. Research by Recupero et al. (2015) focuses on further
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developing ‘Sentilo’ an unsupervised, domain-independent hybrid system which

combines NLP and Semantic Web technologies. Sentilo classifies a number of topics

and subtopics from an expressed opinion and then evaluates the sentiment. This

model uses both a lexicon as well as an ontology, which is used to define concepts

and relationships between opinion holders. All experiments were conducted using

100 TripAdvisor reviews for hotel stays, that were either 5 or 1-star rated reviews.

Accuracies for opinion holder detection have been as high as 95%, whereas topic

detection 68% and subtopic detection 78% were lower. Ma, Peng & Cambria (2018)

propose Sentic LSTM, which is an aspect - based sentiment analysis and target-based

sentiment analysis system that uses of commonsense knowledge. A standard LSTM

is extended with target and sentence-level attention, where it assumes that polarity is

associated with a specific aspect rather than a whole text unit. The proposed model

constitutes of two parts: (1) Bidirectional LSTM and (2) sentence-level attention.

Commonsense knowledge is induced through Senticnet (Cambria et al. 2016); this

concept-level knowledge is then transformed into low-dimensional embeddings using

AffectiveSpace (Cambria et al. 2015). The model was tested on the Sentihood (Saeidi

et al. 2016) and Semeval-2105 (Pontiki et al. 2016) dataset, where it improves aspect

categorisation on the first dataset (up to 20%), only achieves a slight improvement

on the latter dataset. More recently, Li et al. (2020) integrate lexicons into sequence

into two different CNN-LSTM models and tested it on two different SA tasks, where

it was found that the proposed model outperforms baselines on both English movie

and Chinese tourism reviews.

The example in Figure 2.6 shows one type of hybrid approach based on the work of

Recupero et al. (2015) and it performs well on detecting different opinion holders,

keywords and topics. However, the model was trained on a small dataset and heavily

relied on the quality and breadth of both the ontology and lexicon. This could

mean that this type of hybrid model will perform less well on larger datasets and

miss bigger linguistic patterns. Also, it could be argued that this type of approach
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would adapt less well to changes in the language used. An example of this could be

applying this model to less formal and larger datasets collected from social media

platforms.

Figure 2.6: Example of a tweet containing the keyword ‘fear’ in a hybrid approach
SA

2.2.2 Fine-grained emotion classification

Over recent years the role of emotions in SA tasks have become increasingly

important, where the focus has shifted from detecting emotions in fairy tales or

stories (Alm et al. 2005) to analysing social media data (Cambria et al. 2019).

Emotion detection has always been seen as one of the essential tasks of SA, but

most current SA models are limited to detecting either polarity or limited sets of

domain-specific emotions (Cambria 2016). Both Ekman’s six basic emotions (Ekman

1999) and Plutchik’s eight emotions (Plutchik 2001) have been popular in the SA

community and have been applied to a range of different tasks. The following section

gives an overview of the recent advances in the subfield of fine-grained emotion

detection.

Ekman’s basic emotions Holzman & Pottenger (2003) have annotated chat

messages from conversations online to determine if the content is emotional or not.

Work by Aman & Szpakowicz (2007) proposed an emotion annotation scheme for

blog posts, identifying the words and expressions that are most likely to be associated

with emotions. Lu et al. (2011) use topic modelling and propose a visualisation

of the affective structure in a text document, where each sentence was annotated

with the six emotion categories. Research by Mohammad (2012) has looked into
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the use of affect lexicons for classifying Ekman’s six emotions in sentences. Other

researchers working in the field of SA have focused on more domain-specific emotion

prediction, where Ekman’s six emotions were used in order to develop a mobile

application helping people to deal with negative emotions (Gievska et al. 2014).

Work by Schuff et al. (2017) manually annotated an existing Twitter shared task

dataset with fine-grained emotions, where the emotions used were a combination of

both Ekman and Plutchik. Similarly, Mohammad et al. (2018) introduced a shared

task that looked at emotion classification using tweets that were manually annotated

for eleven emotions. More recently, a shared task (Klinger et al. 2018) has taken

place using Tweets that were collected based on Ekman’s six emotions, where the

main task was to classify tweets accurately when ‘emotion keywords’ were removed.

The winning model of this task was able to outperform this score significantly by

achieving an accuracy of 71.45% (Rozental & Fleischer 2018). The learning model

used is a bidirectional Gated Recurrent Unit (GRU) with an additional attention

mechanism inspired by Bahdanau et al. (2014) and a number of sub-Recurrent

Neural Networks used at different layers. It has been reasoned that the model’s

success has been due to a specific type of transfer learning. For this task, a baseline

model was established, where the F1 score reached an accuracy of 59.1% on the test

data.

Plutchik’s eight basic emotions There have been several approaches to this

work including the use of gated recurrent neural networks (Abdul-Mageed & Ungar

2017), ontologies (Kontopoulos et al. 2013) and topic modelling techniques (Roberts

et al. 2012). Research conducted by Mohammad (2012) used hashtags that contain

emotion words based on eight basic emotions using SVMs for classification. Suttles

& Ide (2013) use distant supervision to classify emotion pairs from Twitter using

eight basic emotions in hashtags or emoticons. Research by Kim et al. (2012) looks at

Twitter conversations to understand the emotions, where an emotion lexicon is built
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based on the findings. Brooks et al. (2013) used the whole taxonomy of Plutchik’s

emotions to analyse chat messages for thirteen affect codes. Work conducted by

Rothkrantz (2014) investigated eight basic emotions in online discourse.

This section has outlined the broader field of SA and described different approaches

to polarity and emotion classification tasks. Then the literature in the subfield of

SA, called fine-grained emotion detection, was reviewed.

2.3 Deep Learning

Deep learning is a subfield in the area of machine learning that uses multiple, stacked

layers of artificial neurons for identifying features and learning representations from

the input data to solve complex problems. These algorithms have been loosely

inspired by the human brain’s function and structure and have been able to process

large amounts of raw data, which was previously not possible for traditional machine

learning (LeCun et al. 2015). Learning representations from raw data for feature

discovery is an essential step in deep learning approaches, which allows the neural

network to compute models that transform the representation from one level to the

next more abstract level until very complex functions can be learned (Najafabadi

et al. 2015).

Arguably, the tipping point, which marked the rise of deep learning techniques was

when Krizhevsky et al. (2012) introduced GPUs to train larger neural networks,

which lowered the error rate significantly and allowed faster training of neural

networks. Since then deep learning techniques have been applied to different

problems within a wide range of subject areas such as speech recognition (Amodei

et al. 2016), computer vision (Szegedy et al. 2016) or robotics (Levine et al. 2018).

It has been shown that deep learning techniques thrive on large amounts of data,
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which are increasingly easier to collect due to the digitalisation of society

(Goodfellow et al. 2016). This means that there are more datasets available for

several different research areas and can be used for deep learning experiments,

such as Natural Language Processing (Kingma & Ba 2014), Image Recognition

(Krizhevsky et al. 2012) or Recommender System task (Harper & Konstan 2016).

This, however, also means that not just the commercial value of data is increasing

but also the value of deep learning technologies (Chen et al. 2014). A range of

different deep learning techniques have been successfully applied to not just SA but

also other NLP tasks (Young et al. 2018), including machine translation (Bahdanau

et al. 2014) and text-to-speech systems (Arik et al. 2017).

A common approach to deep learning is supervised learning, which means that

datasets for classification experiments are labelled (LeCun et al. 2015). In the case

of SA tasks, supervised learning means that each sentence, word or aspect is given a

label with a polarity, emotion or other defining categories. However, there are other

types of learning approaches that have been successful for not only deep learning

tasks but also in SA tasks.

Supervised and Unsupervised learning As previously mentioned, supervised

learning is a common task not just in deep learning, but also traditional machine

learning. In this approach, a given algorithm learns to map an input variable x to the

corresponding output Y , where the algorithm’s goal is to approximate the mapping

function (Russell & Norvig 2002). In this process, the correct answer is known, and

the algorithm makes predictions on the training data, where learning stops once a

good level of performance is achieved. Supervised learning can be split into two

subcategories, called ‘Classification’ and ‘Regression’, where the former’s output

value is a category, and the latter’s is output a real value (Goodfellow et al. 2016).

Unsupervised learning is in contrast to supervised learning, where the algorithm is

given some input data with no corresponding output labels (Goodfellow et al. 2016).
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The main aim of this approach is to detect underlying structures or distributions in

order to learn more about the input data. Again, there are two broad subcategories

of unsupervised learning, which are called ‘Clustering’ and ‘Association’ (Russell

& Norvig 2002). Clustering algorithms take the input data and generate different

groups that share common features so that for example, newspaper articles would

be grouped into topics. In an association problem, the input is used to discover a

set of rules for large chunks of the data.

Semi-supervised learning This approach falls between both supervised and

unsupervised learning, where the input data in partially labelled. It has been argued

that this is most closely related to real-world tasks, where in many cases not all

data for a given task is already labelled (Goodfellow et al. 2016). Good quality

annotations for large datasets are both expensive and time-consuming (Weiss et al.

2016) and therefore this approach has seen an increase in popularity over recent

years. The main aim of this approach is to learn a data ‘representation so that

examples from the same class have similar representations’ (Goodfellow et al. 2016).

Transfer learning Ruder (2019) gives a great overview of the field of Transfer

Learning, which could be summarised as a set of methods that transfer knowledge

from a pre-trained learning model into a different learning setup. Furthermore, it

shares some assumptions that are closely related to the ideas of semi-supervised

learning, where there is only partially labelled data available in real-world scenarios

(Weiss et al. 2016). Therefore, some of the main benefits include a reduction in

computation time and memory efficiency. In the context of language modelling,

transfer learning has been hugely popular, because the resulting models overcome

previously common issues such as lack of linguistic knowledge and context (Weiss

et al. 2016). In this work, the focus will be on classification problems (see Chapter 3).

However, some aspects of this PhD also touch upon the concepts of semi-supervised



34 Chapter 2. Related Work

and transfer learning (see Chapter 4).

Multilayer Perceptron A now classic and the most basic example of a neural

network is the Multilayer Perceptron (MLP), which was originally invented by

Rosenblatt (1957) and rose to popularity again after seminal work by Rumelhart

et al. (1985), who introduced the idea of backpropagation. MLPs are a type of

feedforward neural network that represents a nonlinear mapping between an input

vector and an output vector, see Figure 2.7. This type of model consists of an input

layer and one or more hidden layers, which are connected to each other through nodes

that have weights and biases associated with it. The weights of a neural network are

often initialised at random; however, they can be set to more specific values. During

the forward pass information flows from the input layer, through the hidden layers,

where an activation function is used to calculate the value of each hidden layer using

the weighted inputs. There are different types of activation functions in use, some of

the most popular ones being a sigmoid function (Han & Moraga 1995) or Rectified

Linear unit (ReLu) (Nair & Hinton 2010). The information then flows to the output

layer, where the output is measured against the ground truth label. At this point,

the error is calculated and propagated back through the network, layer by layer,

and the weights are updated according to the amount that they contributed to the

error. This process is called backpropagation and one of the most popular methods

of computing this backward pass is called stochastic gradient descent (Bottou 2010).

In order to move from simple MLP networks to RNNs, researchers have taken

advantage of the idea that encourages sharing parameters across different parts

of a model (Goodfellow et al. 2016).

The following section outlines many different types of neural networks that have

been popularised both in NLP and used in SA as well as LMs.
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Figure 2.7: MLP (adapted from (Gardner & Dorling 1998))

Convolutional Neural Networks were first made popular in the field of

computer vision for tasks such as image classification (Wei et al. 2015) and emotion

recognition in videos (Fan et al. 2016). A traditional Convolutional Neural Network

(CNN) usually consists of an input layer, one or more convolutional layers, a pooling

layer, an activation function and an output layer (see 2.8). Within the convolutional

layer, filters are utilised that scan across an input image, and then a value is

calculated based on the filter using a convolution operation, where each 2-D slice

of a filter is referred to as a Kernel, and they introduce parameter sharing across

the network. Then a feature map is created for each filter and taken through an

activation function that decides whether a certain feature is present in an image. A

common technique in deep CNNs is to use a pooling layer to select the largest values

in the feature map and input them into the next convolutional layer. Finally, there

is a fully connected layer, which flattens the output before the image is classified

with a softmax function (see Figure 2.8).

In NLP and SA, CNNs have been commonly used for tasks such as text classification

(Kim 2014) and polarity detection (Shin et al. 2017, Duque et al. 2019).
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Figure 2.8: Simplified Convolutional Neural Network architecture

Memory Networks were first introduced by Weston et al. (2014), where the

network architecture uses a specific memory component that can be read and written

to with the aim to make a prediction. The network was first introduced to combat

existing issues with Recurrent Neural Network architectures and was tested on the

task of Question-Answering because there the memory can operate as a dynamic

knowledge base and produce a textual output. The memory network contains 4

different components, abbreviated with the letters I,G,O and R. The architecture

first takes as an input m, which is an indexed array, such as a vector or array of

strings. Then the input feature map I, converts the incoming input to the internal

feature representation. Afterwards, the generalisation component G updates the old

memories with the newly converted input. The output feature map O generates a

new representation and infers through calculation which memories are relevant for

producing a good response. Finally, there is the response R component, where the

final output is produced in the form of a textual response for example based on the

results of the O component (see Figure 2.9).

Figure 2.9: Simplified Memory Network architecture
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Memory networks have been further developed to end-to-end memory networks

(Sukhbaatar et al. 2015) or EntNet (Henaff et al. 2016). Different types of

memory networks have been used in a number of different NLP tasks such as

Question-Answering (Kumar et al. 2016), but also SA (Tang et al. 2016).

2.3.1 Graph Neural Networks

Graph Neural Networks (GNN) were first introduced by Scarselli et al. (2008)

and have since then impacted on many different research disciplines such as social

science (Kipf & Welling 2016), protein-protein- interaction networks (Fout et al.

2017) and knowledge graphs (Hamaguchi et al. 2017). GNNs are also classified

as connectionist models and belong to the group of neural network approaches

that operate on graphs (Zhou et al. 2018). Since the introduction of the original

GNN by Scarselli et al. (2008), several new variations have been developed which

include GNNs that use gating and attention mechanisms (Zhou et al. 2018). A

GNN is a neural network architecture that is applied to learn on graphs, such as

knowledge graphs with the goal to learn feature representations of each node in

the graph. There are different types of GNNs, including Gated GNNs and Graph

Attention Neural Networks that have become popular for a range of different tasks.

Gated GNNs have looked at using GRU (Cho et al. 2014) or LSTM (Hochreiter

& Schmidhuber 1997c) gating mechanisms to address limitations of GNNs to help

improve learning long-term information across the graph. One of the first GNNs

taking advantage of gating mechanisms was the Gated Graph RNN developed by Li

et al. (2015). Another promising model developed introduced Tree-LSTMs (Tai et al.

2015), where graph-structured LSTMs (Zayats & Ostendorf 2018) are a variation

of such a model. A variety of Graph LSTMs have been extended and applied to

a number of different NLP tasks, such as relation extraction (Peng et al. 2017),

text encoding (Zhang et al. 2018) or semantic object parsing (Liang et al. 2016).
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The most popular variation of Graph Attention Neural Networks utilising attention

mechanisms in GNNs is called "GAT" by Veličković et al. (2017).

One of the most popular learning models used in NLP and text classification (Yao

et al. 2019a) is the model developed by Kipf & Welling (2016). The remainder

of this section will give a brief overview of the workings of Graph Convolutional

Neural Networks (GCN) based on this work. The input to a graph G is usually

a feature matrix which is a N (nodes) x F (features per node) matrix and a N x

N matrix of the graph structure, which is called the adjacency matrix A of the

graph G. Each hidden layer H of the network then uses a propagation function

f. Thus each layer H corresponds to a feature matrix in which the rows represent

the features of a note and where the output features are aggregated to the next

layer. This leads to the increased abstraction of the feature representations in each

hidden layer. The propagation function is a non-linear activation function, which is

a Rectified Linear Unit (ReLU). The output vector of the network then represents

the whole graph as the sum of all embedding representations learned in the hidden

layers. Different GNNs have been used in NLP for text classification (Zhou et al.

Figure 2.10: Simplified Graph Neural Network architecture (adapted from Kipf &
Welling (2016))

2018), stance detection in news (Li & Goldwasser 2019) and in other SA tasks, such

as ABSA (Zhang, Li & Song 2019, Wang et al. 2020).
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2.3.2 Recurrent Neural Networks

Recurrent Neural Networks were first introduced in the late ’80s, primarily for

modelling time series (Elman 1990, Rumelhart et al. 1985, Werbos 1988). The

principle idea of RNNs was similar to MLPs, where both networks share features

such as neurons and multiple layers. However, the main distinguishing factor was

and still is connections among hidden units with an added time delay, that allow the

network to ‘remember’ information of the past. This allows the network to discover

temporal correlations in a sequence that might be far away from each other.

There are a number of different types of RNNs, which include GRUs (Cho et al.

2014), LSTMs (Hochreiter & Schmidhuber 1997c) or bidirectional RNNs (Schuster

& Paliwal 1997). Traditionally, RNNs lend themselves very well to NLP tasks such

as machine translation or speech recognition (Young et al. 2017), because of their

ability to process sequential data. ‘Recurrent’ refers to the RNN’s ability to perform

the same computation for each element of a sequence, where the output is dependend

on the previous computations of that sequence. These recurrent connections add

‘memory’ to the neural network and can therefore learn larger abstractions from the

input. Another advantage of an RNN compared to an MLP is that in theory, they

can use arbitrarily long sequences as input, allowing them to capture context and

meaning ranging from small sequences (e.g., one sentence) to very long sequences

(e.g., long documents).

Vanilla RNNs Goodfellow et al. (2016) give an overview of how a general or

vanilla RNN works that accommodates a whole input (x) sequence across time. A

vanilla RNN can be thought of as a neural network containing many loops which

pass on the output (o) of each timestep (t) to the next until an output is given

(ŷ). Each hidden state (h) at the same timestep works as a 'memory' unit where

information from previous timesteps is gathered (Goodfellow et al. 2016). Similarly
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to an MLP, RNNs also use activation functions (e.g.,hyperbolic tangent function

(tanh)) in their hidden state and back-propagation is used to increase the accuracy

of its predictions. (U),(V) and (W) represent respectively the input-to-hidden,

hidden-to-hidden and hidden-to-output weights, whereas (b) and (c) represent the

bias vectors. Forward-propagation for each timestep in a Vanilla RNN (see Figure

2.11) would start with the initial state (h0) and then continue from t=1 to t = τ :

at = b+Wht−1 +Uxt (2.1)

ht = tanh(at) (2.2)

ot = c+Vht (2.3)

Figure 2.11: Unfolded RNN (adapted from (Goodfellow et al. 2016))

However, there is one main limitation to vanilla RNNs, because RNNs struggle

to learn long-term dependencies due to the vanishing gradient descent problem

(Hochreiter et al. 2001). In order to overcome this issue, gated RNNs have been

developed such as LSTMs and GRUs and both have been used in many NLP

application, such as grammar learning (Gers & Schmidhuber 2001), predicting

clinical events (Choi et al. 2016) or music composition (Eck & Schmidhuber 2002).



2.3. Deep Learning 41

Long Short-Term Memory These types of recurrent neural networks were

developed by Hochreiter & Schmidhuber (1997c), which are capable of learning these

long-term dependencies and overcome the vanishing gradient problem. Hochreiter &

Schmidhuber (1997c) introduced an additional mechanism to the RNN that acts as

a gate, which 'forgets' certain information. The difference between a normal RNN

and LSTM is that the hidden state in an LSTM has been given 'LSTM cells'. LSTM

cells also have an internal recurring self-loop with the most important feature called

a state unit. This means that LSTMs have two recurring units, where one recurring

unit is nested within the other (see Figure 2.12).

Figure 2.12: LSTM Cell (adapted from (Goodfellow et al. 2016))

However, LSTM cells still have the same input and output layer as normal RNNs,

and three new gates (forget, input and output gate) have been added to control the

flow of information (Goodfellow et al. 2016). One of the most important features

is called the state unit, which can only be modified by the three LSTM gates and

is continuously changing as the individual gates modify the information flowing

through the cell (Goodfellow et al. 2016). The process within this LSTM cell is

outlined as follows and can also be seen in Figure 2.13.

The ‘forget’ gate f uses a sigmoid function σ which ultimately decides which

information will be flowing through the other gates. It takes its input from ht−1

and xt and its output adjusts the first state unit and therefore the cell state Ct−1

(Goodfellow et al. 2016).

ft = σ(Wf · [ht−1, xt] + bf ) (2.4)
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The input gate layer consists of two different functions that are multiplied

(Hochreiter & Schmidhuber 1997c).

it = σ(Wi · [ht−1, xt] + bi) (2.5)

C̃t = tanh(WC · [ht−1, xt] + bC) (2.6)

Afterwards the cell state Ct−1 is updated to the new cell state Ct, where the sigmoid

function and the output (it) are multiplied by the output of a hyperbolic tangent

function tanh. This creates a new vector C̃t. The output of those two functions

( C̃t) will be used to update the cell state by adding the output of the input gate

to the output of the forget gate, which creates a new cell state (Goodfellow et al.

2016).

Ct = ft ∗ Ct−1 + it ∗ C̃t (2.7)

The output gate also contains a sigmoid and tanh function, which are multiplied

(Hochreiter & Schmidhuber 1997c). Ultimately, the output gate filters what will

be used as the output from the whole LSTM cell (Goodfellow et al. 2016). The

cell state is run through another sigmoid function and then through another tanh

function independently. Then the output of the tanh function is multiplied by the

output of the sigmoid function and the result is the final output of the LSTM.

σt = σ(Wo[ht−1, xt] + bo) (2.8)

ht = σt ∗ tanh(Ct) (2.9)
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Figure 2.13: LSTM full process (adapted from (Goodfellow et al. 2016))

The increased usage of LSTMs in SA was first noted during the Sentiment Analysis

Shared Task, where LSTMs were part of the winning model for all five subtasks in

English (Rosenthal et al. 2017).

Gated Recurrent Unit After the popularization of LSTMs researchers have

developed a range of different other methods that utilise different types of gates

(Goodfellow et al. 2016). GRUs (Gated Recurrent Units) have a similar performance

to LSTMs and work in a similar way to them but have no ‘memory’ unit (Young

et al. 2017). The first successful Gated Recurrent Unit was developed by Cho et al.

(2014), who argued that this new type of hidden unit will be easier to implement

as well as compute. The model was created with two different gates, called ‘reset’

r and ‘update’ gate z , where the update gate is a combination of the input and

forget gate (Cho et al. 2014). Both gates are computed using a sigmoid function σ

and can ‘choose’ to ignore or keep information (Goodfellow et al. 2016). The update

gate has control over how much information is flowing into the next hidden state,

which acts similarly to a memory cell found in LSTMs (Cho et al. 2014). Likewise,

the reset gate can ‘choose’ to ignore information when the output is close to 0 and

it will reset itself with the current input (Cho et al. 2014).

zt = σ(Wz · [ht−1, xt]) (2.10)
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rt = σ(Wr · [ht−1, xt]) (2.11)

Furthermore each hidden unit was given its own update and reset gate, which means

that the model is able to capture dependencies over different time scales (Cho et al.

2014). This means that units learning short-term dependencies had more active

resets gates, compared to units which stored long-term dependencies (Cho et al.

2014).

h̃t = tanh(W · [rt ∗ ht− 1, xt]) (2.12)

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (2.13)

Due to these changes it has been argued by Chung et al. (2014) that GRUs are more

efficient due to the lack of several control functions. Tang, Qin & Liu (2015) applied

a similar GRU method successfully for document level SA, where the GRU was used

to calculate the document representation of a movie review dataset.

Bidirectional Recurrent Neural Network Bidirectional Recurrent Neural

Networks were first introduced by Schuster & Paliwal (1997) as an extension to

existing RNNs and have been made popular in tasks such as handwriting recognition

(Graves & Schmidhuber 2009). All previous RNN structures learned

representations from a previous time step, the bidirectional RNN learns from both

previous and future time steps which means that any output o(t) is dependent on both

the past and future (see Figure 2.14). It has been argued that this removes ambiguity

in processing sequential data and enables the network to better understand context

of the data (Schuster & Paliwal 1997). At each time step t the bidirectional RNN

has two hidden layers at any given time to perform the left-to-right propagation and

the right-to-left propagation. In order to compute a multi-layer bidirectional RNN,
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with L layers, where the input to each intermediate neuron is at level i is the output

of the RNN at layer i− 1 at the same time step t.

The forward propagation in the hidden layer
−→
h t is computed as follows:

−→
h t(i) = f(

−→
W (i)h

(i−1)
t +

−→
V (i)−→h (i)

t−1 +
−→
b (i)) (2.14)

The backward propagation in the hidden layer
←−
h t is computed in the same manner,

only with the difference of recursing in the opposite direction:

←−
h t(i) = f(

←−
W (i)h

(i−1)
t +

←−
V (i)←−h (i)

t−1 +
←−
b (i)) (2.15)

The final result ŷt of a classification task is computed by combining the scores of

the hidden layers
−→
h t and

←−
h t. The output ŷ at each time step t is the result of

propagating input parameters through all layers.

ŷt = g(Uht + c) = g(U [
−→
h (L)t;

←−
h (L)t] + c) (2.16)

There is one limitation in this architecture, which arises when the context vector C

output by the encoder RNN is too small to summarise a longer sequence (Goodfellow

et al. 2016). Therefore, finding solutions to the problem of modelling long sequences

has become a popular and active area of recurrent neural network research.

Overall, a variety of RNNs have been applied to SA tasks, such as sentiment

classification in documents (Tang, Qin & Liu 2015) or opinion mining (Irsoy &

Cardie 2014).
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Figure 2.14: Adapted from Goodfellow et al. (2016). Bidirectional RNN with L
hidden layers.

2.3.3 Attention Mechanisms

Attention was originally introduced by Bahdanau et al. (2014) for neural machine

translation as part of an encoder-decoder RNN. Since then attention mechanisms

have been developed further and used in a range of different tasks outside of NLP,

such as computer vision (You et al. 2016) and recommender systems (Li, Ren, Chen,

Ren, Lian & Ma 2017). Attention mechanisms have been broadly categorised into

groups of self-attention or intra-attention mechanisms (Cheng et al. 2016, Vaswani

et al. 2017), soft and hard attention (Xu et al. 2015) as well as global and local

(Luong et al. 2015). These distinctions are not always clear and some attention

mechanisms fall under more than one of those mentioned categories. Furthermore,

many attention mechanisms have been used in combination with other neural

network structures, including but not limited to RNNs or CNNs. However, recent

advancements have led to new models being developed that solely rely on attention

(Vaswani et al. 2017). Attention has also been proposed as a way of explaining the

output of a neural network architecture in different English language tasks, however

it has been noted that this heavily depends on one’s notion of explanation (Wiegreffe

& Pinter 2019).

Original Attention The attention mechanism was first used for the task of

neural machine translation by Bahdanau et al. (2014), where the goal was to
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match an input of an arbitrarily long sequence x to an output y. In their work

a RNN encoder-decoder architecture is used and extended by an additive attention

mechanism to overcome the issue of only being able to learn fixed length vector

representations. The bidirectional RNN (encoder) concatenates the forward (
−→
h i)

and backward

(
←−
h i) hidden state of an input sequence (x). Therefore input sequence is annotated

for both the previous and following word by the bidirectional RNN:

hi = [
−→
h T

i ;
←−
h T

i ]
T , i = 1, ..., n (2.17)

The decoder outputs a word at position t, t = 1, ...,m and has a hidden state:

st = f(st−1, yt−1, ct) (2.18)

The context vector ct is the sum of the hidden states:

ct =
n∑

i=1

αt,i hi (2.19)

The hidden states are then weighted with alignment scores, where a score αt,i is

used to match (yt, xi) the input at position i and output t:

αt,i= align(yt, xi) =
exp(score(st−1, hi))∑n

i′=1(exp(score(st−1, h
′
i))

(2.20)

This score (αt,i) is then used to assess how much information from the hidden input

state should be used for each given output. Finally, the score α is parameterised

by a single-layer feed-forward neural network, where a hyperbolic tangent function

(tanh) is used as the activation function.
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The following section will give an overview of the different types of attention

mechanisms in use and broadly outline how attention has been used in Sentiment

Analysis.

Soft and Hard Attention Xu et al. (2015) propose two attention mechanisms,

called soft and hard attention for describing the content of images within an

encoder-decoder architecture. Soft attention is described as similar to work by

Bahdanau et al. (2014) and where the attention mechanism’s alignment weights are

learned from all the patches of an image. Hard attention on the other hand focuses

on selected patches of an image at a time.

Global and Local Attention The distinction between global and local attention

was introduced by Luong et al. (2015) for the task of neural machine translation.

Their description of these two types of attention mechanisms is similar to that of

the previously mentioned soft and hard attention. The global attention mechanism

has similarities to soft attention, whereas local attention is a mixture of both hard

and soft attention.

Self-Attention Cheng et al. (2016) used self-attention also known as

intra-attention when proposing a Long-Short-Term Memory network (LSTMN) for

machine reading. In their work they firstly adapt the standard LSTM by removing

the existing memory cell and adding a memory network (Weston et al. 2014). This

allows the new structure to store each read token in a memory slot, where the

memory continues to grown until its upper bound is reached. Furthermore they use

attention to then induce relations between tokens and distinguish between shallow

and deep attention fusion. For this they use an encoder-decoder architecture that

utilises LSMTNs and two forms of attention called inter- and intra/self-attention.

The main difference between the shallow and deep attention fusion is that for deep
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attention fusion the inter-alignment vector is stored in the target memory network so

it can review source information. The first model relying solely on self-attention was

proposed by Vaswani et al. (2017) called a ‘Transformer Network’. This new network

is also based on an encoder-decoder architecture and relies on multi-head attention

only instead of LSTM cells. Both encoder and decoder of the network have a layer

of multi-head attention followed by a feed forward layer. Furthermore, each layer

within the encoder and decoder architecture is connected by residual connections and

is followed by layer normalisation. However, the decoder structure has an additional

layer prior to the multi-head attention layer called masked multi-head attention (see

Figure 2.15b). The network’s depth is usually achieved by stacking multiple layers of

equal numbers of encoders and decoders on top of each other, where input sequences

are passed to the first encoder to produce embedding representations. Once all

representations have been fed through all encoder layers, the last encoder feeds this

representation to all decoders (see Figure 2.15a).

(a) (b)

Figure 2.15: Simplified adaptation of the Transformer Network by Vaswani et al.
(2017) showing (a) the overall Encoder-Decoder architecture and (b) the architecture
within each encoder and decoder.

In order to calculate multi-head attention, one must first calculate the scaled dot

product self- attention multiple times and in parallel. Each scaled dot product

self-attention is produced by each encoder generating a query, key and value vector

for each word in the input sequence. An example of input sequence ’Dogs love cats’,

would result in the following representations: q_Dogs, q_love, q_cats, k_Dogs,
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k_love, k_cats and v_Dogs, v_love and v_cats . The first step then proceeds to

calculate the dot product between the query vector q_Dogs and all key vectors:

score_1 = q_Dogs · k_Dogs (2.21)

score_2 = q_Dogs · k_love (2.22)

score_3 = q_Dogs · k_cats (2.23)

The next step involves dividing each score by 8 which is the square root of the

dimension of the key vector and each result is normalised through a softmax function.

Then each normalised score is then multiplied by the value vectors v_Dogs, v_love

and v_cats and the sum of the three values produces the final output of the

self-attention layer.

The query, key and value vectors in the encoder are generated from the input

sequence, however in the decoder the query vector is produced by the target sequence

whilst the other two vectors are still generated from the input sequence. The

Transformer network has no mechanism to store time dependencies and only encodes

this indirectly in embeddings (by taking the sum of word embeddings and position

embeddings). Therefore in order to prevent the decoder from paying attention to

subsequent positions the layer is ‘masked’. This also serves the purpose of ensuring

that the predictions can only be made for known outputs.

Adding attention to other types of neural networks such as a LSTM has brought on

state-of-the-art results in a variety of SA tasks (Zhou et al. 2016). More specifically,

the model proposed by Yang et al. (2016) has been hugely successful in polarity

classification using the original attention mechanism proposed by Bahdanau et al.

(2014), where Figure 2.16 shows the outline of the model. Essentially this model
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draws on the strength of the bidirectional LSTM to capture context and uses

attention to identify the most important words in a sequence.

Figure 2.16: Bidirectional LSTM with attention mechanism (adapted from Yang
et al. (2016))

2.3.4 Modelling Long Sequences

RNNs have been very powerful in a number of different sequence learning tasks

(Cho et al. 2014, Zhao et al. 2017), but they still remain hard to train due to the

problem of vanishing and exploding gradient descent (Bengio et al. 1994, Pascanu

et al. 2012). This problem impacts on the RNN’s ability to learn long sequences

whilst maintaining mid- and short-term memory, when using gradient descent. Any

instability of the gradient over multiple layers will impede the learning process due

to the recurrent use of weight matrices that aggravate the instability. The decay

(vanishing gradient) of the error signal over time leads to the error signal being

lost. In the case of growth (exploding gradient descent) the opposite problem occurs

where there are so many long-term error signals, that the short-term error signals

are overpowered by them. Bengio et al. (1994) argues that RNNs must learn to

retain information over a long period of time in the presence of noise.

Therefore there have been three main approaches to utilising RNNs for long

sequence learning. Firstly, there are specialised neurons and cell structures in
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RNNs (Koutnik et al. 2014) as well as hierarchical grouping of network modules.

Popular approaches of specialised neurons and cell structures include the LSTM

or GRU (see section 2.3.2). Hierarchical approaches can be broadly summarised

into multiscale RNNs which group the hidden units of the network into multiple

modules that operate on different times. Often specialised cell structures and

hierarchical approaches are used in combination with each other. Overall these

approaches resolve some of the common problems vanilla RNNs have, whilst also

making them more computationally efficient. This is due to the network making

less updates to higher layers, which also means that long term dependencies are

updated less frequently at a higher level. This includes the ability of having a more

flexible resource allocation (e.g.: more units can be used when learning long-term

dependencies and less units can be used when learning short term information).

Secondly, there have been RNNs using second-order optimisation techniques as

well as random initialisation (Koutnik et al. 2014), these methods mainly utilise

orthogonal matrices for initialisation. Finally, the attention mechanism (see section

2.3.3) was invented to solve the problem of learning long sequences for the problem

of machine translation (Bahdanau et al. 2015).

Specialised neuron and cell structures

Most notably work by Hochreiter & Schmidhuber (1997b) has proposed the LSTM

cell for RNNs and other ‘gating’ structures have been introduced for tackling this

problem such as the GRU (Cho et al. 2014). El Hihi & Bengio (1996) propose

the first hierarchical recurrent neural network to model long-term dependencies,

where different layers work on different time scales. Research conducted by Lin

et al. (1996) introduces the ‘Nonlinear autoregressive exogenous’ (NARX ) RNN

using an orthogonal mechanism. A delay line is used for a single input and the

output signal is fed back by a delay line to the input. Whilst the architecture
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does not completely eradicate the problem it is shown that it can retain long-term

information better than traditional RNNs. Work by Gers & Schmidhuber (2000)

extends traditional LSTMs with weighted ‘Peephole Connections’ that allow each

gate in the LSTM to look at the cell state. Therefore all gates in the LSTM cell add

the ongoing cell-state to their input, where the previous cell state is added to the

input gate and the current cell state is added to both the forget and output gate.

The Echo-State-Network was introduced by Jaeger & Haas (2004) and consists of a

RNN with sparsely connected hidden layers, where both the weights and connectivity

of each neuron are fixed and assigned randomly. Work by Graves et al. (2006)

proposes a task called Connectionist Temporal Classification (CTC), which uses a

RNN structure to label unsegmented sequences. The key idea is to analyse the

outputs of a network as probability distributions over each possible label sequence

that is conditioned on a input sequence. The CTC model has a softmax output layer

that has more than one unit than there are labels. This extra unit is used to observe

when a sequence has no label. Unlike other sequence labelling algorithms CTC does

not make assumptions about statistical properties of the data, patterns or relations.

This work was extended by Fernández et al. (2007), who introduced a hierarchical

approach of stacking multiple LSTM that have CTCs, where at each layer sequences

of labels are predicted and fed forward to the subsequent layer. This approach is

called Hierarchical Connectionist Temporal Classification (HCTC) and is used for

sequence labelling in structured domains. The error rate is back-propagated using

gradient descent through all lower levels, but can be adjusted depending on the

degree of uncertainty of the target label. The level of uncertainty depends greatly

on the variability of data. Sutskever & Hinton (2010) introduced Temporal-Kernel

Recurrent Neural Networs (TKRNN) to overcome the problem of learning long-term

dependencies by applying it to a serial recall task that uses an arbitrary sequence

of characters with variable length. The TKRNN is similar to the NARX RNN in

its nature, however the TKRNN has direct connections between units at each time
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step.

Work conducted by Koutnik et al. (2014) introduces a modification to the vanilla

RNN, called Clockwork-RNN (CRNN). The network’s hidden layers are split into

modules, where each module has its own clock rates. Each separate module is fully

interconnected, however recurrent connections only exist between two modules, if

the time period or clock rate ‘a’ of the first module is larger than the clock rate of

the subsequent module ‘b’. Sorting modules based on the clock rate enables the

network to propagate the hidden state from right-to-left or in other slower to faster

modules. The clock rate is chosen arbitrarily. Therefore the network is able to

focus on both long-term dependencies through the slower rate modules processing

context information as well as short-term dependencies processing high frequency

information through the faster modules.

Chung et al. (2015) introduced a Gated Feedback Recurrent Neural Network

(GF-RNN), which has a global gating unit that controls signals from upper RNN

layers to flow to lower layers in stacked RNNs. It is a simplified version of the

CW-RNN, where the connectivity pattern is not based on two consecutive time

steps and no clock rate is introduced for each module. Similarly to the CW-RNN

the hidden units in this network are separated into modules, where each module is

linked to a different layer in the hierarchy and each module is connected to all other

modules. Each recurrent connection between two modules is gated by a logistic

unit, which is called the global reset gate and it its values are derived based on the

recurrent input and the previous hidden states.

Research conducted by Neil et al. (2016) introduces a recurrent neural network that

overcomes the problem of discontinuous input sequences, such as temporal sequences

collected from sensors. Using discontinuous input sequences subsequently leads

to inputs with variable sequences lengths and therefore most RNN models cannot

perform well on such tasks as they have fixed time steps. In order to circumvent this
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problem a new gating mechanism - called time gate - is proposed as an addition to

a standard LSTM. The time gate, which is controlled by a timestamp t is composed

of an independent rhythmic oscillation that has three defining parameters. All

parameters are learned during training and control when the gate is open or closed.

The cell state and hidden output of the standard LSTM cell can only be updated

during an open period of the time gate. Parameter one controls the real-time period

of the oscillation, whilst parameter two controls the ratio of the ‘open’ time until

the full period is reached and the third parameter controls the phase shift to each

phased LSTM cell. The time gate goes through three different stages, where the

gate is open in phase one and two, where it rises (0 to 1) in the first stage and falls

(1 to 0) in the second stage. There is only error decay during stages of openness

and during the last state the gate is closed and maintains the previous cell state.

Chang et al. (2017) introduced a dilated recurrent neural network to model long

sequences, which comprises of dilated recurrent skip connections. Their experiments

are carried out on three datasets, including MNIST and Penn-Treebank achieving

state-of-the-art results on all benchmark datasets.

Dilations have first been introduced by Van Den Oord et al. (2016) in Convolutional

Neural Networks for modelling audio waves. Since then dilations have been applied

in a number of different settings, including reinforcement learning tasks where fixed

dilations were used (Vezhnevets et al. 2017). Work by Chang et al. (2017) introduced

a Dilated RNN by using dilations and skip connections to overcome the challenge of

learning long sequences. So far these models have not been considered for sentiment

analysis tasks yet, however the model proposed by Chang et al. (2017) was tested on

a natural language processing task called tree parsing. The proposed model makes

three advances that allow the learning of longer sequences. Firstly, dilated skip

connections are introduced, which are computed where s(l) is the skip length; or

dilation of layer l;x(l)t is the input to layer l at time t; and f(·) denotes any RNN
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cell and output operations

c
(l)
t = f(x

(l)
t , c

(l)

t−sl)· (2.24)

The main difference to a normal skip connection here is that the dependency c(l)t−1 is

removed from traditional skip-connections (outlined in equation 3.26).

c
(l)
t = f(xlt, c

(l)t−1 , c
(l)

t−s(l))· (2.25)

One of the key benefits of this model is that it allows dilations to be increased

exponentially, which was not possible previously. s(l) denotes the dilation of the l-th

layer

s(l) =M (l−1), l = 1, . . . L. (2.26)

Therefore information of longer sequences can be learned at different layers, which

circumvents loss of information over time and avoids the problem of exploding/

vanishing gradient descent.

Chung et al. (2016) argue that it is essential for RNNs to ‘dynamically adapt

its timescales’ to different lengths for each input sequence. If RNNs are given

fixed boundary information it becomes easy to learn hierarchical representations

in temporal data. However, this is not the case when no boundary information

is provided. To overcome this problem a novel learning model called ‘Hierarchical

multiscale RNN’ (HM-RNN) is proposed, which uses a parameterised boundary-

detector at each layer. The HM-RNN employs a binary boundary detector that is

considered to be ‘turned on’ once a segment has been completely processed, given

that the value of the boundary state is 1. The boundary state is selected based on two

conditions - the current time step in the layer below and the boundary state of the
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previous time step in the same layer. The boundary state is dynamically determined

based on three different operations: UPDATE, COPY and FLUSH. The ‘UPDATE’

operation is similar to the original LSTM update gate proposed by Hochreiter &

Schmidhuber (1997c), but is executed sparsely. The ‘COPY’ operation retains the

whole state without loss of information and occurs when the value is 0. Finally,

the ‘FLUSH’ operation is utilised when a boundary is detected and a summary of

the representation is ejected into the upper layer and the state is reset for a new

incoming segment.

Second-order optimisation and informed random initialisation

Another research direction has looked at the optimisation of the recurrence matrix

in RNNs by proposing approaches such as orthogonal or unitary matrices for

initialisation (Saxe et al. 2013, Arjovsky et al. 2016).

Martens & Sutskever (2011) used Hessian-Free optimisation with a

‘structural-damping’ function to solve the problem of learning long-term

dependencies in RNNs. The model was tested on both synthetic and real-world

datasets and it outperforms a standard LSTM. However, there are some

disadvantages to this approach which include longer training times and the

LSTM cannot be paralleled. Research conducted by Pascanu et al. (2013)

introduces ‘gradient clipping’, which is used to solve the vanishing gradient descent

problem, the original idea here was first proposed by Mikolov et al. (2011). The

‘clipping method’ introduced prunes the gradient based on the temporal component,

which introduces an additional hyper-parameter called threshold. Experiments are

run using the Penn Tree Bank and a music prediction task, where the method

achieves state-of-the-art results on a language modelling task. Work by Le et al.

(2015) introduces a RNN with rectified linear units (ReLUs), called the ‘IRNN’

and have used an ‘initialisation trick’ to train a RNN compromised of ReLUs
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with the same success as LSTMs, where the recurrent weight matrix is set to be

the identity matrix and all biases are set to 0. Therefore each new hidden state

vector is produced by copying the previous state vector and adding on effect of

the current inputs, where all negative states are replaced by 0. This means that

the state of the RNN stays the same indefinitely, if there is no input given to the

RNN. Thus, the IRNN mirrors the behaviour of the LSTMs gates, because the

error is back-propagated through time and remains constant when assuming that

no additional error-derivatives are added. The network is benchmarked against

LSTMs, RNNs with tanh units and RNNs with ReLUs with random Gaussian

initialisation. Experiments are conducted on the adding problem, language

modelling, speech recognition and MNIST. Results indicate that the proposed

method can compete with existing methods such as LSTMs, but is outperformed

by a bidirectional LSTM in the speech recognition task. Work by Arjovsky et al.

(2016) has proposed the use of unitary weight matrices to circumvent the problem

of vanishing and exploding gradients when learning long sequences. Their network

is tested on a set of pre-determined tasks, including the copying memory problem,

adding problem and the MNIST classification task, where the proposed network

outperforms LSTMs.

Overall, it can be seen that whilst various leaning models adapted for long sequences

have been deployed for a variety of different task, including ‘sentiment analysis’,

there has been little evidence of how these networks would perform on other

real-world tasks, such as fine-grained emotion detection.
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2.4 Language Models

The idea of using distributed word representations that are generated by neural

networks and take advantage of the surrounding context was first popularised by

Bengio et al. (2003) in the form of statistical language models (hereafter LMs).

Other work has noted that encoding data into distributed word embeddings can

improve performance in many different NLP tasks (Bordes et al. 2011) and this has

been further advanced through the use of neural network based LMs that incorporate

contextual information (Krasnowska-Kieraś &Wróblewska 2019). Over recent years,

LM research has mostly relied on RNN structures, such as LSTMs, to obtain strong

benchmark results. However, issues traditionally associated to RNN architectures,

such as learning long-term dependencies, have still not been resolved and therefore

impact on LM research (Dai et al. 2019).

The following section will give an overview of existing LMs that produce word

embeddings for NLP tasks, such as Word2Vec and BERT. Word embeddings

can be grouped into static word embeddings and contextualised word embeddings

(Ethayarajh 2019a, Peters et al. 2019). There will be a further distinction between

unidirectional LMs and bidirectional LMs in order to gain a better understanding

of the neural network varieties used in current LM research. Furthermore, it will be

outlined how these types of LM and embeddings representations may fall short when

applied in the context of SA. Then an overview of existing embedding representation

for SA purposes will be given.

2.4.1 Static Word Embeddings

The two most popular static word embeddings are called Word2Vec (Mikolov,

Sutskever, Chen, Corrado & Dean 2013) and Global Vectors (GloVe) (Pennington

et al. 2014). These models have been used in a number of different domains, such
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as sentiment analysis (Xue et al. 2014) or document classification tasks (Lee &

Dernoncourt 2016). Other research has also focused on understanding the theory

behind these LMs (Allen et al. 2019).

Word2Vec was first introduced by Mikolov, Chen, Corrado & Dean (2013) as a

novel neural network architecture to generate continuous word vector representations

for large datasets. The key idea behind this work is that unlike previous LMs,

Word2Vec accounts for similarity of words to each other so that words that appear

in the same context share a similar embedding space. In their work they propose two

different ways in which embedding representations can be learned: (1) Continuous

Bag-of-Words model (CBOW) and (2) Continuous Skip-gram model (CSGM). The

main difference between these two approaches is that CBOW predicts the target

word corresponding to its context and that CSGM takes the target word to predict

the context. While both approaches have their own benefits, it has been found that

the CBOW method performs faster on larger datasets and CSGM works better for

smaller data with rare words.

Global Vectors is another popular static word embedding method, which was

introduced by Pennington et al. (2014). GloVe is based on an unsupervised

learning algorithm - called a log bilinear model - where the main motivation is

that the probability of word co-occurrences can encode meaning. Therefore GloVe

first computes word co-occurrence matrices based on a given window size and

then computes the co-occurrence rations between words. Words that have similar

meaning would co-occur more frequently with each other, e.g.: apple occurs more

often with fruit, than it would with cars. Therefore GloVe relies on global count

statistics and not just on local information. The main difference between GloVe and

Word2Vec is that GloVe learns representations through co-occurrence matrices and

Word2Vec learns representations through predicting context words or a target word.
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2.4.2 Contextualised or Dynamic Word Embeddings

One of the main disadvantages of static word embeddings has been that they cannot

take advantage of larger context when producing embedding representations as these

are all based on co-occurrence of words with each other or predicting words from

a very short context (skip gram). The following section will give an overview over

both unidirectional and bidirectional language models (also known as contextualised

word embeddings) that are able of incorporating context.

Unidirectional LMs

Unidirectional neural LMs share the way in which they assign a probability over an

input sequence and how it is estimated. The main differentiating factor of these LMs

is in which way the output vector is computed. The following section will outline

examples based on CNN, RNN and Transformer LMs that are used to generate word

embeddings.

RNN based Research conducted by McCann et al. (2017) introduces Contextual

Word Vectors (CoVe), which are pre-trained by an LSTM encoder on a number of

machine translation datasets. The output of these representations is then appended

to word embeddings that are commonly used in a variety of NLP tasks, such as

GloVe. Apart from issues that arise through the usage of LSTMs, this type of

representation is dependent on the amount of available datasets during pre-training.

Work by Khandelwal et al. (2018) has investigated to which extent context is utilised

in a standard LSTM LM. For this an ablation study is conducted and the main

results are as follows: (i) the model is able to use around 200 tokens of context,

(ii) it distinguishes nearby context from information further in the past through

the 50 most recent tokens and (iii) the model is sensitive towards word order when

processing the 50 most recent tokens, but is less sensitive to tokens beyond that.
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CNN based Work by Dauphin et al. (2017) introduced the first LM approach

for large scale language tasks that was not based on a recurrent architecture and

achieved competitive results. For this they introduced stacked gated convolutional

networks that have the ability to extract features over larger context, which enables

them to capture long-term dependencies in a similar manner to RNNs. Another

concept borrowed and adapted from RNN structures is the gating mechanism used,

where it used to combat the issue for vanishing gradient descent in the network

(named Gated Linear Units). Simply put, this LM has the following architecture:

firstly an input sequence is fed to a look-up table. Then the output is fed into a

convolutional layer and afterwards to the gating mechanism. The final step uses a

variation of a softmax, called adaptive softmax to produce the final output. One of

the benefits of this approach is that it is able to process inputs in parallel and is not

restricted by the sequential nature of traditional RNN architectures.

Self-attention based Transformer XL networks were first introduced by Dai et al.

(2019) to overcome the issue of Transformers only being able to learn fixed-length

representations. Borrowing the idea of recurrence from RNNs, the hidden states

of each layer are reused as the input of the next segment. Due to these recurrent

connections the network is able to take advantage of long-term information that

can be accessed at any layer within the network. Furthermore this also helps to

combat the issue of context fragmentation due to the information passing through

the whole network. Finally, attention lengths are generalised to be longer than the

ones observed during training.

Bidirectional LMs

Bidirectional LM approaches have gained increasing popularity due to their ability

to produce state-of-the-art results in a number of downstream NLP tasks, such as
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text classification (Sun, Qiu, Xu & Huang 2019) or Sentiment Analysis (Sun, Huang

& Qiu 2019). This is due to their ability to learn word representations that are

contextualised.

Research conducted by Peters et al. (2017) reviews the first existing bidirectional

LM models that have been used in handwriting recognition and machine translation

tasks. In this work they use stacked bidirectional RNNs to learn representations

by concatenating the hidden states from the forward and backward pass in a

sequence tagging task. This enables the network to encapsulate both past and

future information into the context sensitive representation. The proposed model is

called ‘TagLM’ and was evaluated on a NER task and chunking task, outperforming

previously proposed methods.

ELMO was motivated by the idea that a word can have multiple meanings in

different contexts, e.g.: the word ‘play’ can have different meanings depending on

the context it is used in. Previously proposed word representations however would

assign the same representation of ‘play’, regardless of the context the word is used in.

To rectify this problem Embeddings for Language Models (ELMO) (see Figure 2.17)

was introduced, which stands for Embeddings for Language Models. ELMO is a deep

bidirectional LM that is based on multiple layers of LSTMs, where the architecture’s

lower level LSTM states are capable of capturing syntactic information, whilst higher

level LSTMs capture the context of a word (Peters et al. 2018). More specifically,

ELMO first uses a character-level CNN to represent raw word vectors, which are

then used as input representations into the first BiLM. The forward and backward

pass of this first BiLM then forms the intermediate word representation that is then

fed into the next BiLM. The final output of this process is the weighted sum over

the initial word vectors and their intermediate representations, resulting in deep

contextualised word embeddings. Unlike previous LMs, ElMO looks at the entire

input sequence before computing an embedding representation for each word, which
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means that the same word can have a different representation in a different context.

Figure 2.17: Architecture of the Bidirectional Language Model ‘ELMO’.

GPT2 was introduced by Radford et al. (2019) and is the successor to the

previously introduced GPT-1, which stands for ‘Generative Pre-training’. The first

iteration of Generative Pre-training (GPT) proposed a generative learning model

using the decoder of a transformer (12-layers) and masked self-attention. This LM

was trained on the BookCorpus dataset using a combination of the unsupervised

and supervised training approach, which resulted in an LM with 117M parameters.

Later, GPT-2 was proposed, which is based on the Transformer network, where

some extensions were made to it to also produce contextual word embeddings. An

additional

normalisation layer was added after the last self-attention mechanism and the layer

normalisation that takes place after calculating self-attention. The Transformer

network has now been moved to the input of each new encoder. GPT-2 was trained

on over 8 million documents, which is a huge increase over the previous version

and resulted in a LM with 1.5B parameters. Since then GPT-3 has been proposed
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(Brown et al. 2020), which has surpassed GPT-2’s size with 175 billion parameters

and used dense and locally banded sparse attention patterns in turns.

BERT Bidirectional Encoder Representation from Transformers (BERT) was

introduced by Devlin et al. (2018) as a new LM that was trained on over 3 billion

tokens (see Figure 2.18). In their work two different types of BERT were introduced,

BERT Base, which is 12-layers deep and BERT large, which is 24-layers deep. One

of the key features of BERT is that it randomly masks words of a sentence and

then predicts them, which is unlike previous LMs that predict the next word in

a sequence. Whilst BERT is based on the popular Transformer architecture, it

uses self-attention bidirectionally. Since BERT has been build it has drawn much

attention from the research community, inspiring work that applies BERT to be

adapted for different domains (Yin et al. 2020, Yao et al. 2019b), investigate how it

can be made more efficient (Lan et al. 2019) and analysed what BERT focuses on

(Clark et al. 2019).

Figure 2.18: Simplified architecture of the ‘BERT’ Language Model adapted from
Devlin et al. (2018)

Work by Ethayarajh (2019b) looks at using orthogonal and linear transformations

to learn relationships between words and outlines how attention-based LMs are more

sensitive towards syntax or positional information. The use of attention in LMs has

also sparked the question to which extended these new LMs can be used to learn
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from KBs (Petroni et al. 2019), where researchers have looked into which extend

existing LMs, such as as BERT or ELMO already store commonsense knowledge

and have found that especially BERT seems to outperform on the tasks they

introduced. Chen, Zha, Liu, Chen, Yan & Su (2019) aims to extract general-purpose

relation embeddings in textual data, where they use global co-occurrence statistics

between text and KB relations as their supervision signal. For this they train a

Transformer network and project the resulting output to a new vector, which is the

final embedding representation.

Most of the previously mentioned static word embeddings and LMs have been

applied to SA tasks, however, this has often been limited to polarity detection

only. Furthermore, most work in the space of LM models has focused on finding the

semantic and syntactic similarities of words (Bengio et al. 2003), which is natural

given the tasks they were originally used for such as coreference resolution (Dhingra

et al. 2018) or analogy prediction (Reed et al. 2015). However, less attention has

been paid to incorporating emotional context or meaning. Work by Ren et al.

(2016) has argued that one of the limitations of current approaches is that one

embedding is generated for each word and it does not take into account that a

sentiment-bearing word could be polysemous. Whilst approaches like ELMO were

specifically developed to take into account polysemous words and currently are more

successful in SA tasks, they still do not incorporate emotional context or meaning

explicitly. Research conducted by Ethayarajh (2019a) has found that the same word

in contextual word representations can occur in different contexts but have identical

vector representations and the context-specificity is different in different models.

Arguably this also impacts on the performance in SA tasks, because an emotion

word such as ‘surprise’ can have different meanings in different context. Recent

research has found that pre-trained LMs ‘teach’ neural networks about the structure

of language (Clark et al. 2019) in subsequent tasks such as machine translation or

question answering. Therefore it could be argued that utilising pretrained LMs
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that incorporate sentiment could also yield better performance in SA specific tasks.

Furthermore, it has been argued that whilst neural network based LMs do not

require feature engineering, we cannot conclusively know what kind of features are

being trained on (Krasnowska-Kieraś & Wróblewska 2019).

In order to compensate for the lack of emotional meaning and context in existing

embedding representations and LMs, some research in SA has focused on developing

sentiment embeddings.

2.4.3 Sentiment Embeddings

Including additional information such as sentiment into embedding representations

has been an active research area in SA, because traditionally word embeddings

and LMs have only focused on capturing syntactic and semantic information (Yu

et al. 2017, Tian et al. 2020) and not considered the impact of missing sentiment

information. This means that words carrying opposing sentiment or emotion can

have similar vector representations, which could impact on worse SA performance

on a range of different tasks (Tang, Wei, Qin, Yang, Liu & Zhou 2015). Examples

of this could be words such as ‘good’ and ‘bad’ or more subtle and fine-grained ‘sad’

and ‘upset’. Furthermore it has been argued that words carrying sentiment can also

have different polarities or emotions, when used in different topics or context (Ren

et al. 2016).

Similarly, Zhang, Wu & Dou (2019) noted that oftentimes words are put in the same

category based on common statistics in many LMs. However, these words may have

different polarities and a common approach to overcome this issue relies on using

fixed embeddings or fine-tuning existing LMs or embedding representations.

The following section outlines different approaches for generating word embeddings

that integrate some form of sentiment information into their representation. The
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main focus here is on statistical approaches, where embedding representations

learned by machine and deep learning algorithms are considered.

Early work by Maas et al. (2011) uses a probabilistic topic model that derives

polarities based on the embeddings of each word. The model is then compared

to other existing topic models, including Latent Dirichlet Allocation (LDA) and

Latent Semantic Analysis (LSA). Work by Labutov & Lipson (2013) uses logistic

regression to re-embed existing embeddings. Research conducted by Liang et al.

(2019) proposes the use of refined word embeddings for a task within the broader

field of SA, called TABSA which aims to identify aspects in relation to their targets

and infer a sentiment from target-aspect pairs. More specifically, this is motivated

by the fact that most previous work in ABSA and TABSA utilised random vector

representations for both targets and aspects, which means that both semantic

information and independence between targets, aspects and context is lost. This is

done by feeding a randomly initialised embedding representation into the proposed

model, called the RE+SenticLSTM. The embedding representations are initialised

using GloVe and then used as input into the model to learn refined representations

of targets and aspects. This approach outperforms other approaches, however, it

has only been tested on one specific task using datasets that depend on existing

annotations for targets and polarities.

Yu et al. (2017) proposed a vector refinement model that can be applied to pretrained

word embeddings (e.g.: Word2Vec and GloVe), where existing word embeddings are

adjusted so that semantically and sentiment similar words are closer to each other

and vice versa. This is done by utilising a sentiment lexicon that contains real-valued

sentiment scores. The first step then calculates the semantic similarity between the

affective word of the lexicon and words using the cosine similarity of their respective

pretrained vectors. Next, the top-k most similar words are considered as nearest

neighbours and then re-ranked according to the sentiment scores provided by the
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lexicon. This results in words that are closer in sentiment to be ranked higher. The

model is then benchmarked against a range of different neural network approaches

and evaluated on binary and fine-grained classification on the Stanford Sentiment

Tree Bank (SST). Unlike previous models this work does not require an already

labelled dataset, but is trained on a limited lexicon of around 13k individual words.

Furthermore, it has to be considered if such an approach would work on other types

of datasets or tasks. More specifically, a huge amount of data is drawn from social

media platforms for SA tasks, which often contains colloquial language and other

non-standard words.

Especially in binary or polarity classification tasks for SA there has been an

improvement upon using sentiment-aware word embeddings, where a polarity label

is often used to optimise word vectors.

Research conducted by Lan et al. (2016) introduces three CNNs that learn

Sentiment Word Vectors (SWV) through an additional sentiment channel. The

Mixed-Sentiment Word Vectors (SWV-M) mix both semantic and sentiment

information into the same dimensional vectors, which also means that both

semantic and sentiment error are back-propagated and updated simultaneously. The

Combined Sentiment Word Vector (SWV-C) trains the semantic and sentiment

vector separately and both vectors are then combined. The final model called

Hybrid-Sentiment Word Vector (SWV-H) is a combination of the SWV-M and

SWV-C model. Here the SWV-H model also learns two separate vectors for semantic

and sentiment vectors, where there is a sentiment-semantic (based on SWV-M) and

sentiment-alone representation (SWV-C). The models are evaluated on two tasks,

where the first task is to predict the sentiment polarity of words in a lexicon using

an SVM. The second task is a tweet classification task based on three polarities

(positive, neutral and negative).

Tang et al. (2014) introduced Sentiment Specific Word Embeddings (SSWE), where
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the nearest neighbours in an embedding representation are not only semantically

close, but also close in sentiment. For this task sentiment embeddings are learned

from tweets using emoticons as labels for positive and negative polarities. For this

they use a C&W model, which is a feed-forward neural network that generates word

embeddings based on n-grams. This model is then refined through polarities by

modifying the loss function, which is a weighted linear combination of the context

loss and sentiment loss. The embeddings are evaluated on three different SA tasks,

word-level SA for sentiment lexicons and sentence level SA classifying tweets and

reviews.

Research conducted by Ren et al. (2016) proposes a method to enrich embeddings

with topic and sentiment information in order to overcome the issue of traditional

word embeddings not taking into account sentiment-bearing words and the context

or topic they are used in. Therefore two learning models are introduced to generate

Topic Sentiment Word Embeddings (TSWE) and Topic-Enriched Word Embeddings

(TEWE). Both models are using a n-gram based neural network (C&W model) that

is capable of learning local context and semantic relations. The TEWE learns the

topic distributions of the input text based on n-grams, where the topic distribution

is learned using Latent Dirichlet Allocation (LDA). The final softmax then outputs

both the topic distribution and n-grams. The TSWE model on the other hand

has two softmax output layers, which output the sentiment and topic distributions

respectively. Then for each model Multi-Prototype Word Embeddings are produced,

which calculates an additional ‘environment’ vector for high-frequency words with

similar meanings. These new vectors are then clustered using k-means clustering

using the cosine distance. This leads to a new embedding dictionary that contains

cluster centres of the same words taking into account topics and their different

sentiments. Finally, the embeddings are tested in a twitter classification task using

a CNN to predict tweet polarities.
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Research conducted by Li, Lu, Long & Gui (2017) argues that word embeddings do

not only carry semantic, but also sentiment meaning that can be obtained through

training. In their work a framework is proposed based on affective lexicons and

seed words, which achieves competitive results in various downstream SA tasks.

Dragoni & Petrucci (2017) generate skip-gram based word embeddings from a

corpus of opinionated documents and apply the task to polarity prediction for

multi-domain SA. Work by Picasso et al. (2019) used a finance-specific dictionary

and Affective Space (Cambria 2016) to extract sentiment embeddings from news.

These were then incorporated in both machine learning (e.g.: SVM) and a feed

forward neural network for market trend predictions. The resulting learning model

was then able to accurately classify both positive and negative market trends. More

recent research conducted by Xu et al. (2020) introduces LMs that are specifically

developed for the end-task (in this instance aspect-based SA) in mind, where an

extension of BERT is proposed. The model is evaluated on the ABSA task classifying

aspects of laptops and restaurants into three polarity categories. At the same

time Yin et al. (2020) proposed a modification of BERT for phrase-level sentiment

classification and test it on the emotion intensity classification task using Twitter

data. The model ‘SentiBERT’ is trained on the SST (Stanford Sentiment Tree)

and achieves competitive results, whilst also demonstrating the transferability of

the model. Tian et al. (2020) propose ‘SKEP’ (Sentiment Knowledge Enhanced

Pre-training), which embeds sentiment words, polarity and aspect-sentiment pairs

into the representations during training. This is done by sentiment masking, which

is not random but through the use of previously learned sentiment knowledge. A

Transformer architecture is used in this work and the model is tested on three tasks,

sentence polarity classification, aspect-level sentiment classification and opinion role

labelling. Results indicate that on these tasks SKEP outperforms other transformer

networks.

Although these aforementioned sentiment embedding representations solve the
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problem of integrating sentiment information into word representations, there are

still a number of limitations. Firstly, previous work has mostly focused on polarities

where commonly positive and negative labels are used to indicate the sentiment.

At the point of writing this thesis, there was no work found that incorporates

fine-grained emotions using neural network based approaches. Secondly, more

recent approaches have focused on generating sentiment embeddings for specific

tasks only, such as TABSA or ABSA. Traditionally these tasks use a large amount

of labelled data - sometimes labelled by humans- which arguably makes the

resulting embeddings less scaleable or transferable to other tasks. Finally, sentiment

refinement has been limited to static word embeddings, which leaves room for further

experiments using more advanced methods such as BERT or ELMO.
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2.5 Knowledge Representation

Machine and Deep Leaning algorithms have been at the forefront of recent

advancements in various NLP tasks, including SA. However, there are three

unresolved issues concerning Machine and Deep Learning algorithms, which include

the need for large amounts of data for training, variety in training approaches that

lead to varying results (reproducibility) and no transparency over an algorithm’s

decision making process (explainability) (Cambria et al. 2018). These key issues

have greatly impacted on the advances of NLP to achieve human-like performance

and it has therefore been argued that there is an increased need to merge and utilise

a number of disciplines (e.g.: linguistics, affective sciences, computer science and/or

common sense reasoning) to achieve human-like performance in NLP (Cambria

et al. 2018). In order to incorporate knowledge or common sense knowledge

into machine and deep learning methods, researchers have focused on building a

number of different resources. Within the field of NLP there have been three

dominant ways to store knowledge in knowledge bases, namely lexicons, ontologies

and Knowledge Graph (KG). Over recent years particularly lexicons and KGs have

been successfully created and applied to a number of different tasks, including but

not limited to Topic Modelling (Schoene & de Mel 2019) and Sentiment Analysis

(Kiritchenko et al. 2014). Most notably the creation of lexicons such as WordNet

(Miller 1995) has influenced NLP tasks such as dependency parsing (Herrera et al.

2005), measuring word similarities (Pedersen et al. 2004) and document clustering

(Sedding & Kazakov 2004). This has also led to the creation of lexicons specific

for SA, such as WordNet-Affect (Strapparava et al. 2004) or the NRC emotion

lexicon (Mohammad & Turney 2013). Other methods include KGs that either

store commonsense knowledge, such as ConceptNet (Liu & Singh 2004) or are more

domain specific such as SenticNet (Cambria et al. 2018) and store both common

sense knowledge and sentiment information. Ji, Pan, Cambria, Marttinen & Yu
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(2020) have defined that the main difference between KGs and KBs is that KGs

have an innate semantic structure whilst other KBs may lack this.

In the following section different flavours of KBs will be briefly introduced for both

commonsense reasoning and SA. Furthermore it will be outlined how these KBs are

commonly created. Then an overview will be given of common methods to create

embedding representations from KGs and how sentiment has been incorporated

into knowledge representations. Furthermore, an overview will be given of the

intersection of language modelling and knowledge representation.

Many knowledge bases contain a range of either domain specific or commonsense

knowledge, where the latter aims to capture a range of different aspects of the human

experience, such as social or physical concepts of everyday life (Liu & Singh 2004).

One important aspect of the human experience is the way emotions influence actions

or thoughts (Hwang & Matsumoto 2013). It has been commonly acknowledged that

words are not only associated to emotions (Mohammad 2012), but also that emotion

properties can be inferred from emotion words (Strapparava et al. 2004). Thus, it is

intuitive to represent words associated with emotions in a knowledge base, which can

help us gain better insight into how humans experience the world and the associated

concepts.

Knowledge graphs are a popular means to represent KBs as they provide effective

semantics to data through relationships and efficient means to travers the captured

knowledge (Ehrlinger & Wöß 2016, Bordes & Gabrilovich 2014). Some of the most

successful and widely utilised KGs are build and maintained by organisations such

as Facebook (Facebook 2020), Google (Inc 2020) or IBM (Rajshree 2017) for a

variety of different tasks such as finding, extracting or organising entities (e.g., books,

products, people).

The use cases of these KGs are manifold and span from social relationship analysis

(Ugander et al. 2011) to improve web search engine results (Steiner et al. 2012).
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Other KGs have been constructed from multiple data sources, including remote

sensing data (Bückner et al. 2002) or natural language, such as news story lines

(Vossen et al. 2015). KGs have been successfully applied to a wide variety of different

natural language understanding tasks, such as biomedical event extraction (Liu et al.

2014), stock price prediction (Liu et al. 2019) and Sentiment Analysis (Ma, Peng

& Cambria 2018). KGs created from natural language often use sources such as

procedural texts (Das et al. 2018), Wikipedia (Exner & Nugues 2012) and other

webpages (Fan, Gardent, Braud & Bordes 2019) or are event-centric using news

articles or headlines to extract triples (Vossen et al. 2015, Rospocher et al. 2016).

However, whilst this type of language data is raw and provides its own unique

challenges, it is syntactically well structured when compared to the terminology and

language used on social media data. Textual data taken from social media platforms

also often contains colloquialisms, emojis or hashtags that are often not found in

normal text, but still carry important meaning and relations that are useful (Novak

et al. 2015) and can in some cases contain more affective content compared to other

textual data (Champoux et al. 2012). Research conducted by Mohammad (2012)

has found that tweets that contain hashtags consisting of emotion keywords such

as ‘sadness ’ are good indicators of the overall sentiment of a tweet. Many efforts

in the creation of KBs have focused on automatic creation of commonsense KBs

such as ConceptNet (Liu & Singh 2004) or WordNet (Miller 1995). Whilst a KB

will contain words that may directly refer to an affect, e.g., ‘happy ’ or describe

some commonsense concepts that are associated to what an emotion is or how it is

expressed, it arguably fails to give insight into how humans feel about the world or

its associated concepts.
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2.5.1 Emotion Knowledge Bases

There are a number of knowledge bases which have been created with the specific

intention to capture human emotions, through both fine-grained emotions and

polarities that are associated to words. These often include lexicons, ontologies or

KGs, where some of the more advanced KBs also rely on linguistic rules in order to

improve accuracy of the KB.

Research conducted by Cambria et al. (2010) created a new KB resource for opinion

mining, where a collection of polarity concepts was created. There have been

many iterations of this work leading to the latest release of SenticNet 5 (Cambria

et al. 2018), which uses Recurrent Neural Networks to discover concept primitives.

OntoSenticNet (Dragoni et al. 2018) was build on top of SenticNet as an ontology for

SA tasks. Further work on SenticNet has seen new techniques developed that learn

polarities of new concepts and therefore increase SenticNet’s commonsense affective

concepts (Ofek et al. 2016). Another commonly used resource is the NRC lexicon

(Mohammad & Turney 2013) which is a KB created through human annotation

using Amazon Mechanical Turk. In this work around 14,000 words are annotated

for both polarities and fine-grained emotions based on the emotion theory proposed

by Plutchik (1984). The NRC lexicon also contains a suite of different resources that

include an emotion hashtag lexicon (Mohammad & Kiritchenko 2015) and support

in different languages (Kiritchenko et al. 2016). Further work by Mohammad et al.

(2013) described the creation of a lexicon based on tweets containing positive and

negative emoticons, called Sentiment140 lexicon.

WordNet Affect (Strapparava et al. 2004) is an extension of the already existing

KB WordNet Domains, where synsets were labelled with affective concepts. In this

work, a resource referred to as AFFECT that contains words associated to emotions,

feelings and attitudes amongst other categories is used. The content of this lexicon

is then projected onto WordNet, but required manual annotation to complete.
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Research conducted by Cambria et al. (2015) proposes AffectiveSpace which is a

resource created by aligning both ConceptNet and WordNet Affect resulting in an

n-dimensional vector space such that reasoning by analogy is enabled. The Human

Emotion Ontology was proposed by Grassi (2009) for the annotation of multimedia

data and is based on the use of Ekman’s six basic emotions (Ekman et al. 1987)

where concepts such as arousal, valence and dominance have been added. Work

by Baccianella et al. (2010) introduces SentiWordNet, which is a lexicon based on

WordNet synsets that contains three numerical scores to depict positive, negative

or neutral stance of an entry. Oneto et al. (2017) introduce AffectNet, which is a

common sense KB that contains both concept-level features and semantic links to

aspects and their sentiment polarity. Thakor & Sasi (2015) have presented a model

that looks at retrieving tweets that contain negative feedback and comments on

postal services in the UK, USA and Canada with the goal to extract the reasons

for customer’s dissatisfaction. As part of this study an ontology based on Twitter

data was built and then used to define the problem from the negative tweet. More

recently, work by Buechel et al. (2020) has proposed a methodology to create

arbitrarily large emotion lexicons for any given language in order to overcome the

issues of manual annotation and scalability. Finally, it is important to note that

there are a number of ethical considerations to be taken into account, when working

with such resources or creating new ones (Mohammad 2020).

2.5.2 Creating Knowledge Graphs

Knowledge base is a term used to describe a number of different computational

resources that can include lexicons, ontologies and knowledge graphs. Knowledge

graphs typically consist of a mapping between relations and entities (Paulheim

2017), where in KGs created from natural language these mappings are captured

through the Subject-Predicate-Object structure, which is commonly used in the
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English language (Crystal & McLachlan 2004). This structure is often referred to

as a ‘relation triple’, which describes the relations between arguments in any given

sentence (Kríž et al. 2014).

The creation of KGs from raw data has been broadly defined as utilising a number

of operations and rules to form either one or multiple resources to create a new KG

(Paulheim 2017). This is commonly done automatically with varying approaches

from statistical (Dong, Gabrilovich, Heitz, Horn, Lao, Murphy, Strohmann, Sun

& Zhang 2014, Niu 1912), to neural (Bosselut et al. 2019), different existing tools

(Exner & Nugues 2012), and data resources (Vossen et al. 2015, Rospocher et al.

2016). Knowledge graphs created from natural language have been used in a number

of NLP tasks such as co-reference resolution (Ponzetto & Strube 2006), Open

Information Extraction (Fader et al. 2011) or Question-Answering (Augenstein et al.

2012). One of the most popular KGs for natural language tasks is ConceptNet (Liu

& Singh 2004), which is a commonsense KB that is used for real-world applications.

Other commonsense KBs include Freebase (Bollacker et al. 2008) or DBpedia (Auer

et al. 2007), which both extract information from Wikipedia to represent world

knowledge. The remaining class of KBs focuses on specific domains to represent

knowledge such as KBs that contain knowledge about legal texts (Montiel-Ponsoda

et al. 2018), medical records (Rotmensch et al. 2017) or life sciences (Ernst et al.

2014). Other work by Distiawan et al. (2019) has focused on completing Wikidata

utilising Wikipedia sentences by using a novel n-gram based attention mechanism.

There is some commonality in the approaches used when creating new KBs from

natural language where there are a number of different methods and tools utilised.

Obtaining triples from natural language is commonly done by extracting the main

verb, subject and object of the sentence (Fader et al. 2011, Cattoni et al. 2012).

Work by Schmitz et al. (2012) incorporates information through verbs, nouns

and other syntactic structures such as adjectives that carry important relational
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information. Common methods to refine this process include co-reference resolution,

named-entity recognition, Part-Of-Speech tagging or dependency parsing (Nakashole

et al. 2011). Often, existing NLP toolkits are used to complete this task (Carlson

et al. 2010, Exner & Nugues 2012, Niu 1912), where existing tools exist as part

of a new framework that creates the new KBs (Kertkeidkachorn & Ichise 2018).

Resources to create new KBs and triples also vary, where web pages (Fan, Gardent,

Braud & Bordes 2019, Nakashole et al. 2011), Wikipedia (Exner & Nugues 2012,

Kertkeidkachorn & Ichise 2018) or newspapers (Augenstein et al. 2012) are often

used. Another common step that is taken after the creation of a new KB is to map

it onto an existing larger KB (Augenstein et al. 2012). One of the most commonly

used KBs in NLP tasks is WordNet which is described as a lexical database and as

such is not linked through concepts and entities, but through 166,000 word-sense

pairs that show semantic relations (Miller 1995). Another area of research is the

completion of existing KBs where new nodes are being created. Most recently,

research by Bosselut et al. (2019) introduced COMET, a method to construct a KB

from ConceptNet using a Transformer Network to generate richer representations

from natural language that are able to complete the existing KB. Overall, it can be

seen that these KBs are often created at either end of an extreme scale that is human

versus automatic creation of resources. Also, some resources in the field of SA have

been created by extending existing work (e.g.: WordNet and WordNet Affect) or

aligning new resources with existing KBs (e.g.: AffectiveSpace and ConceptNet).

Finally, work by Mohammad (2020) gives a comprehensive overview over the ethical

considerations that have to be taken into account when creating a resource. These

include but are not limited to, coverage of words in a domain, socio-cultural biases

and source errors.
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2.5.3 Knowledge Graph Embeddings

Due to the highly structured nature of KGs it has traditionally been difficult to

manipulate KGs and represent its triples without losing any underlying meaning.

This has led to the proposal of a new research direction (Ji, Pan, Cambria, Marttinen

& Yu 2020), namely KG embeddings that has the goal to generate high quality

embeddings from KG information. Wang, Mao, Wang & Guo (2017) have described

the aim of Knowledge Graph Embedding (KGE) as a way to embed entities and

relations of a KG into a vector space which captures and maintains the structure of

the KG.

Over recent years KG embeddings have commonly been used for tasks to improve

KGs, where relation or link prediction (Chami et al. 2020, Xiao, Huang & Zhu 2015),

KG completion (Bosselut et al. 2019, Lin et al. 2015) or event extraction (Liu et al.

2014) are common tasks. However, KG embeddings have been used outside of the

space of KG applications. In the space of NLP, tasks such as co-reference resolution

(Rahman & Ng 2011), question-answering (Bordes, Weston & Usunier 2014, Bordes,

Chopra & Weston 2014) or information extraction (Wang, Mao, Wang & Guo 2017)

have achieved state-of-the-art results through the use of KG embeddings. KGE

has also been referred to as Knowledge Representation Learning (KRL) (Ji, Pan,

Cambria, Marttinen & Yu 2020), however for the purpose of this work only the term

KGE will be used. KGEs can be broadly split into two categories, where either KG

embeddings are build on facts alone or using additional information (Wang, Mao,

Wang & Guo 2017).

Facts Alone

Using facts alone to generate KG embeddings is a common technique and can

be further grouped into translational distance, semantic matching and other
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approaches.

A common approach is to firstly specify in what way entities e and relations r are

represented in the vector space, where an entity is usually represented as a vector

whilst a relation can be either a vector, matrix, tensor or Gaussian distribution.

Secondly, a scoring function is used for each triple to determine the likelihood or

plausibility of a triple (Ji, Pan, Cambria, Marttinen & Yu 2020), where triples

existent in the KG score higher compared to triples that have not been observed.

The final and third step is then to learn the embedding representation, which can

be seen as an optimization problem. Two of the main differences of the different

types of KG embeddings are in the nature of the scoring functions used to estimate

the likelihood of a triple.

Translational Distance Approaches In Translational Distance Model

Approaches (TDA), the scoring function is distance-based, where it measures the

distance between two entities after a relation carried out a translation. Within this

approach there are further subcategories, where the most popular approach is based

on a learning model called Trans E and its later iterations. Other approaches include

Gaussian embeddings and other unstructured models.

Trans E In order to gain an understanding of translational distance model, the

TransE (Bordes et al. 2013) will be used to outline the basic intuition behind the

approach. In TransE both entities and relations are represented in a vector space

Rd, where given a triple (h, r, t) the relation r is used a translation vector. Therefore

both embedded entities h and t can be connected to r with low error, where h+r ≈ t

and as long as (h, r, t) is true. Here the scoring function is then a negative distance

between h+r and t, where if the triple is true the scoring function is larger. However,

there are a number of limitations to this approach, including TransE not being able

to learn 1-to-N relations which means that triples with a shared relation but separate
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entities may be embedded in a similar vector space.

There have been a number of iterations of this model, such as TransH (Wang et al.

2014) to tackle such issues by introducing relation-specific entity embeddings, where

the goal is to learn specific and distinct entity representations given a relation. This

has led to introducing models that improved the aforementioned disadvantages,

but has also led to an increase of complexity and decrease of efficiency (Lin et al.

2015). Other work such as TransD (Ji et al. 2015) and TransSparse (Fan et al.

2014) have reused scoring functions of TransR (Lin et al. 2017), but improved

on efficiency by reducing the number of parameters required. In TransD this was

done by decomposing the projection matrix into a product of two vectors and the

introduction of an additional mapping vector. In TransSparse this was achieved by

utilising two versions called ‘share’ and ‘separate’, that both utilise one and two

sparse projection matrices respectively. Another major shift was then in learning

models that followed, where TransM (Fan et al. 2014), ManifoldE (Xiao, Huang &

Zhu 2015), TransF (Feng et al. 2016) and TransA (Xiao, Huang, Hao & Zhu 2015a)

all introduced a separate scoring function.

Gaussian Embeddings All models introduced so far have treated triples as

non-random points in vector space and uncertainty has not been taken into account.

Therefore work proposed by He et al. (2015) has used multi-variate Gaussian

distributions to represent triples as random vectors, where the distances of triples are

scored by using two random vectors of t−h and r. Here distance is measured through

the use of the Kullback-Leibler divergence and the probability of the inner product.

This enabled the proposed model, called KG2E to learn and represent uncertainties

of triple representations effectively. Other work using Gaussian distributions, was

introduced by Xiao, Huang, Hao & Zhu (2015b), where a mixture of Gaussian

distributions is used to take into account relations potentially having more than

one semantic meaning.



2.5. Knowledge Representation 83

Other unstructured models There are a few learning models that have looked at using

unstructured approaches to modelling triples, where for example one approach set

all relations r = 0 (Bordes et al. 2012). One of the major disadvantages of such

an approach is that the learning model is not able to distinguish between different

types of relations.

Semantic Matching Approaches In Semantic Matching Approaches (SMA),

the scoring function is similarity based, where it measures entities and relations in

the vector space by matching latent semantics.

Bilinear Scoring Functions A popular model in the area of Semantic Matching

Approaches called RESCAL was introduced by Nickel et al. (2011) and has

henceforth been extended and improved for efficiency. RESCAL is a bilinear model

where each entity is a vector and each relation is a matrix that learns pairwise

interactions between latent factors, so that the score of a triple captures the

interactions between entities h and t. This model’s efficiency was improved by Yang

et al. (2014), where each relation r has a vector embedding and the scoring function

captures pairwise interactions between entities only along the same dimension.

However, this also means that the model is only able to learn symmetric relations

and cannot capture the full complexity of a KG. Research conducted by Nickel

et al. (2016) represents both entities and relations as vectors, where for each entity

in a triple a representation is computed by using the circular correlation operation.

This compositional vector is then matched with a relation representation and a

scoring function is used to compute the triple output. Due to circular correlations

not being commutative the model can capture asymmetric relations. Complex

Embeddings as introduced by Trouillon et al. (2016) also aims to learn asymmetric

relations of triples, where a relation embedding is not represented in a real-valued

space but a complex valued space. For this the scoring function has also changed

to be able to compute scores for asymmetric relations depending on the order of
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entities. Analogy is another extension of RESCAL and used to learn analogical

features of triples.

Neural Networks A number of different earlier neural network based approaches

have been used to generate KG embeddings, where many early approaches have

used architectures such as Neural Tensor Networks (NTN) (Socher, Chen, Manning

& Ng 2013) or a MLP (Dong, Gabrilovich, Heitz, Horn, Lao, Murphy, Strohmann,

Sun & Zhang 2014). The approach uses embeddings generated by a NTN for

completing a KG, where the network’s input layer projects entities to a vector

embedding space (Socher, Chen, Manning & Ng 2013). Then the two entities

are combined by a relation tensor and propagated to a non-linear hidden layer,

where at the last step a relation-specific linear output layer assigns a score. In the

approach using an MLP, each entity and relation in a triple are a single vector,

which are concatenated in the input layer, mapped to a non-linear hidden layer and

afterwards an output is computed by a linear output layer (Dong, Wei, Tan, Tang,

Zhou & Xu 2014).

Since the popularisation of neural network architectures, such as CNNs,

Transformers and GNNs in a range of different NLP tasks, they have also been

used for learning KGEs. More specifically, Dettmers et al. (2018) have used CNNs

to learn interactions between entities and relations by using a 2D convolutional

model to reshape head and relation into a 2D matrix. This work was subsequently

simplified by Nguyen et al. (2018), which used a 1D relation-specific convolution.

Inspired by the idea of recurrence made successful in RNNs Guo et al. (2019)

developed a recurrent skip mechanism to differentiate between entities and relations

in representations. Similarly, Transformer based methods have been used to build

KG-Bert (Yao et al. 2019b) and CoKE (Wang et al. 2019) in order to take advantage

of learning

contextualised representations. Research proposed by Schlichtkrull et al. (2018),
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Kipf & Welling (2016), Nathani et al. (2019) utilise GNNs, introducing R-GCN

for relation-specific transformations, GCN for graph encoding and Graph Attention

Network for modelling multi-hop neighbourhood features respectively.

Additional Information

Some methods use other information in addition to the triples present in the KG to

generate embeddings. These can range from entity types, relation paths, logic rules

or textual descriptions.

Entity types are often already present in a KG as it is encoded in a relation, where

Xie et al. (2016) have used entity types as constraints during the training process.

Relation paths are usually denoted as a sequence of relations that connect two or

more entities in a KG, where one of the biggest challenges lies in how to represent

a relation path in the same vector space as entities and relations (Wang, Mao,

Wang & Guo 2017). In order to take advantage of learning long-term relational

dependencies in KGs, RNNs have been used to learn vector representations via

relation paths (Gardner et al. 2014, Neelakantan et al. 2015). Textual descriptions

are also commonly used, especially because entities in KGs are often described

through text and therefore contain additional semantic information. However, there

have also been attempts to add other information through sources such as news

articles. Work by Liu et al. (2019) uses a GRU network, a KB and sentiment of

news to forecast stock prices. The work is carried out using Chinese news sources

to extract relationships between large companies and their customers. More recent

work has also focused on using GCNs to generate embeddings from logic rules and

apply it to the task of visual relation prediction (Yaqi et al. 2019).

Other forms of information that have been included are, for example, labels where

research conducted by Miyazaki et al. (2019) proposes a label embedding method

for social media-based emergency response using twitter data. Work by Ma et al.
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(2019) proposes a new method for news embeddings based on a news network,

where a subnode model is used to enable unseen news nodes outside of existing

network enrich a news vector with associated features. Weston et al. (2013) uses

an energy-based model to predict relationships based on mentions and encodes the

interactions amongst entities and their relationships. For this two different scoring

functions are used to learn low-dimensional embeddings of words, entities. Research

proposed by Fan, Gardent, Braud & Bordes (2019) argues that in order to accurately

extract and process long and diverse textual web results, it is useful to restructure

free text into individual KGs that can be removed, merged or reduced. For this

Graph Attribute Embeddings are introduced, which are then fed to a learning model.

Training KG Embeddings

There are two main assumptions when training KG embedding models (Wang, Mao,

Wang & Guo 2017), which either work on the Open World Assumption (OWA) or

Closed World Assumption (CWA). The first assumption states that a KG contains

true facts (triples) and all missing facts can be either false or missing, whilst the

second assumption states that all facts (triples) that are not contained in a KG are

simply false and new entities cannot be easily added.

OWA In this approach training KG embeddings is done by using either logistic

loss or pairwise loss, where often individual embedding models introduce additional

constraints and/ or regulations (Wang, Mao, Wang & Guo 2017). Furthermore,

it has been found that logistic loss achieves better results in semantic matching

approaches, whilst pairwise loss is often more appropriate for translation distance

approaches. A common first step then is to initialise embeddings by using either

random uniform distribution, Gaussian distributions, use a corpus to pretrain

embeddings or use a simpler model to generate embeddings first. The next step

is then to generate negative samples, where a naive approach is to replace entities
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of a triple (h, t, r) randomly or corrupting the relation. However, this can lead to

an increased amount of false-negative samples and in order to overcome this it has

been proposed to use set probabilities for replacing h or t (Wang, Mao, Wang &

Guo 2017).

CWA Under the closed world assumption, entity and relation embeddings can be

learned through using squared loss, but also logistic loss or absolute loss. This often

means that for true triples the score is often close to 1 and for false triples the

score is closer to 0. There are two main disadvantages to training under CWA,

where it cannot be applied on incomplete KGs and the majority of commercial

and popular KGs are incomplete. Furthermore it has often been found that using

KG embeddings trained under CWA perform worse in downstream tasks and also

introduce more negative examples (Wang, Mao, Wang & Guo 2017).

Application of KG embeddings in NLP downstream tasks

Research conducted by Peters et al. (2019) proposed a new methodology to embed

multiple KBs into language models (LM) such as BERT. More specifically, they

use both WordNet and Wikipedia data to extract entity spans from input text and

then link it to a relevant embedding from the KB using a Knowledge Attention

and Recontextualization (KAR) mechanism. This is done to enable ‘long-range

interactions between contextual word embeddings’ and entities in the context. As

a result of this KAR is inserted into BERT to generate knowledge representations

that contain general knowledge, which are useful for a number of downstream tasks.

Other areas that have benefited from using KGEs are spoken language understanding

(Chekol et al. 2017) or short text representation learning (Wang, Wang, Zhang &

Yan 2017).
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Language Modelling with Knowledge Graphs On the one hand recent

success in LMs has been largely based on the development of new neural network

architectures, such as Transformers. On the other hand, recent trends in KGEs

are also based on neural network architectures, such as GNNs. However, there

are still many challenges when it comes to incorporating structured knowledge

into a LM, where the KGE capturing the knowledge needs to be encoded and

extracted effectively and both a resulting knowledge representation and language

representation needs to be aligned in the same vector space (Zhang, Han, Liu, Jiang,

Sun & Liu 2019).

The Enhanced Language Representation with Informative Entities (ERNIE) was

first introduced by Zhang, Han, Liu, Jiang, Sun & Liu (2019) to incorporate

knowledge into LMs. In their work entity mentions are first extracted from a given

text and then matched with mentions in a KG. For this TransE is used to generate a

KGE, which is then used as input to ERNIE. ERNIE also utilises a masked language

model and uses next sentence prediction as a training objective, but introduces an

additional new training objective that randomly masks named entity alignments and

the model then selects entities itself from the KG to complete alignments. The model

then has the following components (see Figure 2.19), where there is a T-Encoder

capturing semantic and lexical features of input text and is identical to a BERT

in its implementation. Then a K-Encoder integrates the knowledge information

through the output of TransE’s KGEs. The final output of the K-encoder is an

information fusion layer, which generates an embedding containing both token and

entity knowledge. Since the ERNIE was introduced there have been new iterations

of it (Sun, Wang, Li, Feng, Chen, Zhang, Tian, Zhu, Tian & Wu 2019), which

improve the framework by introduction continual multi-task learning (Sun et al.

2020). Work by Logan et al. (2019) introduces a new model called the knowledge

graph language model (KGLM), where the main aim is to generate entities and facts

from a KG. This architecture is a LSTM based LM and has a dynamically growing
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local KG that contains already existing entities and their related entities. KGEs are

generated based on the idea of TransE to extract entity and relation embeddings. He

et al. (2019) propose BERT-MK, a LM that incorporates knowledge from a medical

KG.

Figure 2.19: Architecture of Language Model ‘ERNIE’ adapted from Zhang, Han,
Liu, Jiang, Sun & Liu (2019)

Similarly to the aforementioned argument in language representation, the research

mentioned in this section has not incorporated or considered to which extent

sentiment is presented or even excluded in the learning process. Again, this may

lead to similar representation of words in LMs that carry an opposite sentiment

meaning.

2.5.4 Knowledge Embeddings in SA

The usefulness and importance of KBs for Natural Language Understanding (NLU)

tasks has long been acknowledged (Minsky 1988), however most KGs have been

developed with the aim to represent common sense or domain specific knowledge
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in a structured manner. However, the success of KGEs in a range of different NLP

tasks, has also generated interest in the area of SA. However, there are not many

KGs that were developed with the view of being used specifically for fine-grained

emotion detection.

Therefore in this section a range of different KBs will be introduced that have been

used to inject knowledge into embeddings.

In the SA subtask called ASBSA, the main goal is to identify a polarity that is

associated to a specific aspect. Research conducted by Ma, Peng, Khan, Cambria

& Hussain (2018) has proposed a knowledge-enriched network called SenticLSTM,

which is a LSTM architecture that has an augmented cell and additional attention

mechanisms (see Figure 2.20).

Figure 2.20: Architecture of SenticLSTM adapted from Ma, Peng, Khan, Cambria
& Hussain (2018).

For this AffectiveSpace (Cambria 2016) is used to integrate concept level information

into the SenticLSTM, because it is assumed that each concept has additional

information that relates to the input word sequences. Therefore at each timestep

embeddings of the concepts can be mapped to input sequences, where the average

vector of all associated concepts is used as input. Furthermore, knowledge concepts

are added to the cells input, output and forget gate in order to filter information as

it propagates through the cell.

Another area of research that has garnered attention for integrating sentiment
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knowledge is the prediction of stock market prices. Work proposed by Giatsoglou

et al. (2017) uses the NRC emotion association lexicon in combination with

Word2Vec to create new hybrid vectors. The hybrid vector is a concatenation

of word embedding vectors and lexicon based vectors, where words with little or

no information are being excluded to reduce the vector size. Research conducted

by Kumara et al. (2018) introduces a two layer bidirectional LSTM with attention

that is combined with a Support Vector Regressions model for stock market price

prediction based on sentiment. To integrate knowledge into the network WordNet

is used to learn KGEs and a number of sentiment lexicons (Gilbert & Hutto 2014,

Baccianella et al. 2010) are employed in order to extract positive and negative words

in the given text. Work by Liu et al. (2019) also leverages sentiment knowledge to

predict stock market prices based on news articles and uses a GRU for prediction.

In this work two lists of words are created that are associated with either a positive

or negative sentiment, which then in turn generates a sentiment vector for each

news item. Then KGEs are generated from a Enterprise KG based on TransR

(Lin et al. 2017), where in the final step both KGEs and sentiment news vectors

are modelled as a time series prediction problem. Research conducted by Fares

et al. (2019) proposes LISA, an unsupervised word-level KG based LSA (Lexical

Sentiment Analysis) framework, where a Lexical Affective Graph (LAG) is created

based on WordNet and WordNet Affect. LISA has two main parts, where one allows

for affective navigation and the other for affect propagation and look up.

Overall, it can be seen that a variety of approaches have been used in order to

learn KGE for SA using existing sentiment and emotion KBs. However, up until

this point much focus and effort has been on either using limited polarities, such as

negative and positive. Furthermore, mostly lexical resources or resources that have

been modified have been used in this kind of research.
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2.6 Conclusion

In this chapter, it was firstly defined in section 2.1 what an emotion is and what

kind of emotion theories exists. Then an overview of the two most popular

emotion theories was given that are used in fine-grained emotion classification

for NLP. Section 2.2 gave a broad overview of the field of sentiment analysis,

its tasks and different approaches. It was noted how previously Twitter was

only considered as sentence-level or short-sequence SA task, because of its length.

Furthermore, this section has shown the disadvantages of only using either statistical

or knowledge-based approaches to SA. Then it was outlined what hybrid approaches

are and how they have been applied in other SA tasks. In section 2.3 it was first

described how basic neural network architecture work and how they have been

applied to SA tasks. Then an in-depth description of RNNs architectures was given,

where the three main approaches to overcoming the vanishing and exploding gradient

descent problem were described (see section 2.3.4). Furthermore, this section has

shown how most existing methods have often not been tested on real world tasks or

datasets. This means that oftentimes it is not clear or established if a new method

or architecture does work for other tasks, especially in SA where often only reviews

or the SST dataset are used as benchmarks. Therefore there is a need to (i) test

this type of network on a variety of tasks (e.g.: fine-grained emotion detection) (ii)

evaluate where these networks may fall short and need improving (see chapter 3.3).

Section 2.4 introduced the field of language modelling and the most successful LMs

were introduced. Then it was shown how they are used in SA tasks and it was

shown that whilst most LMs consider context for a learned sequence, they never

consider any form of emotion or sentiment. Therefore, the aforementioned LMs

often fall short in achieving state-of-the-art results in a variety of SA tasks. Also, an

overview is given of sentiment embeddings and approaches that have been used so

far to generate them. It was found that whilst the existing approaches work, they
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mostly work on detecting polarities or very specific SA tasks (e.g.: TABSA/ABSA).

This section also outlined existing resources for SA tasks and where they fall short.

Common disadvantages of existing KBs are outlined, which include the trade-off

between having scalable or more fine-grained resources. Another disadvantage of

these LMs and embeddings is that they often have similar vector representations

for words that carry opposing sentiment or emotion meaning. Finally, this section

looked at existing approaches to embed knowledge into neural networks via word

embeddings. Similar, to previous findings it was noted that sentiment embeddings

either focus on a small set of polarities that are scaleable or they focus on fine-grained

emotions, but are smaller in size. Therefore, in chapter 4 popular LMs will be

applied to the task of fine-grained emotion detection, where models such as BERT

are applied to an SA task other than polarity detection with movie reviews. Then a

new KG will be introduced that is capable of overcoming the aforementioned issues

through utilising linguistic knowledge that is also scalable. Finally, chapter 4 will

introduce a new method to learn sentiment embeddings that are then benchmarked

on the task of fine-grained emotion detection.



Chapter 3

Fine-grained Emotion Classification

in Tweets

There are several challenges that have to be taken into account when using recurrent

neural networks to learn longer sequences, which include but are not limited to: (1)

maintaining mid and short term memory, which is problematic when memorising

long-term dependencies (Hochreiter et al. 2001) and (2) the vanishing and exploding

gradient descent problem (Pascanu et al. 2012). In particular, it has been established

previously (Hochreiter & Schmidhuber 1997a, Hochreiter et al. 2001) that any vanilla

recurrent neural network trained with stochastic gradient descent on a sequence of

more than ten time-steps will struggle to learn long-term dependencies. Therefore it

could be argued that there is a need for more specialised learning models which can

overcome these challenges, especially for tasks in Sentiment Analysis where there

are often long sequences such as reviews (Mesnil et al. 2014) used. Tweets have

previously been treated as shorter sequences or sentence-level tasks in sentiment

analysis (Kouloumpis et al. 2011). However, it could be argued that this should

no longer be the case especially since Twitter increased its allowed character limit

from 140 to 280 (Twitter 2018a). Subsequently, many tweets could also be seen as

94
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longer sequences, that face problems associated to other long sequence classification

tasks in NLP. As a result of this it is even more important to classify long sequences

accurately, because often important information that indicates a person’s emotions,

attitude or opinions are expressed through the use of emojis and often appear

towards the end of a tweet (Novak et al. 2015). Therefore the use of multiscale RNNs

to overcome the issue of learning more frequently occurring short-term information

whilst retaining long-term information is investigated in this chapter.

In this chapter, it will firstly be outlined what ethical concerns have to be considered

when conducting large scale data collection on social media platforms. Then the

data collection process is outlined an overview is given over the amount of data that

has been collected. The first experiment series in this chapter tests the hypothesis

of whether tweets should be treated as long sequences and investigates the use of

a hierarchical RNNs for this task. The second experiment series proposes a new

learning model for the fine-grained emotion detection task. The learning model is

then tested in two different experimental settings and three different evaluations are

conducted. Finally, it is outlined how this work can progress in the future.

3.1 Ethical considerations in Data Collection

Twitter is one of the largest, most popular and fastest-growing social media platforms

(Chaffey 2016) that offers users to micro-blog about their opinions, emotions and

comments towards events, products and other entities. Using micro-blogs for SA

has many advantages as there is a restriction of characters (280 characters (Twitter

2017c)) which means that the number of sentences in a document is limited by

default. Therefore it is argued that this enables researchers to get more concise

tweets that may contain emotions/polarities from a micro-blog as the ability of the

author to convey their message is limited (Kontopoulos et al. 2013).
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It is also one of the most popular micro-blogging platforms in the research

community (Kontopoulos et al. 2013) as it is one of the only social media platforms

that still allows members of the public to stream public data through their API

(Twitter 2017a). Although it was previously possible for researchers to access data

from other social media platforms such as Instagram (Instagram 2017) or Facebook

(Facebook 2017), it is now harder for the public and the academic community to get

access. This is largely due to the fact that the commercial value of such data has

increased rapidly over recent years, and data protection has become a focus-point

for companies and the media (Chen et al. 2014). Furthermore, this is also partly

due to new legislation and debates on personal privacy online, where laws such

as the ‘General Data Protection Regulation’ (Office 2020) have come into force in

Europe. The picture-sharing platform Instagram now only allows companies with

clearly evidenced data protection rules and regulations to access some of their data

provided it is for business purposes (Instagram 2017). However, there are several

datasets which have been published by companies and research institutions alike

in order to support the ongoing efforts of researchers and interested individuals

(Stanford 2017). One of the disadvantages of this situation is that ongoing knowledge

and information discovery is monopolised and somewhat limits the opportunities for

open-source research. However, it also needs to be considered how the potential ‘free’

and ‘unlimited’ use of such data can be harmful when used for malicious purposes.

More specifically, the uncontrolled use can lead to the development of technologies

that increase social inequality as we all lead to findings that are not appropriate

for multiple different communities (e.g.: further increase of racial inequality and

poverty) (O’neil 2016). It can also lead to the violation of citizen’s privacy (Zhang

2018) and raises questions of consent in research. In a worst case scenario this

type of social media data and the analysis of it can lead to threaten democracy by

influencing citizens through tools such as fake news (Levy 2017). Therefore, a full

ethics application has been made to help ensure that this project adheres to ethical



3.1. Ethical considerations in Data Collection 97

guidelines as much as possible. Furthermore, this project has also been reviewed

at halfway point, when new legislation (e.g., GDPR) came into force during the

duration of the project.

Ethics A full application for ethical approval has been submitted to the Research

Ethics committee at the University of Hull and has been approved (Case no.:

FEC_2018_17).

All of the current experiments are conducted using self-collected data from a

social media platform called Twitter (Twitter 2017b). The data is collected on a

weekly basis for several different categories. Tweets are collected through Twitter’s

Public API (Twitter 2017a). Therefore some restrictions apply which include how

much data can be collected, how much historical data (maximum of seven days)

can be accessed, and only data from public Twitter profiles can be streamed for

collection. Before starting the weekly collection of Twitter data, the ‘Social Media

Research: A Guide to Ethics’ published by the University of Aberdeen (Townsend

& Wallace 2016) was consulted. This comprehensive guide outlines several ethical

considerations that have to be taken into account for social media research. It

also includes discussions over private and public content, how consent can be given,

anonymity and the risk of harm. Furthermore, it also includes a ‘Social Media Ethics

Framework’ which guides researchers through a number of questions. The questions

are tailored to any research project so that depending on the answer, it advises

to investigate certain aspects of the research project further. This framework was

completed for this research project, and some of the applicable considerations will

be addressed in the following section.

In order to have enough data for Deep Learning experiments, it is essential to collect

a high volume of data (around 1,000,000 Tweets or more). Due to the various

restriction of Twitter’s Public API, this means that this will take a substantial
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amount of time. In order to succeed in this goal without compromising research

integrity or best practice due to time pressure, a data management process has been

created. This process includes a Python script where only the keyword has to be

changed for the different categories as well as a filing and recording system for any

collected data. This allows for a time-efficient and accurate record of any collected

data.

Ethical Concerns One ethical concern for this research project could be that

the data which legally can be collected is not anonymised and therefore, individuals

can be identified by features such as their username, profile pictures or location.

In order to avoid this, a number of steps are taken to anonymise the data once it

has been collected. This involves firstly stripping the data of any identifying extra

information such as geo-location, time, nationality, profile pictures and usernames

so that only the raw text data of a full tweet is leftover. This is especially important

as it could be argued that some users may not be fully aware that this information

can be accessed by anyone through the API as the profile is set to public by default.

However, this regulation has been made clear in the governance documents of Twitter

(Twitter 2017c). Then the tweet is searched for any tagged usernames, which can be

identified by the ‘@’ sign. If any tagged names are found the name is then replaced

by the word ‘name’ in order to protect the anonymity of users.

The data for this work is stored and encrypted on the University of Hull’s server

under the University’s security guidelines.

3.2 Data

Due to the advantages and changes mentioned in the previous section 3.1, it has

been decided that for this PhD project, it is most useful to collect data from Twitter.
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The data is collected every week for several different categories, which can include

‘affective’ words as the keyword that is streamed (i.e., ‘love’). The data collection

was started in September 2017 and has finished in September 2019.

A number of different preprocessing steps are taken in order to reduce some of the

noise in the data and manipulate it, so it is in the right input format for future

experiments (Ravi & Ravi 2015). This is especially important due to the nature

of the data collected as there is no restriction put upon Twitter users, except the

limitation of characters per tweet. Therefore people are free to use any form of

language in order to communicate their message. This can include colloquialism,

well-known acronyms (e.g., BRB = Be Right Back) or Emojis (Agarwal et al. 2011).

• Firstly, the streamed data is checked for any duplicates or re-tweets, and if

any are found, these tweets will be removed. The reason for removing the

re-tweets are twofold: (i) collecting re-tweets would introduce duplicates as the

original message is always included in the stream and (ii) it is hypothesised that

re-tweets always involve some form of conversation which might be incomplete

due to the way the API works and any emotions or polarities might be lost.

• Next the data is trimmed down so that only the text of the original tweets

remains, this is important as information can be associated to a tweet such

as information on age, gender or profile pictures. Although this information

might be useful for other studies, it is for ethical reasons that it is removed.

This also includes the anonymisation of all tagged people and user-names for

more detailed information.

• Another important step of preprocessing the data is the manipulation of

unicode that is automatically streamed with tweets that use emotions or other

special characters. As part of this project, three methods will be used in order

to see to which extent emoticons and special characters are contributing to
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the accurate classification of more fine-grained emotions. One method involves

using a dictionary to replace all unicode in the data with a placeholder value

that corresponds to this Unicode (i.e., u2026 = ...). The other method relies on

removing all kind of unicode from the text data, but any trending hash-tags

will be kept as they might contain the streamed keyword (i.e.: ‘#love’) or

provide more information about the topic within the tweet. The final method

involves the use of already existing tools such as ‘Ekphrasis’ (Baziotis et al.

2017b) to ensure tweets are preprocessed correctly.

The final number of unique tweets per category can be found in Table 3.1.

Furthermore, it can be seen that the data collection of tweets containing keywords

is currently closely monitored, based on two emotion theories by Plutchik (1984)

and Ekman et al. (1987). Each tweet is assigned a label based on the emotion

category its keyword belonged to (see Figure 3.1). Furthermore, it can be seen that

for the category ’Sadness’ only one emotion keyword was used instead of multiple.

Therefore it could be argued that this may impact on the results as there is less

variety in the data compared to other emotion categories.

Figures 3.1 and 3.2 show a two examples of tweets.

Figure 3.1: Example of a tweet Figure 3.2: Example of a tweet

More recently, similar approaches have been taken for this type of data collection.

During the WASSA shared task on Implicit Emotion detection, a dataset of 155000

tweets was collected using (Twitter 2018b) and a number of keywords as synonyms

(Klinger et al. 2018). These keywords were queried with the following pattern:

’EMOTION KEYWORD’ + term (e.g.: that, because or when). One of the

main challenges researchers face is the annotation of self-collected data (Glorot
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Emotion Tweets Keywords Length
Anger 44320 anger,angry, furious 17.42
Fear 76718 fear, scared, fearful 17.58
Disgust 41742 disgust, disgusting 16.06
Surprise 41647 surprise, surprising 16.20
Joy 184507 joy, happy 14.47
Sadness 48909 sad 16.78
Trust 69066 trust, trusting -
Anticipation 52540 predict, anticipate, predicting -
Total 559,449 - 15.75

Table 3.1: All collected EEK data over time

et al. 2011). There are many professional services available for annotation such as

Amazon’s Mechanical Turk (Amazon 2018b) or Crowdflower (CrowdFlower 2018).

Although it is planned to use an annotation service for this dataset, it is important

to note that only a subsection will be annotated as these services can be either costly

as their quality is quite high or cheaper, but the quality is suffering.

Ekman Emotion Keyword dataset

A subset of the collected tweets was used (Ekman Emotion Keyword (EEK) (see

Table 3.2)), where a list of synonymous keywords for emotions can be found in

Table 3.1. After the initial data collection tweets were filtered by those marked

in the language tab as "English" and performed and checked for duplicates. All

data was then anonymised including replacing all user-names with ‘@placeholder’

and masking URLs. Afterwards, a dictionary was used that contained all emotion

keywords listed in 3.1 and replaced existing keywords in all tweets with the term

[keyword]. This was done in order to prepare the data for the classification task

outlined in section 3.3.
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Emotion Tweets
Anger 40,000
Fear 40,000
Disgust 40,000
Surprise 40,000
Joy 40,000
Sadness 40,000

Table 3.2: EEK Dataset

3.3 Dilated LSTM

The use of deep neural networks for sentiment analysis tasks has increased, but

there are still some open challenges in classifying long sequences accurately. These

challenges include but are not limited to (1) the fact that sequences can contain a

varied vocabulary of input symbols and therefore models need to learn the long-term

context or dependencies between symbols or (2) there is often limited data available

that impacts on the performance of learning algorithms (Caragea et al. 2011).

In this section, the Dilated RNNs (DRNN) for emotion classification from tweets

is proposed. DRNNs introduce skip connections into a standard RNN to increase

the range of temporal dependencies that can be modelled. Experiments on sequence

classification for language modelling on the Penn Treebank, pixel-by-pixel MNIST

classification and speaker identification from audio (Chang et al. 2017) have shown

to outperform competitive baselines such as standard LSTM/GRU architectures as

well as more specialised models.

The following section outlines initial experiments using the Dilated LSTM as

proposed by Chang et al. (2017) and as described in section 2.3.4. This is done

to test the hypothesis that treating tweets as longer sequences can help obtain

more accurate classification results in the fine-grained emotion classification task.

Furthermore, the proposed learning model will be compared against the results

achieved in the shared task held by Klinger et al. (2018).
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3.3.1 Experimental setup

In these experiments, a standard LSTM and dilated Recurrent Neural Network

(dRNN) with a dilated LSTM Neural Network (dLSTM) are compared with each

other. For the final model, an additional embedding layer is added to the dilated

LSTM, where an example of a part unrolled LSTM with three dilations is depicted

in Figure 3.3 and a description can be found in section 2.3.4.

Figure 3.3: Dilated LSTM with an additional embedding layer.

Two different datasets are used for these experiments. The first dataset was released

for the WASSA 2018 Implicit Emotion Shared Task (hereafter referred to as IEST

dataset) (Klinger et al. 2018) and originally a baseline has been established using a

maximum entropy classifier with L2 regularisation. The second dataset is the EEK

dataset, where a detailed description is provided in section 3.2. A Vanilla LSTM

with 2 hidden layers is used to establish the baseline for this dataset. All of the

experiments were conducted using Tensorflow (Abadi et al. 2016), where four sets

of experiments are performed on each learning model as outlined in Table 3.3.

For the experiments, 80% of the data is used as the training set, 10% as the validation

set and the remaining 10% as test set. The hyperparameters of the model are set

as follows; the learning rate was set to 0.001, and the batch size was set to 128
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Number Experiment type
1 Integer representation
2 Added Embedding Layer
3 Integer representation with Part-Of-Speech Tagging
4 Added Embedding Layer with Part-Of-Speech Tagging

Table 3.3: Description of experiment series for the Dilated LSTM

unless stated otherwise. For all experiments, a standard AdamOptimizer (Kingma

& Ba 2014) was used. As in Chang et al. (2017) dilations are stacked hierarchically.

There are three dilated layers with the dilations increasing exponentially starting

at 1 [1,2,4]. This means that each sub-LSTM has the following sequence length

Dilation 1 = 200, Dilation 2 = 100, Dilation 3 = 50 with a total of 20 hidden units

per layer. The number of our dilations is established empirically, where the shortest

input sequence to a sub RNN is no less than 40. This was partially motivated by

Rozental & Fleischer (2018), who restricted the sequence length of each tweet to 40.

A 100-dimensional Word2Vec (Mikolov, Sutskever, Chen, Corrado & Dean 2013)

model was used to generate word embeddings for all experiments.

3.3.2 Results

Table 3.4 shows the results of all experiments for each model. The results using the

dilated RNN for the IEST dataset only marginally outperforms the baseline when

using an additional embedding layer 3.4. Results that only use integer representation

of the input are performing worse, but this is not surprising seeing as it has long been

known that word embeddings improve learning in models (Mikolov, Sutskever, Chen,

Corrado & Dean 2013). Furthermore, it can be seen that the dLSTM is performing

far better than the baseline. However, this is not true for the experiments where

there is only an integer representation used as input. There are also slightly lower

results for experiments where Part-Of-Speech-Tagging (POS) was used, and it could

be argued that these results are due to the additional noise (e.g: not appropriately
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annotating colloquial or non-standard language in a tweet) the POS tags created.

Classification accuracies for the EEK dataset are higher compared to the IEST

dataset. This difference is attributed to the difference in the size of both datasets.

Furthermore, it was found that, similarly to the results of the IEST dataset, learning

models that have word embeddings as input outperform learning models with integer

representations as inputs. Moreover, it can be seen that using POS does not make

a significant difference to the results.

IEST Dataset Max Ent Baseline dRNN dLSTM
Integer Representation 59.88 41.40 37.5
Embedding Representation 59.88 61.17 78.78
Integer Representation + Part-Of-Speech-Tagging 59.88 41.40 36.71
Embedding Representation + Part-Of-Speech-Tagging 59.88 68.75 78.78
Amobee - - 71.45
EEK Dataset LSTM Baseline dRNN dLSTM
Integer Representation 39.84 49.21 52.34
Embedding Representation 74.21 76.56 80.46
Integer Representation + Part-Of-Speech-Tagging 46.87 47.65 49.21
Embedding Representation + Part-Of-Speech-Tagging 74.21 75.78 80.46

Table 3.4: Results of experiments using a dilated LSTM using test set accuracy %

3.3.3 Conclusion

In this experiment series it was found that by both increasing both dataset and

treating tweets as longer sequences, more accurate classification results can be

obtained. Four initial experiments were conducted to test the aforementioned

hypothesis of treating tweets as long sequences. It was found that the dilated

LSTM with an additional embedding layer, performs above the baseline of 59.88%

by over 7% on the IEST dataset. Furthermore, the model performs also best on

the EEK dataset achieving an accuracy of 80.46%. In addition to this, it has been

noted that adding Part-Of-Speech-Tagging does not significantly affect the learning

model’s results. Also, it was found that a vanilla Dilated RNN outperforms a simple

LSTM on the EEK dataset. Therefore results indicate that whilst tweets cannot be

considered as very long sequences, but that there is an argument to be made to not
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treat them solely as short sequences. Finally, it could be argued that there is a need

for a more specialised learning model which can overcome these challenges.

3.4 Bidirectional Dilated LSTM with Attention

In this section, the use of a bidirectional Dilated RNNs (DRNN) with attention

for emotion classification from tweets is proposed. However, this type of learning

model has as of now not been applied to a real-world task such as classifying

fine-grained emotions in tweets, and it is hypothesised that the same advantages

of this model apply to this. Furthermore, the proposed learning model is extended

with an embedding layer, a bidirectional layer and a custom attention layer that

focuses on the output of the networks dilations.

3.4.1 Bidirectional Dilated LSTM with Attention

For the Dilated LSTM, the implementation of recurrent skip connections with

exponentially increasing dilations in a multi-layered learning model - as proposed

by Chang et al. (2017) was followed - as it allows LSTMs to learn input sequences

and their dependencies better. This means that temporal and complex data

dependencies are learned on different layers. The dilated RNN has been developed

for specifically learning longer sequences, where some of the shortcomings of RNNs

are addressed.

The most important part of this architecture is the dilated recurrent skip connection,

where c(l)t is the cell in layer l at time t:

c
(l)
t = f(x

(l)
t , c

(l)

t−sl)· (3.1)
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s(l) is the skip length; or dilation of layer l;x(l)t is the input to layer l at time t; and

f(·) denotes a LSTM cell.

The exponentially increasing dilations across layers have been inspired by Van

Den Oord et al. (2016); s(l) denotes the dilation of the l-th layer, where M and

L denote dilations at different layers:

s(l) =M (l−1), l = 1, . . . L. (3.2)

As outlined by Chang et al. (2017) there are two main benefits to stacking

exponentially dilated recurrent layers: (1) it enables different layers to focus on

different temporal resolutions and (2) it reduces the length of paths between

nodes at different time steps, which enables the network to learn more complex

long-term dependencies. Therefore exponentially increasing dilations shortens any

given sequence length at different layers.

The dilated RNN alleviates the problem of learning long sequences; however, not

every word in a sequence has the same meaning or importance. Therefore we extend

this network by (1) an embedding layer, (2) a bi-directional layer and (3) attention

mechanism to summarise information from both directions of each word in a tweet

and to be able to incorporate meaningful information into the learning model. The

full architecture of the bidirectional Dilated LSTM (BiDLSTM) with attention is

show in 3.4.

Each tweet contains ti words where wit, t ∈ [0, T ] represents the ith word in each

tweet. First, the words are embedded to vectors through an embedding matrix

We, xij = Wewij and then a bidirectional LSTM is used to obtain information from

both directions of each word. The bidirectional LSTM incorporates the forward

LSTM
−→
h t(i) which reads each tweet from wi1 to wiT and a backward LSTM

←−
h t(i)
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Figure 3.4: Bidirectional DLSTM with attention.

which reads words in each tweet from wiT to wi1, where xit represents word vectors

in an embedding matrix:

xit = Wewit, t ∈ [1, T ] (3.3)

−→
h t(i) =

−−−−→
LSTM(xit), t ∈ [1, T ] (3.4)

←−
h t(i) =

←−−−−
LSTM(xit), t ∈ [1, T ] (3.5)

Then all outputs of the forward hidden state
−→
h t and backward hidden state

←−
h t are

concatenated, where the output o utilises all the information in each tweet. The

output o is then fed into the Dilated LSTM.

Attention layer The attention mechanism was first introduced by Bahdanau

et al. (2015), but has since been used in a number of different tasks including machine

translation (Luong et al. 2015), sentence pairs detection (Yin et al. 2016), neural
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image captioning (Xu et al. 2015) and action recognition (Sharma et al. 2015).

The implementation of the attention mechanism is inspired by Yang et al. (2016),

using attention to find words that are most important to the meaning of a sentence

at document level. The output of the dilated LSTM is used as direct input into the

attention layer, where O denotes the output of final layer L of the Dilated LSTM

at time t+1.

The attention for each word w in a sentence s is computed as follows, where uit is

the hidden representation of the dilated LSTM output, αit represents normalised

alpha weights measuring the importance of each word and si is the sentence vector:

uit = tanh(O + bw) (3.6)

αit =
exp (uTituw)∑
t exp (u

T
ituw)

(3.7)

si =
∑
t

αito· (3.8)

3.4.2 Experimental setup

There are two different datasets used in this experiment series, the IEST (Klinger

et al. 2018) and EEK dataset (see section 3.2), where Table 3.5 shows a comparison

of the two datasets in terms of their size and basic distribution of emotion categories

represented in them. Furthermore the proposed learning model will be tested in two

different settings to show its full effectiveness. This is due the winning model of

the WASSA shared task (Rozental & Fleischer 2018) having restricted the sequence

length of each tweet to 40. Therefore the learning model will be tested in two
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different sequence length settings, capped sequence length and full sequence length.

Emotion IEST EEK
Anger 25,384 40,000
Fear 25,387 40,000
Disgust 25,396 40,000
Surprise 25,402 40,000
Joy 25,377 40,000
Sadness 25,396 40,000

Table 3.5: Comparison of dataset distributions.

Baselines BiDLSTM with attention is evaluated against the following baselines:

• DLSTM – a dilated LSTM with hierarchically stacked dilations and hyper-

parameters: learning rate: 0.001, batch size: 128, optimiser: Adam, dropout:

0.5

• BiDLSTM – a two-layer bidirectional dilated LSTM with a three-layer

LSTM, hierarchically stacked dilations and the same hyper-parameters as the

DLSTM.

• BiLSTM – a biLSTM with 2 layers and the following hyper-parameters:

learning rate: 0.001, batch size: 128, optimiser: Adam, dropout: 0.5. This

model is similar to recent work by Sachan et al. (2018) who used a single layer

biLSTM to classify the ImdB movie review dataset into positive and negative

reviews.

• BiLSTM with attention – a biLSTM with the following hyper-parameters:

learning rate: 0.001, batch size: 128, optimiser: Adam, dropout: 0.5. This

model is similar to recent work by Baziotis et al. (2017a) and Schoene &

Dethlefs (2018).
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• CNN – a CNN with 2-D convolution, a filter size of 1,2 and 102 filters, and

a ReLU function. This learning model is similar to recent work by Dos Santos

& Gatti (2014).

• CNN-LSTM – we follow the implementation of the learning model by Wang

et al. (2016), using a CNN that is feeding into an LSTM. This model was used

to predict the valence/arousal of ratings in textual data.

• MaxEnt – a maximum entropy classifier with L2 regularisation

For the proposed model, the number of dilations are established empirically. There

are three dilated layers with the dilations increasing exponentially starting at 1

[1,2,4]. This means that each sub-LSTM for the pruned sequence has the following

sequence length [Dilation 1 = 40, Dilation 2 = 20, Dilation 3 = 10] with a total

of 20 hidden units per layer. Each sub-LSTM for the longer sequence has the

following sequence length: [Dilation 1 = 102, Dilation 2 = 51, Dilation 3 = 25].

200-dimensional Word2Vec (Mikolov, Sutskever, Chen, Corrado & Dean 2013) word

embeddings are used for all experiments.

In addition to the above neural networks, the learning model is compared against

the winner of the 2019 WASSA IEST dataset. Rozental & Fleischer (2018) use a

bidirectional GRU with an additional attention mechanism inspired by Bahdanau

et al. (2014) and extra hidden layer and transfer learning, achieving an accuracy of

71.45%. All baselines will be evaluated in two conditions:

• Capped length – where the length of any sequence is capped to 40 in

accordance with the WASSA IEST challenge winners.

• Full length – where the average full uncapped length of a sequence (maximum

103) is used. The intuition is that this condition will particularly reveal the

advantages of the proposed learning model.
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3.4.3 Results

The BiDLSTM with attention is compared to a number of different neural networks,

using both vanilla neural networks and more specialised neural networks that have

been used in sentiment analysis tasks. Then the results are also compared by two

different sequence lengths. For the evaluation of the results four different metrics

are used; test set accuracy, precision, recall and F1-score are used.

Capped Sequences Tables 3.6 and 3.7 show the results for capped sequence

lengths for both the IEST and EEK dataset respectively. It can be seen that vanilla

CNN and BiLSTM fall just short of the baselines established for this task. The

CNN-LSTM and DLSTM architecture, both outperform their vanilla predecessors.

The BiLSTM with attention and BiDLSTM surpass the baselines but fall short of the

model proposed in the IEST task for both datasets. It can be seen that BiDLSTM

with attention outperforms all previous models on the capped sequence length by

over 14.43% for capped sequences and the IEST baseline by 11.24%. The results for

capped sequence length using the IEST dataset (Table 3.6) show that our proposed

model surpasses the ‘Amobee’ model’s result, however, this is only marginally. It is

hypothesised that the reason the DLSTM, BiDLSTM and BiDLSTM with attention

either fall short of the baselines or only marginally surpass them is due the model

not being able to take full advantage of the full sequence length.
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Learning Model Test Acc. Precision Recall F1-score
Max Entropy 58.4 0.59 0.57 0.58
CNN 43.17 0.44 0.42 0.43
CNN LSTM 55.42 0.56 0.54 0.55
BI LSTM 49.47 0.50 0.48 0.49
BI LSTM attention 58.60 0.60 0.56 0.58
DLSTM 56.44 0.57 0.55 0.56
BiDLSTM 67.96 0.68 0.67 0.67
Amobee - - - 71.45
BiDLSTM attention 72.83 0.74 0.71 0.72

Table 3.6: Results of test accuracy in %, precision, recall and F-1 score for capped
sequences (IEST Dataset).

Learning Model Test Acc. Precision Recall F1-score
Max Entropy 62.50 0.63 0.62 0.62
CNN 55.33 0.56 0.54 0.55
CNN LSTM 59.79 0.60 0.59 0.59
BI LSTM 60.19 0.61 0.59 0.60
BI LSTM attention 63.62 0.64 0.62 0.63
DLSTM 66.80 0.67 0.65 0.66
BiDLSTM 69.71 0.70 0.69 0.69
BiDLSTM attention 73.74 0.75 0.72 0.73

Table 3.7: Results of test accuracy in %, precision, recall and F-1 score for capped
sequences (EEK dataset).
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Long sequences Table 3.8 shows the results for the IEST dataset using full-length

sequences, and Table 3.9 also shows the results for the full length for the EEK

dataset. Similar to the results for the capped sequence length, the CNN and

BiLSTM fall short of the established baselines. Only the CNN-LSTM improves the

performance of the results, whereas for the long sequences the DLSTM, BiLSTM

with attention and BiDSLTM surpasses the baselines of both datasets. The

BiDLSTM with attention outperforms all models on the full-length sequences by

over 20.36% on the EEK dataset and the IEST baseline by 18.47%. These results

show that incorporating contextual information through the bidirectional layer and

using attention to focus on the most important words in a tweet enhances the

dilated LSTM’s ability to cope with longer sequences. This confirms that using

more specialised learning models such as the DLSTM, BiDLSTM and BiDLSTM

with attention allows us to capture information in longer sequences better.

Learning Model Test Acc. Precision Recall F1-score
Max Entropy 58.4 0.59 0.57 0.58
CNN 43.95 0.44 0.43 0.43
CNN LSTM 56.15 0.57 0.55 0.56
BI LSTM 51.73 0.52 0.51 0.51
BI LSTM attention 58.79 0.59 0.58 0.58
DLSTM 60.27 0.61 0.59 0.60
BiDLSTM 69.01 0.71 0.67 0.69
BiDLSTM attention 78.76 0.79 0.78 0.78

Table 3.8: Results of test accuracy in %, precision, recall and F-1 score full length
(IEST dataset).

Learning Model Test Acc. Precision Recall F1-score
Max Entropy 62.50 0.63 0.62 0.62
CNN 55.12 0.56 0.54 0.55
CNN LSTM 60.11 0.61 0.59 0.60
BI LSTM 60.88 0.61 0.60 0.60
BI LSTM attention 62.70 0.63 0.62 0.62
DLSTM 67.18 0.68 0.66 0.67
BiDLSTM 69.53 0.71 0.68 0.69
BiDLSTM attention 80.97 0.82 0.79 0.80

Table 3.9: Results of test accuracy in %, precision, recall and F-1 score long (EEK
dataset).



3.4. Bidirectional Dilated LSTM with Attention 115

Evaluation of Prediction Labels In order to evaluate the performance of each

model, 5,000 tweets per dataset were set aside, that have not been used during

training or testing previously. The pretrained models were used to establish, which

labels are hardest to predict for each network. Then the best performing learning

model was compared with human performance on the same task. For this Amazon

Mechanical Turk (Turk 2012) was used, where each tweet was annotated by three

different annotators for the six emotion categories, yielding 15,000 annotations per

dataset. All emotion words were replaced with the term ‘[Keyword]’, a sample tweet

can be seen in Figure 3.5.

Figure 3.5: Example of a tweet shown to annotators

Confusion matrices are used to visualise the results for both datasets. Figures 3.6

and 3.7 both show the confusion matrices for the BiDLSTM with attention. Figures

3.6 and 3.7 shows that for the both datasets Joy was most accurately predicted

emotion, whilst Anger (61.96 %) was often misclassified. Furthermore, it shows

that Anger is more often confused with Disgust in both datasets.

Figure 3.6: BiDLSTM attention
(IEST)

Figure 3.7: BiDLSTM attention
(EEK)

Furthermore, each emotion was compared in both datasets in order to gain a better

insight into how well each emotion is classified by the proposed learning model. We



116 Chapter 3. Fine-grained Emotion Classification in Tweets

use Precision, Recall and F-1 score as our evaluation metrics for both of the test

datasets. Table 3.10 shows the emotion labels in the IEST dataset using the full

sequence length, where the best performing emotion is Joy and the emotion Anger

is most often misclassfied. Table 3.11 also shows the label classification for the EEK

dataset using the full sequence length, confirming that the same emotions, Joy and

Anger, are also the most and least likely to be accurately classified.

Type Precision Recall F1-score
Anger 0.69 0.76 0.72
Fear 0.69 0.83 0.75
Disgust 0.83 0.75 0.79
Sadness 0.76 0.78 0.77
Joy 0.90 0.75 0.82
Surprise 0.84 0.78 0.81
Average 0.79 0.78 0.78

Table 3.10: Evaluation metrics per emotion label - BiDLSMT with attention in %
(IEST dataset).

Type Precision Recall F1-score
Anger 0.71 0.79 0.75
Fear 0.74 0.86 0.80
Disgust 0.84 0.78 0.81
Sadness 0.78 0.81 0.79
Joy 0.93 0.77 0.85
Surprise 0.84 0.79 0.81
Average 0.81 0.80 0.80

Table 3.11: Evaluation metrics per emotion label - BiDLSMT with attention in %
(EEK dataset).

Evaluation of human annotation task Afterwards the results for the human

annotation task were evaluated, for the same test datasets. Figures 3.8 and 3.9

show the confusion matrices for the human annotators. Each confusion matrix

shows the number of correctly and false predicted labels in percentages. It was

found that for both datasets evaluated by humans that the most commonly correctly

annotated emotion was Joy with 37.70% in the IEST and 41.80% in the EEK dataset.

The emotion Disgust was least likely to be accurately annotated in both datasets.
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Furthermore Disgust was most often mistaken for the emotion Sadness in both

datasets and overall there were far fewer accurately predicted labels by the human

annotators compared to the proposed learning model.

Figure 3.8: BiDLSTM attention
(IEST)

Figure 3.9: BiDLSTM attention
(EEK)

Figure 3.10 shows an example of a tweet with its true label and the labels predicted

by human annotators. It can be seen that for all three people annotating this tweet

there was no agreement on the emotion label and no annotator picked the correct

label. This illustrates how hard this task may be for humans as the keyword could

have been replaced with a number of different emotion keywords and made sense.

Figure 3.10: A tweet illustrating the difficulty of the task for a human annotator to
choose one emotion keyword.

Probabilities of labels Furthermore, 100 random test samples were evaluated

to see the probability distribution of the output labels (see Figures 3.11 and 3.12).

It could be argued that there might be some larger pattern that is detected by

learning models when humans write about emotion that may not be detected by
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humans on a qualitative basis. This might be due to the difficulty in the task where

many emotions are closely related or overlapping such as Disgust and Anger, where

humans were not able to interpret them correctly (Widen et al. 2004). Other studies

have previously found that humans struggle to identify emotions in textual data due

to the lack of extra information provided (e.g.: tone of voice or facial expression)

and therefore often projecting their own emotional state and information (Riordan &

Trichtinger 2017). However, this is not possible for any learning model and therefore

might be the reason why they are better at detecting underlying patterns in this

type of data.

Figure 3.11: Visualisation of
IEST Emotion labels based
on the probability of accurate
prediction - BiDLSTM with
attention

Figure 3.12: Visualisation of
EEK Emotion labels based on the
probability of accurate prediction
- BiDLSTM with attention

3.4.4 Conclusion

In this chapter it was found that the proposed learning model, the bidirectional

dilated LSTM with attention, performs above the baseline of 58.4% by over 14.43%

on the WASSA shared task dataset. Furthermore, the learning model performs

also best on our own dataset achieving an accuracy of 80.97%. It was also found

that when using longer sequences we achieve better results with models that are

more specialised compared to vanilla neural networks. Additionally, it was shown

that when pruning our model to use a shorter input sequence it still outperforms
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state-of-the art results. Also, it could be argued that treating tweets as longer

sequences we can utilise more information in a tweet. Furthermore it was evaluated

which labels are most likely predicted correctly by both humans and the BiDLSTM

with attention. Finally, it was demonstrated that the task of accurately identifying

the six emotion categories in tweets is considerably harder for humans compared to

the learning model. This could largely be due to the amount of emotions projected

by humans on an individual tweet which does not enable them to identify overall

patterns on a qualitative basis.

3.5 Conclusion

In this chapter, the EEK dataset was introduced and ethical considerations of

data collection were outlined. Then two different experiment series were described,

where at the centre of it was the use of a dilated LSTM for fine-grained emotion

classification. Furthermore, it was used to test the hypothesis that tweets should

no longer be treated as a short sequence or sentence-level SA task. Then a new

learning model was proposed to overcome issues the dilated LSTM struggles with

on real-world tasks. This includes the addition of a bidirectional layer and a custom

attention mechanism that focuses on the output of the dilated layer. It was shown

that the proposed model improved classification accuracy and further proved how

important it is to take advantage of the full sequence length of a tweet. However,

it is important to note that the results of these algorithms may vary based on the

data they are being fed. Additionally, a human evaluation of the same task was

conducted using Amazon Mechanical Turk (Turk 2012). This showed how hard this

task is on a human level and that the neural networks may pick up overarching

patters not accessible to humans. There are a number of future considerations

and avenues of work considered for this type of research. Firstly, it has to be

acknowledged that ethics and data protection are rapidly evolving and that for
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future projects these changes need to be examined closely. Furthermore, it has

to be more thoroughly considered how the use of such data and the subsequent

development of any technologies or algorithms impact wider society. Concepts such

as bias and fairness in deep learning need be further explored in order to gain

substantial insight into the data and draw the right conclusions. On the other hand,

it should also be considered how this kind of work can further the area of Sentiment

Analysis, where it would be useful to scale up this work to other emotion theories.

One of those theories would be the work by Plutchik (Plutchik 1984), which directly

builds upon the emotion theory used in this work. In doing so more interesting and

fine-grained insights could be generated from such data and also be used for purposes

closely aligned to AI for social good research. Finally, this work should not only

consider the use of other deep learning methods, but also the use of knowledge-based

methodologies, which could help to overcome one of the key issues in SA research

of achieving Natural Language Understanding (as outlined in section 2.2).



Chapter 4

Learning SSE representations using

RELATE

A variety of neural network models have been at the core of ground-breaking results

in several different research areas in natural language processing, which includes

Machine Translation (Sutskever et al. 2014), Natural Language Generation (Konstas

et al. 2017) and Sentiment Analysis (Dos Santos & Gatti 2014). However, one of the

major disadvantages of these models is that they generally require large amounts

of labelled data, whilst the knowledge contained in this data could be described in

smaller more efficient knowledge representations (Yaqi et al. 2019). Therefore, recent

research efforts have increasingly focused on developing methodologies that make

prior knowledge accessible for neural networks, where one of the most flourishing

approaches include embedding representations (Liang et al. 2019). Several existing

resources are available for SA tasks that are used for learning Sentiment Specific

Embedding (SSE) representations. These resources are either large, common-sense

KGs that cover a limited amount of polarities/emotions or they are smaller in size,

such as lexicons, which require costly human annotation and cover fine-grained

emotions. Therefore using knowledge resources to learn SSE representations is either

121
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limited by the low coverage of polarities/emotions or the overall size of a resource.

In order to incorporate knowledge into deep learning methods, researchers have

focused on building many different resources. There have been three dominant

ways to store knowledge in KBs, namely lexicons, ontologies and KGs. Over recent

years particularly lexicons and KGs have been successfully created and applied to

different NLP tasks. Most notably, the creation of lexicons such as WordNet (Miller

1995) has influenced tasks such as dependency parsing (Herrera et al. 2005). This

has also led to the creation of lexicons specific for SA, such as WordNet-Affect

(Strapparava et al. 2004) or the NRC emotion lexicon (Mohammad & Turney

2013). At the same time, word embeddings or bigger language models have not

been focused on utilising sentiment or emotion information as part of the learning

process. LMs, such as BERT (Devlin et al. 2018) or ELMO (Peters et al. 2019) have

had considerable breakthroughs in various NLP tasks, but have been focused on

incorporating context only. This has often led to words carrying opposing sentiment

or emotional meaning having similar vector representations (Zhang, Wu & Dou

2019). Furthermore words carrying sentiment can also have different polarities or

emotions when used in different topics or context (Ren et al. 2016). An example

of this could be words such as ‘good’ and ‘bad’ or more subtle and fine-grained

‘sad’ and ’upset’. Overall, this can lead to worse SA performance (Tang, Wei, Qin,

Yang, Liu & Zhou 2015), where a common approach to overcome this issue relies on

using fixed embeddings or fine-tuning them with external resources. These methods

range from post-editing already learned embeddings (Yu et al. 2017) to introducing

separate ‘sentiment channels’ to learn new embeddings (Lan et al. 2016).

In this chapter, a new directed KG called RELATE is introduced. It is built to

overcome both the issue of low coverage of emotions and the issue of scaleability.

RELATE is the first KG of its size to cover Ekman’s six basic emotions.

Furthermore, it is based on linguistic insights to incorporate the benefit of semantics
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without relying on costly human annotation. Section 4.1 will describe which datasets

have been used for this work. Then it will be outlined how the directed KG RELATE

is created using linguistically inspired algorithms. Then several visualisations will

be shown to give insight into what the triples of this KG look like and how much

emotion information has been retained. The performance of RELATE is evaluated

by learning SSE representations using a Graph Convolutional Neural Network

(GCN) in section 4.2. The SSE are comprehensively compared against existing

language models (LMs), such as BERT and ELMO in the task of fine-grained

emotion classification. Finally, embedding visualisations will be compared to see

how emotion keywords are represented in the embedding space.

4.1 Creating an emotion knowledge graph

In an effort to include emotions, new knowledge bases have been created either

from scratch (Cambria et al. 2010, Mohammad & Turney 2013) or built on existing

resources (Strapparava et al. 2004). In the following section a new knowledge base

is introduced called RELATE, which is a knowledge graph build on Ekman’s six

basic emotions. For this the Twitter data introduced in 3.2 is used (EEK dataset)

to create this new directed knowledge graph. This data is used because it offers

users to express their opinions, emotions and comments towards events, products

and other entities (Chaffey 2016) freely within Twitter’s Terms of Services Twitter

(2017c). Harnessing the relations, entities and sources from such data could provide

useful insight and open up further research directions that could benefit the use of

a larger emotion knowledge base.

The following section will outline the steps taken to preprocess the collected Twitter

data. Then it will be shown how triples were obtained for this resource. Finally, two

different methods of initial evaluation will be used to gain some insight into what
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different emotion triples look like.

4.1.1 Preprocessing

There are several challenges when working with Twitter data because there is no

restriction put upon Twitter users, except the limitation of characters per tweet

(maximum of 250 characters per tweet). Therefore, people are free to use any form

of language in order to communicate their message. This can include colloquialism,

well-known acronyms (e.g., BRB = Be Right Back) or emojis (Agarwal et al. 2011)

amongst others.

Text Preprocessing

Two well-known NLP tools, called Ekphrasis (Baziotis et al. 2017b) and Spacy

(Explosion 2017) were used for anonymising and preprocessing the data, which

is a common step in producing a new KG (Exner & Nugues 2012, Cattoni et al.

2012). Several preprocessing techniques that are often utilised in NLP tasks include

tokenization, lemmatization and dependency parsing.

Firstly, Ekphrasis (Baziotis et al. 2017b) was used to replace and remove all

usernames and URLs in each tweet with placeholders (e.g.: ‘< user >’ ). Whilst

this is very effective for ensuring any tagged person is not mentioned, there is still

a risk that a person is named by name only (e.g., ‘Barack Obama’ ). Arguably, this

effects predominantly persons whose work is carried out in public through politics or

the entertainment industry, and therefore it was decided not to remove those names.

Furthermore, the functionality to annotate words that are elongated, repeated or are

hashtags was used in this work. Also, it was decided to manually replace personal

pronouns, such as (i’m to i am) and helping verbs (wouldn’t to would not) in order

to make dependency parsing easier at a later point.
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Figure 4.1: Example of a Emoji to textual description representation

Emoji Preprocessing Similarly to research conducted by Exner & Nugues (2012)

it was chosen to remove all additional references, such as mark-ups or annotations

and only keep the running text, which also includes the preprocessing of emojis in

the data. In order to get accurate representations of each emoji used in this dataset,

Spacymoji (Explosion 2017) was used to identify all emojis in the dataset. Then the

description provided by Spacymoji was used for each entry to create a new textual

representation as shown by Figure 4.1. Then each emoji in the dataset was replaced

with its new textual representation. Overall there were over 1,069 different types of

emojis found in this dataset. This concludes the initial data cleaning process.

Sentence Segmentation

In order to obtain more high-quality triples, sentence segmentation was performed

to distinguish between minor (irregular) and major (regular) sentences. Minor

sentences usually follow an abnormal pattern and often compromise emotional

noises, such as ‘ugh!’ or proverbs, e.g., ‘easy come, easy go’, which means that

they often do not follow the rules of English grammar (Crystal & McLachlan 2004).

Major sentences largely follow the rules of English grammar and most clauses contain

some variation of the Subject-Verb-Object order (Crystal & McLachlan 2004).

Following this approach, minor and major sentences are distinguished by splitting

each tweet based on three types of punctuation marks: full stop, question and

exclamation mark. Then any sentence fragments that are less than two words long

(see Algorithm 1) were filtered out; the author is aware that this approach does

not ensure that all fragments containing less than two words are minor sentences

and that there are no minor sentences mistaken for major sentences. Using this
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approach 617,741 major sentences and 47,123 minor sentences are obtained. To

obtain triples from tweets, only major sentences are used.

Major sentences can be split into two main types—simple and multiple— sentences

where simple sentences often contain only one clause and multiple sentences often

follow a pattern of ‘clause’ + ‘linking word’ + ‘clause’ and therefore contain multiple

clauses. Overall, the four main types of clauses are either simple or linked by

coordination or subordination (Crystal & McLachlan 2004). We created three

different dictionaries that contained both coordinators and/or subordinators as

outlined by Crystal & McLachlan (2004) that link clauses in order to get an estimate

of how many of each type of sentences are in our dataset (see Table 4.1).

Type of Sentence Number
Major 617,078
Minor 47,658
Simple 380,079
Compound 86,233
Complex 86,987
Compound Complex 63,779

Table 4.1: Types of Sentences in Dataset

input : Preprocessed Tweets
output: Tweets split into individual clauses

/* Each clause in a tweet is tokenized and checked for its
overall length */

1 major_sentences = []

2 minor_sentences = []

3 for ( clause in preprocessed tweet ) {
4 if length(clause) < 2 then
5 major_sentences.append(clause) ;
6 else
7 minor_sentences.append(clause);
8 end
9 }

Algorithm 1: Sentence Segmentation
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Coreference Resolution Spacy’s neural coreference module (Explosion 2017)

was used for this task. It was found that the majority of sentences do not contain

any coreference, where the highest amount of coreference was around 17% in the

compound and complex clauses.

4.1.2 Obtaining Triples

Constructing a KG from natural language is traditionally seen as a challenging task,

because of the complex structure of language data (Kertkeidkachorn & Ichise 2018).

A commonly used technique when creating KGs from text is using linguistic theory

in the form of semantic parsing (Exner & Nugues 2012, Carlson et al. 2010, Fader

et al. 2011). Therefore, it was decided to use Spacy’s dependency parser (Explosion

2017) to extract triples from the data. There are several different dependency parsers

available for NLP tasks (Loper & Bird 2002, Chen & Manning 2014), and there are

also parsers for Twitter data such as Tweebo (Kong et al. 2014); however, it was

found that these were less effective in identifying an appropriate sentence structure.

Furthermore, it was found that when parsing longer tweets, the parser struggled to

identify the traditional Subject-Verb-Object for triples in a clause. One explanation

for this could be due to the noise and complexity that is present in tweets. Therefore,

it was decided to take this approach and split each clause of the type compound,

complex and compound-complex based on coordinators as outlined by Crystal &

McLachlan (2004). The main reason for this is due to clauses that are linked by

coordinates can in principle stand as a sentence on their own (Crystal & McLachlan

2004). This is unlike clauses linked by subordinators as the clauses may be depended

or embedded, and therefore grammatically dependent (Crystal & McLachlan 2004).

Taking this approach yielded a total of 617,078 clauses before using dependency

parsing.

Using an approach similar to Schmitz et al. (2012), all syntactic information is given
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to extract the main subject, relation and object from the tweets and annotate each

clause with syntactic information.

Triples - no coreference For clauses containing no coreference, triples were

obtained as described in Algorithm 2.

First, it was iterated over the clause and found the main ROOT (see line 4) of

the sentence. This is in most instances the main verb of the clause and is used as

the relation linking the subject and the object. In the English language, there is a

strict pattern for grammatically correct sentences that means the subject is usually

found on the left side of the main verb and the object is on the right side of the

verb. Whilst the identification of the main verb is more simple, it is more difficult to

obtain the correct subject or object, especially when the main verb is at the start of

a sentence. A common technique used is using Named Entity Recognition (NER),

which is often deployed when extracting triples from natural language. However, in

this instance it was decided not to move forward and use an existing NER tool due

to the lack of coverage existing tools provided. Therefore, both subject and object

are identified through the algorithm in each clause.

For the subjects (see line 10), it was decided to iterate to the left of the main verb

and use these as the main subject. If there was no left side to the root word, then

the whole clause was considered to search for the dependency tag ‘subj’. The object

was identified by iterating over the subtree to the right of the ROOT word (see line

10). A subtree is a sequence which contains the syntactic descendants of the main

token in this instance. This was done because the main verb is usually followed by a

longer sequence of words, especially in sentences of the type complex-compound and

complex. Getting the syntactic descendants of the root word to the right allowed

the identification of dependencies tagged with ‘obj’ that were related to the main

root. Furthermore, ‘modifiers’ and ‘compounds’ were added to the identification of
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input : Single clause with no coreference
output: A triple with the structure Subject-Verb-Object

/* Each word in a clause is annotated with a dependency tag
*/

1 relations = []

2 subjects = []

3 objects = []

/* Find the main ROOT in each clause and use it as the
relation */

4 for ( dependency_tag in clause ) {
5 if dependency_tag == ‘ROOT’ then
6 relations.append(word)
7 end
8 }
/* Iterate over the subtree to the left of the ROOT and find

main subject */
9 left_root=ROOT.lefts

10 if len(left_root)==0 then
11 dependency_tag == ‘SUBJ’

12 subjects.append(word)
13 else
14 subject.append(left_root)
15 end

/* Iterate over the subtree to the right of the ROOT and find
main object */

16 right_root=ROOT.rights

17 o=""

18 for ( s in right_root.subtree ) {
19 if dependency_tag == ‘COMP’ then
20 o+= word
21 end
22 if dependency_tag == ‘MOD’ then
23 o+= word
24 end
25 if dependency_tag == ‘OBJ’ then
26 o+= word

27 objects.append(o)
28 else
29 objects.append("")
30 end
31 }

Algorithm 2: Obtaining Triples with no coreference
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the object on the right of the main verb.

An example output of a sentence for a triple with no coreference would look like

this:

Figure 4.2: Example of a clause annotated with dependencies and the resulting
triple.

Triples - Coreference Similarly, for the tweets that contain coreference, the

same methodology was used to obtain the main verb and object. However, in order

to identify the main subject, Spacy’s Explosion (2017) neural coreference module

was used. For this, it was iterated over each clause and the first item in the returned

list of coreferences was used as the main subject.

Once this final process was concluded, only triples where there were two or more

types of each triple identified were kept, e.g.: Subject and Object or Subject and

Relation. There were 490,299 remaining triples after completing the whole process.

There are some downsides to this approach, where we only identify the main triple

in each clause and not account for clauses that have more than one Root. However,

it could be argued that there is no possibility to obtain a complete KG, where the

trade-off between coverage and correctness of a KG is very common (Paulheim 2017).

4.1.3 Qualitative evaluation of RELATE

There are a number of ways in which this KG is evaluated. Firstly the distribution

of emotion keywords in each triple is looked at. This is done to show how many

triples in this directed knowledge graph carry affective meaning. Secondly, parts of

the emotion keywords are visualised to show whether there are meaningful triples
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present. Finally, in section 4.2 this new knowledge graph will be used as a resource

to generate new embedding representations.

Distribution of triples

Figure 4.2 shows the overall amount of triples and the number of individual entries

for each triple. The total number of triples of the whole KG is 490,299. It can

be seen that the number of complete triples, containing all three entries is 323,106,

whilst there is only one triple that does not have an entry for the relation.

Triple Type Number of Entries
Subject 400,166
Relation 464,295
Object 323,106

Table 4.2: Overall number of triples in the knowledge base.

Figure 4.3 shows the distribution of emotion keywords in the KG, and it can be seen

that 42,646 triples contain emotion keywords, which means that there are around

8.69% of the whole KB that contain emotion keywords. It could be argued that when

splitting tweets into its sentence segments that there is not necessarily an emotion

keyword in each sentence segment. Furthermore, it can be seen that there is a large

number of triples in the happy emotion category. This is not surprising, because

of the initial distribution of keywords in the original dataset. Furthermore, it can

be seen that the largest amount of emotion keywords are in the relation category,

whilst subjects contain the least amount of emotion keywords.

Visualisation of triples

In Figures 4.3, 4.4, 4.5, 4.6, 4.7 and 4.8 examples of where emotion keywords are

relations are shown for each category. Networkx (Hagberg et al. 2005) is used for
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Emotion Subject Relation Object Total
Anger 641 1143 2312 4096
Fear 701 4019 1421 6141
Disgust 484 2639 1748 4871
Surprise 687 3062 1062 4811
Joy 7632 5813 3539 16,984
Sadness 816 2539 2388 5743
Total 10,961 19,064 12,470 42,646

Table 4.3: Emotion keywords that are part of a triple

visualisation, and a randomly chosen set of examples of triples are used. This

means that not all triples are visualised. Furthermore, the relation word itself

is not visualised but symbolised through the arrow starting at the subject and

pointing at the object. It can be seen in Figures 4.3, 4.4, and 4.5 that there

are emoji representations part of a triple such as ‘downcast_face_with_sweat’ or

‘neutral_face’. Moreover, it can be seen that there are empty circles, which shows

that the Subject and Object in this case (indicated by the arrows pointing towards

and away from it) are empty.

Figure 4.3: Example of ‘angry’ relations in the knowledge graph.
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Figure 4.4: Example of ‘sad’ relations in the knowledge graph.

Figure 4.5: Example of ‘happy’ relations in the knowledge graph
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Figure 4.6: Example of ‘disgust’ relations in the knowledge graph.

Figure 4.7: Example of ‘surprise’ relations in the knowledge graph.
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Figure 4.8: Example of ‘fear’ relations in the knowledge graph.
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4.1.4 Discussion

In the following section, several challenges are outlined when it comes to creating a

new KG from tweets, which affect different aspects of the process. Furthermore, it

describes which common use cases there could be for this knowledge graph.

Challenges

A common downside of many KGs is that they only contain the knowledge that

was explicitly referenced in the text and therefore fail to capture anything beyond

that (Bosselut et al. 2019). This also applies to the emotions represented in this KG

because, by default, these are limited to Ekman’s six basic emotions. It also affects

the way that feelings or polarities are not considered, where it can be seen in Figure

4.9 that a triple extracted from this tweet still carries affective meaning but would

not be captured as an emotion in this approach.

Figure 4.9: Example of a feeling conveyed in tweet that is not captured

There are many challenges when working with this type of noisy data, which means

that many existing NLP toolkits would fall short. One such example is using a

NER toolkit that is commonly used in KG creation (Mesquita et al. 2019) to detect

entities. In our case, we tried existing methodologies; however, in most cases, this

was unsuccessful, and empty values were returned. This is attributed to two main

issues: (i) many existing toolkits are trained for texts that are mostly procedural,

e.g., news articles or Wikipedia entries, which means that models presented with

a different language structure would not work well; and (ii) much of the language

used in tweets is non-standard, where previous approaches have often relied on

capitalisation to detect entities, and this is often not done in informal language

(Mayhew et al. 2019).
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Application and future directions

There are many use cases for an emotion KB in a range of different tasks, which

range from commercial and health care applications to robotics. This includes tasks

such as classifying the affective state of text messages or helping generate language

that contains emotive language (Strapparava et al. 2004). For example, tracking

the sentiment people express towards a range of different topics (e.g., products or

politics) or creating dialogue systems that can give an adequate response to emotions

expressed by its users (Mohammad & Turney 2013). Another use case could be in

health care to analyse suicide notes (Schoene, Lacey, Turner & Dethlefs 2019) or

extract opinions from patient feedback forms.

One future avenue of research is to investigate the distribution of emojis in this KG,

as qualitative visualisations have shown that emojis are in similar emotion categories

as their own affective meaning. For example, in the happy emotion category, there

tend to be emojis that have a positive connotation, e.g., ‘face_blowing_a_kiss’.

Another opportunity lies in potentially linking this work to a larger KB, such as

DBPedia to increase its commonsense knowledge with emotional concepts.

4.2 Learning Embedding Representations

The key challenge in learning large-scale embedding representations that are

sensitive towards emotion or sentiment lies in being able to learn word vector

representations that not only reflect context but also ensure that emotion words

of polar opposite meanings do not occupy the same vector space (Zhang, Wu &

Dou 2019). Previous research has often focused on fine-tuning existing LMs, where

most of these models have only been tested on one type of SA task such as polarity

detection using the IMDB dataset (Lin et al. 2011). Therefore, it is important

to investigate not only fine-tuning approaches for existing LM methods, but also
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explore how new methods can be beneficial to a range of different SA tasks (e.g.,

fine-grained emotion detection).

The following section will outline a number of experiments to show how the

knowledge graph RELATE (created in section 4.1) can be used in the context of

learning embedding representations. Then RELATE will not only be benchmarked

against various other embedding representation learning methods but also compared

to several different other resources. Finally, the embedding representations will be

visualised in order to see how emotion keywords are represented in the different

embedding spaces.

The learning model used in these experiments to generate embedding representations

is a Graph Convolutional Neural Network as first outlined in Chapter 2.3, section

2.3.1. The GCN that is used to generate embedding representations is a GCN as

proposed by Yao et al. (2019a), where both TF-IDF and PMI are used to calculate

the edges between nodes in the input KG. More specifically, emotion knowledge is

implicitly included in the model by using emotion keywords or triples as nodes (see

Figure 4.10 for an overview). The embedding representations are learned with the

following experimental setup for the GCN learning rate = 0.001, hidden units =

200, dropout = 0.5. Figure 4.10 gives an overview of the process of learning the

embedding representations. Blue circles show whole triples and green circles show

each individual part of a triple. Green lines indicate word-to-word edges (using PMI)

and blue lines show word-to-document edges (using TF-IDF). The first image in the

blue box shows the Word-Document graph generated, the second image shows the

learned representations for both words and documents and the third image shows

the output of an m x n dimensional matrix for each triple.
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Figure 4.10: Example of a clause going through preprocessing of ‘RELATE’ (orange
box to the left) and then input into the GCN (blue box to the right - graphic adapted
from Yao et al. (2019a)).

4.2.1 Experimental setup

A performance baseline is established for the task of classifying the IEST dataset

into six different emotion categories, where a simple two-layer LSTM is used with a

simple embedding layer. The IEST data is split into 80% training, 10% validation

and 10% test data, where the input into each network is a set of 200-dimensional

embedding representations unless specified otherwise. All LSTMs share the same

hyper- parameters, where the learning rate = 0.001, batch size = 128, dropout = 0.5

and the hidden size is 40 units. All experiments were conducted using Tensorflow

(Abadi et al. 2016), and early stopping was used to prevent overfitting.

The embeddings learned by the GCN are then compared against two static word

embedding methods: GloVe (Pennington et al. 2014) and Word2Vec (Mikolov, Chen,

Corrado & Dean 2013) and three state-of-the-art LMs, including BERT (Devlin et al.

2018) and ELMO (Peters et al. 2019). Each competing embedding method was then

used as an embedding layer to the plain vanilla LSTM to see if and how much they

contribute to the successful classification of fine-grained emotions in tweets. Whilst
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fine-tuning was used in both BERT and ELMO; it was decided not to train new

LMs based on those architectures using the data provided in section 4.2.1, because

of the nature of these learning models. More specifically, these LMs were developed

using large amounts of training data and resources that are nearly impossible to

match in an academic setting.

Resources

In order to generate new embedding representations using a GCN, four different

datasets are used (see Table 4.4). This is done to compare how effective embedding

representations based on the knowledge graph ‘RELATE’ are.

Resource Description Size
RELATE Triples are used as input into the GCN to generate

200-dimensional embeddings for each triple.
42,646

EEK The full EEK dataset was used as input to the
GCN

390,000

EEK - small The resources was randomly generated to see how
effective RELATE would be when the inputs are
plain tweets and the resource size is the same.

42,646

SEMI Not all triples in RELATE have labels, therefore a
GCN was used to automatically label all missing
triples with emotion labels so that all knowledge
graph triples could be used as input

490,299

Word2Vec Tweets collected and pre-trained by Godin et al.
(2015)

400 million

GloVe Tweets collected and pre-trained by Pennington
et al. (2014)

2billion

ELMO This language model was taken from
Tensorflow-hub https://tfhub.dev/google/
elmo/2

1Billion words

BERT This language model was taken from
Tensorflow-hub https://tfhub.dev/google/
bert_uncased_L-12_H-768_A-12/1

3.3 billion

Table 4.4: Overview of the different resources that were used as input to the GCN

https://tfhub.dev/google/elmo/2
https://tfhub.dev/google/elmo/2
https://tfhub.dev/google/bert_uncased_L-12_H-768_A-12/1
https://tfhub.dev/google/bert_uncased_L-12_H-768_A-12/1
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4.2.2 Results and Evaluation

Table 4.5 show the results for all experiments that were outlined in the previous

section, where the top half of the table shows experiments using the GCN and the

different resources, and the bottom half shows the results of the already existing

and established embedding models. Firstly, it can be seen that all embedding

representations learned by the GCN, except EEK-small, outperform the baseline.

Furthermore, it is shown that the best performing embedding representations

generated by the GCN are based on the SEMI and RELATE resource. This is

especially interesting, because of the size difference and nature of the two resources,

which means that the same results can be achieved regardless of whether a GCN

is trained on either a larger resource or a linguistically inspired knowledge graph.

Furthermore, it can be seen that the best results were achieved using GloVe, which

was pre-trained on 2billion tweets, and the BERT model produced the lowest results.

This is particularly surprising, given the amount of data and methodology that is

used, and the groundbreaking results that were achieved in other NLP tasks (Gao

et al. 2019, Wu et al. 2019). Finally, it can also be seen that ELMO performs better

than BERT on this task. This is surprising, especially because of the pre-training

size of BERT (3.3 billion) compared to ELMO (1 billion).

Model Precision Recall F-1 Score
LSTM PLAIN 0.52 0.52 0.52
EEK - small 0.47 0.46 0.46
EEK 0.57 0.56 0.56
RELATE 0.58 0.57 0.57
SEMI 0.57 0.57 0.57
Word2Vec 0.52 0.52 0.52
GloVe 0.60 0.59 0.59
ELMO 0.58 0.58 0.58
BERT 0.19 0.18 0.18

Table 4.5: Experiment results for the GCN embeddings and existing language models
using f-1 scores.

Table 4.6 shows the training setup for each model, including the approximate
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training time (in hours and minutes) and the model parameters for each embedding

layer. For all experiments two Tesla P100 GPUs were used. From this it can be

inferred that whilst GloVe achieves the best results, ‘RELATE’ is most efficient to

train and can therefore be seen as a more lightweight embedding model. This is also

in stark contrast to the time taken by ELMO and BERT to train for 100 epochs.

Therefore evidence suggests that (i) it is important which type of data is used to

train the embedding model on and (ii) the size of the data is important when not

using additional linguistic rules.

Resource Comments Training Time Embedding Parameters
RELATE 02:46 11,035,400
EEK 04:31 11,035,400
EEK - small 00:36 683,000
SEMI 03:43 11,035,400
Word2Vec 02:43 22,070,800
GloVe 03:11 11,035,400
ELMO 11:38 262,400
BERT fine_tuning layers = 40 15:18 110104890

Table 4.6: Overview of the different settings, training times (hours :minutes) and
model parameters for each embedding layer.

Visualisation of the embedding space In order to visualise the embedding

representation, Tensorboard Embedding projector (Tensorflow 2020) was used. This

was done for both the best performing GCN representations using RELATE and

the representations learned by GloVe. Figures 4.11 - 4.22 show visualisations for

the emotion keywords ‘joy’, ‘sad’, ‘surprise’, ‘disgust’, ‘anger’ and ‘fear’ in both

RELATE and GloVe. The 100 closest words (measured in cosine similarity) are

highlighted around the keyword. The x and y - axis are fixed to the left and right

for the words ‘good’ and ‘bad’ respectively in order to identify bias in the embedding

representation.
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Figures 4.11 and 4.12 show the visualisation for the keyword ‘joy’, where it can be

seen that for RELATE (4.11) the emotion word ‘joy’ is closely associated to concepts

of time such as ‘winewednesday’ or ‘winter’ for the word ‘good’(on the x-axis to the

left), but further away from terms such as ‘singlesawarenessday’ and ‘gym’ are seen

for the word ‘bad’ (on the y-axis to the right). On the other side, GloVe (4.12) shows

that concepts such as ‘love’ and ‘goodness’ are more close to the emotion word ‘joy’,

whereas ‘confusion’ and ‘pain’ are further away from it.

Figure 4.11: Visualisation of the emotion keyword ‘joy’ in the embedding
representation of the GCN using RELATE.
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Figure 4.12: Visualisation of the emotion keyword ‘joy’ in the embedding
representation of GloVe.

Figures 4.13 and 4.14 both show the embedding representations for the keyword

‘fear’ in RELATE and GloVe respectively. In RELATE it can be seen that the

words close to the keyword ‘fear’ are ‘betrayal’ and ‘threatend’ as well as colloquial

swearwords. On the other hand words close to ‘fear’ in GloVe are ‘fears’ and ‘risks’,

where it can be seen that often the singular and plural of some words are close to

the keyword. Furthermore, RELATE reflects ongoing events or thoughts of users in

its representation, where for example the city ‘Manchester’ is closely associated to

the word fear as well as some fear words. This would make sense as the data for

these embeddings was collected as just after the Manchester bombings in 2017.
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Figure 4.13: Visualisation of the emotion keyword ‘fear’ in the embedding
representation of the GCN using RELATE.



146 Chapter 4. Learning SSE representations using RELATE

Figure 4.14: Visualisation of the emotion keyword ‘fear’ in the embedding
representation of GloVe.

This is also reflected in embeddings for the keyword ‘anger’ 4.15, where words closely

associated to this word include ‘radical’ and ‘exposed’. However, it is important to

note that on this graphic the emotion keyword ‘anger’ is more closely positioned to

the bias ‘good’. On the other hand this is not true in GloVe, where the keyword is

positioned further to the right and is closely associated to terms such as ‘feminist’

and ‘injustice’.
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Figure 4.15: Visualisation of the emotion keyword ‘anger’ in the embedding
representation of the GCN using RELATE.

Figure 4.16: Visualisation of the emotion keyword ‘anger’ in the embedding
representation of GloVe.
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The emotion keyword ‘surprise’ in Figures 4.17 and 4.18 both show that this keyword

is positioned in the middle of the two concepts of ‘good’ and ‘bad’. Again, it can be

seen that in RELATE terms such as ‘willyworhsipwednesday’ and ‘youths’ are close

to ‘surprise’ showing more colloquial language and processed hashtags. In GloVe

it can be seen that the words ‘dinner’ and ‘mom’ are most closley associated to it.

Interestingly, both embeddings for this emotion keyword show references to people,

such as ‘marja’ in RELATE and ‘mom’ in GloVe. This might be due to people that

are being surprised.

Figure 4.17: Visualisation of the emotion keyword ‘surprise’ in the embedding
representation of the GCN using RELATE.
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Figure 4.18: Visualisation of the emotion keyword ‘surprise’ in the embedding
representation of GloVe.

Figure 4.19 shows that the emotion keyword is positioned more in the middle, whilst

Figure 4.20 shows that it is more biased towards the word ‘bad’. Furthermore, it

can be seen in RELATE that it has a high cosine similarity for words ‘happy’ and

‘pregnancy’. In GloVe terms such as ‘idiocy’ and ‘pettiness’ have higher scores and

are therefore closer positioned to the emotion keyword. Additionally, it is interesting

to observe how the emotion keyword ‘happy’ (as part of the ‘joy’ category) scores

high, but is biased towards the concept of ‘good’.
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Figure 4.19: Visualisation of the emotion keyword ‘disgust’ in the embedding
representation of the GCN using RELATE.

Figure 4.20: Visualisation of the emotion keyword ‘disgust’ in the embedding
representation of GloVe.
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The emotion keyword ‘sad’ as shown in Figures 4.21 and 4.22 is positioned further

towards the left in RELATE and the middle in GloVe. Furthermore, it can be seen

that words such as ‘snapping’ and ‘superspecial’ are close to the emotion keyword.

In GloVe words such as ‘goodbye’ and ‘bad’ are closer to ‘sad’.

Figure 4.21: Visualisation of the emotion keyword ‘sad’ in the embedding
representation of the GCN using RELATE.
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Figure 4.22: Visualisation of the emotion keyword ‘sad’ in the embedding
representation of GloVe.

This qualitative analysis shows that even though RELATE is far smaller in terms

of size, it still can correctly associate emotions to the appropriate concepts.

Furthermore, it can be seen that GloVe shows more standard/general representations

of words and concepts, whilst RELATE includes colloquial and social media

language. This also includes hashtags shown in RELATE, but interestingly neither

embedding representation shows any preprocessed emoji representations in the 100

closest words as measured by cosine similarity. It can also be seen that often in GloVe

words are closely related to their singular and plurals, whereas in RELATE words

reflect more current events or thoughts and opinions that may have been talked

about during the collection of the data (e.g.: The Manchester bombings). Also it was

found that ‘surprise’ is positioned in the middle for both embedding representations

and both make references to people. Overall, it could be argued that GloVe is better

at capturing general concepts based on the millions of pretraining word that were

used in its training, whilst RELATE is showing embeddings that are more closely
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related to ongoing events at the time of collection and incorporates non-standard

language (e.g.: hashtags and colloquial language). On the other hand, RELATE

exposes inherit bias in the embedding representation, which if used in real world

task could lead to further increasing inequality and discrimination. Therefore, future

work should first and foremost look at how to circumvent this bias in embedding

representation to create fairer and ethical representations that are not potentially

harmful. Furthermore, it should look at pretraining RELATE on a larger dataset

to see if these findings change. Also, it should be considered to use not just cosine

similarity, but also Euclidean distance to show how words are closely related to each

other.
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4.3 Conclusion

In this chapter, first the direct KG ‘RELATE’ was introduced and a detailed

description of the data used and its creation was provided in section 4.1.

Furthermore, RELATE was evaluated by looking at both the emotion keyword

distributions and visualisations of the KG, where it was found that preprocessed

emojis were closely positioned to their related emotion keywords. Finally, it

was outlined what common challenges there are for creating new KGs (e.g.:

NER) and what kind of future work should be considered (e.g.: linking this KG

to larger commonsense KGs). In section 4.2, RELATE was evaluated on the

downstream task of learning sentiment specific embedding representations using

a Graph Convolutional Neural Network. Then it was shown that the embeddings

generated with the GCN produce similar classification results compared to other

large-scale LMs, such as BERT and ELMO in the task of fine-grained emotion

classification in Twitter. However, one of its advantages is that it is more efficient

and requires less resources compared to models such as BERT. Furthermore, it

was established that any new LMs need to be tested on a variety of real world

tasks, before they are applied to a particular type of task such as Sentiment

Analysis. Although RELATE proves to be more efficient there are some important

considerations to be taken into account before deploying such as model in real world

scenarios, which includes the bias that is shown in the representations. Finally, the

embedding representations were qualitatively evaluated through visualisations. For

each emotion keyword, the two most successful learned embedding representations

visualisations were created using Tensorflow’s embedding projector. There it was

found that, GloVe produces more standard representations for words overall, whilst

RELATE also includes hashtags and colloquial language. Furthermore, it was

found that RELATE reflects emotions/opinions and concepts linked to events that

happened at the time of data collections, whereas GloVe does not. Therefore, future
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work needs to not only look at further methods of evaluating this knowledge graph,

but also at ways to eliminate bias in embedding representations.



Chapter 5

AI for Social Good: Suicide Note

Classification

Both machine and deep learning techniques have been predominantly used for

commercial purposes; there has also been an increased awareness of how AI

approaches could contribute to solving some of the biggest social problems humans

face worldwide (ITU 2019). This awareness has led to the creation of new workshops

and conferences that fall under the umbrella of "AI for Social Good", where machine

learning researchers connect with NGOs (Non-Governmental Organisations),

charities and other problem owners to create practical solutions. These problems

and challenges are usually closely linked to accelerating progress towards the UN

Sustainable Development Goals (SDG) produced by the United Nations (UN) (WHO

2019). These goals include, but are not limited to, protecting democracy, education,

social welfare and justice as well as health care and environmental sustainability.

Especially within the SDG for health care, there is an increased focus on mental

health. In a recent report, the World Health Organisation (WHO 2019) outlines

that suicide is the second leading cause of death for people aged 15-29 worldwide.

Reducing the rate of suicide worldwide has, therefore, been listed as one of the

156
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objectives of the Sustainable Development Goals for health care. It is estimated that

around 25-30% of people who die by suicide leave behind a suicide note; however,

this figure can be as high as 50% depending on cultural or ethnic differences in

demographics (Shioiri et al. 2005). Desmet & Hoste (2013) have found that there is

an increasing trend amongst younger people to publish their suicide notes or express

their suicidal feelings online. Furthermore, psychological studies have shown that

our state of mind can manifest itself in the linguistic features we use to communicate

(Osgood & Walker 1959, Cummings & Renshaw 1979). At the same time, the use

of social media platforms, such as blogging websites has become part of everyday

life, and there is increasing evidence emerging that social media can influence both

suicide-related behaviour and other mental health conditions. Whilst there are

efforts to tackle suicide and other mental health conditions online by social media

platforms such as Facebook (Facebook 2019), there are still concerns that there is

not enough support and protection, especially for younger users (BBC 2019).

Taking these trends into account and with the unprecedented availability of textual

data from social media platforms, researchers now have the opportunity to analyse

such data and use their findings in several different application areas. This has led to

a notable increase in research of suicidal and depressed language usage (Coppersmith

et al. 2015, Pestian et al. 2012) and subsequently triggered the development of new

healthcare applications and methodologies that aid detection of concerning posts on

social media platforms (Calvo et al. 2017). Traditionally, work on suicide notes has

focused on distinguishing genuine from forged suicide notes in the field of forensic

linguistics, where the findings were used as additional evidence in legal proceedings

(Coulthard et al. 2016). However, in recent years and with the advances in machine

and deep learning, there has been an increasing amount of research conducted to

identify suicidal ideation or suicide notes in online settings, such as social media

platforms (O’dea et al. 2017, Shahreen et al. 2018). Finally, there are a number of

ethical considerations to be taken into account when working with mental health
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data in a computational setting. Work by Chancellor & De Choudhury (2020) shows

that there is no standardised process for either collecting, annotation or working with

this type of data. It has to be noted that often the analysed textual data can only

be seen as a proxy of the actual state of mind of the writer. Furthermore, it has

to be considered that this work deals with a limited amount of textual data and

that the results are not representative for each country or person that leaves a note

behind.

In this chapter, there will firstly be an exploration of existing research and literature

in the field of suicide note detection. Then there will be an analysis of the

linguistic features for the different datasets used. Next, there will be a series of

four experiments using different kinds of datasets and neural networks. The first

experiment series looks at establishing baselines on existing related work using neural

network-based approaches. The second experiment tests the hypothesis of whether

a neural network can detect the linguistic differences in people who have died by

suicide or are forced to die. In experiment three, it is investigated how well suicide

notes can be distinguished from neutral texts using equally balanced datasets. The

final experiment looks at how well suicide notes can be classified when there is a vast

amount of neutral text data, which makes the task more applicable to real-world

scenarios.

5.1 Related Work

Over the years there has been much research conducted into the accurate

classification of suicide notes or detection of suicidal ideation online (O’dea et al.

2017, Shahreen et al. 2018), where researchers use several different methodologies

including but not limited to traditional machine learning (Liakata et al. 2012), deep

learning (Coppersmith et al. 2018) and sentiment analysis (Wang et al. 2012). Such
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research has been conducted in a range of different disciplines like psychology (Gunn

& Lester 2015), linguistics (O’dea et al. 2017) or healthcare (Denecke & Deng 2015).

Many experiments have also been conducted comparing different types of textual

data with suicide notes such as depressed language or blog posts (Schoene, Lacey,

Turner & Dethlefs 2019). Overall there has been a growing interest in looking at

content created online that may solicit need for help (Jaiswal et al. 2017) or detecting

mental health issues (Savova et al. 2016).

This literature review will focus on introducing work looking at the classification of

suicide notes and suicidal ideation detection, but also review work in the space of

depressed language and last statements due to the nature of the experiments.

Suicide note classification The analysis of suicide notes has been used in various

academic settings such as psychology or forensic linguistics to either identify the

genuineness of a suicide note or to predict the state of mind of a note writer

(Coulthard et al. 2016). It has been argued in previous research that our drive

or motivation affects how we communicate, and therefore it is believed that our

spoken and written language represents those shifting psychological states (Osgood

1960). This argument has been taken further by Cummings & Renshaw (1979),

who suggested that there is a shift in one’s linguistic expression due to the aroused

cognitive state suicidal individuals’ experience. These findings have led to Desmet &

Hoste (2013)’s argument that there is an increased need for ‘automatic procedures

that can spot suicidal messages and allow stakeholders to quickly react to online

suicidal behaviour or incitement’. Therefore recent research has looked at different

aspects of suicide notes to find out what "makes" a suicide note, where identifying

linguistic features and patterns, affective states or specific emotions, as well as

dominant topics, have been used in different analysis and experiments. Ji et al.

(2019) provide an overview of applications, methods and domains in suicide note

research.
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One of the settings in which the validation of a suicide note is important is in court

cases or hearings where expert evidence is given by professionals such as forensic

linguists to verify the author of the note or its genuineness (Coulthard et al. 2016).

Another field where the analysis of suicide notes is crucial is psychology, where one

of the most commonly cited studies has been conducted by Shneidman & Farberow

(1956). In their study, they collected a corpus of 33 genuine suicide notes and another

set of 33 suicide notes that were forged. Their analysis showed that there was a clear

difference in language used (e.g.: the use of endearments in suicide notes), which

made the genuine notes distinctive when compared to the forged notes. This study

has been used as a foundation for many other studies afterwards (Shapero 2011) and

researchers such as Osgood & Walker (1959) have compared this set of suicide notes

with a set of normal letters to friends. Whilst especially early work in linguistics

and psychology has mainly focused on the distinguishing factors of linguistics and

topics (Ren et al. 2015), the availability of such data to researchers from other

disciplines has opened up opportunities to use traditional machine learning and

feature engineering for classifying suicide notes.

Jones & Bennell (2007) have used a supervised classification model and a set of

linguistic features to distinguish genuine from forged suicide notes, achieving an

accuracy of 82%. Studies using traditional machine learning have been taken further

recently by Pestian et al. (2010) who also used a set of suicide notes and hypothesised

that when applying the set to a machine learning algorithm it would outperform

mental health professionals in classifying suicide notes correctly. This proved to

be true, where the machine learning algorithm achieved a 78% and trained health

professionals achieved 63% accuracy. Detecting affective states or emotions in such

data has also grown in popularity. Particularly the work of Pestian et al. (2012)

has been influential in the field, and in their study, they have found that there

are fifteen different emotional concepts which prove to be significant in identifying

genuine suicide notes. These fifteen sentiment features have also been used by
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Yang et al. (2012) in the i2b2/VA/ Cincinnati Medical Natural Language Processing

Challenge. The challenge aimed to develop a model which could automatically

identify emotions on sentence-level of a suicide note. The hybrid model developed

by Yang et al. (2012) achieved an accuracy of 61.39% in detecting emotions using

various techniques such as machine learning-based emotion classification. Yang et al.

(2012) argue that one of the key factors for successful identification of emotions is to

split the 15 pre-specified emotions into three different classes (positive, negative and

neutral). Work by Burnap et al. (2015) has looked at identifying suicidal ideation

on Twitter by using lexical, structural and sentiment features, using traditional

machine learning algorithm and achieved an F-measure of 0.728. Schoene & Dethlefs

(2016) have focused on combining both sentiment and linguistic features which led

to achieving a test accuracy of 86.6%. Chen, Aldayel, Bogoychev & Gong (2019)

have used four different feature groups, including sentiment, to assess suicide risk

using a hybrid model. Work by Cherry et al. (2012) looked at the role of emotions

in suicide notes.

Suicide Ideation Classification Recent years have seen an increase in the

analysis of suicidal ideation on social media platforms, such as Twitter. Shahreen

et al. (2018) searched the Twitter API for specific keywords and analysed the data

using both traditional machine learning techniques as well as neural networks,

achieving an accuracy of 97.6% using neural networks. Research conducted by

Burnap et al. (2017) has developed a classifier to distinguish suicide-related themes

such as the reports of suicides and casual references to suicide. The increased use

of deep learning in other areas of Natural Language Processing (Cambria & White

2014) has also led to more studies using Recurrent Neural Networks (RNN) or

Convolutional Neural Networks (CNN) to detect suicide notes or suicidal ideation

(Zirikly et al. 2019). Work by Sawhney et al. (2018) used multiple neural network

architectures to detect suicidal ideation. Research by Benton et al. (2017) uses



162 Chapter 5. AI for Social Good: Suicide Note Classification

multi-task learning to estimate the risk of suicide using multiple public datasets

from various shared tasks. Work by Ji, Pan, Li, Cambria, Long & Huang (2020)

reviews the most recent literature and progress in the space of identifying suicidal

ideation.

Suicide note research has not only focused on the sentiment conveyed in notes but

also on linguistic (Osgood & Walker 1959) and content (Handelman & Lester 2007)

features. Research conducted by Jones & Bennell (2007) used Receiver Operating

Characteristic (ROC) Analysis to distinguish genuine and forged suicide notes from

each other, yielding an average accuracy of 0.82 AUC. Other work conducted by

Schoene & Dethlefs (2016) has found that using a combination of both linguistic

and sentiment features achieves an accuracy of 86.61% using a logistic model tree

(LMT).

Depression notes Work on identifying depression and other mental health

conditions have become more prevalent over recent years, where a shared task was

dedicated to distinguishing depression and PTSD (Post Traumatic Stress Disorder)

on Twitter using machine learning (Coppersmith et al. 2015). Morales et al. (2017)

have argued that changes in the cognition of people with depression can lead to

different language usage, which manifests itself in the use of specific linguistic

features. Research conducted by Resnik et al. (2015) also used linguistic signals

to detect depression with different topic modelling techniques. Work by Rude

et al. (2004) used the Linguistic Inquiry and Word Count (LIWC) software to

analyse written documents by students who have experienced depression, currently

depressed students as well as students who never had experienced depression, where

it was found that individuals who have experienced depression used more first-person

singular pronouns and negative emotion words. Nguyen et al. (2014) used LIWC

to detect differences in language in online depression communities, where it was

found that negative emotion words are good predictors of depressed text compared
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to control groups using a Lasso Model (Tibshirani 1996). Research conducted by

Morales & Levitan (2016) showed that using LIWC to identify sadness and fatigue

helped to classify depression accurately. Zhao et al. (2018) use Convolutional Neural

Networks to model the relationship between depression and people who attempt

suicide. Some work has focused on detecting mental health signals related to other

conditions such as bipolar disorder, major depressive disorder, post-traumatic stress

disorder and seasonal affective disorder (Coppersmith et al. 2014). In their work

Mowery et al. (2016), have looked extensively at which features are relevant when

classifying depression in tweets. This also included the use of features discovered by

LIWC as well as other features such as sentiment and emoticons.

Last statements The analysis and classification of suicide notes, depression notes

and last statements have traditionally been conducted separately. The main purpose

of analysing last statements has been to identify psychological factors or key themes

(Schuck & Ward 2008). Most work in the analysis of last statements of death row

inmates has been conducted using data from The Texas Department of Criminal

Justice, made available on their website (Texas Department of Criminal Justices

2019). Recent work conducted by Foley & Kelly (2018) has primarily focused on the

analysis of psychological factors, where it was found that specifically themes of ‘love’

and ‘spirituality’ were constant whilst requests for forgiveness declined over time.

Kelly & Foley (2017) have also identified that mental health conditions often occur

in death row inmates with one of the most common conditions being depression.

Research conducted by Heflick (2005) studied last statements using qualitative

methods and have found that often afterlife belief and claims on innocence are

common themes in these notes. Eaton & Theuer (2009) studied the level of apology

and remorse in last statements qualitatively, whilst also using logistic regression to

predict the presence of apologies achieving an accuracy of 92.7%. Lester & Gunn III

(2013) used LIWC to analyse last statements, where they have found nine main
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themes, including affective and emotional processes. Also, Foley & Kelly (2018)

found in qualitative analysis that the most common themes in last statements were

love (78%), spirituality (58%), regret (35%) and apology (35%).

Social Media blogs For the purpose of the experiments conducted in section

5.6, a brief overview of the work on social media blogs is given. Work on classifying

blogs from social media platforms has focused on predicting sentiment or emotions

(Binali et al. 2010) or characteristics of the author of a blog, such as age (Rosenthal

& McKeown 2011) or gender (Bartle & Zheng 2015). Other work has focused on

modelling ideologies in blogs using topic modelling techniques (Lin et al. 2008).

5.2 Data

The datasets used for the experiments in this chapter have been expanded over time.

Therefore this section provides an overview of the different datasets as well as where

and how they have been collected. All corpora have been anonymised in order to

protect the authors’ identity and those mentioned in their communication, which

includes any places, names or references to identifying information. The examples

of notes below have been chosen for their brevity; many of the notes in the corpus

are of greater length.

Data collection for Genuine Suicide Notes Genuine suicide notes provide

a unique insight into the mindset of a person who has committed suicide (Gregory

1999). Therefore we have chosen only to use genuine suicide notes in our experiments

and made a conscious decision not to use other datasets such as Twitter suicide

datasets (Burnap et al. 2015). The main reason for this being that these tweets

have mainly been collected using specific keywords such as ‘suicide’ to accumulate
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Dataset WebsiteTitle Accessed URL
GSN3 TMZ AARON HERNANDEZ

SUICIDE NOTE TO FIANCEE
RELEASED ’You’re Rich’

2017 https://tinyurl.com/
n4dl5p4

The
Sun

Suicide Note of Woman after
mothers death

2017 https://tinyurl.com/
yyv8dry7

Says Student In Penang Left A
Suicide Note On Facebook
Before Jumping To His Death

2017 https://tinyurl.com/
y3lnd7j2

NDTV ’Suicide by cop’: Marathi
Filmmaker Atul B Tapkir Found
Dead

2017 https://tinyurl.com/
lh4sexb

Daily
Mail
Online

’Suicide by cop’: Boy, 15, who
was shot dead after he called
911 on himself and pointed a BB
gun at the responding officers left
behind a suicide note

2017 https://tinyurl.com/
y6a9c2tk

LadBibleYoung Girl With Anorexia
Penned Several ’Goodbye’ Notes
Before Her Suicide

2017 https://tinyurl.com/
yyrgh7h3

Thinking
Humanity

Teen Who Was Bullied
And Gang Raped Left This
Heartbreaking Suicide Note

2017 https://tinyurl.com/
y5dq6sdt

Table 5.1: Overview over the different outline resources for the GSN3 dataset

the data and there is no human verification that the person who wrote this tweet is

indeed suicidal or has passed away. Due to the sparsity of genuine suicide notes that

are publicly available, we have added new genuine suicide notes to this corpus over

time. Below the different datasets used in the subsequent experiments are outlined

(see Table 5.2) and Table 5.1 shows some references for additional source of suicide

notes.

https://tinyurl.com/n4dl5p4
https://tinyurl.com/n4dl5p4
https://tinyurl.com/yyv8dry7
https://tinyurl.com/yyv8dry7
https://tinyurl.com/y3lnd7j2
https://tinyurl.com/y3lnd7j2
https://tinyurl.com/lh4sexb
https://tinyurl.com/lh4sexb
https://tinyurl.com/y6a9c2tk
https://tinyurl.com/y6a9c2tk
https://tinyurl.com/yyrgh7h3
https://tinyurl.com/yyrgh7h3
https://tinyurl.com/y5dq6sdt
https://tinyurl.com/y5dq6sdt
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Figures 5.1 - 5.5 show examples of notes and posts for each dataset category.

Figure 5.1: Example of a Suicide
Note.

Figure 5.2: Example of a
Depressed Note.

Figure 5.3: Example of a Love
Note.

Figure 5.4: Example of a Last
Statement.

Figure 5.5: Example of an excerpt of a neutral post.

Furthermore, it has to be noted that LH posts were written by people who are

happily in love and DL1 post were written by people identifying themselves as

depressed and lonely respectively. LS contains records of prisoners who have received

the death penalty between 1982 and 2017 in Texas, U.S.A. Datasets DL2, DL3,

NEU1 and NEU2 were randomly selected posts from the overall dataset. Finally,

the dataset size for NEU2 was chosen empirically to ensure that the overall amount

of GSN notes is below 5% to make the task more applicable to the real world.
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Corpus Name Resource Experiment Size
GSN1 (Genuine Suicide notes) This dataset was taken from

Schoene & Dethlefs (2016)
1 142

GSN2 (Genuine Suicide notes) GSN1 was extended by
using notes introduced by
The Kernel (2013) and
Tumbler (2013)

2 161

GSN3 (Genuine Suicide notes) GSN2 was extended by
using public resources (see
Appendix ??)

3 and 4 211

DL1 (Depression notes) Data collected by Schoene
& Dethlefs (2016)

1 and 2 142

DL2 (Depression notes) Reddit data collected by
Pirina & Çöltekin (2018)

3 211

DL3 (Depression posts) Reddit data collected by
Pirina & Çöltekin (2018)

4 1293

LH (Love/Happiness notes) Data collected by Schoene
& Dethlefs (2016)

1 142

LS (Last Statements) This dataset has been made
available by the Texas
Department of Criminal
Justices (2019)

2 431

NEU1 (Neutral posts) Data made available by
Schler et al. (2006)

3 211

NEU2 (Neutral posts) Data made available by
Schler et al. (2006)

4 3500

Table 5.2: Overview over the different datasets that were used in the following
experiments.
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5.3 Linguistic Analysis

To gain more insight into the content of the datasets, we performed a linguistic

analysis to show differences in the structure and contents of the different datasets.

For this study the LIWC software (Tausczik & Pennebaker 2010) is used, which

has been developed to analyse textual data for psychological meaning in words.

The average of all results across each dataset is reported. LIWC has been used

in previous research to annotate datasets for suicide risks in addition to experts to

determine linguistic profiles of suicide-related Twitter posts (Just et al. 2017). Other

work by Rude et al. (2004) used LIWC to analyse written documents by students

who have experienced depression, currently depressed students as well as students

who never have experienced depression.

In the following section, there will be an analysis of the different datasets introduced

in section 5.2 using LIWC. Furthermore, there will be an analysis of how statistically

significant these features are for experiments 3 and 4, where it is tested if suicide

notes can be distinguished from neutral text.

5.3.1 Analysis for Experiment 1

In this section the datasets GSN1, DL1 and LH were used for analysis, the results of

this analysis are used as part of Experiment 1. Experiment 1 looks at establishing

baselines on existing related work using various neural networks. Furthermore the

Natural Language Tool Kit (NLTK) was used as part of this analysis (Bird & Loper

2004).

Average note length In Table 5.3 we can see the average number of grammatical

and content features for each post or note for each dataset. The first feature to

be analysed will be the length of each note collected as it is argued by Gregory
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Corpora GSN1 LH DL1
Word count per note 137.77 65.12 112.37
Average Note Length 144.60 70.78 120.85
Average Sentence Length 15.0 12.0 15.0
Allness Terms 123 85 113
Cognitive Processes 12.36 15.05 16.95
Characters 773.97 340.35 614.63
Nouns 27.29 10.00 16.25
Verbs 25.83 12.96 23.28
Adjectives 7.23 4.11 6.56
Adverbs 8.01 4.88 9.86
Pronouns 20.13 10.57 15.80
Lexical Diversity 6.56 6.15 7.13

Table 5.3: Linguistic Features across all three corpora as provided by LIWC
(Pennebaker et al. 2014).

(1999) that suicide notes are greater in length since the suicidal individual wants to

convey as much information as possible. This is due to the note writer’s feeling that

they will not have time to convey this information at a later point (Gregory 1999).

Table 5.3 also shows the overall length of each corpus which is then divided by the

number of notes collected to compute the average length of each note. Another

feature demonstrated in Table 5.3 is the length of communication overall in all three

corpora. This observation proves to be true for the three corpora analysed as there

is a significant difference between the lengths of the three corpora. In addition to

that, it can be seen that the corpora differ significantly in the average length per

note and the notes of the GSN1 corpus is almost double in length compared to

the LH corpus. When looking at the word count for the four different corpora, it

becomes apparent that the GSN1 corpus has by far the highest average word count

and length per note.

Average Sentence length The next feature to be analysed is the average sentence

length (ASL). It is argued by Osgood & Walker (1959) that in a genuine suicide

note, the ASL is shorter and that there is a higher focus on conveying the most

essential facts. Therefore it has been observed that there is usually a small number
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of adjectives or adverbs in genuine notes (Osgood & Walker 1959). A similar

observation was made by Montgomery (2000), who argues that in a higher cognitive

state such as high levels of arousal, a person focuses on providing only essential

information. Table 5.3 compares the ASL across all three corpora. The GSN1

corpus and the DL1 corpus have scored the same results in testing for ASL. One

explanation for this may be found when looking at Alvarez (2002) who explains

that it has been proven for a long time in clinical settings that there is a similarity

between the state of mind of a suicidal person and the state of mind of a person who

experiences depression. When comparing the LH corpus to the other two corpora,

it becomes clear that although the number of tokens in the corpus is smaller, the

sentence length is almost as high as in the GSN1 and DL1 corpora. It could be

argued that this phenomenon may be due to a higher amount of adjectives used in a

sentence, which will be tested at a later point. In addition to this, it has been argued

that people who communicate under stress tend to break their communication down

into shorter units (Osgood & Walker 1959). The research, however, suggested that

there is no significant difference in the overall length per unit when comparing

suicide notes to regular letters to friends and simulated suicide notes (Osgood &

Walker 1959).

Nouns NLTK’s Part-of-Speech Tagging was used to identify the linguistic

characteristics (Bird 2006). Research has suggested that individuals who commit

suicide tend to use more nouns and verbs in their notes (Gregory 1999) and only

a small amount of adjectives and adverbs (Osgood & Walker 1959). In addition to

that Jones & Bennell (2007) state that a person who is going to commit suicide

is under a higher drive and therefore it is more likely for them to reference a high

amount of objects (nouns) compared to any other type of word such as verbs. This

has also been supported by other studies which found that under higher degrees of

stress, the ability to retrieve nouns tends to stay the same, whereas the retrieval of
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verbs was less successful (Hayiou-Thomas et al. 2004). When looking at the other

three corpora for comparison, it can be seen that this is not true for either the LH

or DL1 corpus; however, it is true for the GSN corpus. Therefore it could be argued

that the people whose posts have been collected for the DL1 and LH corpus are

under a lesser degree of stress. Another reason why this might be the case is that

the amount of verbs is only higher than the number of nouns in the LH and DL1

corpus.

Verbs Another feature to be included is the number of verbs used in the three

corpora. Table 5.3 compares the average number of verbs per note in each corpus.

Although Jones & Bennell (2007) argue that there is a high number of verbs in

the genuine suicide notes compared to forged notes, it can be seen that the GSN

corpus has the lowest amount of verbs present. Therefore it could be argued that

this assumption only holds when comparing genuine suicide notes with forged ones,

but not when comparing genuine suicide notes to other notes such as depression or

love notes. The number of verbs is compared to the combined number of adjectives

and adverbs in Jones & Bennell (2007) study’s, where the number of verbs is higher

in both genuine and forged suicide notes. This also holds for this dataset, where

on average there are more verbs in each type of note than adjectives and adverbs

combined.

Adverbs and Adjectives Adverbs have been defined by Hengeveld et al. (1997)

as a ‘lexical modifier of a non-nominal head’. It could, therefore, be argued that the

number of verbs is already decreasing in people who would like to commit suicide,

and they tend not to use many adverbs either. On the other hand, adjectives are

used to modify nouns (Baker 2003). The highest amount of adjectives can be found

in the GSN1 corpus whereas the lowest is found in the LH corpus. This might be

because there is already limited space to convey a message in a single post, and

therefore people tend to use less amplifying language.
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Allness Terms Furthermore, it has been suggested by Osgood (1960) that when

a person is highly emotional, they tend to polarise or communicate points in a more

extreme manner. They have called these words ‘allness terms’, and therefore the

usage of the following terms (Table 5.3) has been explored in the three corpora

using NLTK. Examples of these terms include words suchas ‘always’, ‘never’ and

‘perfectly’. It can be seen that the GSN1 corpus has the highest amount of Allness

terms, whereas the LH corpus has the lowest. These findings concur with the

previously mentioned study by Osgood & Walker (1959) and it could be argued

that the DL1 corpus is scoring in the middle because people who wrote in it may be

in an emotionally similar state, but still not to the same extent as writers of suicide

notes.

Cognitive Processes Another feature has been proposed by Gregory (1999),

who suggested that there is a lower amount of cognitive processes identifiable in a

genuine suicide note as the writer has already finished the decision-making process.

Moreover, Gregory (1999) argued that this was done by identifying the number of

cognitive process words, which would be higher in simulated notes as the writer

would still try to justify his or her choice. Therefore LIWC has been used in

order to identify the cognitive process in every individual note of each corpus.

For comparison purposes, the results of each corpus have been added up and then

divided by the number of notes collected to identify the average amount of cognitive

activity per note (Table 5.3). It can be seen that the GSN1 corpus has the lowest

cognitive activity per note compared to the other two corpora. The highest amount

of cognitive processes was found in the DL1 corpus, and it could be argued that this

is due to the note writer still being in the process of evaluating a situation. This

analysis validates Gregory (1999)’s theory and also suggests that there is a significant

difference between notes of the GSN1 and DL1 corpus in terms of cognitive activity.

Furthermore, Ioannou & Debowska (2014) found in their study that there is a lower
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amount of cognitive processes in suicide notes compared to simulated suicide notes.

Pronouns It has been stated by Lester & Leenaars (1988) that there are more

references to other people in genuine suicide notes. This was measured by using

pronouns to determine whether there are any significant differences. All personal

pronouns will be used for comparison with NLTK. The personal pronouns referring

to oneself are marked as ‘self’, pronouns referring to other people will be called

‘other’ and those referring to a group in the first person plural will be classed ‘both’.

As it can be seen in Table 5.3 there is a higher reference in each corpus to oneself

compared to others. Therefore the findings of Lester & Leenaars (1988) do not prove

to be true for the data collected in this experiment. However, it could be argued that

due to the number of pronouns used in the three corpora that there are differences

which may be useful to further investigate to analyse whether the overall usage of

pronouns is significant on an individual note level. The average amount of pronouns

used per note in each corpus proves to be significantly different as the usage in the

DL1 corpus is almost half of the amount used in the GSN1 corpus (Table 5.3).

Lexical Diversity Another feature described by Osgood & Walker (1959) in their

study showed how they used Type/Token Ratio (TTR) to discriminate between

suicide notes and regular letters written to friends. TTR is computed by dividing

the number of individual words by the number of total words in a corpus. They

have found that due to the heightened cognitive state of mind of a suicidal person,

there should be a lower TTR ratio in suicide notes than in letters to friends. This

process has been called Lexical Diversity in Bird (2006) and was computed for all

three corpora. Although it has been argued previously that people intending to

commit suicide can demonstrate similar behavioural patterns like people who suffer

from depression, it can now be seen that there is a significant difference in how

many different words they use in a note (Table 5.3). It can also be seen that the LH
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corpus is less lexical diverse than the GSN1 and DL1 corpora. One explanation for

this phenomenon could be because the LH corpus is shorter in length, and therefore

the number of individual words is lower compared to the other two corpora.

Topics per Note LIWC (Tausczik & Pennebaker 2010) has been used in order

to identify a note writer’s personal concern and topics analysed including money,

family and death. The reason these topics have been chosen for analysis is that

organisations such as Mind (2013) note that these are the most common reasons

for suicide. The following Table 5.4 gives an overview of the topics note writers

are most concerned about. It can be seen that there is a clear difference in topics

referenced within the three corpora. In the GSN1 corpus, the highest reference was

made to work and money, whereas in the LH and DL1 corpora, the highest reference

was made to work and leisure. The findings of the GSN1 corpus reflect some of the

topics mentioned in the Mind (2013) report on reasons for suicide. Furthermore,

it could be argued that the topics work and money could mean people are writing

about financial insecurity which may be due to not earning enough money or not

being able to work. Since the LH and DL1 corpus both have a high reference to work

and leisure, it could be verified in future work that there may be a good balance

(LH corpus) and a negative balance in the writer’s life (DL1 corpus) regarding those

two activities in the individual corpora. The lowest reference in the GSN1 corpus

was made to home, which contradicts the findings of Handelman & Lester (2007)

who argue that the lowest reference in suicide notes is made to religion. This may

be due to the type of suicide notes collected as there are also three notes included

from martyrs’ deaths. As it can be seen in Table 5.4 the lowest number of references

to death was made in the LH corpus, which may be due to the overall happy tone in

the corpus. Finally, the low reference to religion in the DL1 corpus may be because

note writers do not look for external reasons for their current situation.
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Corpora GSN1 LH DL1
Work 1.28 0.49 0.97
Leisure 0.55 0.31 1.03
Home 0.53 0.22 0.51
Money 1.45 0.27 0.30
Religion 0.88 0.3 0.09
Death 0.74 0.01 0.64

Table 5.4: Average reference to topic per note.

Sentiment Features Substantial research has been conducted on the emotional

words of people who contemplate suicide or have committed suicide (Lester &

Leenaars 1988) over many years. This research also included the sentiment conveyed

in suicide notes and Pestian et al. (2012) have argued that a total of fifteen different

sentiment features are most significant to suicide notes. Table 5.5 shows the number

of sentiment features occurring in each of the datasets.

There are some general observations to be made about the emotion distribution in

the three different corpora. All 15 emotions considered in this work are present in

the GSN1 and DL1 corpus; however, not all emotions are present in the LH dataset.

It could be argued that the incompleteness of all features in the LH corpus is to be

expected as these sentiment features were designed for a the clinical domain (Pestian

et al. 2012). However, it is interesting to note that all sentiment features are present

in the GSN1 and DL1 corpus, which could support the hypothesis that sentiments in

both corpora are close. An important observation has been made by Leenaars (1988),

who argues that there is a greater mix of emotions in suicide notes. This may be

one of the reasons why the different emotions occur with a higher percentage in the

GSN1 corpus and less or not at all in the other two. The Mental Health Foundation

(2015) describes on their website typical feelings people experience when suffering

from depression such as hopelessness, sorrow as well as anxiety. These emotional

concepts match the ones primarily found in the DL1 corpus, and therefore it could

be argued that overall the emotions found in the individual corpora demonstrate
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that the collected notes reflect the purpose of each corpus.

Corpora GSN1 LH DL1
Instruction 15.23 1.93 2.39
Information 41.55 44.74 53.85
Anger 4.65 0.35 5.05
Fear 1.55 2.11 2.94
Blame 2.00 0.18 2.94
Hopelessness 6.26 0.70 10.37
Abuse 0.13 0.18 0.09
Sorrow 5.94 4.56 17.06
Guilt 4.39 1.93 0.09
Thankfulness 2.26 2.98 0.28
Forgiveness 2.65 0.00 0.09
Hopefulness 2.32 1.93 3.03
Love 10.13 9.30 0.55
Pride 0.32 2.11 0.46
Happiness 0.65 27.02 0.83

Table 5.5: Sentiment features in % across all three corpora basesd on the work by
Pestian et al. (2012).

5.3.2 Analysis for Experiments 2, 3 and 4

In this section the datasets GSN2, DL1 and LS are used for analysis as well as GSN2,

DL2, DL3, NEU1 and NEU2. All datasets are evaluated using LIWC Tausczik &

Pennebaker (2010) only.

Experiment 2 Experiment 3 and 4
Type GSN2 LS DL1 GSN3 NEU1 NEU2 DL2 DL3
Word Count 110.65 109.72 98.58 155.43 198.89 247.70 180.25 182.78
Word per Sent 14.87 11.42 16.88 16.20 20.34 18.32 17.32 17.83
SixItr 12.10 9.84 12.83 12.10 16.48 17.09 13.99 13.91
Analytic 33.63 30.14 20.12 32.85 53.19 50.95 29.04 25.91
Clout 47.73 67.68 19.94 46.73 45.08 47.54 23.64 22.88
Authentic 61.69 52.57 82.88 64.21 55.93 54.51 82.18 81.65
Tone 54.83 75.43 25.51 54.67 53.09 51.60 23.25 23.06

Table 5.6: LIWC Dimension Analysis for Experiment 2, 3 and 4 showing the average
number of occurrence per note.
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Dimension Analysis It has previously been argued by Tausczik & Pennebaker

(2010) that the words people use can give insight into the emotions, thoughts and

motivations of a person, where LIWC dimensions correlate emotions as well as social

relationships.

Firstly, the word count per note is analysed as well as the different dimensions of

each dataset (see Table 5.6). In Experiment 2 the word count is highest in GSN2

and lowest in DL1 notes, whereas LS notes are closer to GSN2 notes. This was also

noted by Gregory (1999), who has argued that the overall greater length of a suicide

note could be due to the writer knowing that they cannot convey any information

at a later point. Experiment 3 also shows that DL2 and DL3 posts are lowest in

word count, whilst NEU2 posts are highest. It was also found by Just et al. (2017)

that the most concerning suicide-related content found on Twitter also had a higher

word count here the highest word count is in blog posts, whilst GSN3 notes have

the lowest word count.

This could be due to the fact that there is no character restriction placed upon

bloggers. The number of words per sentence in Experiment 1 are highest for DL1

notes and are lowest in LS notes. In Experiment 3 the words per sentence are highest

in DL2/DL3 posts and lowest in GSN3 notes. Research by Osgood & Walker (1959)

has suggested that people in stressful situations break their communication down

into shorter units. This may indicate alleviated stress levels in individuals writing

notes before receiving the death sentence or before taking their own life.

Clout stands for the social status or confidence expressed in a person’s use of

language (Pennebaker et al. 2014). In Experiment 2, this dimension is highest

for people writing their last statements, whereas depressed people rank lowest on

this. Similarly, in Experiment 3 this feature is highest for people writing blog posts,

whereas DL2/DL3 notes rank lowest on this. Cohan et al. (2018) have noted that

this might be because depressed individuals often have a lower socioeconomic status.
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The Tone of a note refers to the emotional tone, including both positive and negative

emotions, where numbers below 50 indicate a more negative emotional tone Cohn

et al. (2004). Results of Experiment 2 show that the tone for LS notes is highest

overall and lowest in DL1 notes, indicating a more overall negative tone in DL1 and

positive tone in LS. In Experiment 3 the tone for GSN3 is highest overall and the

lowest in DL2/DL3, also indicating a more overall negative tone in DL and positive

tone in GSN.

SixItr in Table 5.6 refers to words that are longer than 6 letters and are meant

to indicate the social class and level of education of a person (Pennebaker et al.

2014). It can be seen that the lowest scores were observed by LS and the highest by

DL1 writers. There is no additional information available for both GSN2 and DL1

note writers, but it is known that LS writers on average left education after year

10 (Texas Department of Criminal Justices 2019). Results of Experiment 3 show

that that the lowest scores were observed by GSN3 and the highest by blog posts

writers. There is no additional information available to evaluate both educational or

socio-economic factors, but it could be argued that the lack of longer words in GSN

notes is due to the argument made by Osgood & Walker (1959) that GSN writers

break communication down to shorter units due to the alleviated stress-levels and

not their educational or socio-economic background.

The Analytical thinking dimension indicates to which extent people use ‘formal,

logical, and hierarchical thinking patterns’ (Tausczik & Pennebaker 2010).

Experiment 2 shows that this score is very similar for GSN2 and LS notes, but

considerably lower for the DL1 corpus. NEU posts score highest in this category

and GSN3 writers score lowest as shown in Experiment 3. It has been found that

people who score low in analytical thinking tend to write and use spoken language

more narratively and focus on the present as well as personal experiences, compared

to people who score highly in this (Pennebaker et al. 2014).
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The term Authenticity refers to which extent people write about themselves in

an honest way, where they are typically portrayed as more humble, personal and

vulnerable (Newman et al. 2003). DL1 notes were the most authentic whilst the

least authentic words were written by LS writers, previous studies have confirmed

this when comparing demographics with and without mental health conditions

(Cohan et al. 2018). Experiment 3 results show that DL2/DL3 notes were the most

authentically written whilst the least authentic words were written in NEU1/NEU

2 posts. Arguably blog posts do not require a writer to be vulnerable and with the

increasing amount of blogging as a marketing tool there may be less personal or

humble language found in these posts.

Function Words and Content Words The next section looks at selected

function words and grammatical differences, which can be split into two categories

called Function Words (see Table 5.7), reflecting how humans communicate and

Content words (see Table 5.7), demonstrating what humans say (Tausczik &

Pennebaker 2010). Function words refer to a variety of different word categories,

such as pronouns or auxiliary verbs and make up the majority of all words that are

persons uses (Tausczik & Pennebaker 2010). It was found that there is a difference

in how human brains process function and content words (Miller 1991). Research

has also found that function words have been connected with indicators of people’s

social and psychological worlds Tausczik & Pennebaker (2010), where it has been

argued that the use of function words require basic skills.

Experiment 2 Experiment 3 and 4
Type GSN2 LS DL1 GSN3 NEU1 NEU2 DL2 DL3
Function 56.35 56.33 60.20 56.80 47.87 49.12 58.27 59.35
Personal pronouns 16.23 20.44 15.19 15.85 10.06 10.23 14.35 14.32
I 11.04 12.65 12.8 10.64 6.45 6.26 11.63 11.60
Negations 2.71 1.71 4.06 2.87 1.47 1.65 3.10 3.24
Verb 19.29 19.58 21.65 19.06 16.46 15.92 21.10 21.40
Adjective 4.45 2.58 4.98 4.54 4.71 4.25 4.80 4.82
Adverb 4.43 3.14 7.69 4.79 5.27 5.64 6.91 7.20

Table 5.7: LIWC Function and Content Words for Experiment 2, 3 and 4.
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The results of Experiment 2 show that the highest amount of function words were

used in DL1 notes, whilst both GSN2 and LS have a similar amount of function

words. Similarly, in Experiment 3, the highest amount of function words were used in

DL2/DL3 posts, whilst NEU1/NEU2 posts have the least amount of function words.

Rude et al. (2004) has found that high usage, specifically of first-person singular

pronouns (‘I’) could indicate higher emotional and/or physical pain as the focus of

their attention is towards themselves. Overall Just et al. (2017) has also identified

a larger amount of personal pronouns in suicide-related social media content. This

may be the reason why GSN notes are high in personal pronouns overall and the

first-person singular, whilst NEU1/NEU2 are lowest in both categories. However, it

has to be noted that LS notes are considerably higher in personal pronouns when

compared to GSN2 notes, which could indicate a higher level of emotional pain due

to the lack of choice of dying involved.

Previous work by Hancock et al. (2007) has found that people use a higher amount

of negations when also expressing negative emotions and used fewer words overall,

compared to more positive emotions. This seems to be also true for the number of

negations used in Experiment 2, where the number of Negations is highest in the

DL1 corpus and lowest in the LS corpus. The same results apply to Experiment 3,

where the number of negations used were also highest in the DL corpus and lowest

in the NEU1/NEU2. As it can be seen in Table 5.6, whilst the word count for

both Experiment 2 and 3 showed that DL1, Dl2 and DL3 are lowest, the number of

negative emotions was highest in DL notes and posts.

Furthermore, it was found that Verbs, Adverb and Adjectives are often used to

communicate content; however previous studies have found (Jones & Bennell 2007,

Gregory 1999) that individuals that die by suicide are under a higher drive and

therefore would reference a higher amount of objects (through nouns) rather than

using descriptive language such as adjectives and adverbs. This may explain why
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the number of adjectives and adverbs are lowest in GSN3 notes, and highest in DL2

/ DL3 notes. However, it is notable that in Experiment 2, LS notes contain the

least amount of adjectives and adverbs, which may indicate an even higher drive

than people who die by suicide.

Affect Analysis The analysis of emotions in suicide notes and last statements

has often been addressed in research (Schoene & Dethlefs 2018, Lester & Gunn III

2013). Table 5.8 shows sentiments and emotions that were detected for the datasets

using LIWC.

Experiment 2 Experiment 3 and 4
Type GSN2 LS DL1 GSN3 NEU1 NEU2 DL2 DL3
Affect 9.1 11.58 8.44 8.92 5.90 5.84 7.78 8.06
Positive emotion 5.86 8.99 3.15 5.69 3.91 3.82 2.97 3.01
Negative emotion 3.15 2.58 5.21 3.16 1.95 1.95 4.72 4.97
Anxiety 0.26 0.16 0.5 0.28 0.27 0.22 0.65 0.67
Anger 0.61 0.65 1.03 0.62 0.68 0.68 1.24 1.35
Sadness 1.09 1.08 2.53 1.06 0.38 0.39 1.74 1.86

Table 5.8: LIWC Affect Analysis for Experiment 2, 3 and 4

Experiment 2 shows that the number of Affect words is highest in LS notes, whilst

they are lowest in DL1 notes, this could be related to the argument made in regards

to the emotional Tone of a note. This argument also applies to the amount of

Negative emotions as they are highest in DL1 notes and Positive emotions as these

are highest in LS notes. The results of Experiment 3 indicate that overall the highest

amount of affect words are in DL2 / DL3 posts, whilst the lowest amount is in blog

posts. This may also relate back to the level of authenticity usually found in DL2 /

DL3 posts and lacking in NEU1 / NEU2 posts due to blog posts writers not being as

vulnerable. Furthermore, it was found that the highest amount of Negative emotions

are also highest in DL2 / DL3 posts and lowest in NEU1 / NEU2 posts, similarly

as before this may refer back to the Tone used in those type of corpora where a

higher amount of negative emotions are often correlated with the tone used in a

note. Also, positive emotions are highest in GSN3 notes, whilst they are lowest in
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DL2 / DL3 posts. This has been found previously by Schoene & Dethlefs (2016),

who have found that emotions such as ‘love’ are more frequently found in genuine

suicide notes compared to other corpora. Previous research has analysed the amount

of Anger and Sadness in genuine suicide notes and depression notes, where it was

shown that they are more prevalent in depression notes, because these are typical

feelings expressed when people suffer from depression (Schoene & Dethlefs 2016).

Social Processes This section highlights the social relationships and references

to family and friends in each dataset.

Experiment 2 Experiment 3 and 4
Type GSN2 LS DL1 GSN3 NEU1 NEU2 DL2 DL3
Social processes 12.21 18.19 8.33 11.87 7.93 8.42 8.10 8.10
Family 1.17 2.17 0.47 1.11 0.33 0.40 0.49 0.42
Friends 0.77 0.38 0.73 0.71 0.31 0.44 0.62 0.56

Table 5.9: LIWC Social Processes for Experiment 2, 3 and 4

The results of Experiment 2 show that the highest amount of social processes can be

found in LS and the lowest in DL1. Furthermore, LS notes tend to speak most about

family relations and least about friends, and this was also found by Kelly & Foley

(2017) who found a low frequency in interpersonal relationships in last statements.

Experiment 3 shows that the highest amount of social processes can be found in

GSN3, and the notes tend to contain mostly references to family relations and less

to friends. Furthermore, it can be seen that social processes overall are lowest in

NEU1, which could be due to the nature of personal blogs where writers mainly

tend to write about their own experiences.

Cognitive Processes The term Cognitive processes encompasses a number of

different aspects, including Insight and Cause. Table 5.10 shows the results for all

datasets.

Experiment 2 shows that the highest amount of cognitive processes was in DL notes,
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Experiment 2 Experiment 3 and 4
Type GSN2 LS DL1 GSN3 NEU1 NEU2 DL2 DL3
Cognitive Processes 12.19 10.85 16.77 12.63 10.41 10.63 16.31 16.30
Insight 2.37 2.3 4.07 2.46 2.09 2.12 3.83 3.54
Cause 0.95 0.8 1.94 1.07 1.47 1.34 2.09 2.06
Tentativeness 2.57 1.5 3.23 2.65 2.52 2.63 3.38 3.66

Table 5.10: LIWC Psychological Processes for Experiment 2, 3 and 4

and the lowest in LS notes. Boals & Klein (2005) have found that people use more

cognitive mechanisms to cope with traumatic events such as breakups by using more

causal words to organise and explain events and thoughts for themselves. Arguably

this explains why there is a lower amount in LS notes as LS writers often have a long

time to organise their thoughts, events and feelings whilst waiting for their sentence

(Death Penalty Information Centre 2019). It can also be seen in Experiment 3 that

the lowest amount of cognitive processes is found in NEU1 / NEU2 posts, whereas

the highest amount are in DL2 / DL3 posts. One explanation for this could be that

often people who struggle with depression may have had traumatic or challenging

experiences in their past (UK 2020) that they now write about online.

Insight encompasses words such as think or consider, whilst Cause encompasses

words that express reasoning or causation of events, e.g.: because or hence. These

terms have previously been coined as cognitive process words by Gregory (1999),

who argued that these words are less used in genuine suicide notes as the writer has

already finished the decision making process whilst other types of discourse would

still try to justify and reason over events and choices. This can also be found in

the results of Experiment 2, where both GSN2 and LS notes show similar, but a

lower frequency of terms in those to categories compared to DL1 writers. Results for

Experiment 3 show similar results, where both Insight and Cause are low in GSN3

notes, but high in DL2 / DL3 notes.

Tentativeness refers to the language use that indicates a person is uncertain about

a topic and uses several filler words. It has been argued that participants who
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use more tentative words, may not have expressed an event to another person and

therefore have not processed an event yet and it has not been formed into a story

(Tausczik & Pennebaker 2010). The amount of tentative words used in DL1 / DL2

/ DL3 notes is highest in both Experiment 2 and 3, whilst it is lowest in LS for

Experiment 2 and lowest in GSN3 notes for Experiment 3. This might be because

LS writers already had to reiterate over certain events multiple times as they go

through the process of prosecution, and people who die by suicide have made their

final decision (Gregory 1999).

Personal Concerns This category refers to the topics most commonly brought

up in the different notes, where Table 5.11 shows the results for all datasets.

Experiment 2 Experiment 3 and 4
Type GSN2 LS DL1 GSN3 NEU1 NEU2 DL2 DL3
Work 1.24 0.41 0.99 1.26 1.96 1.96 1.70 1.50
Money 0.68 0.18 0.31 0.67 0.36 0.49 0.40 0.35
Leisure 0.56 1.12 0.95 0.54 1.56 1.51 0.67 0.77
Home 0.45 1.29 0.5 0.46 0.39 0.39 0.48 0.41
Religion 0.82 2.7 0.09 0.68 0.39 0.32 0.14 0.12
Death 0.76 0.68 0.64 0.73 0.14 0.17 0.36 0.57

Table 5.11: LIWC Personal Concerns for Experiment 2, 3 and 4.

Experiment 2 shows that both Money and Work are most often referred to in GSN

notes and lowest in LS notes. This might be because Mind (2013) lists these two

topics as some of the most common reasons for a person to commit suicide. Religion

is most commonly referenced in LS notes, which confirms the previous analysis of

such notes (Foley & Kelly 2018, Kelly & Foley 2017) and lowest in DL1 notes.

Just et al. (2017) has found that the topic of Death is commonly referenced in

suicide-related communication on Twitter. This was also found in this dataset,

where GSN2 notes most commonly referenced death, whilst DL1 notes were least

likely to reference this topic. These findings are also true for results in Experiment

3. Furthermore the references to Leisure and Home are highest in LS notes and
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lowest in GSN2 notes.

Results for Experiment 3 indicate that Work is most often referred to in

NEU1/NEU2 posts and lowest in GSN3 notes, which could be due to blogging often

being used for marketing and advertising (Onishi & Manchanda 2012). Similar to

the results for Experiment 1, Money is most often referenced in GSN3 notes and

lowest in DL2/DL3 posts. Furthermore, the references to Leisure are highest in the

NEU1/NEU2 posts and lowest in GSN3 notes. References to Home were highest in

GSN3 notes and lowest in NEU1/NEU2 posts, which might be due to GSN3 writers

often leaving instructions behind (Pestian et al. 2010), which could reference places

within a house.

Time Orientation and Relativity Looking at the Time Orientation of a note

can give an interesting insight into the temporal focus of attention and differences

in verb tenses can show psychological distance or to which extend disclosed events

have been processed (Tausczik & Pennebaker 2010). Table 5.12 show the results for

all datasets.

Experiment 2 Experiment 3 and 4
Type GSN2 LS DL1 GSN3 NEU1 NEU2 DL2 DL3
Focus past 3.24 2.86 3.32 3.37 3.21 3.46 4.14 3.71
Focus present 14.39 1.43 16.11 14.14 11.15 10.65 14.97 15.67
Focus future 2.1 2.27 1.51 1.89 1.72 1.54 1.22 1.44
Relativity 10.18 7.66 12.71 10.72 13.34 12.95 13.40 13.16

Table 5.12: LIWC Time orientation for Experiment 2, 3 and 4.

Experiment 2 shows that the focus of LS notes is primarily in the past, whilst GSN2

and DL1 notes focus on the present. The high focus on the past in DL1 notes, as well

as GSN2 notes, could be because these notes might draw on their past experiences

to express the issues of their current situation or problems. The most frequent use

of future tense is in LS letters which could be due to a LS notes writer’s common

focus on afterlife (Heflick 2005). Relativity refers to references to space, motion and
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time in a note. Research by Bond & Lee (2005) has found that the reference to

fewer motion words was important when predicting whether a prisoner is deceptive.

Results for Experiment 3 show that the focus of DL2 / DL3 posts is primarily

in the past whilst GSN3 and NEU1 / NEU2 posts focus on the future. The most

frequent use of future tense in GSN3 notes could be due to the writer leaving behind

instructions for others (Pestian et al. 2012).

5.3.3 Cohen’s d effect size

In order to provide some insights and show statistical significance of the features

discovered during the linguistic analysis, Cohen’s d effect size was used to calculate

the pairwise importance (Cohen 2013) of each feature. This was done purposefully

for Experiment 3 and 4 only because the main goal of this work was to create a

‘real-world’ scenario, where suicide notes are distinguished from both ‘neutral’ and

‘depressed’ posts.

An effect size over d=0.2 (highlighted blue) indicates a small effect, d=0.5

(highlighted green) indicates a medium effect and d=0.8 (highlighted yellow) shows

a large effect. Furthermore, Cohen (2013) argued that an effect size of d=0.5 or

higher should be easily seen by humans in real-world examples. The minimum

value for the Cohen’s D effect size is above 0, where the maximum can be over 2

indicating that the effect is larger than 1 standard deviation. It can be seen in

Table 5.13, that most features have a small effect (36.48%), whereas both medium

and large effects make up 22.97% and 6.08% of the features respectively and should

be clearly visible when examining any posts or notes. Furthermore, it can be seen

that categories such as Dimensional Analysis, Affect or Function words show a

medium to large effect size across its subcategories, whereas Cognitive Processes

seem to only have a small to medium effect size for GSN to DL pairwise comparison.

Also, it can be seen that features such as Word per sentence, Adjectives or Home
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do not have any effect on any on the datasets. Other features such as Clout, Tone,

Anxiety, Anger, Insight, Tentativeness and Focus past do not appear to be important

when measuring statistical significance between GSN3 and NEU1/NEU2 posts. In

comparison, there is only one feature (Leisure) that is not statistically significant

when comparing GSN3 to DL2/DL3 notes. When comparing GSN3 to DL2/DL3

notes, the Affect category seems to be most important, whereas for a comparison of

GSN3 to NEU1/NEU2 the Function word category is most significant. Therefore, it

could be argued that in future work, a more fine-grained analysis of sentiment would

provide more insight and distinct features to accurately classify suicide notes from

depressed notes. On the other hand, for a comparison of suicide notes to ‘neutral’

posts, a focus on function words seems most appropriate. Overall, the category that

seems most important across all three datasets is Function words, where only one

feature (Negations) is not statistically significant when comparing GSN3 to DL2.
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Type GSN3/NEU1 GSN3/NEU2 GSN3/DL2 GSN3/DL3
Word Count 0.207 0.165 0.138 0.24
Word per Sent 0.11 0.03 0.078 0.111
SixItr 0.448 0.61 0.339 0.181
Analytic 0.712 0.861 0.163 0.348
Clout 0.065 0.137 0.808 0.928
Authentic 0.237 0.354 0.64 0.723
Tone 0.036 0.068 0.914 0.962
Function 0.669 0.789 0.217 0.392
Pers. pro. 0.901 1.132 0.248 0.203
I 0.814 1.048 0.21 0.319
Negations 0.658 0.706 0.102 0.3
Verb 0.344 0.627 0.385 0.533
Adjective 0.048 0.04 0.085 0.008
Adverb 0.142 0.236 0.673 0.78
Affect 0.632 0.625 0.239 0.259
Pos. emotion 0.438 0.412 0.714 0.754
Neg. emotion 0.456 0.508 0.516 0.528
Anxiety 0.014 0.12 0.396 0.367
Anger 0.034 0.015 0.37 0.393
Sadness 0.499 0.396 0.35 0.348
Social proc. 0.605 0.618 0.586 0.678
Family 0.501 0.521 0.38 0.448
Friends 0.333 0.178 0.059 0.122
Cognitive proc. 0.374 0.402 0.668 0.701
Insight 0.151 0.092 0.554 0.467
Cause 0.219 0.082 0.629 0.631
Tentativeness 0.053 0.015 0.301 0.371
Focus past 0.045 0.006 0.233 0.112
Focus present 0.464 0.702 0.166 0.397
Focus future 0.067 0.184 0.329 0.107
Relativity 0.451 0.391 0.502 0.493
Work 0.302 0.296 0.2 0.177
Money 0.255 0.304 0.21 0.221
Leisure 0.593 0.584 0.105 0.141
Home 0.059 0.108 0.023 0.045
Religion 0.143 0.257 0.288 0.288
Death 0.437 0.519 0.272 0.11

Table 5.13: Table 8: Cohens’ d effect size for pairwise significance testing of linguistic
features.
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5.4 Experiment 1: Bidirectional LSTM with

attention

Experiment 1 was conducted to test how well deep learning methodologies would

perform compared to traditional machine learning techniques in classifying suicide

notes from other type of notes. More specifically, it is shown that similar results

can be achieved using a recurrent neural network-based model that works on the

word-level alone, i.e. without the requirement for hand-labelled data or features

that are often used in traditional machine learning-based approaches.

Experimental setup There are three different experiments conducted for this

task, where word embeddings are used (Mikolov, Chen, Corrado & Dean 2013) as

input features into the learning model. All word embeddings were pre-trained on the

dataset with the word embedding dimension set to 100, and the maximum number

of most common words was set to 5000. Furthermore, 80% of the data is used

for training and 20% for validation. All sentiment features are the same features

discussed in Schoene & Dethlefs (2016). All experiments were conducted using Keras

(Chollet et al. 2015), including a custom attention layer. To assess the importance

of different features, three experiments are conducted, where Table 5.14 shows a

mock example of the data used in each experiment. The learning model used in

these experiments is a Bidirectional LSTM (biLSTM) with attention as outlined in

Chapter 2, section 2.3.3.

Experiment type Mock example of input data
Classification based on text-only I hate dogs, but I love cats.
Classification based on sentiment and text I hate dogs [hate], but I love cats [love]
Classification based on sentiment features only [hate],[love]

Table 5.14: Description of experiment series.
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5.4.1 Results and Evaluation

All result are summarised in Table 5.15. As it can be seen, the best results

are achieved by the biLSTM model with attention based on sentiment features

only. Classification from text and sentiments is second best, while text-only is

only slightly worse than using both text and emotions. Overall, it therefore seems

that hand-labelled emotions are important to make accurate predictions; however,

classification from unlabelled data is still significantly better than a majority baseline

of 33.33%. In the following, an analysis of the result is provided on text and

sentiment features and sentiment features only to shed some light on relevant

features and patterns.

Model Text-only Text and sentiment Sentiment features
Majority 33.33% 33.33% 20.46%
Vanilla LSTM 53.77% 50.00% 57.55%
biLSTM with attention 69.41% 71.76% 75.29%

Table 5.15: Experiment results comparing a vanilla LSTM with a bidirectional
LSTM with attention for classification from text only, emotions only and text and
emotions. All results are the test accuracy in %.

The results show that learning with unannotated data is possible (see Table 5.15),

achieving an accuracy of 55.00% with a vanilla LSTM and 75.95% with the biLSTM

with an attention mechanism. The results achieved with the biLSTM attention

LSTM are encouraging as they are exceeding those of Yang et al. (2012), who

achieved 61.39% accuracy using traditional machine learning techniques in a similar

task. This result also shows that sentiment features are important and relevant to

more accurate classification of suicide notes. Figures 5.6, 5.8 and 5.7 show example

predictions for each category illustrating prediction making.

Results for sentiment features only This experiment was inspired by the

observations made in Gunn & Lester (2015), where qualitative reports indicated that

positive emotions increase the closer a person gets to dying by suicide. Therefore
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Figure 5.6: Example of a
GSN1 note

Figure 5.7: Example of a
DL1 note

Figure 5.8: Example of a
LH note

all textual data was removed from the data, and only sentiment features were used

that occur within a note. This hypothesis might also explain why sentiments such

as love are occurring more frequently in the GSN1 corpus compared to the other

two corpora. In order to further investigate this phenomenon, we chose ten random

notes from each corpus and visualised the sentiment sequences using heatmaps (see

Figure 5.9). Figure 5.10 describes the key we used to represent sentiment categories

numerically, where all light coloured sentiment could fall into the category ‘negative’,

and all darker coloured sentiment fall into the category ‘positive’. Due to the varying

length of individual notes, a placeholder has been assigned to the number 16.

Figure 5.9: Sentiment feature
heatmap

Figure 5.10: Legend for the
sentiment feature heatmap

The results displayed in Figure 5.9 show for the DL1 corpus that there is not a

large variety of different sentiments in the selected examples and would mostly fit

into the category of ‘negative’ emotions such as sorrow or anger. However, due to
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the nature of the notes collected for this corpus, it was to be anticipated that most

emotions would be negative. A similar principle applies to the results shown for

the LH Corpus, where the majority of sentiments could be labelled ‘positive’, with

only a small amount of variation throughout the notes. Finally, the results for the

GSN1 demonstrate that there could be some evidence for the hypothesis formulated

by Gunn & Lester (2015). Many of the sentiments that appear towards the end of

a note could be labelled ‘positive’, whereas the lighter colours at the start of each

note indicate more ‘negative’ sentiments.

Conclusion Overall the results show that it is possible to accurately classify

both unannotated data and sentiment category annotated data using deep learning

methodologies, whilst achieving results that are close to previous results achieved

by traditional machine learning algorithms. This may lead to some interesting

discussion about how important hand-crafted features are overall when considering

the amount of time and money is used to develop these. In addition to this, the

experiments have shown that the sentiment features contribute to the accurate

classification of suicide notes. It has also been shown that one can accurately classify

suicide notes by just using sentiment features. A heatmap was used to further shed

light on this point and provide initial evidence to the hypothesis. This could mean

that there is some importance in how often and in which order sentiments occur

in suicide notes. Finally, it has been observed that classification accuracy can be

improved by using more tailored learning models as it will be explored in the next

section.

5.5 Experiment 2: Dilated LSTM with attention

Last Statements have been of interest to researchers in both the legal and mental

health community, because an inmate’s last statement is written, similarly to a
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suicide note, closely before their death (Texas Department of Criminal Justices

2019). However, the main difference remains that unlike in cases of suicide, inmates

on death row have no choice left in regards to when, how and where they will die.

Furthermore, there has been extensive analysis conducted on the mental health of

death row inmates where depression was one of the most common mental illnesses.

Work in suicide note identification has also compared the different states of mind of

depressed and suicidal people because depression is often related to suicide (Mind

2013). In Experiment 2, the previous RNN architecture is extended by dilations and

recurrent skip connections. These changes were made to enable the network to model

long sequences at the document level. By exploring and comparing suicide notes

with last statements and depressed notes, both qualitatively and quantitatively,

it could contribute to finding further differentiating factors and aid in identifying

suicidal messages online in the future. Datasets GSN1, DL1 and LS are used in this

Experiment.

The learning model used in these Experiments is a Dilated LSTM with attention as

outlined in Chapter 2.3, section 2.3.4.

Experimental setup Three performance baselines are established on the datasets

by using three different algorithms previously used on similar datasets. Firstly, the

ZeroR and LMT (Logistic Model Tree) are used as previously used by Schoene &

Dethlefs (2016). Additional benchmarks for the algorithm are chosen against the

originally proposed Bidirectional LSTM with attention introduced by Yang et al.

(2016), which was also used on similar existing datasets before (Schoene & Dethlefs

2018). Furthermore, the Dilated LSTM with attention is benchmarked against two

other types of recurrent neural networks. 200-dimensional word embeddings are

used as input into each network and all neural networks share the same hyper-

parameters, where learning rate = 0.001, batch size = 128, dropout = 0.5, hidden

size = 150 units and the Adam optimiser is used. For the proposed model - the
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Dilated LSTM with attention - the number of dilations is established empirically.

There are 2 dilated layers with exponentially increasing dilations starting at 1. Due

to the size of the dataset the data was split into 70% training, 15% validation and

15% test data.

5.5.1 Results and Evaluation

All three datasets are used for the Experiments, Table 5.16 shows the results for the

Experiments series.

Model Test Accuracy Precision Recall F1-score
ZeroR 42.85 0.43 0.41 0.42
LMT 80.35 0.81 0.79 0.80
LSTM 62.16 0.63 0.61 0.62
BiLSTM 65.82 0.66 0.64 0.65
BiLSTM with attention 82.27 0.85 0.83 0.84
DLSTM with attention 87.34 0.88 0.87 0.87

Table 5.16: Experiment results using test accuracy and F-1 score of different learning
models.

It can be seen in Table 5.16 that the Dilated LSTM with an attention layer

outperforms the BiLSTM with attention by 5.07%. Furthermore, it was found that

both the LMT and a vanilla bidirectional LSTM outperform a standard LSTM on

this task. Previous results on similar tasks have yielded an accuracy of 69.41% using

BiLSTM with attention (Schoene & Dethlefs 2018) and 86% using an LMT (Schoene

& Dethlefs 2016). In Figure 5.11a the confusion matrix for the Dilated LSTM with

attention layer is shown, where it is found that LS notes are most likely and DL1

notes are least likely to be accurately predicted. The same applies to results of the

competing model (BiLSTM with attention), Figure 5.11b shows that this model still

misclassifies LS notes with DL1 notes.

Table 5.17 shows the results for each dataset, where in both tables DL1 notes are

least likely to be classified correctly and LS notes are most likely to be classified
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(a) Dilated LSTM with attention (b) BiLSTM with attention

Figure 5.11: Confusion Matrices of the predicted test set labels of the BiLSTM and
DLSTM with attention.

correctly.

Dilated LSTM with attention BiLSTM with attention
Data Precision Recall F1-score Precision Recall F1-score
GSN1 0.81 0.76 0.79 0.86 0.83 0.84
LS 0.96 0.95 0.96 0.94 0.88 0.91
DL1 0.62 0.77 0.69 0.44 0.62 0.52

Table 5.17: Comparison of F-1 scores per dataset for both a Dilated LSTM with
attention and BiLSTM with attention

Linguistic Evaluation In order to see which features are most important to

accurate classification, examples are visualised from the test set of each dataset,

where Figures 5.12a, 5.13a and 5.14a show the visualisation of attention weights in

the GSN2, LS and DL1 datasets respectively. Furthermore, three more examples

of the test data are visualised to shows typical errors the learning model makes in

Figures 5.12b, 5.13b and 5.14b. Words highlighted in darker shades have a higher

attention weight.

The most important words highlighted in a last statement note (see Figure 5.12a) are

personal pronouns as well as an apology and expression of love towards friends and

family members. This corresponds with the higher amount of personal pronouns,

positive emotions and references to family in LS notes compared to GSN2 and

DL1 notes. Furthermore, it can be seen that there is a low amount of cognitive
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process words and more action verbs such as ‘killing’ or ‘hurt’, which could confirm

that inmates have had more time to process events and thoughts and do not need

cognitive words as a coping mechanism anymore (Boals & Klein 2005). Figure

5.12b shows the errors the learning model made. In this instance the word God was

replaced with ‘up’, when looking into the usage of the word ‘up’ in other LS notes, it

was found that it was commonly used in reference to religious topics such as ‘God’,

‘heaven’ or ‘up there’.

(a) Example of a correctly classified LS note (b) Error analysis of LS note

Figure 5.12: Comparison of attention weights in a correctly classified LS note and
wrongly classified LS note

Figure 5.13a shows a GSN2 note, where the most important words are also pronouns,

references to family, requests for forgiveness and endearments. Previous research

has shown that forgiveness is an important feature as well as the giving instructions

such as ‘help’ or phrases like ‘do not follow’ are key to accurately classify suicide

notes (Pestian et al. 2010). Terms of endearment for loved ones at the start or

towards the end of a note are also of importance (Gregory 1999). In Figure 5.13b

a visualised GSN2 note is shown. Whilst there is still consistency in highlighting

personal pronouns (e.g., ‘you’ ), it can be seen that the end of the note is missing

and more action verbs such as ‘hurt’ or ‘take’ are more important.

The DL1 note in Figure 5.14a shows that there is a greater amount of cognitive

process verbs present, such as ‘feeling’ or ‘know’ as well as negations, which confirms

previous analyses using LIWC. The visualisation in Figure 5.14b demonstrates how

the personal pronoun ‘I’ has been removed from several DL1 notes, where DL1 notes

are least likely to be predicted accurately as shown in Table 5.17.
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(a) Example of a correctly classified DL1 note (b) Error analysis of GSN2 note

Figure 5.13: Comparison of attention weights in a correctly classified GSN2 note
and wrongly classified DL1 note

(a) Example of a correctly classified DL1 note (b) Error analysis of DL1 note

Figure 5.14: Comparison of attention weights in a correctly classified DL1 note and
wrongly classified DL1 note

Conclusion These Experiments have shown that using a recurrent neural network

that can take advantage of long sequence helps to improve classification accuracies by

6.99 % and by 5.07 % compared to a competitor model. Furthermore, the evaluation

of the visualised attention weights has shown that the neural network pays attention

to similar linguistic features as provided by LIWC and found in human evaluated

related research. All experiments conducted so far have not been reflective of a

‘real-world’ scenario, where the goal might be to distinguish a suicide note from more

neutral data or where a suicide note is not part of a balanced dataset. Therefore

the following section will look at introducing a new task of classifying suicide notes

in a more realistic scenario, where a suicide note may be need to be distinguished

from more neutral data.
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5.6 Experiment 3 and 4: Dilated LSTM with

ranked units

This section introduces a new task of classifying suicide notes in a more realistic

scenario, where the goal of Experiments 3 and 4 is to accurately classify suicide

notes from neutral blog posts and post of people who suffer from depression. In

these experiments, datasets GSN3, DL2, DL3, NEU1 and NEU2 are used as outlined

in section 5.2. For the first experiment series (Experiment 3) a balanced dataset is

used to classify suicide notes, depressed posts and blog posts to see how hard the

task proves in this setting. The second experiment (Experiment 4) aims to make

the task even more applicable to the real world, and both depressed and blog posts

are increased to reflect the rarity of genuine suicide notes on social media platforms.

Finally, the experimental results will be discussed, and a linguistic analysis will

be provided through the visualisation of attention weights. However, it has to be

acknowledged that there are some limitations to this type of work, where the data

collected for this work is sourced from different social-media platforms. This could

lead to additionally learning features that are associated to a specific source.

The learning model used in these experiments is a Dilated LSTM with ranked units.

Learning Model The chore architecture is similar to the dilated LSTM with

attention as outlined in Chapter 3, section 3.4. The standard dilated LSTM

is extended in two ways for these experiments. The standard dilated LSTM

alleviates the problem of learning long sequences, but not each document has

the same sequence length, so in order to overcome this variability a fixed

boundaries is provided to each layer by reducing the number of hidden units per

sub-LSTM hierarchically. Therefore larger sub-LSTMs focus on learning long-term

dependencies, whilst smaller sub-LSTMs focus on more frequently occurring
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short-term dependencies. This leads to improved performance as it has been shown

in other contexts (El Hihi & Bengio 1996, Chung et al. 2016).

Experimental setup For the two different classification experiments, a Maximum

Entropy classifier is used to establish a performance baseline. This is due to its

suitability to textual data where conditional independence of the features cannot be

assumed. Additionally, the proposed model is benchmarked against the originally

proposed Bidirectional LSTM with attention proposed by Yang et al. (2016), as it

also utilises attention.

Furthermore, the Dilated LSTM with ranked units is also benchmarked against two

other types of RNNs. 200-dimensional word embeddings are used as input into each

network and all neural networks share the same hyper-parameters, where learning

rate = 0.001, batch size = 128, dropout= 0.5 and the Adam optimiser is used. The

full sequence length of each document is used as input. For the proposed model - the

Dilated LSTM with ranked units - the number of dilations is established empirically.

There are 2 dilated layers with exponentially increasing dilations starting at 1. The

number of hidden units is adjusted according to the sequence length used as input

to each sub-LSTM, where the number of hidden units is always half of the given

sequence length. For example, given a sequence length of 160 and 2 dilations, the

input length to the sub-LSTM is [160,80], whilst the number of hidden units adjusts

from 80 to 40. For all other learning models, the number of hidden units is set

to 300. For experiment 3, datasets GSN3, DL2 and NEU1 are used, which yields

an overall dataset size of 633 posts. Due to the small size of the dataset k-fold

cross-validation is used, where k = 10. For experiment 4 datasets GSN3, DL3 and

NEU2 are used, where the overall dataset size is 5004, and the data is split into 80%

training, 10% validation and 10% test data.
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5.6.1 Results and Evaluation

Results and Evaluations are provided for experiment 3 and 4 separately.

Experiment 3

All results are shown in Table 5.18 and precision, recall and f1-score are used as

evaluation metrics. It can be seen that the Dilated LSTM with ranked units and

an attention layer outperforms both established benchmarks by 21.93% (Maximum

Entropy) and 4% (BiLSTM with attention) respectively. This is due to their

ability to handle sequential data of variable length, where as the networks’ units

decrease hierarchically the information is better retained and different timesteps.

Of particular interest are the results of the vanilla LSTM as they are considerably

below the Maximum Entropy classifiers baseline and the next related model, the

Bidirectional LSTM. Taking into account earlier observations that LSTMs may

struggle to learn sequences above a certain length given a small dataset, another

experiment was conducted, where the sequence length was restricted to 100. This

experiment yielded substantially better results with an f1-score of 0.66. However,

this has also meant that over 50% of the documents used in these experiments were

cut short and not all information available was utilised.

Model Precision Recall F1-score
Maximum Entropy 0.80 0.63 60.73
LSTM (original sequence length) 0.42 0.41 38.05
LSTM (restricted) 0.69 0.66 66.39
BiLSTM 0.75 0.74 74.21
BiLSTM with attention 0.78 0.77 78.10
Dilated LSTM with attention 0.82 0.81 81.25
DilatedLSTM ranked units 0.83 0.82 82.66

Table 5.18: Results of Experiment 3 using precision, recall and f1-score
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Figure 5.15: Maximum Entropy
Classifier

In Figures 5.15, 5.16 and 5.17, three confusion

matrices are shown, which demonstrate how

well the dilated LSTM with ranked units

does compared to the baseline and the best

comparable model. Firstly, it has to be noted

that in all three figures NEU1 posts are most

accurately classified, then GSN3 notes and

finally DL2 notes.

Figure 5.16: Bidirectional LSTM
with attention

Figure 5.17: Dilated LSTM with
ranked units

Figure 5.18: Example of a
correctly classified GSN3 note

Linguistic Evaluation In order to see which

features are most important to accurate

classification the attention words of the learning

model are visualised and examples are shown

from the test set of each dataset (see Figures

5.18, 5.19 and 5.20), where words highlighted

in darker shades have higher attention weights.

One of the main differences in these three types of documents is the usage of personal

pronouns, where in GSN3 notes there is frequent usage of ‘you’, whilst both other

documents mainly refer to the first person singular or plural. It can also be seen

in Table 5.13 that personal pronouns have a large effect size for GSN3/NEU1 and

small effect sizes for GSN3/DL2. There are a range of different topics and emotions
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present in each document. Emotions in GSN3 notes are love, joy and peacefulness

are present, whilst in DL2 blogs anger and hate are predominant. Table 5.13 also

shows that there are small and medium effect sizes for GSN/DL2 comparisons, but

fewer effect sizes for GSN3/NEU1. This can be seen in NEU1 notes, which use less

emotionally intense language when discussing topics and seem to talk about multiple

aspects of a topic. Furthermore, the DL2 blog mentions suicidal ideation; however,

from a linguistic and sentiment perspective, it is clearly distinct from a GSN3 note.

Figure 5.19 Figure 5.20
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Experiment 4

The results for experiment 4 can all be seen in Table 5.19, where we also use precision,

recall and f1-score as an evaluation metric. It can be seen in table 5.19 that the

dilated LSTM with ranked units also outperforms the baselines and comparable

learning models by more than 10%. Furthermore, we note that when establishing

a baseline, using the Maximum Entropy classifier, the f1-score is lower than in

experiment 3, which reflects how much harder the task is when using an imbalanced

dataset. Using the original sequence length on the LSTM in this experiment also

shows that there is improved performance. Overall it can be seen that all neural

network approaches outperform the classification results of the baseline and are

considerably higher than results from experiment 3. Firstly, this could be due to

the increased data size which naturally helps neural networks to perform better and

secondly it could also be argued that the different learning models find it easier to

classify NEU3 posts due to the imbalance in the dataset.

Model Precision Recall F1-score
Maximum Entropy 0.55 0.67 55.69
LSTM (original sequence length) 0.77 0.71 59.00
LSTM (restricted) 0.78 0.73 64.86
BiLSTM 0.90 0.90 90.43
BiLSTM with attention 0.90 0.90 90.43
Dilated LSTM with attention 0.80 0.81 80.70
DilatedLSTM ranked units 0.96 0.96 96.1

Table 5.19: Results of Experiment 2 using precision, recall and f1-score

Figures 5.22, 5.23 and 5.21 show three confusion matrices comparing the best

performing model to the baseline and the best competing model. Overall it can be

seen that the baseline model only classifies NEU2 posts correctly and only 1 GSN3

note, whilst it assumes that most DL2 notes are NEU2 posts. When comparing the

results of the Bidirectional LSTM with attention to the dilated LSTM with ranked

units, it can be seen that the latter is able to also classify both GSN3 and DL2 notes
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more often. It could be argued that this is due to the learning model’s ability to

access the full sequence length.

Figure 5.22: Maximum Entropy
Classifier

Figure 5.23: Bidirectional LSTM
with attention

Figure 5.21: Dilated LSTM with
ranked units

Linguistic Evaluation Figures 5.25, 5.26

and 5.24 all show correctly classified examples

of each dataset. It can be seen in the

GSN note (see Figure 5.25), where similar

to the findings in the linguistic analysis and

for the linguistic evaluation in section 5.6.1.

Personal pronouns (‘you’ ), positive emotions

(‘love’ ) and an increased focus on the present

(‘is’ ) seem to be most important for accurate

classification. Similarly in DL3 notes (see Figure

5.26) references to death (‘im dying inside’ ) and work (‘unemployment’ ) as well as

negative emotions (‘hate’/‘angry’ ) and a increased focus on the past (‘had’/‘used’ )

are assigned the highest attention weights. However, in NEU2 notes (see Figure

5.24) there seem to be less personal pronouns, increased use of adjectives and

adverbs (‘burly’, ‘beefy’ or ‘creepy’ ) and there seem fewer references to emotions.

These findings also correspond with the small to large Cohen’s d effect size that was

calculated pairwise for each dataset.
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Figure 5.25 Figure 5.26

Figure 5.24: Example of a
correctly classified NEU2 note

Conclusion This section introduced the

Dilated LSTM with ranked units and have

shown that the learning model is able to

successfully distinguish suicide notes from

both depressed blogs and ‘neutral’ blogs. The

learning model was tested in two different

experimental settings, where it was found that

accurate classification of suicide notes was easier

when the dataset was balanced. However, it

was also found that when using the dilated

LSTM with ranked units on an imbalanced dataset that makes the overall task

more realistic, it was able to identify more suicide notes compared to other learning

models. The learning model outperforms the baseline of 60.73%, when using

F1-score for evaluation in experiment 3 and achieves and F1-score of 96.1% in

experiment 4. Furthermore it was shown that it is possible to achieve better results

when significantly reducing the sequence length in a standard LSTM on a small

dataset in experiment 3. Therefore demonstrating that accurate classification is

possible solely on linguistic patterns in this type of textual data. Therefore these

linguistic differences could substantially contribute to future analysis of mental

health issues online. Finally, it was shown by visualising attention weights which

words are most important to each text category and the results were compared to

the findings of Cohen’s effect size in section 5.3.3.



206 Chapter 5. AI for Social Good: Suicide Note Classification

5.7 Conclusion and future work

In this chapter, a series of four Experiments have been conducted to classify suicide

notes from a variety of other types of notes and posts. In Experiment 1, the task

of classifying suicide notes using recurrent neural networks was introduced, where

the main findings were that sentiment features are hugely important for accurate

classification and that the sequence of sentiments also matters.

Experiment 2 looked at applying the previously introduced dilated LSTM with

attention for a document classification task for the first time. The task in this

Experiment was to distinguish suicide notes from last statements and depression

notes. Furthermore, a linguistic analysis of the datasets was conducted using LIWC,

and several features were outlined that make each dataset unique. Then the outputs

of the neural networks attention weights were visualised, where it was found that the

dilated LSTM with attention assigns high attention weights to words and concepts

that are also important in the linguistic analysis. Finally, an error analysis was

conducted to show which notes were wrongly classified and which features were

assigned high attention weights in those notes. Overall, it was found that GSN2

notes fall between the two extremes of LS and DL1 notes, where LS notes tend to

share many close features with GSN2 notes.

In Experiment 3 and 4, a new task was introduced that aimed at classifying suicide

notes from ‘neutral’ data, where several random blog posts were chosen for the

‘neutral’ category. Then the two Experiments were conducted in two different

settings: (i) using a balanced dataset and (ii) an unbalanced dataset. This section

also introduced the dilated LSTM with ranked units, which was created to overcome

the issues of variable sequence length in the different datasets. Additionally, another

linguistic analysis was conducted, and statistical significance testing was introduced

to show the pairwise effect size of each feature found in the linguistic analysis.
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Using Cohen’s d effect size, it was found that many features that showed a medium

or large effect size were also important to the accurate classification of the data.

This was shown by visualising attention weights for all three datasets. Furthermore,

it was found that the NEU1/NEU2 datasets are considerably different in terms of

the sentiment expressed in them and other linguistic features.

Overall, it has to be pointed out that most of the work in this chapter has focused on

the suitability of RNNs for these tasks and any future work should also investigate

the use of other deep learning methods (e.g., CNNs, Attention and Graph Neural

Networks) as well as state-of-the-art embedding representations (eg.: BERT, ELMO

and ERNIE). Furthermore, recent advances in mental health research for text data

has found that knowledge graphs can be useful in classifying the different phases of

bipolar disorders. Therefore, it would be interesting to see how knowledge-graphs

could further suicide note classification research.

Finally, this chapter has introduced the only publicly available dataset of genuine

suicide notes at this point. However, more data is needed in order to be able to

generalise this kind of research further. There is also a need for controlling other

attributes of those who die by suicide, such as age or gender because most research is

currently conducted using public datasets that contain notes from white, American

men. This makes it harder to generalise topic or sentiments expressed in the data

to other groups of people, such as women or transgender people, where there is a

significant rise in suicide for the latter. Provided this type of fairness and bias can

be considered in future work and resources can be shared in a responsible manner

this type of research could have real-world impact and help to achieve the SGD goal

of reducing suicide rates. Given further research is conducted such work could be

useful in some scenarios, including but not limited to assessing the seriousness of a

social media post or suicide attempt in a clinical setting.



Chapter 6

Conclusion

This final chapter summarises the contributions of this work, addresses its

limitations and outlines avenues for future research.

6.1 Summary of contributions

This research had two overarching goals, where firstly it aimed to address the issue

of exploding and vanishing gradient descent in RNNs for the task of fine-grained

emotion classification on tweets. This also included evaluating and applying the

proposed solution to a document-level suicide note classification task. Secondly,

it was argued that most current knowledge resources for SA tasks either lack in

emotion granularity (e.g., large resources only using polarities) or overall size (e.g.,

resources that lack coverage, but use fine-grained emotions). Furthermore, it aimed

to show that including knowledge into learning embedding representations will lead

to better performance on the same task.

• Based on the results in Chapter 3, it was established that tweets should no

longer be considered short sequences or sentence-level SA. This was done by

208
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showing how classification performance drops significantly when not resorting

to techniques such as sequence pruning to achieve better performance. Then

a new learning model, the bidirectional dilated LSTM with attention was

introduced to overcome the aforementioned problem in learning long sequences

using RNNs (vanishing and exploding gradient descent). The results show

how the learning model takes advantage of the overall sequence length of

a tweet and outperforms other competitive RNN- and CNN-based learning

models. Furthermore, Chapter 3 outlined the task of fine-grained emotion

classification based on Ekman’s six basic emotions (Ekman 1999) to help

overcome the issue of relying on a costly human annotation to generate new

datasets. Furthermore, it also showed how humans perform on the same task

using annotators from the AMT (Turk 2012) platform. There it was found

that the learning models performed better than humans on the task.

• The results in Chapter 5 indicate that the proposed learning model in Chapter

3, can be applied to the task of suicide note classification. Furthermore,

this chapter identified how important sentiment and linguistic features are

for accurate classification of suicide notes in the tasks of distinguishing them

from depressed notes and love notes, depressed notes and last statements as

well as depressed posts and random blog posts. It also provided a qualitative

analysis of visualisations that showed which features are important to accurate

classification using neural networks, where it was found that the proposed

learning models match the features found during the linguistic analysis.

Finally, this chapter introduced the task of detecting suicide notes in real-world

scenarios.

• Chapter 4 saw the introduction of a new resource (RELATE) and

sentiment-spe- cific word embeddings. RELATE addressed the issue of having

only knowledge resources that either lack fine-grained emotion knowledge
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or size. It was built on Twitter data, includes emotion keywords for

Ekman’s six basic emotions and incorporates linguistic rules. The embedding

representations were generated by a Graph Convolutional Neural Network

and tested on the task of fine-grained emotion classification. Therefore, this

chapter also showed how embedding representations that incorporate both

context and sentiment can further improve classification results. Furthermore,

a qualitative analysis was conducted that showed how RELATE performs

in comparison to GloVe. There it was shown that GloVe incorporates

more standard language in its representations and RELATE also uses

colloquial/non-standard language. Finally, it was argued that any language

model used for real world tasks should be evaluated against the bias it

introduced in order to avoid more inequality and discrimination in AI-based

tools.

6.2 Limitations and future work

• Chapter 3 proposed a new dataset for fine-grained emotion classification and

a new method to overcome the issues of vanishing and exploding gradient

descent. However, there are some limitations to this, and future work should

consider the following avenues of research. Firstly, any proposed RNN learning

model should be evaluated on a number of different long sequence learning

tasks. It should be more carefully considered when new methods are proposed

if they work for the whole field of SA. This is because as a field, SA has so many

different subtasks and approaches (Cambria et al. 2019). Recent advances in

NLP and the rise of attention-based neural networks also raise the question to

which extent RNN-based learning models should be the only or best solution

to sequences learning tasks. Additionally, it should also be considered to not

only further increase the dataset size, but also further increase the number of
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emotion categories by using Plutchik’s emotion model (Plutchik 2001). While

getting more data is a valid future path, it should also be considered how this

would be possible given that most data is monopolised and monetised by large

corporations. Therefore, for any future work, its impact and applicability is

limited by default to those who are in the position to access the data. This

also means that any findings or models developed are inherently biased due to

the aforementioned situation and arguably any work tackling discrimination

or equality can only be fully carried out by large companies. Finally, it would

be interesting to investigate why neural network based learning models are so

much better at classifying tweets into emotion categories compared to humans.

• Chapter 5 demonstrated in 4 different experiment series that it is possible to

use neural network approaches for suicide note classification. Furthermore

it showed in its linguistic analysis, which features are important for

distinguishing suicide notes from other types of posts and notes. There are two

main limitations to this work which should be addressed in any future work.

Firstly, the datasets need to be increased in order to validate any findings

further and make the task even more applicable to a real-world scenario.

Secondly, other factors such as the note writers’ information need to be more

carefully considered, because this could lead to unfairly generalising findings to

multiple groups of people. Furthermore, it should also be considered whether

‘AI for social good’ is a title or term that should be adopted by the field of AI,

given that the tasks tackled in it are more often than not also political issues

(e.g.: reducing poverty or mental health conditions). It also leaves discussion

open to what is ‘good’ and whether tasks such as automatic face recognition

for governments really fall under that term.

• In Chapter 4 a new knowledge resource was introduced and used as input

to learning embedding representations using a Graph Convolutional Neural
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Network. While this addresses the initial hypothesis and proposes a working

solution, several future areas of work need to be considered. Firstly, this work

could be taken further by increasing the size of RELATE, linking it to a larger

knowledge resource and evaluating it on other learning tasks. Also, RELATE

could be evaluated against other, albeit smaller or less granular resources,

on the same task. Finally, there is much room for future work in the area

of developing learning models that are able to pick up on non-standard and

colloquial language in social media data. Furthermore, it is important to

note that RELATE specifically only covers the English language and therefore

cannot be applied or transferred to non-English domains or tasks. As shown

in Chapter 4, RELATE clearly shows bias in its embedding representations,

not unlike many other large LMs. Therefore it is important to investigate in

any future work how to reduce bias in order to create LMs that help to create

more equality and reduce discrimination. Furthermore, the learned embedding

representations should be further evaluated on more advanced learning models

(e.g., dilated LSTM with attention) and applied to other SA tasks. Finally,

it would also be interesting to see if this approach would generalise over other

domains outside of SA.

Based on the quantitative results described in this thesis, it can be concluded that the

proposed methods and approaches do confirm the initial hypothesises as outlined in

section 1. However, it also leaves room for important discussions specifically around

the applicability of RNNs to sequence classification problems, bias in embedding

representations and what ‘AI for social good’ means.
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