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Abstract 

This thesis is concerned with finding weak solutions for the stochastic Nonhomo­
geneous Na~ier-Stokes Equations. The method employed is that of Nonstandard 
analysis, in particular Loeb space theory. In Chapter 5, a new existence result is 
proven, this generalises the existing results since feedback is incorporated into the 
equation. The method found in this work is the approach developed by Capinski 
and Cutland (see [CaCu 95]) to solve the homogenous case. 
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Chapter 1 

Introd uction 

This work is concerned with the application of nonstandard methods to obtain new 
results for a stochastic equation of hydromechanics. 
The main object of study is the classical Nonhomogeneous Navier-Stokes equations: 

au 
P at + < pu, \1 > u = 1/6. u - \1 P + p f 

ap at + < u, \1 > p = a 
div u = a 

ult=o = Uo and plt=o = Po . 
These equations describe the motion of a viscous, incompressible, nonhomoge-

neous fluid confined to a bounded domain D C R3. The unknowns in the equations 
are the velocity u, the density p and the pressure Pi the fluid is subjected to a known 
external force denoted by f. The equation governing the time derivative of p will 
be referred to as the density equation, and is derived by a consideration of the law 
of conservation of matter. 

In many physical situations there is a degree of uncertainty, or randomness at 
play, to mirror this we introduce a random feature into the classical equations. It 
is the force term f that we allow to exhibit some random behaviour, this results in 
the formation of a stochastic partial differential equation: 

& ~ 
p at + < pu, \1 > u = v ~ u - \1 P + p f (t, u) + pg( t , u) di 

ap at + < u, \l > p = a 
div u = a 

ult=o -=_uo_ and plt=o = Po 

where dw denotes white noise. -
dt 
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1.1 Background 

The equations are studied in the well known Hilbert space framework, first devel­
oped by Leray, Temam and others in the 1930's; this pioneering work has led to a 
vast literature on the subject spawning much mathematical interest in equations of 
this type. 
The nonstandard methodology used in this work was developed by Capinski and 
Cutland and was applied to the homogeneous Navier-Stokes equations. Their work 
can be found in a series of papers starting with [CaCu 91]; this worked culminated 
in a self contained presentation of their methods and new results in [CaCu 95]. 
The aim of this work is to twofold. Firstly to apply the methods found in [CaCu 
95] to the nonhomogeneous Navier-Stokes equations, and demonstrate an existence 
theorem; this is not a new result (see [AKM 90] for example), however the new proof 
is more natural and requires less labour than those found in the literature. Secondly 
we apply the method of [CaCu 95] to the general stochastic Nonhomogeneous de­
terministic Navier-Stokes equations, and prove an existence theorem; this is a new 
result, the equation considered being more general that those found, for example in 
[Va 92]; in particular, 'feedback' is incorporated into the equations. 

Most of the literature concerning the Navier-Stokes equations is concerned with 
the homogeneous case. Physically this signifies that all particles within the fluid 
exhibit the same material properties. The equations describing such a system can be 
obtained from the nonhomogeneous case by requiring that the density p is constant 
in both time and space. 
Thus, the resulting well known homogeneous classical equations are, with say p = 1: 

au at + < u, V > u = vD",u - Vp + f 

div u = 0 

ult=o = Uo 

Therefore the most obvious difficulty associated with the nonhomogeneous case, 
as opposed to the homogeneous case, is the introduction of another equation; the 
density equation, this clearly being redundant when p is taken to be a constant. 
Thus the coupling of the two equations signifies a complication. 
Secondly care has to taken with the often occurring product pu, this is not an 
element of the usual solenoidal Hilbert spaces, but is however an element of the 
fundamental space, L2(D, ~3).. . .. 
One may expect the solution to the nonhomogeneous equations to be less regular 
than' that of the hc;>mogeneous .case, and in fact. this is the ~ase. \Vhereas it is well 
.knowil th~t ~~y solution to the homogeneous case must be weakly continuous in H, 
the solution found to the nonhomogeneous equations displays no such continuity. 
However there is a counterpart; it will be seen that the projection of pu onto the 
space H is weakly continuous .. 
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1.2 An Overview of the Nonstandard Approach 

As indicate4, the tools used in this work to solve the equations are drawn from 
nonstandard analysis. This theory provides us with a proper field extension *R of R 
that contains infinitesimals, and infinite numbers. Basic knowledge of the theory is 
assumed, for more details see [AFHL 86], [Gu 88], [AFHL 86] and in particular [Li 
88]. 

The theory allows the formation of a nonstandard space HN constructed from 
the standard space H, in which the equations are set. Here N is an infinite natural 
numberj the powerful transfer principle implies that this space behaves 'exactly' like 
the standard finite dimensional projections Hn where n E N. Moreover, there is a 
natural mapping from well behaved elements of HN , to elements which are 'close' 
in Hj this is analogous to the standard part map from *R to R, and shares with it, 
its name. 

The standard approach to solving the equations (for example in [AKM 90]) is 
to form finite dimensional approximations to the equations, the so called Galerkin 
approximations on Hnj solving these yields a sequence {Un}nEN of approximate so­
lutions. In this work, the same initial approach is adopted, however due to the 
presence of infinite natural numbers, it is possible to form the Galerkin approxima­
tion of hyperfinite dimension Nj then the transfer of the standard theory of ordinary 
differential equations provides a solution U on HN • 

The difficulty in the standard approach is then to ensure that a limit of such a 
sequence of approximations exists, and that this limit is indeed a solution; the non­
linearity of the equations makes this a difficult step to take, consequently specialised 
compactness theorem are proved to overcome this. 
However the nonstandard approach provides a very general limit U, and if this is 
proven to be sufficiently regular it can be 'projected' onto H to give a standard 
solution U to the equations, circumventing the need for compactness theorems. It is 
worth noting that compactness of the standard sequence {un} is a consequence of 
the proof presented here, and is not needed within it. This illustrates the richness 
of the approach. 

When solving the stochastic equations the same approach is taken, resulting in a 
stochastic internally adapted process Uj it is then shown that this process is close to 
a standard adapted process u. This work relies heavily on the tools of Loeb measure 
theory. In particular the fact that we can move canonically from an internal process 
carried on a internal measure space to a process u carried on a standard (Loeb) 
measure space, this notion being at the very heart of the theory initiated Loeb in 
[Lo 75]. The Loeb measure space~ constructed from }n~ernal measure spaces are 
extremely rich, and are standard measure space, all be It c~nstructed on a exotic 

""" probability- space"" "The richness of the Loeb spa~es along WIth the elegant theory 
which allows movement between the nonstandard world, and the standard world, is 

what makes such an app~oach effective. 



Chapter 2 

Standard Preliminaries 

This chapter contains the necessary standard preliminaries and is based on the more 
detailed exposition given in [CaCu 95] . 
The first section is devoted to functional analysis, in which the usual Hilbert space 
framework is described. This framework is well-known and can be found in detail in, 
for instance [Te 79] or [CoFo 88]. The second section is devoted to stochastic analysis, 
setting the scene in order that we may study the stochastic nonhomogeneous N avier­
Stokes equations. 

2.1 Functional Analysis 

Throughout this work D will represent a fixed bounded open domain of R3 , it will 
be assumed that the boundary is of class 0 2• 

The notation L2(D, R) is used for the vector space of real valued square inte­
grable functions; whilst the notation L2(D) is reserved for the space {(L2(D)}3 = 
L2(D, R3). Denote by I . I the norm on L2(D) i.e. 

1 I u 1= (U,U)2 

where 
3 

(u,v) = ~ J ui(X)vi(x)dx. 
a=l D 

The space V is defined as follows 

V = {u E Ccr(D,R3
) : div u = o} 

Let H denote the closure of the space V in the norm I . I, then H is a Hilbert space 
with the inner product (., .). The topology induced on H by the norm I . I will be 
referred to as the strong topology (or norm topol~gy), we will also be considering 
the space.H equipped with the weak topology. '. 
Let V denote the closure of the space V in the norm I . I + II . II, where II u 11= 
(( u, u)) ~"and: ' .. . . ~(au av) 

((u,v))=L..J -a .'-a .. 
i:;:;l x" x" 
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Then V is a Hilbert space with the inner product ((".)). 
Let V' denote the dual space of V, then by identifying H with its dual we have the 
following well-known series of inclusions 

VCHCV' 

with continuous injections. 
Thus, in particular we have 

I v I~ c " v " for all v E V. (2.1.1) 

Let A denote the Friedrichs self adjoint extension of the operator - ~ densely defined 
in H. Since D is bounded, A-I is compact so there is an orthonormal basis {ek} of 
its eigenfunctions with corresponding eigenvalues Ak i.e. 

for all kEN. (2.1.2) 

Further we may assume that Ak > 0 for all kEN and that {Ak} kEN is a nondecreasing 
sequence diverging to +00. 
Given U E H then Uk is used to denote the kth coordinate i.e. 

Let Hm denote the finite dimensional subspace of H spanned by the first m basis 
vectors i.e. 

Hm = span{el, ... , em}. 

The notation Prm is used to denote the projection from H onto Hm , so that 

m 

Prm : H -+ Hm and Prm(u) = L Ukek. 
k=l 

Note that a consequence of the regularity of the Eigen functions ek is that for any 
mEN 

(2.1.3) 
where C1 is the space of bounded continuous functions on D with bounded con­
tinuous derivatives on D. A scale of subspaces of H can be defined as follows, for 
r~O 

Hr 
= {U E H: f A~U~ < oo} 

k=l 

and so Hr = domA ~. For U E Hr the norm I u Ir is given by 

1 

I U Ir= (f A~U~) 2" 

k=l . 

·And so HO = H, with I U 10=1 U I; HI = V, with I U /t=II U II . 
Note also that for all U E domA, v E V 

(Au, v) = ((u, v)). 
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The nonlinear term in the N avier-Stokes equations is represented by the following 
trilinear form: 

3 J' 8v
i 

. b(u,v,z) =.~ uJ(x) 8x j (x)z'(x)dx = « u, V' > v,z) 
',J=1 D 

(2.1.4) 

whenever the integral makes sense. 
Using the H6lderinequality, it follows from (2.1.4) that 

I b( u, v, z) I~I U IL4(D) /I v /I I Z IL4(D) (2.1.5) 

There are many well-known inequalities for b that arise from various Sobolev em­
bedding theorems, for instance 

(2.1.6) 

and the embedding is continuous i.e. 

I V IL4(D) ~ c II v II . (2.1. 7) 

Thus, from (2.1.5) and (2.1.7) we can deduce the following basic inequality 

I b( u, v, z) I ~ c /I u /I /I v /I /I z " . 

In this work we will often encounter b in the following form 

b(()u, v, z) 

where () E LOO(D, R). From the derivation of (2.1.5) it is clear that we have 

I b(()u, v, z) I~I () ILOO(D,R) I u IL4(D)/1 v /I I Z IL4(D) 

and hence, using (2.1.7) we arrive at 

I b(()u, v, z) I~ C1 I () ILOO(D) /I u " /I v " " z /I . (2.1.8) 

Remark 2.1.1 Note the trivial, but often useful identity 

b(()u, v, z) = b(u, v, ()z). 

More general inequalities can be derived from the following result. 

Proposition 2.1.2 Let mi ~ 0, i = 1,2,3, and suppose that ml + m2 + m3 ~ ~ if 
mi -j. ~ for all i, and ml + m2 +-m3 > ~ if some mi =~. Then the- form b is ~ell 
defined on yml X H 1+m 2 _ X y m 3 and, __ 

---I b(()1U, v, ()2 Z) I~ c I ()l-IL~'(D) 1-()2'ILoo.i u I~llv Il+m21 z 1m3 
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This is a slight generalization of Proposition 1.1.1 [CaCu 95J . The proof presented 
there can be applied to prove Proposition 2.1.2 by first noting that 

1 ()u ILP(D) ~ 1 () ILOO(D) 1 u ILP(D) 

and then employing the relevant embedding. For more details see [CaCu 95J and 
[Te 83J. 
Particular consequences of Proposition 2.1.2 are that 

1 b(()u,v,z) I~ c 1 () /LOO(D) 1 u / "v" / Az I. (2.1.9) 

1 b(()u, v, z) I~ c 1 () ILOO(D) 1 u II Av 11/ z /I . (2.1.10) 

The following Lemma by Gronwall is needed; it is presented here in the form in 
which it is used. 

Lemma 2.1.3 (Gronwall's Lemma) If x and h are locally integrable functions 
on [0,00), with dh/dt also locally integrable on (0,00) and for all t ~ 0 

t 

h(t) ~ c + I h(t)x(t)dt 
o 

then for all t ~ 0 

h(t) ::; cexp (/ X(~)dS) 
Finally for a very useful inequality: 

Proposition 2.1.4 (Young's inequality) If a, b, p, e > 0, then 

where ! + ! = 1. 
p q 

e 1 
ab < -aP + --bq 

- p qeq/ p 

2.2 Stochastic Analysis 

In this section it is assumed that the reader is familiar with the finite dimensional 
Ito integral (i.e with respect to a Wiener process). This theory shall be needed when 
we consider the hyperfinite approximation to the stochastic equation, some of the 
highlights are presented below, for further details see [KaSh 88J or the more readable 
[Ma 97]. -' 
We shall describe an extension of the Ito inte~ral to our particular Hilbert space 
setting; this is based on [Ic 82J, again mo:e d~talls ~an be found i.n [CaCu 95J . But 
firstly let us take a very brief look at finIte dImenSIonal stochastIc analysis. 

'. Let (n :F (~) P) be a filtered probability space, that is (.rt)t~O is an increasing 
, , t t>O, h h' . 

sequence of sub ~-algebras of :F. Suppose t at on t IS space IS an Rn valued Wiener 
. process wet) adapted to (:Ft)t~O i.e. 

w(t) = (Wl(t), ... ,wn(t)) 
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where {Wi(t) }l~i~n are real valued mutually independent Wiener process. Denote 
the covariance matrix of w(t) by Qn. Then for an adapted Rnxn (i.e. n x n matrix) 
valued process ( = ((t, w) with 

E (/ tr((T(s,W)((S,W))dS) < 00 (2.2.11) 

(here tr is the trace and (T is the transpose of () we may define the I to integral 

t 

'TJ(t) = J ((s)dw(s) 
o 

and we write 
d'TJ(t) = ((t)dw(t) 

which is called a stochastic differential. The process 'TJ is a Rn valued, zero mean 
process that satisfies 

E ( 'TJ ( t) l:Fs ) = 'TJ ( s ) for s ~ t 

and thus is a martingale. 
Also, if'TJ(t) is of this form then ['TJ](t), the quadratic variation of 'TJ(t) , is given by 

t 

['TJ](t) = J tr [(T(S)Qn((S)] ds 
o 

Now let 'TJ be of a more general form i.e. 

t t 

'TJ(t) = J f(s)ds + J g(s)dw(s) 
o 0 

with f an adapted Rn valued process with integrable trajectories and 9 is a n x n 
matrix valued adapted process satisfying (2.2.11). Now let F : [0,00) x Rn -+ R, be 
continuously differentiable in t and twice Frechet differentiable in Xj then we have 
the following stochastic chain rule, usually referred to as Ito's formula. 

t 

F(t, 'TJ(t)) = F(O, 'TJ(O)) + I Ft(s, 'TJ(s)) + Fx(s, 'TJ(s))f(s)ds 
o 

t t 
+~ Itr [QngT(s)Fxx(s,'TJ(s))g(s)] ds + I Fx(s,'TJ(s))g(s)dw(s). 

o 0 

where Ft, Fx, Fxx denote the partial derivatives of F; note that Fx is a n-tuple and 
that Fxx is an n x n matrix. 
Consider the following stochastic differential equation (really a stochastic integral 
equation): ........... :~ .. ..... ... ,.,.. . ..... ... ... . 

t t 

1)(t) = 'TJo + J f(s, 'TJ(s))ds+ J g(s, 'TJ(s))dw(s) 
o 0 . 

usually written symbolically as the following stochastic differential: 

d'TJ(t) = f(t, 'TJ(t))dt + g(t, 'TJ(t))dw(t) 
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1](0) = 1]0· 

Now if the functions j, 9 are continuous and Lipschitz with respect to the second 
variable then there is a unique adapted process 1] that solves this equation (see for 
example [Ma 97]). 
We shall need the following well known inequality concerning the quadratic variation 
of a Rn valued martingale. 

Proposition 2.2.1 (Burkholder-Davis-Gundy inequality) 

The crucial thing here for us is that the constant K. is not only independent of T, 
but is also independent of the dimension n. 

Now to the extension of the Ito integral to our particular Hilbert space setting. 
The goal is to define the integral 

t f g(s)dw(s) 
o 

for certain adapted g(s) : H --+ H and a Wiener process w in H. 
Let Q : H --+ H be a linear, nonnegative, trace class operator, this analogous to the 
matrix Qn. Firstly, we define what is meant by a H valued Wiener process. 

Definition 2.2.2 An H valued square integrable stochastic process w(t), t ~ 0, 
defined on a filtered probability space (0, F, (Ft)t~O' P) is a Wiener process with co­
variance operator Q if: 

1) w(O) = 0, 

2) Ew(t) = 0, Cov[w(t) - w(s)] =1 t - s 1 Q, for all s, t ~ 0, 

3) w(t) - w(s) is independent of Fa, s ~ t, 

4) w has continuous paths, 

5) w is adapted to (.rt). 

Such a process is Gaussian and has the following structure: Let {di }. be an orthonor­
mal set of eigenvectors of Q with corresponding eigenvalues 'Yi, so that 

00 

trQ= L 'Yi· 
i=l 

Then 
00 

w(t) = L {3i(t)di, 
i=l 
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where (3i are mutually independent real Wiener processes with E((3l (t)) = lit. 
For any Hilbert space Y denote by I(Y) the space of all stochastic processes 

9 : [O,T] x n -+ L(H, Y) 

such that 

E (! I g(t) Ik,y dt < 00) 

11 

and such that for all h E H, g(t)h is a Y valued stochastic process adapted to the 
filtration :Ft. 
The stochastic integral is then defined for all 9 E I(Y) by 

t t 

Y:3 J g(s)dw(s) := L2 - m!i....rr;., J g(s)d;df3i(S) (2.2.12) 
o 0 

where the integral of an H valued function with respect to a real Wiener process is 
defined in the same way as in the 1 dimensional case. 
If 9 E L( H, H) and u E H then we shall write (u, g) for gT u (gT is the adjoint to g) 
and so 

( ( u, g) , v) = (u, gv) for v E H 

and so (u,g) E L(H,R). Thus the following integral is well defined (Y = R): 

t 

J (u, g(s ))dw(s) 
o 

and is real valued. 
The general integral defined in (2.2.12) has properties analogous to the finite dimen­
sional case, for instance the integral has mean zero. For other properties see [CaCu 
95] or for more details see [Ic 82] and [DPZa 92]. 
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Nonstandard Preliminaries 

This chapter is devoted to the nonstandard preliminaries needed for the subsequent 
chapters and is based on [CaCu 95] . The aim here is to highlight the most impor­
tant ideas, definitions and notation that we will need later. It is assumed that the 
reader is familiar with the basics of nonstandard analysis; for the reader who is not 
or the reader who requires more detail see [CaCu 95] in which a fuller exposition 
is given starting with a construction of *R. For additional reading see [HuLo 85], 
[ACH 97], [Cu 88] and in particular [Li 88]. 
This chapter is split into two sections. In the first the Hilbert spaces H and V are 
studied, in particular we are interested in the hyperfinite dimensional subspace HN 
of * H. Various results concerning the strong and weak topologies and the relation­
ship between them are stated. 
In the second chapter we cover Loeb measure theory and Loeb integration theory. 
Again this is only intended as a brief over view of the terrain and more details can 
be found in, for example: [CaCu 95] , [AFHL 83] and [Cu 83]. 

3.1 The Hilbert space setting, 

Let H be the Hilbert space defined in Chapter 2. Nonstandard analysis provides us 
with the nonstandard extension * H. The transfer principle tells us that * H has a 
basis {*eK} KeN, this is the star of the function e : N-+- H .. 
This is a basis, in the sense that if U E * H then there exists a unique internal 
sequence of hyperreals { UK} KeN such that 

U= L UK*eK 
K=l 

This basis is orthonormal in that for any K, N E *N we have 

( *eN, *eK) . ON,K. 

Remark 3.1.1 The inner product (.,.) as defined in Chapter 2 is such that 

(.,.) : H x~H -+- R·. 

and thus we have the nonstandard extension *(., .), with 

*(.,.): * H x * H -+- *R. 

(3.1.1) 
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It is this function that is meant in (3.1.1), however for convenience of notation we 
omit the star, the context should make it clear what is intended. Similarly, really 
we should say that ( *eK )KeN is a star-basis for * H. 

Let us denote the nonstandard extension *e of the function e by E, thus {*eK} KeN = 
{EK } KeN. A crucial role is played by the hyperfinite dimensional subspace HN of 
* H, where N is a fixed i~finite member of *N. This space is define as one might 
expect; as the internal span (over *~) of the first N eigenvectors. Thus, we may say 
that U E H N if and only if 

N 

There exists an internal N - tuple (UKh~K~N such that U = L UKEK, 
K=l 

alternatively 
HN = {U E *H: (U,EM) = a for M > N}. 

Remark 3.1.2 The important thing here is that the transfer principle tells us that 
HN, behaves very much like the standard finite dimensional subspace Hn , with 
n E N. In particular the standard theory of finite dimensional differential equations 
carries over (via the transfer principle) to differential equations in HN • This idea is 
the very heart of this thesis and was developed by Capinski and Cutland, see [CaCu 
95] . Also HN is rich enough to represent H in some sense. 

Let PrN denote the orthogonal projection of· H onto HN i.e 

such that 

where UK = (U,EK). 

N 

PrN(U) = L UKEK 
K=l 

Usually U and V are used to represent elements of HN , we have· 

N N 

(U, V) = L UKVK and 1 U 12= L uk. 
K=l K=l 

More generally for the spaces Hr (with r E ~) we have 

in particular 

and 
N 

1 U I~= L A'Kuk· 
K=l 

3.2 Topology 
.,;-: :~:-.: .. , • ,-: '.:'" ~.~~_ :f_.~ .• : .. j·_'"i. ;_..:..~ .-1'. :~~~.::_:: 

Before looking-af the topologies· of the particular 'Hilbert space, we recall the im-
portant notion of S-continuity: 

Definition 3.2.1 Let X and Y be nonstandard topological spaces; and F : X -+- Y. 
Then F is' S-continuous if 

.,11 
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We are interested in both the strong and weak topologies of H and V and the 
relationship between them. 
Firstly for some definitions, we note that these definition can be extended to the 
general space Hr in a natural way. 

Definition 3.2.2 If U E HN and u E * H then U ~ u in the strong topology of H 
iff 

I U - *u I~ O. 

Then we say that u is the standard part of U in the strong topology of H and denote 
this by u = stH(U), 

Denote by nSH(HN) those elements of HN which are near standard i.e. those which 
are infinitely close (in the sense of the strong topology) to a standard element of H. 

Definition 3.2.3 If U E HN and u E • H then U ~ u in the weak topology of H iff 
for all v E H 

(U, ·v) ~ (u, v) 

Then we say that u is the standard part of U in the weak topology of H and denote 
this by u = stH-W(U), The notation u ~W U is used to denote closeness in the 
weak topology. 

Denote by nSH-w(HN) those elements of HN which are weakly near standard i.e. 
those which are infinitely close (in the sense of the weak topologies) to a standard 
element of H. 
Now for some facts arising from these definition see [CaCu 95] for the proofs. 

Proposition 3.2.4 If U E HN is strongly nearstandard then U is weakly nearstan­
dard and the standard parts coincide. 

Proposition 3.2.5 If U E HN and U satisfies any of: 
1) U is strongly nearstandard in H. 

2) U is weakly nearstandard in H. 

3) U is strongly nearstandard in V. 

. 4) U is strongly nearstandard in V. 
then the relevant standard part (in all cases) is given by 

_ ... -Thus Proposition 3.2.5 prompts us to make the fol~owing definition 
. .. . ~ . . . -

Definition 3.2.6 If U E HN then we define (When it exists) 

00 

. °U = L .oUkek 

k=l 
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Proposition 3.2.7 If u E H then 

in the strong topology of H. 

Proposition 3.2.8 If U E HN then 

I U 1< 00 ==} U is weakly nearstandard in H, 

and 
II U II < 00 ==} U is weakly nearstandard in V. 

Proposition 3.2.9 If U E HN and 1/ U 1/< 00 then U is strongly nearstandard in 
H. 

Proposition 3.2.10 If U E HN then (allowing infinity on either side) we have 

and 

Finally we have the following trivial, but useful Proposition 

Proposition 3.2.11 If V, U, Y E * Hand U ~ V strongly in H and I U 1< 00 

then 
(U, Y) ~ (V, Y) 

Operators 

When dealing with the stochastic case use will be made of the weak topology of 
L(H, H). 

Definition 3.2.12 By the weak topology of L(H;H) we mean the topology given by 

gn --+ g {::=:} (u,gnv) --+ (u,gv) for all u,v E H. 

The nonstandard characterisation of this topology, is that if G E * L(H, H) and 
g E L(H, H) then 

G ~w g {::=:} ( *u,G *v) ~ (u,gv) for all u,v E H. 

Note that the coordinates gij = (ei,gej) are given by 

gij = °Gij = O(Ei' Gej) 

and hence in line with Definition 3.2.6 we write g = °G. 
Now suppose that G E * L(HN, HN)' Then we can define nearstandardness of G 
and ° G as follows 

Definition 3.2.13 Let G E *L(HN,HN) and 9 E L(H,H). Then 

G ~w 9 {::=:} GPrN ~w g. 

We write °G = 9 and say that G is weakly nearstandard in L(H, H). 
., Note ·thatwe-have stillha~eGij ~ !Jij. -' , .... - .c..c .. C.:_ .. -'.- -

The following Proposition is the counterpart of Proposition 3.2.8 and Proposition 
3.2.10 

Proposition 3.2.14 Let G E * L(HN, HN) with I G IHN,HN< 00. Then G is weakly 
nearstandard and 

.,,---
2_..: s-: ~ 
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3.3 Loeb Measure and Integration Theory 

In this section a brief review of Loeb measure and integration theory is given; again 
no proofs are provided since the material is well known. Proofs can be found in 
[CaCu 95] . 
Given an internal set 0 with an internal algebra A of subsets of n and a fi­
nite internally finitely additive measure M on A then a standard measure space 
(0, L(A), ML) can be constructed from the internal measure space (0, A, M). This 
standard measure space is called a Loeb space. 
The construction was first preformed by Loeb in [Lo 75] using Caratheodory's ex­
tension theorem. Alternative constructions exist which are more illuminating, for 
example see [CaCu 95] . 
The upshot is that there exists a unique u-additive extension of oM to the u-algebra 
u(A). The completion of this measure is the Loeb measure ML and the completion 
of u(A) is the Loeb algebra L(A). 

Remark 3.3.1 The Loeb space (0, L(A), M L ) is a standard measure space even 
though 0 is a nonstandard set. 

Loeb spaces playa fundamental role in this work since it will be a Loeb space that 
carries the solution to the stochastic equations considered later. Also Loeb measure 
can be used to represent a standard measure. For instance if (X, S, 7r) is a suitable 
standard measure space then we can form the internal measure space ( * X, *S, *7r) 
and then form the Loeb space ( * X, L(* S), *7rL) then this Loeb space can be used 
to represent the standard space. This idea is used in the following theorem 

Theorem 3.3.2 If X is a separable metric space and J.L is a finite Borel measure on 
the u- algebra of Borel sets B then 

st: ns(*X) -+ X 

is measurable with respect to u(* B) and hence is L(* B) measurable. Further 

for all B E B 

and 
* J-LL(* X\ns(* X)) = 0 

Loeb Measurable Function and Integration 

This section provides us with some tools to handle internal integrals by consid­
ering corresponding Loeb integrals. 
An important notion is that of a lifting 

Definition 3.3.3 An internal A measurable funct.ion F : 0 -+ . *IR is a lifting of a 
function f : n -+ R if for M L - a.a.w 

F(w) ~ f(w) 

Then we have the fundamental theorem 

Theorem 3.3.4 The function f is Loeb measurable if and only if it has a lifting F. 
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We now start to look at connections between internal integration and Loeb integra­
tion, starting with 

Proposition 3.3.5 If F is a bounded internal measurable function then 

0/ FdM = / °FdM L 

Remark 3.3.6 For an internal measure M it is sometimes more convenient to 
denote integration with respect to ML by dLM, rather than dM L , both notations 
are used in this work 

Proposition 3.3.7 For any internal A measurable function F, with F ~ 0 then 

where we allow the value 00 on either side. 

We do not necessarily have equality in Proposition 3.3.7. In fact we can easily 
construct examples of functions F such that the inequality is strict. These examples 
involve F being very large on very small sets, if we prevent this from happening that 
we do get equality. This is made precise in the following definition and Theorem 
involving the important notation of S-integrability. 

Definition 3.3.8 Let a function F : n ---+ *IR be A measurable and internal. Then 
F is S-integrable if 
1) In I F I dM is finite. 

2) if A E A and M(A) ~ 0, then 

£1 F IdM ~o. 

And then we have 

Theorem 3.3.9 Let F : n ---+ *IR be A measurable and nonnegative. Then the fol­
lowing two conditions are equivalent: 
1) F is S-integrable. 

2) ° F is Loeb integrable and 

The following fact is used repeatedly in the proof of the existence theorem. 

Proposition 3.3.10 If ~_:_.*[o,TL~*_IR.and f.: Io,T)---+ IR are such that, fora.a.T 
~ _ ... _. ~ . -'.. '. - - . ..' : . ' ." ; : .. ' '. . .. . . .. . '. 

F(r) ~ f( Or) (3.3.2) 

and F is S-continuous. Then 
T T 

jF(r)dr ~ / f(t)dt 
o 0 

. , .... 
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For the proof use Theorem 3.3.9 and Theorem 3.3.2. 

Remark 3.3.11 The property 3.3.2 of F and f is usually refered to, by saying: F 
is a two-legged lifting (or just a lifting) of f. 

The following Theorem is often used to show that a certain function is S-integrable. 

Theorem 3.3.12 If F : n -+ *IR is internal, A measurable, and 

f I F IP dM < 00 

for some p > 1, p E IR, then F is S-integrable. 

Also the following elementary proposition is useful 

Proposition 3.3.13 If F: *[0, T] -+ *IR is S-integrable with respect to the measure 
*,\ (,\ is Lebesgue measure), then the function 

T 
G(r) = f F(a)da 

o 

is S-continuous. 

Next is Anderson's 'Luzin' Theorem, a very important result regarding liftings that 
will be used extensively in this work. For more general forms see [An 82]. 

Theorem 3.3.14 (Anderson's Theorem) Let X, Y be metric spaces with Y sep­
arable and suppose that f : X -+ Y is measurable. Suppose J.L is a Borel measure on 
X. Then * f is a lifting of f with respect to * J.LL i. e. for * J.LL - a.a.x E * X we have 

* f(x) ~ f( Ox). 

3.4 Construction of a Wiener Process on H 

The aim here is to construct an H valued Wiener process ona space (in fact a Loeb 
space) that is rich enough to carry the solution to the stochastic equations studied 
in chapter 5. The plan is to first construct an internal Wiener process on HN and 
then push this down onto H. Then we can deal with infinite dimensional stochastic 
Ito integrals by considering hyperfinite Ito integrals that are in some sense close. 
The ideas here was first used in [Ke 84] and later in [Cu 86], more details can be 
found in [CaCu 95] . . . 
Let Q be the fixed (but general) covariance operator introduced in section 2.2. and 
define Qn . PrnQPrn. Then it is possible to construct a standard Wiener process 
wn with covariance Qn, see [CaCu 95] for details. . : 
Now take a nonstandard internal, filtered probability space 

carrying an internal Wiener process W(r) E HN with covariance QN, adapted to 

(AT)T~O. 
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The corresponding Loeb space (n, L(A), IlL) can be equipped with a standard filtra­
tion and a W(r) induced Wiener process in H with covariance Q. Let P = IlL and 
:F = L(A) and denote by N the family of P-null sets. And then a right continuous 
filtration is defined by 

:Ft = n CJ(Ar) V N. 
t<Or 

And then we have that 
w(t) = stHW(r) (for r ~ t) 

defines a standard :Ft adapted Wiener process on (n,:F, P) with values in H, and 
with covariance Q. For details see [CaCu 95] Theorem 3.6.1. 

3.5 Stochastic Integration 

We make use of the following two results, also to be found in [CaCu 95] . 
Let (n,:F, (:Ft)t~O, P) be a filtered Loeb space carrying a H valued Wiener process 
w = oW with covariance Q, where W is an internal HN valued Wiener process with 
covariance Q N on the corresponding internal space as above. Then we have 

Theorem 3.5.1 Suppose that 

G: *[O,T] x n -+ L(HN,HN) 

is internal, * measurable, and adapted to the internal filtration (Ar )r>o. Assume that 

1) E (II G( r) I~N,HN dr) < 00 ' -

2) for a.a.w, I G(·,w) IkN1HN is S-integrable on *[0, T]. 
Put 

r 

Y(r) = / G(CJ)dW(CJ) , 
o 

the internal Ito integral in HN. 
Then Y(r) is S-continuous in I . I for a.a.w. 

For G and Y as in the above theorem we can put y(t) = °Y(r) for r ~ t and y is a 
continuous H valued process. 
Before the last theorem of this section we need the following definition 

Definition 3.5.2 The internal process G is a lifting of a standard process 9 : [0, T] x 
n -+ L( H, H) if for a.a. ( r, w) we have 

°G(r,w) = g( °r,w) 

where the standard part here is in the sense of 3.2.12. 

Theorem 3.5.3 Suppose that G and Y = J GdW are as in Theorem 3.5.1, and 
y = °Y as above. __ !I a. i~ .a lift.i!£g ~f aT!' adC:'Pte~ process 9 : [0, T] x. n -+ L(HN, HN) 

. :::'--th'en'::;:'::-:"-- :-.:',-,- '.-j -': I ,-" ''''1 -.. - '-,r ~- ',"- '1::':"""-':--:- : 

y(t) = / g(s)dw(s). 
o 
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The Nonhomogeneous 
N avier-Stokes Equations 

4.1 Introduction 

The nonhomogeneous Navier-Stokes equations were first solved by Kazhikhov in 
1974, see [Ka 74] ; for a more detailed presentation see [AKM 90]. 
What is presented here is a new proof using the techniques of nonstandard analysis; 
the new approach simplifies the existing proofs and is based on techniques developed 
by Capinski and Cutland, see [CaCu 95]. 
This proof is included as a stepping stone to the more difficult general stochastic 
case; also it provides us with an opportunity to introduce and elucidate the general 
methodology. 

The nonhomogeneous Navier-Stokes equations will be studied in the following 
form: au 

p[ at + < u, \l > u] = v ~u - \l p + p f 
ap , 
at + < u, \l > p = a 

div u = o. 

( 4.1.1) 

( 4.1.2) 

( 4.1.3) 

in a bounded, open domain D C R3
, with the boundary aD of class C2. Define 

S = D x [0, TJ. The function u : S ~ R3 represents the velocity, p : S ~ R is the 
pressure, and p : S ~ R is the density; equation (4.1.2) will be referred to as the 
density equation. 
We assume that f : S ~ R3 is a given function representing the external force, with 
f E L2(0, Tj L2(D))j note that the more general case where f has feedback is treated 
in the stochastic case, for simplicity f here has no feedback. . " 
The homogeneous Dirichlet condition u laD = a is assumed and also that 

.... . ... . . '. 

ult=o = Uo 

are, given functions.' Further suppose that this initial data satisfies the following: 

a < m ~ Po(x) ~ M 

div Uo = o. 

20 

( 4.1.4) 

(4.1.5) 
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These equations are to be considered as an evolution equation in V' i.e considering 

U : [0, T] -+ V' 

Note that if p E L2 then \lp is zero in V' since (\lp, u) = -(p, div u) = 0 for U E V, 
thus there is no need to consider the pressure at this stage. Once (4.1.1) is solved 
there is a well known clas~ical method for recovering p, for example see [Te]. 
Now to introduce what is meant by a weak solution to the equations, this is some­
times referred to as a generalised solution, and this is taken directly from [AKM 
90]. 

Definition 4.1.1 Given Uo E H, Po E Loo(D) and f E L2(0, Tj L2(D)) a pair of 
functions (p, u) is a weak solution to the nonhomogeneous N avier-Stokes equations 
if u : [0, T] -+ H, p: 8 -+ R are such that: 

(i) u E Loo(O, Tj H) n L2(0, Tj V) 

(ii) p E Loo(8) 

(iii) for all <P E C1(0, Tj V) such that <p(T) = 0 

T 

![(pu,<Pt+ < u, \1 > <p) -lI((u,<p)) + (pf,<p)]dt+ (Pouo,<p(O)) = 0 
o 

(iv) for all <p E C1(0, Tj Wl(D)) such that <p(T) = 0 

T 

! (p, <Pt+ < u, \1 > cp)dt + (Po, cp(O)) = 0 
o 

(4.1.6) 

(4.1. 7) 

Remark 4.1.2 Heuristically, the formulation of the weak solution can be derived 
from the equations (4.1.1), (4.1.2) and (4.1.3). For example suppose that (u,p) 
satisfies these three equations, then taking the innerprod uct of, say (4.1.1) with <P 
and performing the necessary integration by parts will yield ,(4.1.6) 

In [AKM 90] the starting point for the existence of a weak solution is the formation 
of finite dimensional approximations to the equationsj this is a common approach in 
such situations. In the proof presented in this work these approximations are also 
formed, but then the tools of nonstandard analysis are employed to considerably 
simplify the remaining part of the proof. 
The idea is that for each n E N an approximate equation is constructed. Solving 
these equations yields a s~quence of approximate solutions. The standard approach 

;~'is :thEhi ttj" prove" that a subseque'iice of this sequen~e is compact and then to show 
, that the resulting limit is a weak solution. The obvious nonstandard analog is to 

solve the internal approximate equation of hyperfinite dimension, and take a stan­
dard part in an ""appropriate sense. 
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4.2 Finite Dimensional Approximations 

Fix an arbitrary n E N, we seek a solution to the finite dimensional approximation 
of dimension n, the so-called Galerkin approximation. 
That is to say, a function 

Y : [0, T] ~ Rn, y(t) = (Yl(t), . .. ,Yn(t)) 
n 

is sought, such that un(x, t) = L Yk(t)ek(x) solves: 
k=l 

k = 1, ... ,n (4.2.8) 

n 

un(O) = L:(uo,ek)ek 
k=l 

(4.2.9) 

where pn(x, t) is sought from the equation 

a n 
L+ < un V > pn = ° at ' (4.2.10) 

For simplicity, assume here that Po E Cl(D). This can be weakened later to the 
more general Po E LOO(D), see Remark 4.6.3 

In connection with the density equation (4.2.11), the classical result concerning 
the solvability of such an equation is presented next. 

Lemma 4.2.1 If u E C(O, Tj Cl(D) n H) and Po E Cl(D) with 

° < m ~ Po(x) ~ M Vx ED 

then the equation 

{ 
~+ < u, V > p = ° 

p(O,·) = Po 

has a solution p E Cl([O, T] x D). 
And the dependence of p on u is continuous, in the sense that if 

r : C(O, T; Cl(D) n H) ~ Cl([O, T] x D) 

( 4.2.11) 

is such that r( u) is the solution to the density equation then r is continuous with 
respect to the uniform topologies on both sides. 
Also ° < m ~ p(t,x) ~ M Vet, x) E [0, T] x D 

For a proof of these facts, see for example [Va 92] Lemma 2.1. 
In order to apply this result, note that if . 

.. v : [0, T] ~Rn .. . :: ..... 

n 

is continuous then v(t) := L vk(t)ek is such that 
k=l 

V E C(O,T;Hn). 
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Then since Hn C C1(D), clearly Hn C G1(D) n H, and therefore we may (by a 
slight abuse of notation) define r( v) as the unique solution to the density equation 
(4.2.11) with un replaced by iJ i.e. 

r(v) =r(iJ) 

It is clear that (4.2.8) is the natural projection of the equation (4.1.1) onto Hn. 
However (4.2.8) and (4.2.11) can also be derived by requiring that (4.1.6) and (4.1.7), 
with Uo replaced by Prnuo are satisfied for un and pn on all test functions of the 
form <I> = h(t)ek(x) k = 1, ... , n where h E C1[O, T] and h(T) = o. 

Proof Assume that (pn,un) satisfies (4.1.6), with Prnuo replacing Uo, on all test 
functions of the above form. That is 

T J [(pnun, <I>t+ < un, \l > <I» - v((un, <I») + (pn J, <I»] dt + (poPrnuo, <I> (0)) = 0 
o 

(4.2.12) 
Firstly note that integration by parts, remembering that Un/aD = 0 and that 
div un = 0, yields the following 

(4.2.13) 

By using the above fact and the density equation (4.2.11), it can easily be shown 
that 

d dun ' 
(pnun, <I>t+ < un, \l > <I» = (dt (pnun, <I») - (pn dt ' <I» - « pnun, \l > un, <I». 

, (4.2.14) 
Now substituting this into (4.2.12), recalling that <I>(T) = 0, un(O) = Prnuo and that 
pn(o) = Po yields 

T d n J [(ptn, if!) - v(( un, if!)) - « pnun, \1 > un, if!) - (pn ~ ,if! )]dt == o. (4.2.15) 
o 

But <I> (x, t) = H(t)ek(X), so denoting 

lk(t) = (pnJ,ek) - vn((un,ek)) - « pnun, \l > un,ek) _ (pndu
n 

,ek) 
dt 

which is continuous, therefore 

T 

J H(t)lk(t)dt = 0 VH E G1[0, T], H(T) = 0 
o 

This is sufficien~_, to ,conclude that for each 1 ~ k ~ n, lk = 0; exactly as required. .. 
"ill demonstrating the existence ora solutions to the finite dimensional approxima­
tions, use will be made of the following well known energy inequality. 
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Theorem 4.2.2 (The Energy Inequality) If (pn, un) solves the finite dimen­
sional approximation i.e (4. 2.8), (4.2.9) and (4.2.11) then the following estimates 
are valid 

T 

sup I Un(t) 12 + f II Un 112 dt ::; Cl 
t$,T a 

o < m ::; pn(x, t) ::; M 

where Cl is a constant independent of the dimension n. 

( 4.2.16) 

(4.2.17) 

Proof We have already discussed (4.2.17), see Lemma 4.2.1. Now for (4.2.16): 
It is required to show that if (pn, un) solve (4.2.8),(4.2.9) and (4.2.11), then (4.2.16) 
holds. 
For each k E {I, ... ,n} multiply the corresponding equation in the system (4.2.8) 
by Yk(t) and sum over k = 1, ... ,n to get 

(pn[u~+ < un, V > un], un) + vllunl12 = (pnf,un). (4.2.18) 

Towards establishing (4.2.16), first it is shown that 

(pn[u~+ < un, V' > un], un) = ~ :t f pnlunl~3dx. 
D 

Well 
1 d f 1 d 1 2" dt pnlunli3dx = 2" dt(pnun,un) = (pnun,u~) + 2"(p~un,un) 

D 

now using (4.2.11) to conclude that 

1 d 1· 
2" dt f pnlunl2dx = (pnun,u~) - 2"(un < un, V > pn,un) 

D 

and therefore it remains to show that 

1 
- 2"(un < un, V > pn,un) = (pn < un, V > ~n,un). 

(4.2.19) 

( 4.2.20) 

It can be seen that (4.2.20) follows easily by an integration by parts, remembering 
that div un = 0 and unlaD = O. Thus (4.2.19) is established. 
Substituting (4.2.19) into (4.2.18) gives 

.. No\Vusing (4.2.17) .. 

(pn f, un) ::; I(pn f, Un) I ::; MlfIL2(D) lunl 

Let t E [0, T], then integrating (4.2.21) from 0 to t w.r.t s yields 

(4.2.21) 

t 

~ f pn(t, x)lun(t,x)I~3dx - ~ Iv pn(O, x)lun(O, X)I~3dx + v f Ilun(s)Wds· 
D 0 

, .' 1 ~ 
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t 

~ M J If(s)IL2(D)lun(s)lds 
o 

which implies(again using (4.2.17)) that 

t t 

~lun(tW + v J Ilun(s)Wds ~ M J IfIL2(DJlun(s)lds + ~Mlun(ow. (4.2.22) 
o 0 

Clearly from (4.2.22), if it is shown that lun(s)1 ~ c for all s, with c E R+ being 
independent of n, then since f E L1(0, T; L2(D)) and I un(O) I~I uo I 

T 

V J IIun(s) 11
2ds ~ k 

o 
for some k E R+ 

again with k independent of n. 
So it is sufficient to show that lun(s) I ~ c for all s. 
Well from (4.2.22) for each t E [0, T] 

2M t M 
lun(t)12 ~ - J If(s)IL2(D) lun(s) Ids + -lun(0)1 2 

m m o 

put h(t) = lun(t)l, using h(t) ~ 1 + (h(t))2 then 

Now since 

llf(s)IL2(DJdS ~ IfILl(O,T;L2(D)) < 00 

and since 

then we have 
t . 

(h(t))2 ~ C2 J If(s)IL2(D)(h(s))2ds + C3. 

o 

with C2, C3 positive constants independent of the dimension n. 
Thus it then follows from Gronwall's Lemma that for all t E [O,!] we have 

(h(t))2 ~ C1 

where _91 is a constant independent- of of n, as was required. And thus 

as required. 

(4.2.23) 
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4.3 Solving The Finite Dimensional Approxima­
tions 

As indicated earlier, the solving of these equations relies very much on the energy 
estimate (4.2.16). The proof presented below is different from the one found in 
[AKM 90]; and is much more simple. The fact that the Galerkin approximation has 
a solution is presented in the following theorem. 

Theorem 4.3.1 Given Uo E H, f E L2(0, T; L2(D)) and Po E C1(D), then for each 
n E N there exists a solution to the finite dimensional approximation of dimension 
n. That is there is a solution to the equations (4.2.8), (4.2.9) and (4. 2.11) 

Proof The Galerkin approximation is presented here in vector notation, where the 
unknown is a function y : [0, T] --+ IR.n. 
Our aim here is to show that the approximations can be solved by appealing to the 
well known standard existence theory of finite dimensional differential equations; to 
this end some notation is introduced. 
Let 8(t, y) be the symmetric n x n matrix given by 8 ij = ((r(y))(t)ej, ei), let r 
denote the fixed n x n matrix r ij = 1I(( ej, ei)). Define F( t, y) = (F1 (t, y), ... , Fn (t, y)) 
by stating that Fk(t, y) = ((r(y))(t)f(t), ek). 
Finally for any B E LOO(D),w E IR.n,z E IR.n define f3(B,w,z) E IR.n such that for any 
v E IR.n 

< f3(B, w, z), v >= b(B'liJ, z, v) 
n 

where 'liJ = E Wkek etc, and b is the trilinear form introduced earlier. 
k=1 

Now it is possible to rewrite the system of equations (4.2.8) and (4.2.9) in the 
following form 

dy _ 
8(t, y) dt = F(t, y) - f3(r(y)(t), y(t), y(t)) - ry(t) =: h(t, y) 

y(O) = ((uo, e1), ... , (uo, ek)). 

(4.3.24) 

(4.3.25) 

Note that h is continuous with respect to the first and second coordinates; also note 
that h is adapted in the sense that if yl[o,s] = zl[o,s] then h(t, y)l[o,s] = h(t, z)l[o,s)' 
Further it is clear that 

IF(t,y)1 ~ Mlf(t)IL2(D), 

note that by our assumption on f it follows that IfIL2(D) E L1[0, T]. 
Now it is shown that for any y the matrix 8 is nonsingular. 
For any v E IRn v =f 0 

n 

; .... v~ev . L 8 ,jVzvj.= (pn(x, t)v(x), v (x)) 
l,j=1 

where v(x) = E Vkek(X) and vT is the transpose of v. 
k=1 

.. _So 

(4.3.26) 

(4.3.27) 
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This shows that 8 is invertible and enables us to rewrite equation (4.3.24) in the 
following form. 

dy -
dt = (8(t, y))-1(h(t, y)) =: h(t, y) (4.3.28) 

In order to show that h inherits the properties of h it is necessary to show that 8-1 

is bounded .. 
From (4.3.27) for any v E ~n, V i= 0 

m I v I~I 8v I 
and this implies that I 8-1 I~ m-1 and therefore 8-1 is bounded. 
In order to solve (4.3.28) by employing the standard existence theorems for ordinary 
differential equations the f3 term must be truncated, so that it has linear growth. 
Therefore let us consider a truncated version of (4.3.28). 
Let y : [0, T] --t ~n then define y : [0, T] --t ~n by 

y(t) = 
( 

y(t) 

~ 
ly(t)lan 

otherwise 

where C1 is the constant from the energy inequality (4.2.16). 
The truncated version of (4.3.28) is presented in the following form 

~~ = (8(y, y))-1 [F(t, y) - ,B(r(y)(t), y(t), y(t)) - ry(t)]. (4.3.29) 

Now the matrix 8-1 is bounded, and f3(r(y)(t), y(t), y(t)) has linear growth, there­
fore by the theory of finite dimensional ODE's there exists a unique solution to 
(4.3.29), denote such a solution by y, so 

i.e. 

n n 

Now define u(x, t) = L: Yk(t)ek(x) and u = L: Ykek(X), for simplicity of notation 
k=1 k=1 ' 

write p for r(y) and p for r(y). 
So y satisfies (4.3.29) i.e. 

8(t, y) ~~ = F(t, y) - ,B(p(t), y(t), y(t)) - ry(t) (4.3.30) 

Now the aim to show that 

for all t E [0, T] (4.3.31) 

to this end, rewrite equation (4.3.30) in functional form, as follows 
~ . - .. . 

k = 1, ... ,n (4.3.32) 

multiplying each corresponding equation by (Y)k and summing over k = 1 to n, gives 

( 4.3.33) 
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Now clearly, using the density equation for p 

1 d (- ) _ (-aU ) + 1 (~ ) '2 dt pu, u - Pat' u '2 at u, u 

= (p~~ , u) - ~ (u < iI, \7 > p, u) 

but an integration by parts gives 
.. 1 

(p < iI, \7 > u,u) = -2(u < iI, \7 > p,u) 

therefore it is possible to rewrite (4.3.33) as 

1 d 
2 dt (pu, u) + vllul1 2 

= (pj, u). 

28 

( 4.3.34) 

(4.3.35) 

From this point onwards, the proof of the energy inequality can be repeated, starting 
at (4.2.21), this will result in concluding that 

for all t E [0, T]. 

but lu(t)1 = ly(t)l, therefore (4.3.31) is demonstrated. 
Thus y = y, and so p = p and therefore from (4.3.30) 

dy 
8(t, y) dt = F(t, y) - (3(p(t) , y(t), y(t)) -ry(t). (4.3.36) 

That is to say y satisfies (4.3.24), and therefore (p, u) is a solution to the Galerkin 
approximation. ... 

Remark 4.3.2 It has been seen that for each finite n E N there is a solution (pn, un) 
to the finite dimensional approximation, and that the solution satisfies the energy 
inequality (4.2.17) and (4.2.16). Therefore it can be deduced, by transfer, that there 
exists a pair of functions (R, U) satisfying the internal approximation of dimension 
N, where N is an infinite nonstandard integer. 
That is to say, there exists (R, U) such that: 

U:* [O,T] -+ HN R :* D x* [0, T] ~* R 

and (R, U) satisfy the following internal equations: 

(R[dU + < U, \7 > U], Ek) + v((U, Ek)) = (R * j, Ek) 
dr k = 1, ... ,N (4.3.37) 

8R 
8r+<U,\7>R=0 

. N 
with U(O) = E (*uo, Ek)Ek and R(O) = * Po 

k=l 
further the following estimates are valid: 

0< m ~ R(~,r) ~ M 

T 

sup I U(r) 12 + f II U(r) 112 dr ~ Cl 
r5;T 0 

where Cl is the finite constant of the energy inequality (4.2.16). 

(4.3.38) 

(4.3.39) 

( 4.3.40) 
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The goal is to show that the internal pair (R, U) is close in some sense to a standard 
weak solution (p, u). This is to be achieved by showing that Rand U possess 
sufficient regularity to be close to standard functions. This will be achieved using 
the following Lemmas. 

Lemma 4.3.3 Let PrN be the projection from *(L2(D)) onto HN ; 
N 

i.e PrN(X) = ~ (X, Ek)Ek. Then PrN(RU) is weakly S-continuous, that is if 
k=l 

u, r E* [0, T] and u ~ r then 

Proof Firstly, using (4.3.38) rewrite (4.3.37) in the following way 

noting that 

then an integration by parts yields, analogous to (4.2.13) 

(4.3.42) 

Now we show that the right hand side of (4.3.42) is S-integrable on *[0, T], when k 
is finite. 
Now since R is bounded then by the inequality (2.1.10) we have 

since the energy inequality (4.3.40) ensures that the right hand side is finite. 
Therefore by Theorem 3.3.12 - *b(R(r)U(r), U(r), Ek ) is S-integrable on *[0, T] 
when k is finite. 
Now for the remaining terms in (4.3.42); 

again by using the estimate (4.3.40). 
Finally 
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which is finite due to the assumptions on f. 
So if k is finite then (RUh(r) is by (4.3.42) the integral of an S-integrable integrand, 
and so by Proposition 3.3.13 is S-continuous; that is 

u, r E* [0, T] with u ~ r ==> (R(u)U(u)h ~ (R(r)U(r))k. ( 4.3.43) 

Now I PrN(R(r)U(r)) I~I R(r)U(r) I~ M I U(r) 1< 00, so PrN(R(r)U(r)) E HN is 
weakly nearstandard by Proposition 3.2.8 
And so for u ~ r. 

00 

PrN(R(r)U(r)) ~W stw-H(PrN(R(r)U(r))) = :E O(PrN(R(r)U(r)), Ek)ek 
k=l 

00 

PrN(R(u)U(u)) ~W stw-H(PrN(R(u)U(u))) = :E O(PrN(R(u)U(u)), Ek)ek 
k=l 

but from (4.3.43) 

(PrN(R(r)U(r)), Ek) = (R(r)U(r), Ek) ~ (R(u)U(u), Ek) = (PrN(R(u)U(u)), Ek) 

so PrN(R(u)U(u)) ~W PrN(R(u)U(u)) 
and hence, weak S-continuity of PrN(RU) is established. 

The following Lemma is crucial since it provides conditions under which U is well 
behaved. The idea behind the proof is distilled from Lemma 1.2 of [AKM 90], which 
is much more complicated than the one found below. 

Lemma 4.3.4 If u,r E* [O,T], with a ~ r and II U(u) II, II U(r) 11< 00 then 
U(u) ~ U(r) strongly in H. 

Proof Let u ~ r with say u > r, put V(B) = R(B)U(B) for any B E* [0, T]. 
Since II U(u) II, II U(r) 11< 00 then by [CaCu 95] Prop 2.7.1 (e) U(a), U(r) are both 
strongly nearstandard in H, and it is possible to define 

u(u) = stH(U(U)) = O(U(u)) and u(r) = stH(U(r)) = O(U(r)). 

Clearly for any X E* H 

(V(u) - V(r),X) = (R(u)[U(u) - U(r)],X) + ([R(u) - R(r)]U(r),X) (4.3.44) 

in particular consider (4.3.44) with X = U(u) - U(r), first the left hand side; 
since U(u) - U(r) E HN and since 

I PrN(V(u)) -Pr ~~(V(r)) I~ ~(I U(~).I.+ I U(r~.1) ~.,Mc (II U(u) II + II U(r) II) 
then using Proposition 3.2.11 

(V(u) - V(r), U(u) - U(r)) - (PrN(V(u)) - PrN(V(r)), U(u) - U(r)) 
~ (PrN(V(u)) - PrN(V(r)),* (u(u)) -* (u(r))) 

~ ° 

-..! . 
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since by Lemma 4.3.3 PrN(V(O")) ~w PrN(V(r)). 
Now considering the first addend of the right hand side of (4.3.44); and by using the 
estimate (4.3.39) we have 

(R(O")[U(O") - U(r)],U(O") - U(r)) ~ m 1 U(O") - U(r) 12 

Therefore if the remaining addend of (4.3.44) is infinitesimal then 

1 U(O") - U(r) I~ 0 

thus U(O") ~ U(r) and the proof will be complete. 
Therefore it is sufficient to show the following 

([R(O") - R(r)]U(r), U(O") - U(r)) ~ O. 

To prove (4.3.45) we note that 

([R(O") - R(r)]U(r), U(O") - U(r)) 

(J' d 
= ! d8(R(8)U(r), U(O") - U(r))d8 

T 

(J' 

= ! (R(8)U(8), V' < U(r), U(O") - U(r) > )d8 
T 

(J' 

( 4.3.45) 

= ! *b(R(8)U(8), U(r), U(O") - U(r)) + *b(R(8)U(8), U(r) - U(O") , U(r))ds. 
T 

Hence 
1 ([R(O") - R(r)]U(r), U(O") - U(r)) I 

~ {I *b(R(o)U(o) , U(r), U(u) - U(r» I + I *b(R(o)U(o), U(r) - U(u), U(r)) I do. 

Now by using (2.1.8) twice gives 

I ([R(O") - R(r)]U(r), U(O") - U(r)) I· 

(J' 

~ 2c II U(r) /1/1 U(O") - U(r) /I ! /I U(8) /I d8 
T 

T ! 
~ 2cll U(r) IIII U(u) - U(r) II (f II U(o) W dO) (u:-- r)~ ~ 0 

. since /I U(r) /I and /I U(O") /I are fini~e by assumption, by the estimate (4.3.40) and 
. .. 

since 0" ~ r. 
Thus (4.3.45) has been established and hence U(r) ~ U(O") as required. ~ 

. . . 
I 
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4.4 The Definition of u 

The previous Lemma makes it possible to define a standard measurable function u 
that is close to U, more precisely, U is shown to be a lifting of a standard u. 
The energy inequality (4.3.40) implies that for AL - a.a.r E* [0, T] 

II U(r) 11< 00 ( 4.4.46) 

Let this full Loeb subset be denoted bye, then for each r E e by Proposition 3.2.9 

stH(U(r)) exists in H 

Now consider st(E) := {Or: r E E}, clearly E ~ st-1(st(E)) and since the Loeb 
cr-algebra is complete, then st-1(st(E)) is Loeb measurable and therefore st(E) is 
Lebesgue measurable, also by Theorem 3.3.2 

And so it is possible to define a standard measurable function u : [0, T] ~ H by 

u(t) = stH(U(r)) = °U(r) (4.4.47) 

for all t E st(E), where t ~ r E E 
The previous Lemma ensuring that u is well defined, it is clear that U lifts u, since 
AL(E) = T and for all r E E 

( 4.4.48) 

Before defining a standard p from R, some properties of the new function u are 
demonstrated. 
In particular 

u E Loo(O, Tj H). 

u E L2(0,T;V). 

u ~ U in L2(8). 

( 4.4.49) 

( 4.4.50) 

(4.4.51) 

Note that (4.4.49) and (4.4.50) constitute requirement (i) of Definition 4.1.1. 
To show (4.4.49), note that by Proposition 3.2.10, and the energy inequality (4.3.40), 
for almost all t E (0, T] . 

lu(t)1 = IOU(r)1 ~o IU(r)1 ~ Cl < 00 

Now for property (4.4.50). 
Well 

. . - . . . . . - . . ............ '" .. 

< 00 

Theorem 3.3.2 

by definition of u 

. Proposition 3.2.10 

Proposition 3.3.7 

by estimate (4.3.40) 
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Finally to show (4.4.51) it is sufficient to show that IU - *UI*L2(S) ~ 0 
Well (4.3.40) and the definition of u gives that IU(·) - *U(')12 is bounded and hence 
S-integrable, and so 

IU - *UI*L2(S) 

Now by the definition of u and by Anderson's Theorem for AL.a.a.r 

Therefore for AL.a.a.r 

and thus 
IU -* UI*L2(S) ~ 0 

and so u ~ U in L2(8) as required. 

4.5 Defining p from R 

In this section the aim is to define a standard function p from the function R. The 
goal is to produce a p such that for certain z if Z is a suitable lifting of z then for 
all r 

/ R( r)Zd~ ~ / p( O;'-)zdx (4.5.52) 
*D D 

this will be made precise in the Lemma following the construction of p from R. 
Well we have a function R: * [0, T] x * D ~ *R satisfying 

with 

and further 

Reconsider this as 

now define 

8R -+ < U, \l > R = a 
8r 

R(O) = *Po 

0< m ~ R(r,~) ~ M < 00. 

(4.5.53) 

Now it.r.E* [O,T] then R(r) is *8 measurable, thus °R(r) is·L(*8) measurable, 
here 8-= 8(D) i.e the Borel u-algebra on D. 
Now the standard part map is such that 

st : ns(* D) ~ D and st(~) = o~ 
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note that by Theorem 3.3.2 st is (a( * B), B) measurable. 
Let us define a a-algebra on * D by 

Q == a(st-l(E) : E E B) 

and therefore 
Q ~ a( * B) ~ L( * B) 

Clearly for all r E* [0, T] 

then define 
p:* [O,T] ~ LOO

( *D ,R) by p(r) == E( °R(r) I Q) 

and thus ° < m ~ p(r)(~) ~ M 

34 

Now since the map st is measurable and onto, and since for each r (by definition) 
p( r) is Q measurable then there exists for each r a unique B measurable function 

fJ(r): D ~ R 

such that 

p(r) == fJ(r) 0 st 

i.e for all r and ~ 
p(r)(~) = fJ( O~) 

and thus 
o < m ~ (fJ(r))(x) ~ M 

therefore it is possible to consider fJ as 

with fJ( r) being B measurable for all r E* [0, T]. 
The following Lemma makes precise the formula (4.5.52), this Lemma has many 
possible forms, the one presented here being quite natural and suitable. 

Lemma 4.5.1 If z : D ~ R is B measurable and has an S-integrable lifting 

Z: *D ~ *R 

i. e for a.a.~ 

Then for any r 

. I R(r)Zd~ f::j I p(r)zdx 
*D D 
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Proof Fix r E* [0, T], now Z is S-integrable, and R is bounded thus 

is S-integrable. 
Thus 

J (R( r))(~)Z(~)d~ 
-D 

(R(r))(·)Z(·) :* D -t* IR 

J O((R(r))(~)z( O~)d~L 
ns( -D) 

Z lifts z and * D\ns( * D) is null(Theorem 3.3.2) 

- J E (O((R(r))(~)z( O~)IQ) d~L 
nS(-D) 

ns(*D) E Q 

- J 
ns( -D) 

z( O~)E (O((R(r))(~)IQ) d~L since z( O~) is Qmeasurable 

- J z( O~)(p(r))(~)d~L by def of p and by Theorem 3.3.2 
-D 

- J z(O~)(p(r))(O~)d~L 
-D 

by def of p 

- J z(x)(p( r))(x)dx by Theorem 3.3.2. 
D 

as required. 
Next an immediate consequence of the above Lemma. 

Corollary 4.5.2 For all r E* [0, T] 

R(r) ~ p(r) weakly in LP(D,IR) 

for any p ~ 1. 

Proof Let q be such that ~ + ~ = 1. 
If y E Lq(D, JR.) then Anderson's Theorem tells us that *y lifts y. Further, clearly *y 
is S-integrable and so applying the above Lemma shows that the required integrals 
are close. "-

Now an important theorem, this will be used repeatedly in the main existence the­
orem. 

Theorem 4.5.3 Let u, v E Hand U, V E* H be such that u ~ U and v ~ V. Then 
for all r E *[0, T] we have 

(R(r)U, V) ~ (p(r)u, v) (4.5.54) 
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Proof Firstly, rewrite (4.5.54) in the following way 

/ R(r) < U, V > d~ ~ / fi(r) < u,v > dx. ( 4.5.55) 
*D D 

Therefore by 4.5.1, it is sufficient to prove that < U, V > is an S-integrable lifting of 
< u, v >. Note we clearly ~ave that < *u, *v > is an S-integrable lifting of < u, v >j 
and so for a.a.~ E * D we have 

< *u(~), *v(~) >~< u(O~),v(O~) > . (4.5.56) 

Now 

1< U, V > - < *u, *v >1 ~I< U - *u, V >1 + 1< *u, V - *v >1 
~ 1 U - *u IJR3 1 V IJR3 + 1 *u IJR3 1 V - *v IR3 . 

Hence by H6lderwe have 

/ 1< u, V > - < *u, *v >IJR3 d~ ~I u - *u II V I + I *u I I V - *v I~ 0 

*D 

since 1 V I, 1* u 1=1 u 1< 00 and u ~ U, v ~ V. 
Thus < U, V > - < *u, *v > is S-integrable. Also by Proposition 3.3.7 we have 
that for a.a.~ 

< U(~), V(~) >~< *u(~), *v(~) > 
and hence this along with (4.5.56) yields 

< U(~), V(~) >~< u(O~), v(O~) > . 

Thus < U, V > lifts < u, v >. Finally, since both < U, V > - < *u, *v > and 
< *u, *v > are S-integrable then so is there sum. "-

Next it is shown that p is well behaved as a function of r, to this end it is 
necessary to prove the following Lemma. 

Lemma 4.5.4 For any z E Wi(D, IR) the function 

*[a,T] 3 r f-> / R(r)*zrJe E*lR (4.5.57) 
*D 

is S-continuous on *[0, T). 

Proof Let z E Wi(D,IR) then using (4.5.53) and an application of integration by 
parts, gives . 

d 8R . 
-(R,* z) = (-d ,* z) = (- < U, V > R,* z) = (R, < U, V > * z) 
dr T 

And thus for any r E [0, T) 
T 

(R(r), *z) = (R(O), *z) + / (R(a), < U(a), V > *z)da ( 4.5.58) 
o 
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Therefore it is sufficient to show that 

*[0, T] 3 u ~ (R((j) , < U((j), \J > *z) ( 4.5.59) 

is S-integrable on *[0, T], S-continuity of (R( 7), * z) then follows by Proposition 
3.3.13. 
Denote by 'T/ the function defined in (4.5.59), thus for any (j E* [0, T] 

I 'T/((j) I~ M I U((j) II \Jz I~ Msup I U(r) II \Jz 1< 00 
T$;T 

by the estimate (4.3.40) and the fact that z E Wl(D,~). 

Thus, since 'T/ is bounded it is clearly S-integrable on * [0, T] and hence the proof is 
complete. ~. 
Now an immediate consequence is the following lemma 

Lemma 4.5.5 If r ~ (j then 

[;(7) = jJ((j) in LOO(D,~). 

Proof Well by Corollary 4.5.2 and by Lemma 4.5.4 it easily follows that if z E 
Wi(D,~) then 

I p{r)zdx ~ I R{r)*zd( ~ I R{u)*z d{ ~ I p{u)zdx 
D *D *D D 

and hence, since Wi(D,~) is dense in Ll(D,~) then for a.a.w 

[;(r) = jJ((j) in LOO(D) 

as required. 
This control in time makes it possible to define a standard 

via the following definition. 
Definition of p 

p(t) := [;(7) =0 R(r) for any T ~ t 

The previous Lemma ensuring that this is well defined. (The standard part being 
in the sense of the weak topology on LP(D,~) with p ~ 1) 
It is clear that 

° < m ~ p(t, x) ~ M for all t E [0, T], xED-

note also that p is weakly continuous. 
It follows from this definition and the corollary to Lemma 3 that 

_;,R(7) ~ p( Or) 

_ weakly in V(D,~) .. 
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4.6 Existence Theorem 

Now a position has been reached, where it is possible to state and prove the main 
theorem of this Chapter. 

Theorem 4.6.1 For any Uo E H, Po E C1(D) and j E L2(0, Tj L2(D)) there exists 
a weak solution to the nonhomogeneous Navier-Stokes equations. 

Proof It will be shown that the pair (p, u) defined from the internal pair (R, U) is 
such a weak solution. 
Firstly, note that it has been already shown that (p, u) satisfies conditions (i) and 
(ii) of Definition 1. 
Next it is shown that condition (iii) of the definition is satisfied. It is sufficient to 
consider to consider test functions of the following form, where k is any fixed natural 
number. 

with z E Cl [0, T] and z(T) = 0. 
Thus it is required to show that 

T 

cI>(x, t) = z(t)ek(x) 

! [(pu, < u, "V > cI> + cI>t) - 1I(( U, cI») + (pj, cI» ]dt + (Pouo, cI>(0)) = 0 
o 

It is clear that for such a cI>, the internal pair (R, U) satisfy the following 

T 

( 4.6.60) 

![(RU, < U, "V > *cI> +* cI>r) -lI((U, *cI») + (R* /, *cI»]dr + (R(O)U(O), *cI>(O)) = 0 
o 

. (4.6.61) 
This can be derived from the internal Galerkin approximation of dimension N by 
multiplying the kth equation by * z, summing, and performing the integration by 
parts. 
The aim is to apply the standard part map to (4.6.61) to produce the integral e­
quality (4.6.60). Therefore it is sufficient to show each of the following: 

T T 

(I) J lI((U(r) , *cI>(r)))dr ~ J lI((u(t) , cI>(t)))dt. ~ 

0 0 

T T 

(II) J(R(u)U(u), *cpr(u))du ~ J(p(s)u(s), cpt(s))ds. ~ 

0 0 

T T 

(III) J(R(r)U(r), < U(r), "V > *cI>(r))dr ~ J(p(t)u(t), < u(t), "V > cI>(t))dt. ~ 

0 0 

T T 

(IV) J(R( r)* j( r), *CP( r))dr ~ J(p(t)f(t), cp(t))dt. ~ 

0 0 

(V) (R(O)U(O), *<P(O)) ~ (Pouo, <p(0)). ~ 

Once the above is shown, since (4.6.61) holds, then it is clear that (4.6.60) holds. 
Starting with (I) . 
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Well 

T T T 

/ v((U(r), *<I>(r)))dr = / v *z(r)((U(r), *ek))dr = / v *z(r)Uk(r)>'kdr 
o 0 0 

now since Z E C 1 [0, T] and I U( r) I ~ C1 then • z( r) Uk (r) is bounded and therefore 
S-integrable. 
Noting that °Uk(r) = uk(Or) for AL - a.a.r, and since z is continuous we have for 
all r 

(4.6.62) 

Then by Theorem 3.3.2 we have 

Thus (I) is established. 
Now For (II). It is required to show that 

T T 

/ (R(u)U(u), *<l>r(u))du ~ / (p(s)u(s), <l>t(s))ds 
o 0 

Well by the definition of u, for a.a.u we have 

U(u) ~ u( °u). 

Since <l>t is continuous, then for all u 

Thus by Theorem 4.5.3 , we have that for a.a.u 

(4.6.63) 

Now <l>t = Ztek, but Z E C1[0, T] and hence <l>t is bounded in H. This fact along with 
the boundedness of R and the estimate (4.3.40), ensures that the function 

*[0, T] 3 u r--+ (R(u)U(u), *<l>r(u)) 

is bounded and hence S-integrable. 
Thus by Proposition 3.3.10 we are done. 

·Now for (III) 
Firstly, it is claimed that for a.a. r 

(R(r)U(r), < U(r), \l > Ek) ~ (p( °r)u( Or), < u( Or), \l > ek) 

i.e. that 

( 4.6.64) 
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Well by the definition of u, for a.a:r 

U(r) ~ u( Or) in H (4.6.65) 

so Theorem 4.5.3 and the definition of p imply that for a.a. r 

*b(*(u( °r)),Ek,R(r)U(r)) ~ b(u(Or),ek'p( °r)u( Or)) 

Hence in order to prove (4.6.64) it is sufficient to show that for a.a.r 

*b(U(r), Ek,R(r)U(r)) ~ b((*u( °r)),Ek,R(r)U(r)) 

i.e. that 
*b(U(r) - *u(r), Ek, R(r)U(r)) ~ O. 

But by (2.1.10) and (4.3.40) for a.a.r 

(4.6.66) 

1* b(U(r) - *u(r), Ek, R(r)U(r)) I =1 *b(R(r)[U(r) - *u(r)), Ek, U(r)) I 

~ C I U(r) - *u(r) II AEk III U(r) II~ 0 

and so (4.6.64) is established. 
Thus, using (4.6.62) we have for a.a.r 

(R(r)U(r), < U(r), V > *cp(r)) ~ (p( °r)u( Or), < u( Or), V > cp( Or)) (4.6.67) 

Now by (2.1.10) and since z is bounded 

T T 
J *b(R(r)U(r), *cp(r),U(r))2dr ~ cJ I U(r) 121 A *CP(r) 12 II U(r) 112 dr 
o 0 

T 
~ Cl(SUp I U(r) 12) J II U(r) 112 dr < 00 

T$;T 0 

Thus Proposition 3.3.10 implies that (III) is true. 
N ext for the proof of (IV). 

Well, by Anderson's Theorem for a.a. r 

* f(r) ~ f( Or) 

Also the continuity of cP implies that for all r 

Hence Theorem 4.5.3 implies that for a.a.r 

(4.6.68) 

Now since cP is bounded, by the assumptions on f and by 4.3.40, we have 
. . 

• o •• 

T T 
J(R(r)*f(r,U(r), *cp(r))2dr ~ cJ I R(r)*f(r) 12 dr 
o 0 

~ c1M 2 < 00. 
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since a E L2[O, T]. 
Thus by Theorem 3.3.12, the function 

r t-+ (R(r)* f(r, U(r), *<1>(r)) 

is S-integrable on *[0, T]. Thus, Proposition 3.3.10 implies that (IV) is true. 

Finally for (V) it is sufficient to show that 

(R(O)U(O), *<1>(0)) ~ (Pouo, <1>(0)). 

Recall that R(O) = * Po and U(O) = PrN( *uo), therefore by Proposition 3.2.7 

and therefore (V) is demonstrated . 
So each of (I), (II), (III), (IV) and (V) have been established , therefore it has been 
shown that (p,u) satisfies (4.6.60), now since the test function considered in (4.6.60) 
are dense in those found in the definition of a weak solution then (p, u) satisfies con­
dition (iii) of Definition 4.1.1. 

Now to show that the pair (p, u) satisfies condition (iv) of Definition 4.1.1. 
for all test functions cp such that i.e. that 

Well 

T 

j (p, CPt+ < u, V > cp)dt + (Po, cp(O)) = o. 
o 

8R 
8t+<U,V>R=0 

R(O) = *Po 

now for cp as above using (4.6.70) gives 

then an integration by parts gives 

- « U, V > R,* cp) = (R, < U, V > * cp) 

substituting this into (4.6.72) and integrating w.r.t s from 0 to '! yields 

T 

j(R(S);'< U(s),V >' *ep(s) + *cpi(s))ds +'(R(O),*cp(O)) = O. 

o 

(4.6.69) 

(4.6.70) 

(4.6.71) 

(4.6.72) 

(4.6.73) 

The aim is now to take stan~ard parts of (4.6.73) to produce the required (5.6.65). 
Well 'clearly' . '-_. . 

( * Po, *cp(O)) = (Po, cp(O)) .. 

... : 

., 
I 
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It is claimed that we have 
T T J (R(u), 'CPT( u))du ~ J (p(s), CPt(s) )ds 

a a 

and 
T T J (R(u), < U(u)," >' cp(u))du ~ J (p(s), < u(s)," > cp(s))ds 

a a 

Firstly we show (5.6.70) is true. 
Well c.pt E C[O, T; Wi(D)], therefore for all U E* [0, T] 

*c.pT(U) ~ c.pt(Ou) in L2(D). 

Now by Lemma 4.5.1, since *c.pT is S-integrable, then for all U 

N ow the function 
*[0, T] 3 U ~ (R(u), *c.pT(U)) 

is clearly S-integrable, and hence by Proposition 3.3.10 we are done. 
Now for (4.6.75). It is claimed that for a.a.u we have 

(R(u), < U(u), V >* c.p(u)) ~ (p(Ou), < u(Ou), V > c.p(Ou)). 

Well rewrite this as 

Well by the definition of u, for a.a.u we have 

U(,,-) ~ u( 0,,-) 

and since cI> is continuous into Wi(D) we have for any l' 

V*cI>(,,-) ~ VcI>( 01'). 

Hence Theorem 4.5.3 proves (4.6.79), for a.a.T. 
Note that the function 

*[0, T] 3 u ~ (R(u), < U(u), V >* c.p(u)) 

is S-integrable, and thus by using Proposition 3.3.10 we arrive at (4.6.75). 
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(4.6.74) 

(4.6.75) 

(4.6.76) 

( 4.6.77) 

(4.6.78) 

(4.6.79) 

Since the last condition has been verified then the pair (p, u) is a weak solution 
. to the nonhomogeneous Navier-Stokes equations, as defined in Definition 4.1.1. ... 

Remark 4.6.2 It is possible to reformulate this chapter so that the ·solution u is 
-- - defined for· aU times i.e 

u : [0,00) -+ H. 

This is done in [CaCu 95].for the homogeneous case. 

Remark 4.6.3 The more general case of Po E LOO(D) can be dealt with by approx­
imating Po by a sequence Po of elements in Cl(D) . 

f,' :" 
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The Stochastic Nonhomogeneous 
N avier-Stokes Equations 

5.1 Introduction 

The general stochastic nonhomogeneous Navier-Stokes equations will be studied in 
the following form: 

pdu = [v~u- < pu, V > u - Vp + pf(t, u)] dt + [pg(t, u)] dWt 

8p 
8t + < u, V > p = 0 

div u = 0 

(5.1.1) 

(5.1.2) 

(5.1.3) 

These equations are obtained from from the deterministic equation by adding a ran­
dom forcej essentially fdt is replaced by f(t, u)dt + g(t, u)dwt, here W is a Wiener 
process in H with covariance Q, as in Section 3.4. 
Note that feedback occurs in both f and g. Note that this generalises the determin­
istic case (g = 0) studied in Chapter 4 and that studied in [AKM 90]. 

Definition of solution 

A definition of a weak solution to (5.1.1),(5.1.2) and (5.1.3) is presented; as be­
fore D ~ IR3 is open, bounded and of class C2. Note again that the pressure term p 
is equal to 0 in Vi. 

Definition 5.1.1 Given Uo E H, Po E C1(D) with 0 < m ~ Po ~ M, f : 
[0, T] x H ~ Hand g : [0, T] x H ~ L(H, H); then a pair of processes (p, u) 
is a weak solution to the stochastic nonhomogeneous N avier-Stokes equations if each 
of the following four conditions is satisfied. 
1. u : [0, T] x n ~ Hand p : [0, T] x D x n ~ IR. 

2. For a.a.w u(·,w) E LOO(O,T; H) n L2(0,Tj V) and p(·"w) E LOO(Q). 

3. For a.a.w, \/q, E G1[O, Tj V] such that q,(T) = ° 

43 
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T 
-(POUO, ek) = J(p(S)U(S), < U(S), \l > <P(s))ds 

o 

T 
-v J(( U(S), <P(S) ))ds 

o 

T 
+ J(p(s)f(s, u(s)), <P(s))ds 

o 

T 
+ J(<P(S), p(S)g(S, u(s))dw(s). 

o 

4. For a.a.w, Vcp E G1[0, T; Wi(D, Ii)] such that cp(T) = 0 

T 

/ (p(s), CPt+ < u(s), \l > cp)dt + (Po, cp(O)) = o. 
o 

The method employed to find such a solution is analogous to the method found 
in the deterministic case, that is a hyperfinite approximation to the equations is 
formed and solved; the aim is then to show that this solution is 'close' in some sense 
to a standard solution of the stochastic nonhomogeneous Navier-Stokes equations. 
The fact that a solution to the Galerkin approximation exists is stated in following 
Theorem. Before this, for purpose of clarity and notation the form of such an 
approximation is presented. 

5.2 The Hyperfinite Approximation of Dimension 
N 

Fix N E *N \ N, a pair of processes (R, Y) is sought such that: 

Y:* [O,T] x n -+ *IiN and R: * [0, T] x * D x n -+ *Ii 

and such that with U: [0, T] x n -+ HN defined by 

N 

U(r,w) = ~Yk(r,w)Ek 
k=1 

the following are satisfied: 

8(r, Y)dY = [F(r, Y) - *,B(r(Y)(r), Y(r), Y{r)) - *rY(r)] dr + [G(r, Y)] dWN (r) 
(5.2.4) 

with F and G defined below and 

and 

Y(O) = (( *uo, Ed, .. . , ( ,*UQ, EN)) 

8R . 
-+ < U, \l > R = 0 
8r (5.2.5) 
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with 
R(O) = *Po 

Then the pair (R, U) is called a solution to the hyperfinite approximation of dimen­

sion N. 
The notation 8, /3 and r are as defined in the deterministic case, however note 
that here the dimension is N, and thus for example 8 is an internal N x N matrix. 
Analogously WN is an internal *RN valued Wiener process with covariance QN. 
Let C be the space of all internal *continuous *RN valued processes. 
The function F: * [0, T] x C ---+ *RN is redefined to incorporate feedback, that is 

F(r,Y) = ((*r(Y) *f(r,U(r)),E1), ... ,(*r(Y) *f(r,U(r)),EN)) 

therefore 

F(r, Y) = PrN [*r(Y) * f(r, U(r))] E HN rv *RN 

with the identification being trivial. 
The new function G( r, Y) : * [0, T] xC ---+ L( *RN, *RN) is such that for any X E *RN 

G(r, Y)X = PrN [(r(Y))(r) *g(r, U(r))X] E HN rv *RN 

A N 
recall that for X E *RN define X = L Xk Ek E HN, also if say F is a *RN valued 

k=l 

function then F will denote the corresponding HN valued function. 
Note that on occasions we will drop the stars, for example */3 becomes /3, the context 
will make clear what is intended. 
The fact that under certain conditions on fand g such an equation has a solution is 
expressed in the following Theorem. 

5.3 Solving the Approximation 

Theorem 5.3.1 Suppose that Uo E H, Po E Cl(D) with ° < m ~ Po(x) ~ M and 
that 

f : [0, T] x H ---+ Hand g : [0, T] x H ---+ L( H, H) 

are jointly measurable functions satisfying the following properties 

i)f(t,·) E C(Km, H) 

ii)g(t,·) E C(Km, L(H, H)) 

VmEN. 

VmEN. 

iii) I f(t, u) I + I g(t, u) IB,B ~ a(t)(l+ I u I) Vu E H, where a E L2[0, T]. 

Then there exists a solution '(R, U) "to the hyperfiniie approximation of dimension 
N, that is (R, U) satisfy (5.2.4) and (5.2.5). 

• -). • I , 

Proof Consider a truncated' version of (5.2.4) in the following form: 

8(r, Y)dY = [F(r, Y) ~ /3(r(Y)(r) , Y(r), Y(r)) - rY(r)] dr + [G(r, Y)] dWN(r) 
. (5.3.6) 
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with 

where I E* N \ Nand 

1 
Y(r) if 1 Y(r) I~ I 

Y(r) = 
l1!l. th' .. IY(T)I 0 erWlse. 

Now rewrite (5.3.6) in the following manner 
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dY = [e-1(r,Y) [F(r,U) - ,B(r(Y)(r),Y(r),Y(r)))]] dr+ [e-1(r,Y)G(r,y)] dWN(r). 
(5.3.7) 

Since (5.3.7) is a *JRN valued stochastic differential equation and the ,B term now 
has linear growth; considering the conditions imposed on j, 9 then (by the transfer 
of the standard theory of SDE's) there exists a internal adapted solution Y. In 
fact with R = r(Y) , then the pair (R, U) is a solution to the truncated Galerkin 
approximation. 
The aim is now to show that U satisfies the stochastic energy inequality 

IE: (~~~ I U(r) 12 +v 111 U(u) W dU) < C (5.3.8) 

with c a finite constant that is independent of N. 
A consequence of this is that for a.a.w and all r E* [0, T] 

I U(r) 1< 00 • 

so that Y = Y, and therefore (5.3.6) is actually (5.2.4) and thus the pair (R, U) will 
be a solution to the hyperfinite approximation of dimension N. 
For ease of notation denote R = r(Y). 
Now by applying the transfer of the Ito formula and noting the cancelation that is 
the analog of (4.3.34) in chapter 4 gives 

d(RU, U) = [2(U, F(r, Y) - I'Y) + tr[QN(e-1(r, Y)G)TG1] dr 

+2(U,G)dWN(r). 

Now clearly 
2(U, fY) = 2(U, lIAU) = 211 II U 112 

thus for a.a.w, for any r E *[0, T] 
T T A 

(R(r)U(r), U(r)) + 2v [II U(u) 112 du = 2[(U(u), F(u, Y))da: 

+ l tr [QN'(e-1(u, Y)G(u, Y))TG(u, Y)] du 

T A 

+2 J(U(u), G(u, Y))dWN(u) 
o 

+(R(O)U(O), U(O)). 
(5.3.9) 
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Now by using the fact that 0 < m ~ R(~,r,w) ~ M it follows from (5.3.9) that for 
any f E *[0, T) 

f f A 

m I U(f) 12 +2v J II U(u) 112 du ~ M I U(O) 12 + J 12(U(u), F(u, Y)) I du 
a a 

+ I tr [QN(S-l(U, Y)G(u, YWG(u, Y) 1 du 

+2 sup I l(r) I 
T$.T 

(5.3.10) 
where l(r) is the internal martingale 

T 

l(r) = j(U(u),C(u, Y))dWN(u). 
a 

The aim now is to find an upper bound for the right hand side of (5.3.10). In the 
following Cn where n E N will represent various finite positive constants, all of which 
are independent of the dimension N. 
Firstly since e is symmetric then 

Now as in the deterministic case I e-1(u, R) I~ m-1 and by considering the defini­
tion of G and the growth condition on 9 it follows that 

I G(u, Y) I *R.N, *RN~ M *a(u)(1+ I U(u) I) 

Further using the facts that 

tr QN ~ tr Q < 00 and (1+ I U(u) 1)2 ~ 3(1+ I U(u) 12) 

then 

tr [QN(e-1(U, Y)G(u, y))TG(u, Y)] ~ Cl *a2(u)(1+ I U(u) 12) 

Next consider the force term, well by (2.1.7) 

12(U(u),F(u, Y)) I~ 21 U(u) II F(u, Y) I~ 2c II U(u) III F(u, Y) I 

now applying young's inequality with p = q = 2 and f = 2v giv~s 

12(U(u), F(u, Y)) I~ v II U(u) 112 +C2 I F(u, Y) 12 . 

the assumed growth conditions on f implies that . 

I F(u, Y) I~ M *a(u)(1+ I U(u) I) 

and so 

12(U(u),F(u, Y)) I~ v II U(u) 112 +Ca *a2(u)(1+ I U(u) 12). 

(5.3.11) 

(5.3.12) 

(5.3.13) 
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Thus, substituting (5.3.12) and (5.3.13) into (5.3.10) yields that for any T E *[0, T] 

+2 sup II(r) 1 • 

T~T 

(5.3.14) 
Now to consider the internal martingale I. Well I has quadratic variation [I] given 
by 

T 

[1]( r) = j tr[Z(u)T QNZ(u)]du 
a 

where Z(a) = (U(a), G(a, Y)) E HN, now by (5.3.11) 

1 Z(a) I~I U(u) 1 M *a(a)(1+ 1 U(u) I) 

so 
1 - ! 

([1](r))t ::; (~~f I U(r) 12) 2 ( C5/'a2(U)(1+ I U(u) 12)dU) , . 

Let k be the positive constant found in the Burkholder-Davis-Gundy inequality; 
then apply Young's inequality with p = q = 2 and f = ~ to get 

f 

([1](r))t ::; ::: ~~f I U(r) 12 +C6 j*a2(u)(1+ I U(u) 12)du 
- a 

and finally by the Burkholder-Davis-Gundy inequality 

2 1E(~~f 11(r) I) ::; ;IE (~~f I U(r) 12) + c71E (i *a2(u)(1+ I U(u) 12)dU) 

(5.3.15) 
Now let f = T in (5.3.14), taking expectations and using (5.3.15) (with f = T) 
yields 

IE (v J II U(u) 112 dU) ~ M 1 U(O) 12 + ';IE(sup 1 U( r) 12) 
o T<T 

+CslE (! *a2(u)(1+-1 U(u) 12)du) 

Now if 
JE(SUp 1 U(r) 12) < Cg 

T~T 

say, with Cg independent of N then clearly 

IE (v III U(u) 112 dU) ::; M I Pr N 'uo I+cn l*a2(U}dU + Cl2 

since r PrN *uo I~I Uo 1 and a E L2[0, T] then 

IE (v III U(u) 112 dU) < Cl3 
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again with CI3 independent of N. 
Thus to establish (5.3.8) it is sufficient to show that 

18(sup 1 U(r) 1)2) < C 
T~T 

with c independent of N . 
Towards this end fix r E· *[0, TJ, now by (5.3.14) for all r E *[0, rJ 

f 

m 1 U(r) 12~ M 1 U(O) 12 +C4/ *a2(cr)(1+ 1 U(cr) 12)dcr + 2 sup 1 1(r) 1 . 
o T~f 

thus 

f 

msup 1 U(r) 12~ M 1 U(O) 12 +C4/ *a2(cr)(1+ 1 U(cr) 12)dcr + 2 sup 11(r) 1 
T~f 0 T~f 

then taking expectations and using (5.3.15) yields 

therefore for any f E* [0, T] 

f 

;:18 1 U(f) 12~ M 1 U(O) 12 +C14 / *a2(cr)18 1 U(cr) 12 dcr + CI5 
a 

Now putting y(r) = 18 1 U(r) 12 then for any r E *[0, T] 

T 

;: y(r) ~ C14/ *a2(cr)y(cr)dcr + C16 

o 

then since a E L2 [0, T] an application of Gronwall's Lemma gives that for all r E* 
[O,T] 

y(r) ~ CI7 (5.3.17) 
substituting this into (5.3.16) with f = T gives 

T 

m 1E(sup 1 U(r) 12) ~ M 1 Uo 12 +CI4(1+CI7)/ *a2(cr)dcr 
2 T$,T . 0 . 

and thus 
18(SUp 1 U( r) 12) ~ 'c 

T~T 

as required. 
Hence 

(5.3.18) 
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with c independent of N, and thus for a.a.w 

sup 1 U(r) 12< 00 
T5;T 

(5.3.19) 

therefore for a.a.w and all r E *[0, T] 

Y(r) = Y(r) 

consequently 
R=R. 

Therefore (R, U) is a solution to Galerkin approximation of dimension N. • 

The aim now is to show that the R is close to a standard process p and that U 
is close to a standard process u, in order to do this it is not surprising that some 
regularity is required on U. 
This is presented in the form of two Lemmas, which are the counterparts of Lemma 
4.3.3 and Lemma 4.3.4 in Chapter 4. 

Lemma 5.3.2 With PrN being the projection from L2( * D) onto HN then for a.a.w 

is weakly S-continuous on * [0, T], that is for a.a.w if r ~ u then 

PrN(R(r)U(r)) ~w PrN(R(u)U(u)). 

Proof Since the pair (R, U) is a solution to the Galerkin approximation then 

d(RU, Ek) = (F(r, Y) -rY(r), Ek)+ *b(U(r), Ek, R(r)U(r))dr+(Ek, G(r, Y))dWN 

This is analogous to (4.3.42) from the deterministic case plus the stochastic term 
(Ek' G), and can be derived in an analogous way. 
Thus for any r E *[0, T] and any kEN 

T 

+ J(Ek,G(u, Y))dWN(u) 
o 

The aim is to show that (RU)k is S-continuous on *[0, T]. 
Now by the assumed growth condition on f and the estimate (5.3.19) for a.a.w 

T T . 

I (F(u, Y), Ek)2du ~ M2 ! *a2(u)(1+ 1 U(u) 1).2 ~ c(l + ~~¥ 1 U(r) 12) < 00 

o .' 0 -. 
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from the internal process U, such that u is close in some sense to U. 
It will be shown that this u, along with a process p to be defined in the next section, 
is a weak solution to the stochastic nonhomogeneous Navier-Stokes equation. 
Firstly note that estimate (5.3.18) implies that for a.a.(r,w) 

II U(r,w) 11< 00 

therefore define 
. E = {(r,w) :11 U(r,w) 11< oo} 

then E is Loeb measurable and of full measure in the product space i.e. 

(AL x P)(E) = T 

recall that P = ilL. 
Next define the standard part. map 

st: * [0, T] x n -+ [0, T] x n 

in the obvious way i.e. 

st(r,w) = ( °r,w) 

further define 
st(E) = {( °r,w) : (r,w) E E} 

then clearly 
E ~ st-1(st(E)). 

Now since the Loeb a-algebra is complete then st-1(st(E)) is Loeb measurable with 

and hence by elementary Loeb theory st (E) is measurable and that 

(A x P)(st(E)) = T. 

5.4 The Definition of u 

It is now possible to define a standard process u from the internal process U, this is 
done in an analogous manner to that found in the deterministic case. 

u(t,w) = stH(U(r,w)) 

for all (t,w) E st(E) such that r ~ t with (r,w) E E. 
It is clear that, U is a lifting of u in the sense that for a.a. ( r, w) 

- - u( °r,w) . °U(r,w). 

and that u is :Ft - adapted. 
Also it is shown below that for a.a.w 

(5.4.24) 

(5.4.25) 

(5.4.26) 
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Note that (5.4.26) is the first part of condition 2 of Definition 5.1.1. 
Now to demonstrate that this condition is satisfied. Firstly a.a.w the estimate 
(5.3.19) and [Cacu] Proposition 3.2.10 gives 

1 u(t,w) 1=1 °U(r,w) I~ ° 1 U(r,w) 1< 00 for all r ~ T 

and hence u(·,w) E Loo(O,T;H) almost surely; as required. 
Now for a.a.w 

T T 

f Ilu(t,w)11 2dt f Ilu( °r,w)11 2dAL Theorem 3.3.2 
0 0 

T 
- J IIOU(r,w)11 2dAL by definition of u 

0 
T 

< J °IIU(r,w)11 2dA L Prop 3.2.10 
0 

< o (lIIU(T,W)WdA) Proposition 3.3.7 

< 00 by (5.3.18) 

and so u(·,w) E L2(0,T; V) almost surely; and hence (5.4.26) is established. 

5.5 Defining a p from R 

In this section the aim is to define a standard process p from the internal process R 
the method employed is basically the same as in the deterministic case. 
The goal is to produce a p such that for suitable z if Z is a suitable lifting of z then 
for a.a.w, for all r 

f R(r)Zd~ ~ f p( °r)zdx (5.5.27) 
*D D 

this will be made precise in the Lemma following the construction of p from R. 

Construction of p 

We have 

with 

and further 

Reconsider this as 

now define 

R :* [0, T] x * D x n ~ * R 

8R 
8r+<U,V>R=0 

R(O) = *po 

0< m ~ R(r,~,w) ~ M· < 00. 

R:* [O,T] ~ LOO
( *Dx n,*R) 

(5.5.28) 
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by 
(0 R(r))(X,w) =0 ((R(T))(X,W)) 

Now if T E* [O,T] then R(r) is *B x A measurable, thus °R(T) is L( *B x A) 
measurable, here B = B(D) i.e the Borel O"-algebra on D. 
Now define 

st : ns(* D) x n -+ D x n 

by 

st(~,w) = ( O~,w) 

note that st is (O"( * B) x :F, B x :F) measurable. 
Let us define a 0" -alge bra on * D x n by 

9 = O"(st-l(E) : E E B x :F) 

and therefore 
9 ~ 0"( * B) x :F ~ L( * B) x :F ~ L( * B x A). 

Recall that L(A) = :F. 
Clearly for all T E* [0, T], we have that 

°R(T) E Ll( *D x O,L( *B x A),L(~ x II)). 

So we may define 
p:* [0, T] -+ LOO

( * D x n,IR) 

by 
p(T) = E( ° R(T) I g) 

and thus 
o < m :5 (p(T))(~,W) :5 M 

Now since the map st is measurable and onto, and since for each T (by definition) 
p( T) is 9 measurable then there exists for each r a unique B x :F measurable function 

p( r) : D x n -+ IR 

such that 

p(T) = p(T) 0 st 

i.e for all T, ~, and w 
p(T)(~,W) = p( O~,w) 

and thus 
o < m :5 (p(T))(X,W) :5 M 

therefore it is possible to consider pas: 

with p( T) being B x :F measurable for all T E* [0, T]. 
The following Lemma makes precise the formula (5.5.27), this Lemma has many 
possible forms, the 'one presented here being quite natural and suitable. 
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Lemma 5.5.1 If z : D x n -t R is B x:F measurable and has an S-integrable lifting 
Z :* D x n -t* R, i.e for a.a.(~,w) 

Z(~,w) ~ z( O~,w) 

and for a.a.w 
Z(·,w) :* D -t* R is S-integrable. 

Then for a.a.w, any r 

/ R(T)Zd~ ~ / p(r)zdx 
*D D 

Proof Fix r E* [0, T] and take any F E :F and consider 

Now Z is S-integrable, and R is bounded thus for a.a.w 

is S-integrable. 
Thus for a.a.w 

(R(r))(·,w)Z(., w) :* D -t* IR 

o / (R(r))(~,w)Z(~,w)d~ = / O((R(r))(~,w))O(Z(~,w))d~L 
*D *D 

Thus rewrite (5.5.29) as 

/ [J O((R(r))(~,w))O(Z(~'W))d~L] dIlL. 
F *D 

Since 
~L( * D\ns(* D)) = 0 

then the integral above is equal to 

/ [ / O((R(r))(~,w))O(Z(~, W))d~L] dIlL. 
F nS(*D) 

(5.5.29) 

(5.5.30) 

Now by applying Keisler's Fubini Theorem (see, for example [AFHL86]) then (5.5.29) 
is equal to 

.... J .. : O((R(T))(~,W)t(Z(~,.w))dL(~ x II). 
FxnS(*D) 

Now for a.a.(~,w) 
O(Z(~,w)) = z( O~,w) 

So the integral (5.5.31) is equal to 

(5.5.31) 
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J O((R(r))(~,w))z( O~,W)dL(II x ~). (5.5.32) 

FxnSC-D) 

Recall that p( r) = E( 0 R( r) I Q), now define 

z:* D x n -+ IR 

by 
z(~, w) = z( o~, w) 

i.e 
z = z 0 st 

and so z is Q measurable, and hence 

E( 0 R(r)z I Q) = ZJE( 0 R(r) I Q) = zp(r). (5.5.33) 

Since ns(* D) x F E Q then rewriting (5.5.32) and using (5.5.33) gives 

J O(R(r))(e,w)z(e,w)dL(e x 11) = J ((,ii)(r))(e,w)z(e,w)dL(e xII). 
nsc- D)xF nsc- D)xF 

Now by the definitions of p(r) and z the integral on the right is equal to 

J ((p)(r))( O~,w)z( O~,W)dL(~ x II). 
nSC-D)xF 

Now finally by using (5.5.30) and Keisler's Fubini Theorem this integral is equal to 

! [J ((p)(r))( O~,w)z( O~'W)d~L] dLII. 
F -D 

= I [L((p)(r))(x,w)Z(X'W)dX] dLI1. 

and thus for any F E :F 

J [0 J R(r)Z d~] dLII = J [ J p(r)z dX] dLII 
F -D F D 

and so since F E :F was generic then for a.a.w 

J R(r)Z d1; Rl J p(r)z dx 
-D D 

as required. 
Next an immediate consequence of the above Lemma. 
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Corollary 5.5.2 For a.a.w, for all r E* [0, T] 

R(r) ~ jJ(r) weakly in LP(D,Ii) 

for any p ~ 1. 

Proof Let q be such that ~ + ~ = 1. 
If y E Lq (D, R) then define z : D x n ~ R by 

z(x,w) = y(x) 

then clearly z is B x :F measurable, and Z : * D x n ~ *R defined by 

Z(~,w) = *y(~) 

is a lifting (since Anderson's Theorem tells us that *y lifts y). 
Further, clearly Z is S-integrable and so applying the above Lemma shows that the 
required integrals are close. ... 

Now an important theorem, this will be used repeatedly in the main existence the­

orem. 

Theorem 5.5.3 Let u, v E Hand U, V E * H be such that u ~ U and v ~ V. Then 
for a.a.w all r E *[0, T] we have 

(R(r)U, V) ~ (jJ(r)u,v) (5.5.34) 

Proof Firstly, rewrite (5.5.34) in the following way 

f R(r) < U, V > d€ ~ f p(r) < u,v > dx .. (5.5.35) 
*D D 

Define 
z: D x n ~ Ii by z(x,w) =< u(x), v(x) > 

and 
Z : * D x n ~ *R by Z(~,w) =< U(~), V(~) > 

then by 5.5.1, it is sufficient to prove that < U, V > is an S-integrable lifting of 

<u,v>. 
We can now employ the proof of Theorem 4.5.3 to complete this proof. ... 

Next it is shown that jJ is well behaved as a function of r, to this end it is 
necessary to prove the following Lemma. 

Lemma 5.5.4 For a.a.w and/or any z E Wi(D, R) the function 

*[0, T] 3 r ~ f R(r)*zd€ E* Ii (5.5.36) 
. *D 

is S-continuous on * [0, T]. 
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Proof Let z E Wl(D, JR) then by performing an integration by parts, and using 
(5.5.28), gives that for a.a.w 

~ (R, * z) = (8
d
R ,* z) = (- < U, '\1 > R,* z) = (R, < U, \l > * z) 

dr r 

And thus for any r E [0, T] 
T 

(R(r), *z) = (R(O), *z) + I (R(a), < U(a), '\1 > *z)da (5.5.37) 
o 

Therefore it is sufficient to show that for a.a.w 

*[0, T] 3 a r--t (R(a), < U(a), '\1 > * z) (5.5.38) 

is S-integrable on *[0, T], S-continuity of (R( r), * z) then follows by Proposition 
3.3.13. 
Denote by TJ the function defined in (5.5.38), thus for a.a.w, any a E* [0, T] 

I TJ(a) I~ M I U(a) II '\1z I~ M sup I U(r) II '\1z 1< 00 
T~T 

by (5.3.19) and the fact that z E Wl(D, JR). 
Thus, since TJ is bounded it is clearly S-integrable on * [0, T] and hence the proof is 
complete. ... 
Now an immediate consequence is the following lemma 

Lemma 5.5.5 For a.a.w, ifr ~ a then 

p(r) = p(a) in LOO(D,JR) 

Proof By Corollary 5.5.2 and by Lemma 5.5.4 it easily follows that if z E Wl(D, JR) 
then for a.a.w 

I p(r)zdx ~ I R(r)·zd~ ~ I R(u)*z tIe ~ I p(u)zdx 
D *D *D D 

and hence since W21(D, JR) is dense in Ll(D, JR) then for a.a.w we have 

p(r) = p(a) in LOO(D) 

as required. 
This control in time makes it possible to define a standard 

via the following definition. 
Definition of p 

. .. .." . p( t).:= p( T) =0 R( r) for 3:ny r ~ t 
.... - . _ .. - . . . 

The previous Lemma ensuring that this is well defined .. (The standard part being 
ill the sense of the weak topology on lJ' (D, JR) with p ~ 1 ) '. . . 

. It is Clear that '.' , . 

O<m~p(t,x,w)~M for all t E [0, T], XED, wEn. 
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note also that p is weakly continuous. 
It follows from this definition and the corollary to Lemma 5.5.1 that 

weakly in lJ'(D, JR). 
Lifting Lemmas 

R(r) ~ p( °r) 

60 

N ext is the presentation· of two lifting Lemma's that will be needed to prove the 
main Theorem. Again there are many possible formulations. 
Firstly a lifting Lemma for the force term, recall the assumptions made on f i.e. that 

f : [0, T] x H ~ H 

is jointly measurable and 

i) I f(t, u) I~ a(t)(l+ I u I) 

ii)f(t,') E C(Km' H) 

recall that 

Vu E H where a E L2[0, T]. 

VmEN. 

Km = {u E H:II u II~ m} 

and that Km is endowed with the strong topology of H. 
Now for the Lemma. 

Lemma 5.5.6 For a.a.( 1', w) 

*f(r,U(r,w)) ~ f( °r,u( °r,w)) strongly in H 

Proof Firstly it is claimed that for a.a.r, for all U such that II U 11< 00 

* f( 1', U) ~ f( °r,o U) strongly in H 

Well for each mEN define 

j : [0, T] ~ C(Km, H) by j(t) = f(t, .) 

now by Anderson's Theorem, for a.a. l' 

therefore if II U 11< 00 then U E Km for some mEN, and thus 

( * j(r))(U) ~ (j( °r))( °U) strongly in H ; 

that is. 
* f( r, U) ~ f( °r,o U) strongly in H 

and thus (5.5.39) is proven. 
Now to complete the proof recall that for a.a.(r,w) 

II U(r,w) 11< 00 and °U(r,w) u( °r,w) 

(5.5.39) 
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and thus by using (5.5.39), for a.a.(r,w) 

*f(r,U(r,w)) ~ f( °r,u( °r,w)) strongly in H 

as required. 

Now for a similar lifting theorem for the stochastic term. 
Again let us recall the assumptions made on g, i.e. that 

g: [O,T] x H -+ L(H, H) 

is jointly measurable and 
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i) I g(t, u) IBIB ~ a(t)(l+ I u I) 

ii)g(t,·) E C(Km, L(H, H)) 

Vu E H where a E L2[0, T]. 

VmEN. 

Now for the lifting Lemma. 

Lemma 5.5.7 For a.a.(r,w), and any kEN 

*g(r,U(r,w))Ek ~ g( °r,u( °r,w))ek strongly in H. 

Proof Firstly the claim is that for a.a. 1', for all U such that II U II < 00 

*g(r, U) ~ g( 01',0 U) strongly in L(H, H) (5.5.40) 

For each mEN define 

9 : [0, T] -+ C(Km, L(H, H)) .by g(t) = g(t,.) 

Now by Anderson's Theorem, for a.a.r 

*g(r) ~ g( °r) in C(Km, L(H, H)) 

Therefore if II U II < 00 then U E Km for some mEN, and thus . 

( *g(r))(U) ~ (g( 01'))( aU) strongly in L(H, H) 

that is 
*g(r, U) ~ g( 01',0 U) strongly in L(H, H) 

and thus (5.5.40) is proven. 
Recall that for a.a.(r,w) 

II U(r,w) 11< 00 and °U(r,w) = u( °r,w) 

and thus using (5.5.40) for a.a.(r, w) 

*g(r,U(r,w)) ~ g( °r,u( °r,w)) strongly in L(H,H). 

N ow clearly since for any kEN 

1 Ek 1=1 ek 1= 1 < 00 

and thus by using (5.5.41), for a.a.(r,w) 

*g(r, U(r,w))Ek ~ g( °r,u( °r,w))ek strongly in H.' 

as required. 

(5.5.41) 
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5.6 Existence Theorem 

Now a position has been reached where it is possible to state and prove the main 
theorem of this work. 
The claim is that the pair (p, u) constructed from the internal pair (R, U) is a 
solution to the stochastic nonhomogeneous Navier-Stokes equations. 

Theorem 5.6.1 Suppose that Uo E H, Po E Cl(D) and that 

f : [0, T] x H ~ Hand g : [0, T] x H ~ L(H, H) 

are jointly measurable functions satisfying the following properties 

i)f(t,·) E C(Km' H) 

ii)g(t,·) E C(Km, L(H, H)) 

VmEN. 

VmEN. 

iii) I f(t, u) I + I g(t, u) IBIB ~ a(t)(l+ I u I) Vu E H, where a E L2[0, T]. 

Then there exists a solution on a filtered Loeb space to the stochastic nonhomoge­
neous N avier-Stokes equations as defined in Definition 5.1.1. 

Proof Again the claim is the pair of standard processes (p, u) constructed from 
the internal pair of processes (R, U) is such a solution. 
Note that to satisfy condition 3 of the definition of a weak solution it is sufficient to 
prove the integral equality 3 in Definition 5.1.1' for any <I> = zek; where z E [0, T], 
with z(T) = O. 
It is clear that the pair (R, U) satisfies the following equality, this can be derived in 
an analogous manner to (4.6.61) in the deterministic case. 

-(R(O)U(O),* <I>(O)) = 
T 
J(R(u)U(u), < U(u), V' > *<I>(u))du 
o 

T 
-v J AkUk(U) *z(u)du 

o 
T 

+ J ( R( u) * f ( u. U ( u ) ) , * <I> ( u) ) du 
o 
T 

+ J(R( u)U( u), *<I>r( u) )du 
o 
T 

+ J (* <I> ( r ), \II ( u, w) ) dW ( u) . 
o 

(5.6.42) 
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The aim is to take standard parts of (5.6.42) to produce the following integral 
equation, which will then clearly be true for a.a.w 

T 
-(Pouo, ek) = J(p(s )u(s), < u(s), \l > <I>(s) )ds 

° T 
-v J((u(s), <I>(s)))ds 

° T 
+ J(p(s)f(s, u(s)), <I>(s))ds 

° T 
+ f (p ( s ) u ( s ) , <I> t ( s ) ) ds 

° T 
+ J(<I>(s), p(s)g(s, u(s))dw(s). 

° 

(5.6.43) 

Once this aim is achieved, it can be concluded that the pair (p, u) satisfies condition 
3 of Definition 5.1.1 of solution. Recall that it has already been shown that (p, u) 
satisfies condition (1) of the definition. 
Therefore it will be necessary to show that the following are true for a.a.w. 

(R(O)U(O), *<I>(O)) ~ (Pouo, <I>(O)) (5.6.44) 

T T 

/ (R(u)U(u), < U(u), V > "<l?(u))du Rl / (p(s)u(s), < u(s), V > <l?(s))ds (5.6.45) 
o 0 

T T 

V / AkUk(U) *z(u)du ~ v /((u(s),<I>(s)))ds (5.6.46) 
o 0 

T T 

/ (R(u)" feu, U(u)), "<l?(u))du Rl / (p(s)f(s, u(s)), <l?(s))ds 
o 0 

(5.6.47) 

T T 

/ (R(u)U(u), "<l?r(u))du Rl / (p(s)u(s), <l?t(s))ds (5.6.48) 
o 0 

T T . 

/ ( "<l?(u), w(u, w))dW(u) Rl / (<l?(s), p(s)g(s, u(s))dw(s) 
o 0 

(5.6.49) 

Firstly the proof of (5.6.44). 
Recall that 

R(O) = * Po and U(O) = PrN( *uo) for all w 

Thus· 

1 (R( 0) U (0) , * <I> (0)) - ( * Po * Uo, * <I> (0)) 1 = 1 ( .* Po ( Pr N ( * uo) -: uo), * <1> ( 0)) 1 

::; M 1 PrN *uo -* uo' 1 1 <1>(0) I· 

~O 
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by Proposition 3.2.7 and since <1>(0) is finite, thus (5.6.44) is proven. 
Next for the proof of (5.6.46). 
Well for a.a.w 5.3.19 implies that Uk(T) is bounded, also Z E C[O, T] and so *zUk is 
S-integrable. 
Further since z is continuous then * z lifts z, i.e. that for a.a. l' 

*Z(T) ~ z( 01'). (5.6.50) 

Thus for a.a. W 

* zUk is S-integrable 

T 
= VAk f (z( °T))Uk( °T)dLT by definition of u and by (5.6.50) 

o 

Theorem 3.3.2 

T 
= VAk f (u(t), <p(t))dt by definition of Uk and <p 

o 

T 
= v f (u(t), A<p(t))dt 

o 

T 
= v f ((u(t) , <p(t)))dt. 

o 

And thus (5.6.46) is proven. 

Next for the proof of (5.6.47). 
The Lifting Lemma, Lemma 5.5.4 is employed here, which stated that for a.a.( 1', w) 

*f(T,U(T,W)) ~ f( °T,U( °T,W)). 

The continuity of <P implies that for all l' 

Hence Theorem 5.5.3 implies that for a.a.(T,w) 

(R(T)*f(T,U(T), *<P(T)) ~ (p( °T)f( °T,U( °T)),<P( 01')). (5.6.51) 

Now since <P is bounded, by the growth conditions on r and by the internal energy 
inequality, we have . 

T T 
J(R(T)*f(T,U(T), *<P(T))2dT ~ cJ 1 R(T)*f(T,U(T)) 12 dT 
o . 0 

T 
~ CM2 sup(1+ 1 U(T,W) 12) J *a2(T)dT 

T~T 0 

< 00. 
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since a E L2[0, T]. 
Thus by Theorem 3.3.12, the function 

r 1---+ (R(r)* f(r, U(r), *cI>(r)) 

is S-integrable on *[0, T]. Thus, (5.6.51) along with Proposition 3.3.10 implies that 
(IV) is true. 

Now an appeal to Theorem 5.5.3, with 

h = ek x = J( °r,u( °r,w)) and X =* J(r, U(r,w) 

then for a.a.(r,w) 

(5.6.52) 

Now from (5.6.52) using (5.6.50) it can easily be seen that for a.a.(r,w) 

(R(r)*J(r,U(r,w), *cI>(r)) ~ (p( °r)f( °r,u( °r,w)),cI>( Or)). (5.6.53) 

Now using the growth conditions on J, the estimate (5.3.19), and the fact that <I> is 
bounded in Hj then for a.a.w 

T T 
J(R(r)* J(r, U(r,w), *cI>(r))2dr ~ cJ 1 R(r)* J(r, U(r,w)) 12 dr 
o 0 

, T 

~ CM2 sup(l+ 1 U( r, w) 12) J *a2( r)dr 
T~T 0 

< 00. 

since a E L2[0,T]. 
Thus by Theorem 3.3.12, for a.a.w the function 

r 1---+ (R(r)* J(r, U(r,w), *cI>(r)) 

is S-integrable on * [0, T] and so 

T T 

j(R(T)· I(T,U(r,w), ·<I>(T))dr = j ° (R(T)* I(T, U(T,W), ·<I>(T))dLT 
o 0 

Now by (5.6.53) the above is equal to 

T 

j(p( °r)J( °r,u( °r,w)), <I> ( °r))dLr 
o ---.- .. , ..... - - .-- - .- .. --- --."' ---_ ... --- . 

. .:....--- ........ . 

which in turn, by Theorem 3.3.2 is equal. to 

T 

j (p(t)f(t, u(t, w)), cI>(t))dt I 

o 
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as required, thus (5.6.47) is proven. 

Now for the proof of (5.6.49). 
It is required to prove that for a.a.w 

T T f ( *<1>( a), w(a, w ))dW( a) R> f (<1>(8), p(8 )g(8, u( 8 ))dw( 8) (5.6.54) 
o 0 

where 

is defined by 

w(r,w) = PrN [(R(r)(·,w)*g(r,U(r,w))v] for all v E HN . 

Recall it has already shown that 

(5.6.55) 

and that for a.a.w 

I w(·,w) IHNIHN is S-integrable on *[0, T]. 

Note that (5.6.54) is equivalent to 

T T . f (Ek, * z( a)w( a, w))dW( a) R> f (ek, Z(8 )p(8 )g(8, U(8 ))dw( 8). (5.6.56) 
o 0 

Since z is bounded it follows from (5.6.55) that 

(5.6.57) 

and that for a.a.w 

*z(·)w(·,w) IHNIHN is S-integrable on *[O,T]. 

And therefore by Theorem 3.5.3 to prove (5.6.54) it is necessary only to prove that 
*zW lifts zpg. 
To be more precise it must be shown that for a.a.(r,w) 

h~r~ cl~seness is in the sense of the weak operator topology, see Definition 3.2.12. 
Thus it must be shown that for any i, kEN, for a.a.w 

1< 
\-
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Towards this end, we first prove the following 

(5.6.59) 

Lemma 5.5.7 gives us that for a.a.(r,w) 

*g(r,U(r,w))Ei ~ g(Or,u( °r,w))ei strongly in H 

therefore appealing to Theorem 5.5.3 with 

U =* g(r,U(r,w))Ei' u = g(Or,u( °r,w))ei and V = Ek,h = ek 

results in proving (5.6.58). Now (5.6.50) and (5.6.58), together proves (5.6.59) and 
hence (5.6.49) is established. 

Now for (5.6.48). 
It is required to show that for a.a.w we have 

T T 

j (R(a)U(I1), *cI>r(l1))dl1 ~ j(p(s)u(s), cI>t(s))ds 
o 0 

Now, for a.a.(O", w) by the definition of u 

U(O",w) ~ u( °O",w) 

and since q}t is continuous, then for all 0" 

Thus by Theorem 5.5.3 , we have that for a.a.(O", w) 

(5.6.60) 

Now <l>t = Ztek, but Z E C1[0, T] and hence <I>t is bounded in H. This fact along with 
the boundedness of R and the estimate (5.3.19), ensures that for a.a.w,the function 

*[0, T] 3 0" ~ (R(O", w)U(O", w), *<I>r(O")) 

is bounded and hence S-integrable. 
Thus by Proposition 3.3.10 we are done. 

Next for the proof of (5.6.45). 
Firstly, it is claimed that for a.a.( r, w) 

By the 'definition oIu, for a.a.(r,w) 

U(r,w) ~ u( °r,w) in H 

so Theorem 1 and the definition of p imply that for a.a.(r, w) 

(5.6.61) 

. (5.6.62) 

(5.6.63) 
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Hence in order to prove (5.6.61) it is sufficient to show that for a.a.(r,w) 

(R(r)U(r), < U(r), V' > Ek) ~ (R(r)U(r), < *u( Or), V' > Ek) 

i.e. that 
*b(U(r) - *u(r), Ek, R(r)U(r)) ~ O. 

But by (2.1.10) for a.a.( r, w) 

/* b(U(r) - *u(r),Ek,R(r)U(r)) / =/ *b(R(r)[U(r) - *u(r)],Ek,U(r)) / 
~ c / U(r) - *u(r) // AEk 1 1/ U(r) ,,~ 0 

and so (5.6.61) is established. 
Thus, using (5.6.50) we have for a.a.( r, w) 

(R(r)U(r), < U(r), V' > *<1>(r)) ~ (p( °r)u( Or), < u( Or), V' > <1>( Or)) (5.6.64) 

Now by (2.1.10) and since z is bounded 

T T 
f *b(R( r)U( r), *<P( r), U( r))2dr ~ c f 1 U( r) /2/ A *<P( r) 12 1/ U( r) 1/ 2 dr 
o 0 

T 
~ C1(SUp / U(r) /2) f 1/ U(r) 1/ 2 dr < 00 

T~T 0 

and thus by Theorem 3.3.12, for a.a.w, b(RU, *<1>, U) as a function of r is S-integrable 
on *[0, T]. 
Thus by Proposition 3.3.10 and using (5.6.64) 'Ye arrive at (5.6.45). 

Finally a verification of condition 4 of Definition 5.1.1. That is the integral 
equality for the density equation. It must be shown that for a.a.w, for any cp E 
G1[O, Tj Wi(D, lR)], with cp(T) = 0 we have 

Well 

T 

f (p(s), CPt+ < u(s), V' > dt + (Po, cp(O)) = o. 
o 

8R 
-+<U:V'>R=O at ' 

R(O) = *Po 

now for cp as above using (5.6.66) gives 

(5.6.65) 

(5.6.66) 

(5.6.67) 

!(R, 'cp) = (~~, 'cp) + (R, 'CPt) = -« U, V> R,*cp) + (R, 'CPt) (5.6.68) 

then parts gives 
. - ( < U, V' > R,* cp) = (R, < U, V' > * cp ) 

substituting this into (5.6.68) and integrating .w.r:t s from 0 to T yields 
. .. ;. T . . . .. . .. !'" ,. ".. .' .• ~ •• .• .. '~'. • . p- "" '., ........., •• ••• - I 

. 'j(R(u), <: U(u),? >"cP(u) + 'CPT(u))du + (R(O),_'cp(O)) = O. (5.6.69) 
o 
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The aim is now to take standard parts of (5.6.69) to produce the required (5.6.65). 

Clearly 
( * Po, * cP ( 0)) = (Po, cP ( 0) ) . 

It is claimed that for a.a.w we have 
T T J (R(u), ''PT(u))du ~ J (p(s), 'Pt(s ))ds 

o 0 

and 
T T J (R( u), < U( u), "i1 >' '1'( u))du ~ J (p(s), < u(s), "i1 > 'P(s ))ds 

o 0 

Firstly we show (5.6.70) is true. 
Now CPt E e[O, t; Wi (D)], therefore for a.a.a E* [0, T] 

*cp.,.(a) ~ cp(Oa) in L2(D). 

Now by Theorem 5.5.3, for a.a.w since CPt E L2(D) we have 

(R( a), * (cpt(O a))) ~ (p(O a), CPt (0 a)). 

But 
I (R(cr), *(cpt(ocr))) - (R(cr), *cp.,.(a)) I~ M I *cP.,.(cr) - CPt(ocr) I~ 0 

by (5.6.72). Hence for a.a.w, for a.a.a we have 

N ow the function 
*[0, T] 3 cr r---+ (R(cr), *cp.,.(a)) 

(5.6.70) 

(5.6.71) 

(5.6.72) 

(5.6.73) 

is clearly S-integrable, and hence (5.6.70) follows from (5.6.73) and Theorem 3.3.2. 
Now for (5.6.71). It is claimed that for a.a.w, for a.a.a we have 

(R(cr) , < U(cr) , V >* cp(cr)) ~ (p(Oa), < u(Oa), V > cp(Oa)). 

By continuity of Vcp and Theorem 5.5.3 we have for a.a.w, for a.a.a that 

(R(cr) , <* u(Ocr) , V >* cp(ocr)) ~ (p(Oa), < u(ocr), V > cp(Oa)). 

But for a.a.w, for a.a.a we have 

I (R(cr), < U(cr) , V >* cp(a)) - (R(cr) , < uea), V > cp(Oa)) I 

(5.6.74) 

(5.6.75) 

~ M I U(cr) 11* cp(cr) - cp(ocr) IWi +M I U(cr) - u(Oa) II cp(ocr) IWi~ 0 

by the estimate (5.3.19), by continuity of cp and by the definition of u. 
Hence (5.6.74) is established. 
Note also that for a.a.w the function 

,- *[0, T] 3 'cr~'(R(cr);< U(uy;v' :> * '<p(a)) 

is, fora.a.w, S~integrable, and thus by using (5.6.74) and Theorem: 3.3.2 we ar~ive at 
., . (5.6. 71) ~ .. Therefore, all.the condition$.. of the definition .have been iverified, and thus 
", it has been shown that the pair (p, u) is, indeed a weak solution to. the stochastic 
~onhomogeneous Navier-Stokes equation as defined in Definition 5.1.1. .-. 
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