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Abstract 
In this study we look at optimal control theory and differential game theory. In 

the control section, to illustrate some of the nonstandard methods which we will be 

using, we give existence and uniqueness proofs for standard and Loeb measurable 

controls. The standard existence is a well-known result, the proof we give is is due 

to Keisler; this proof was given by him in previously unpublished lecture notes at 

the University of Wisconsin ([27]). The uniqueness proof is a simple application 

of Gronwall's Lemma ([31]). 

We then show that there is always an optimal Loeb control even in situations 

where there is no optimal Lebesgue control. Using this result we are then able to 

show the well known result that there is always a standard optimal relaxed control. 

In the games section, by using nonstandard analysis we show that, under certain 

circumstances, we have the existence of value for two player, zero-sum differential 

games played over the unit time interval. We follow the work of Elliott and Kalton 

and, as they did, we show that if the Isaacs condition holds then the game has 

value in the sense of Friedman. Over the relaxed controls the Isaacs condition is 

always satisfied and so there is always value for relaxed controls. Like Elliott and 

Kalton, we do not need Friedman's hypothesis that the variables appear separated 

in the dynamics and payoff. By using nonstandard methods we are, unlike Elliott 

and Kalton, able to show these results without using the Isaacs-Bellman equation, 

other than to explain what the Isaacs condition is. We also find it unnecessary to 

impose as many restrictions on the functions as Elliott and Kalton;· 
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Introduction 
Two player differential game theory was developed to study compet~e con­

tests whereas optimal control theory investigates one player optimization problems. 

In differential game theory we are looking at a dynamical situation described 

by differential equations and, at the end of a fixed period of time, which we take 

to be one unit of time, a payoff is computed. (This is equivalent to the cost in 

control theory.) We are studying zero-sum games, that is, games where one player 

is trying to minimize the payoff and the other to maximize the payoff. 

Differential game theory was first studied in the 1950's by Isaacs, though his 

work was not published until 1965 ([26]). His main contribution was to derive, 

heuristically, a differential equation, known as the Isaacs-Bellman equation, which 

the value of the game should satisfy. The equation however cannot be guaranteed 

to have solutions. 

Fleming, Friedman and then Elliott and Kalton use this equation to attain 

value. We however, manage to achieve the same results without using the Isaacs­

Bellman equation. 

A'strategy for a player in a game is, roughly speaking, a rule which tells him 

what to do on the basis of what has happened so far in the game. Because of the 

continuity of time this is a difficult notion to make precise. Fleming ([13], [14], 

[15] and [16] ) avoided this difficulty by studying a sequence of discrete time games 

and approximating the differential equations by difference equations.~ 

Each approximating game has an upper and lower value, W: and W;, de­

pending on which player goes first, the minimizer or the maximizer. 

Two problems arise, first, do the the values W: and W; tend to limits as the 

time between stages decreases to zero? This is what Fleming refers to as the 

convergence problem. 

Secondly, are the two limits, if they exist; equal i.e. does W+ = W- ? 
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If the opposing control variables appear separated in the dynamics and payoff, 

Fleming ([13]) was able to give positive answers to both of these questions. 

Another approach by Fleming ([14], [15]) was to introduce noise into the game 

and so into the approximating discrete difference games. Although the Isaacs­

Bellman equation cannot be guaranteed to have solutions, with this small amount 

of noise added, the upper and lower value functions satisfy a non-linear parabolic 

equation and work done by Friedman ([18]) or Oleinik and Kruzhkov ([29]) shows 

that such equations have unique solutions. Therefore, Fleming was able to show 

that the upper and lower values of the approximating games approached the solu-
.. 

tion of the corresponding non-linear parabolic equation and was able to prove the 

convergence of the values as the noise tended to zero. 

Thus again he provided positive answers to both of the questions. However 

Fleming's functions had to satisfy a constant Lipschitz condition. We go on to use 

the idea of adding noise into the game in section 6.3 but we do not do it in the 

context of the Isaacs-Bellman equation. 

Friedman ([20], [21], [22]) studied differential games directly not byapproximat­

ing them by difference equations; he did however find it necessary to approximate 

the idea of a strategy by upper and lower strategies, varying only at a finite number 

of division points throughout the interval. 

Again, depending on which player goes first, Friedman obtained upper and 

lower values Vn+ and Vn- for the game. These functions are monotonic and so tend 

to limits V+ ~nd V-. (These values are not necessarily the same as th~ values W+ 

and W- obtained by Fleming.) 

In order to show that the game G has value i.e. that V+ = V-, Friedman 

also had to assume the opposing variables appear separated in the dynamics and 

payoff however Friedman only required the functions to satisfy a weaker Lipschitz 

condition and his payoff was more general than that used by Fleming. 

Elliott and KaHon ([10]) give a definition of strategy and then reformulate 

Friedman's result using approximating games and relaxed controls, without the 
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separation of variables. They then relate the upper and lower values as obtained 

by Friedman to those obtained by Fleming. To do this they use the Isaacs-Bellman 

equation and the results of Fleming. Their main result is to show that there is 

value when the Isaacs condition is satisfied and since relaxed controls always satisfy 

the Isaacs condition, that there is always value with relaxed controls. 

Elliott and Kalton first prove these results with a constant Lipschitz condition 

but by approximation arguments they are then able to assume a weaker condition 

and have a much more general payoff than Friedman. 

In this study we use nonstandard analysis to provide the same results without 

using the Isaacs-Bellman equation or assuming as many restrictions on our func­

tions. We begin by looking at differential control theory (Chapter 1) and then 

extend the study to differential game theory by bringing in another controller. 

Many of the results obtained in the control section carryover naturally to the 

game theory. 

In the control section we start by showing the existence and uniqueness of 

solutions with standard Lebesgue controls we then show, by an example, that 

there is not always a standard ordinary optimal control. 

We look at the idea of extending the class of admissible controls to include Loeb 

controls. To be able to do this we have to adapt the dynamics and cost functions 

to acco~modate nonstandard times (section 1.3). Once this has been done we can 

show the existence and uniqueness of solutions corresponding to Loeb controls. 
- -

We show that with Loeb controls the minimum cost is the same as with standard 

controls. We are able to show that there is always an optimal Loeb control even 

in situations were there is no ordinary optimal Lebesgue ~ontrol. 

By using Loeb controls we are able to show that the minimum cost with relaxed 

controls is the same as with ordinary controls or Loeb controls and then we give a 

nonstandard proof of the well-known result that there is always a standard optimal 

relaxed control. 

Having got the fact that there is always an optimal relaxed control we then 
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look at the well-known result which states that there is always a standard ordinary 

optimal control if we have convexity. 

In section 1.5, we give a proof of this result using the results obtained so far, 

however our proof relies on an, as yet, unproven conjecture. (See Lemma 1.5.1 .) 

Having studied the differential control problem we extend our study by bringing 

in another controller this then becomes differential game theory. We study two 

player differential game theory. 

We follow the work done by Elliott and Kalton [10], Fleming [14] and Friedman 

[20] and study two player zero-sum games. 

Like Elliott and Kalton, we are able to show that there is always value if the 

Isaacs condition is satisfied and so there is always value with relaxed controls. We 

however do not use the Isaacs-Bellman equation at all and find it unnecessary 

to assume as many restrictions on the functions. In fact by introducing a new 

game H:;',n (Chapter 5) and relaxed controls, we are able to show that the values 

W1+ (Wl~) and similarly W2- (Wi;) exist by only assuming one of Fleming's five 

conditions, (F1), that is we assume that f satisfies a constant Lipschitz condition 

but it is not hard to see that these results would still hold if we had a weaker 

condition on f. 

In section 6.2 we recall briefly the Isaacs-Bellman equation, this is only included 

so that we can define the Isaacs condition, we never actually use the Isaacs-Bellman 

to attain any-of our results. In section 6.3 we use Fleming's idea of..introducing 

noise into the game, by doing this we are able to show that there is always value if 

the Isaacs condition holds and so, since over relaxed controls the Isaacs condition 

is always satisfied, we can show the existence of value for relaxed controls. 

----- 000 -----
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Preliminaries 

We assume knowledge of the basics of nonstandard analysis as expounded in 

[1], [7], [S] and [25]. For standard measure theory we refer the reader to [2S] and 

[3S]. 

Here, to set our notation, we give a brief recollection of some Theorems and 

Definitions which we shall be using, we give them in the form in which they will 

be used. 

Given a finite member of x E *R we shall use both notations, Ox and st(x) to 

mean the standard part of x. 

We shall work in a nonstandard superstructure constructed over the reals, R. 

We assume ~1 -saturation and note that this is equivalent to countable com­

prehension, so that given a function f: N ---+ A, where A is an internal set, the 

function may be extended to an internal function F: *N ---+ A. 

We will also use overflow; recall that this states that if we have an internal 

A ~ *N and n E A for all finite n E *N then there is an infinite N E A. 

Throughout this work we frequently refer to the concept of S-continuity as 

in ([S]). Recall that given an internal function F : *[0,1] ---+ *R, F is said to be 

S-continuous if for all x, y E *[0,1], F(x) ~ F(y) whenever x ~ y. We note that 

given an S-continuous function F : *[0,1] -+ *R if F(O) is finite then there exists a 

unique continuous function f : [0,1] ---+ R such that f(t) = ° F(t) for all t E [0,1]. 

( I(°r) = ° F(r) for all r E *[0,1]. ) 

We also observe that if we have a function F: *[0,1] ---+ *R defined by F(r) = 
f; ()( 0' ) dO' for some internal function () then F is S-continuous if () is bounded; this 

can clearly be seen by the following. If () is bounded by K, and r' > r, r' ~ r then 

IF(r') - F(r)1 = I r' ()(O')dO' - r ()(O')dO'I ::; iT' I()(O') I dO' ::; K,(r' - r) ~ 0. Jo Jo . T 

We note that given a compact metric space M, functions 9 : Rd x M ---+ Rd and 
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G : *JRd X * M -t *JRd are close (i.e. G ~ g) in the sense of the compact open 

topology iff °G(X, A) = g( 0 X, 0 A) for all finite X E *JRd and all A E * M. 

We shall also assume the knowledge of the Loeb measure construction 

which, given a standard measure, constructs a Loeb measure from it - we shall 

denote the Loeb measure of a standard measure J1, by J1,L. We shall also assume 

familiarity with Loeb integration and lifting theorems. Recall two definitions of 

lifting: 

(1) Given a measure space (O,A,J1,) and functions f : 0 -t JR and F : 0 -t *JR, 

F is called a lifting of f if F is internal and 0 F(w) = f(w) for a.a. w E 0 with 

respect to the Loeb measure J1,L· 

F 

o 

f 

(2) Given a discrete time line T = {O, Llt, 2Llt,'" ,I}, where Llt = ~ for some 

infinite N E *N, and functions f : [0,1] -t JR and F : T -t *JR, F is a lifting of f 
if F is internal and 0 F(t) = f( Ot) for a.a. t E T with respect to the measure J1,L 

on *[0,1] where J1, is the internal counting measure on *[0,1]. 

F 
*[0,1] ;2 T ------~) *JRd 

o o 

[0,1] ------------~) JRd 
f 

(This is sometimes called a two-legged lifting.) 

In particular we shall use Anderson's Lifting Theorem which states that 

(1) Given a hyperfinite probability space (0, A,p) and its corresponding Loeb 
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space (0, L(A),PL) a function f : 0 ~ lR is Loeb measurable if and only if it has 

a lifting. 

(2) Given the standard Lebesgue space ([0,1], B([O, 1]),'x) and (T, L(A), ILL), the 

Loeb space associated with the discrete time line T = {O, !:it, 2!:it,··· ,I} where 

!:it ~ 0, and Il is the counting measure, a function f : [0,1] ~ lR is Lebesgue 

measurable iff f has a lifting F : T ~ *lR. 

Note, in (2) above, lR can be replaced by any separable metric space M. (see 

[1, p~ge 69] ) The space C(JRn, JRm) in the compact open topology is a separable 

metrizable space ([1, page 58]), we can therefore employ this result with C(lRn, lRm) 

in the compact open topology and then we can say that f: [0, 1] ~ C(lRn,lRm) is 

Lebesgue measurable iff f has a lifting F : T ~ *C(lRn, lRm). 

Another result which we shall use frequently is Anderson's Lusin Theorem, 

this states that given a Radon space (X,B,Il) with completion (X,C,Il) and a 

function f : X ~ Y, where Y is a topological space, then if Y is Hausdorff with a 

countable basis of open sets and f is C-measurable then 

for a. a. x EX. 

----- 000 -----
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Chapter 1 

Introd uction to the theory of 

control 

In control theory we have a process, that is some action taking place in time. 

Along with a process we have a set of controls which can be used to influence 

the behaviour of the process in question. We have a structure which governs the 

state of the process, which we call the dynamics of the process. When a choice 

of control has been made the dynamics provide a means by which, given the state, 

x(t), of the process for times t :::; t' for some arbitrary time t' in our time set, we 

can determine the evolution of x(t) for t > t'. 

The next element required in the formulation of a control problem is the ob­

jective, that is we set some goal to be achieved by our process by applying the - -
controls. An objective is usually specified by some desired target states of the 

process. 

One question which arises naturally is whether the means of influencing the 

process are strong enough to achieve the desired objective. If such means exist 

then we have properly formulated a control structure. 

Starting from some arbitrary initial state for the process we may consider the 

set of all possible states which may be attained through the influences available to 
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us. Such a set is called the reachable set for the process defined relative to some 

initial state. 

Therefore a more precise meaning of a properly formulated control structure is 

when an objective state lies in the reachable set relative to the present state. 

There are a number of ways in which the objective may be achieved, for ex­

ample one may systematically choose the 'best' approach with respect to some 

performance criterion. 

If with respect to some performance criterion we seek, in the set of all influenc­

ing policies for achieving an objective, the one that is 'best' then the formulation 

is an optimal control problem. 

A common formulation of the dynamics is in the form of an ordinary dif­

ferential equation; in this case the control, whose range is contained in some 

pre-assigned control region, is a function belonging to a certain admissible 

class. 

The performance criterion for such a system is usually the integral of some 

real valued function. This is the class of optimal control problems we discuss 

in this Chapter. 

Some questions which arise in control theory are whether a given initial point 

can be 'st.eered to the target' using a certain control, whether controls required to 

belong to some special class of functions would also steer this point to the target 

and whether an optimal control exists. [For more information on this see [12], [17], 

[23] and [33].] 

1.1 Deterministic control problem 

In this section we consider a control problem over a fixed time interval I = [0, 1]. 

At each time tEl, the controller picks an element u(t) from a fixed (separable) 

compact metric space M i.e. u : [0, 1] -+ M. Functions of this form play the role of 
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our controls. The set of all measurable controls u is denoted by U. The situation 

we look at is when the dynamics are given by the following equation 

(1.1 ) x(t) = x(O) + fat I(s, x(s), u(s ))ds. 

Here, x(t) E ]Rd and the function I : I x ]Rd X M ~ ]Rd is such that there exists 

K < 00 satisfying the following conditions 

(i) I(t,.,.) is continuous for each tEl 

(ii) I is measurable 

(iii) II(t, x, a)1 ~ K(1 + Ixl) 

(iv) II(t,x,a) - l(t,y,a)1 ~ Klx - yl 

whenever x, y E ]Rd, a E M, and tEl. Condition (iii) is known as a growth 

condition on I and condition (iv) is known as a Lipschitz condition on I; in (iv) 

K is a Lipschitz constant for J. 

Before we think about our objectives for the process, to illustrate some of the 

nonstandard methods which we will be using, we give a nonstandard proof of the 

Caratheodory Existence Theorem. This is a well-known result which states that, 

given a control u E U and an initial state for the process, i.e. x(O), the dynamics 

equation (1.1) has a solution x(t). The proof we give is due to Keisler ([27]). 

1.1.1 Existence and uniqueness of solutions 

Theorem 1.1.1 

For each control u E U, equation (1.1) has a solution x(t). 

Proof: If, for any x, we write g(t, x(t)) 

becomes 

I(t, x(t), u(t)) then equation (1.1) 

(1.2) x(t) = x(O) + fat g(s,x(s))ds 
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and 9 is such that there exists a constant /'i, satisfying the following conditions: 

(i') g( t, e) is continuous for all tEl 

(ii') 9 is measurable 

(iii') Ig(t,x)l:::; /'i,(1 + Ixl) 

(iv') Ig(t,x) - g(t,y)1 :::; /'i,IX - yl 

whenever x, y E ~d and tEl. 

We want to show that a solution to equation (1.2) exists under conditions 

(i')-(iv'). 

Choose N E *N such that N is infinite and let D.t = l.r ~ 0. Define a hyperfinite 

time line by T = {O, D.t, 2D.t,··· ,I}. 

Let C = C (JR d, JR d), the class of all continuous functions q : JR d --+ JR d. 

Let 

(1.3) g(t)=g(t,e) for each t E [0,1] 

then by (i') 

9 : [0,1] --+ C 

i.e. g(t) E C for each t E [0,1]. Now, by Anderson's Lifting Theorem (see [1]), we 

can take Cl: lifting G of g, 
G: T --+ *C 

such that for a.a. t E T 

in the sense of the compact open topology i.e. for a.a. t E T 

(1.4) 

for all finite Y E *JRd. i.e. for a.a. t E T the following diagram commutes 
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o 

G(t) 
---------7) *~d 

o 

___________ ~) ~d 

Now define G: T x *jRd ~ *~d by 

G(t, Y) = G(t)(Y) 

for all Y E *~d. Then, by (1.4) we have, for a.a. t E T, 

for all finite Y E *~d i.e. , by (1.3), for a.a. t E T and for all finite Y E *~d 

(1.5) G(t, Y) ~ g( °t, °Y). 

Therefore, G is a two-legged lifting of 9 (see [1]), i.e. the following diagram com­

mutes for a.a. t E T, for all finite Y E *~d: 

G 
-------~) *~d 

o o 

[0,1] X ~d ______ ~) jRd 

9 

Now define 

X(O) = x(O) 

X(t + ~t) = X(t) + G(t, X(t))~t 

for each t E T. (e. for each t E T, 

(1.6) X(t) = x(O) + L G(s,X(s))~t. 
{sET:O$s<t} 
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We claim that X(t) is S-continuous i.e. X(t) ~ X(t') if t ~ t', where t, t' E T, 

and if we define x : [0, 1] ~ Rd by letting x(s) = °X(t) for each s E [0,1] when 

s ~ t, (t E T) then x(s) is a solution to equation (1.2). 

First we consider the case where 9 is bounded. If Igl :S K < 00 then we can 

take G such that IGI :S K, therefore 

(1.7) IG(t,X(t))1 :S K for all t E T. 

Take s > t, s ~ t, where s, t E T then, 

IX(s) - X(t)1 = I L G(u,X(u))~tl by (1.6) 
t~U<8 

< L IG(u,X(u))I~t 
t~U<8 

< K(S - t) by (1.7) 

'" ° (since s ~ t and K < 00). '" 

Therefore, X(t) is S-continuous when 9 is bounded. 

Now, since X (t) is finite for all t E T, we can take standard parts and define 

x E e([O, 1], Rd) by 

(1.8) x(s) = °X(t) when s ~ t 

i.e. X ~ x in the sense of the uniform topology. 

Now, remembering that 9 is still assumed to be bounded here, we define 

(1.9) H(t) = G(t,X(t)) for all t E T 

and 

(1.10) h(t) = g(t, x(t)) for all t E [0,1] 
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then, by (1.5) and (1.8) above, H is a bounded lifting of hand 

x( °t) - ° X(t) 

- O(x(O) + L: G(s,X(s))Llt) 
O$s<t 

O(x(O) + L: H(s )Llt) 
O$s<t 

- x(O) + O( L H(s )Llt) 
O$s<t 
°t 

- x(O) + 10 h(s)ds 

- x(O) + foOt g( S, x( s) )ds 

by (1.6) 

by (1.9) 

(by Loeb Theory) 

by (1.10). 

Thus, x(t) is a solution to equation (1.2). 

Therefore, when 9 is bounded we have shown that a solution to equation (1.2) 

exists. 

Now we consider the case where 9 is unbounded. Each 9 (bounded or unbounded) 

has linear growth by (iii') on page 11 i.e. 

(1.11) Ig(s,x(s))1 :s; K(1 + Ix(s)1) for all s E [0,1]. 

Suppose x(t) is a solution to equation (1.2) then, 

x(t) = x(O) + fot g(s, x(s ))ds 

therefore, 

Ix(t)1 - Ix(O) + lot g(s,x(s))dsl 

< Ix(O)1 + 1 lot g(s,x(s))dsl 

< Ix(O)1 + fot Ig(s, x(s))lds 

< Ix(O)1 + K fo\1 + Ix(s)l)ds by (1.11). 

Now let y(t) = Ix(t)1 for all t E [0,1]; then y is continuous and 

y(t) :s; y(O) + K fot (1 + y(s ))ds. 

Using Gronwall's Lemma (see [31] and Lemma B.2.2) we get 

(1.12) y(t) :s; (y(O) + Kt)eKt 
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so we know that for all tEl, y(t) :S L for some constant L < 00, i.e. 

(1.13) Ix(t)1 :S L for all tEl. 

Note: Equation (1.13) holds for a solution corresponding to a bounded or un­

bounded g. 

Now if we truncate our unbounded 9 to 9 where 

then solve 

(1.14) 

g(t,x) = 

g(t,x) if Ig(t,x)I:SK(1+L) 

K(1 + L) 

-K(1 + L) 

if g(t, x) > K(1 + L) 

if g(t,x)<-K(1+L) 

x(t) = x(O) + lot g(s, x(s ))ds, 

by the above we see that there is a solution, x(t), to (1.14) (since now 9 is bounded) 

and by (1.13), this solution is bounded by L i.e. 

Ix(t)1 :S L for all t E [0,1]. 

So we lose nothing when truncating 9 to g. This means 

g(s,x(s)) =g(s,x(s)) for all s E [0,1] 

and we have 

x(t) = x(O) + lot g(s,x(s))ds. 

Therefore, when 9 is unbounded, x(t) is a solution to equation (1.2)'. Thus we 

have shown that a solution to equation (1.1) exists for any f satisfying (i)-(iv). 

o 

Now, for completeness, we go on to give a proof of the well-known result that 

for each control u E U, given an initial state x(O), equation (1.1) has a unique 

solution. This a standard result that can be found in many control theory books; 

the proof is a simple application of Gronwall's Lemma. 
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Theorem 1.1. 2 

Given a control u E U and an initial state x(O), equation (1.1) has a unique solution 

which we denote by xu(t). 

Proof: In Theorem 1.1.1 we showed that a solution to (1.1) exists, we now need to 

show the uniqueness of a solution to equation (1.1). To do this, we show equation 

(1.2) has a unique solution. 

Suppose there are two solutions, x(t) and x'(t), then 

x(t) x(O) + fat g(s,x(s))ds 

x'(t) - x(O) + fat g(s,x'(s))ds, 

where, as before, g(s,x(s)) = f(s,x(s),u(s)). 

Let z(t) = Ix(t) - x'(t)1 then we have 

z(t) I fat g(s,x(s))ds -fat g(s,x'(s))dsl 

< fat Ig(s,x(s)) - g(s,x'(s))lds 

< '" fat Ix(s) - x'(s)lds by (iv') 

- "'fatz(s)ds 

so we hay.e 

(1.15) o ~ z(t) ~ '" fat z(s)ds. 

Since z(t) is continuous, we can apply Gronwall's Lemma and show that 

(1.16) z(t) $ 0 for all tEl. 

Therefore, by (1.15) and (1.16), we have 

z(t) = 0 for all tEl, 

I.e. 

x(t) = x'(t) for all tEl. 
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So we have shown that, given an initial state x(O), for each control u E U, there is 

a unique solution to equation (1.1). 

o 

Now we can start to think about objectives for the process. 

1.1.2 The cost of controls 

Definition 1.1.3 

Associated with each control u E U for the process, there is a cost which we denote 

by J (u). We assume here that the cost is defined by the following equation 

(1.17) J( u) = fal h(s, xu(s), u(s ))ds + li(xu(l)) 

where, h : [0,1] x lRd X M ~ lR and Ii : lRd ~ lR are measurable real valued 

functions satisfying h ~ 0 and h ~ O. Here, Xu is the unique solution to (1.1) 

corresponding to the control u E U. 

Our objective is to achieve the lowest cost for our process, so we define Jo as 

follows 

(1.18) Jo = inf J(ur 
uEU 

In general, if we restrict ourselves to ordinary controls of the form u E U, it is not - -
always possible to achieve this objective. 

To illustrate this we now give a well-known simple example where, using stan­

dard ordinary controls, the minimum cost is not attainable. 

Later, in this Chapter, we will show that, by extending the class of admissible 

controls to include Loeb measurable controls (explained later), the minimum cost 

is always attainable. 
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Example 1.1.4 

We consider the following control problem: 

The dynamics are given by 

(1.19) 
dx 
dt = u(t). 

The class of admissible controls, U, is the set of all measurable controls of the form . 

(1.20) u: [0,1] --+ {-1,1}. 

The cost of a control u E U is given by 

where xu(t) is the unique trajectory corresponding to the control u E U. Note, 

J ( u) ~ a for all u E U. 

Now, for each integer n E N, let ~n = 2-n and define the control Un by 

if t E [0, ~n] 

if t E]j~n' (j + l)~n] for j = 1,2,,,, 2n - 1 

1.e. the control Un alternates from 1 to -Ion intervals of length ~n starting 

with value 1 on [0, ~n]' 

~A~n 
i1~i 

1 - 4~n 1 - 2~n 1 

For each integer n E N, the cost of the control Un is given by 

J(Un ) - fo1Ixun(t)ldt 

~n 

2 
1 

2nH ' 

where XUn denotes the unique trajectory corresponding to the control Un. 
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Thus, as n -+ 00, J(un ) -+ O. Therefore, since J(u) ~ 0 for all u E U, we have 

Jo = inf J(u) = O. 
uEU 

We now show that there is no control u E U satisfying J( u) = O. 

Suppose there is a control u E U such that J(u) = O. Then,xii.(t) = 0 for all 

t E [0,1] which means 1Jf = 0 for all t E [0,1], but by (1.19), this would imply 

that u(t) = 0 for all t E [0,1] - however we know this cannot be true since, by . 

(1.20), u(t) E {-1, 1} and so we have a contradiction. Therefore we cannot have 

an optimal control in U. 

o 

1.2 Relaxed controls 

Since, in the standard situation, the minimum cost is not always attainable, the 

idea of extending the class of admissible controls was introduced. It was found 

that if the class of admissible controls was extended to include measurable controls 

of the form 

(1.21) II : [0,1] -+ A(M), 

where A(M) is the set of all probability measures on the compact space M, and 

the definition of the function f was extended to F : [0,1] X IRd x A(M) -+ IRd , by 

the following definition, 

(1.22) 

then an optimal control could always be found. We give a proof of this well-known 

result later in section 1.4 (Corollary 1.4.5). 

Controls of the from (1.21) are called relaxed controls and we shall denote 

the class of all such measurable controls by R. Relaxed controls were first used in 

control theory in [37]. 
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Note, by identifying each a E M with the probability measure 8a concentrated 

at a, it can be shown that M is a closed subset of A(M) and we have by (1.22), 

F(t,x,8a ) = iM f (t,x,a)d8a(a) = f(t,x,a). 

Thus we can denote the extension of f by f. For each control u E U we have 

F(t, x, 8u(t)) = f(t, x, u(t)) 

and so we have U C R, using the above identification. 

Since A(M) is a compact metric space (with the Prohorov metric ([34])) , and 

the extended function f satisfies (i)-(iv) (as on page 10), all of the above results 

hold for relaxed controls. 

We shall return to relaxed controls later in section 1.4; first we look at Loeb 

measurable controls. 

1.3 Loeb measurable controls 

In this section we look at the idea of extending the set of admissible controls to 

include measurable controls of the form 

(1.23) v : *[0,1] --+ M. 

We denot"e this extended collection of all such Loeb measurable controls of the 

form (1.23) by_ V and define the minimum cost, )0, as follows 

(1.24) )0 = inf J(v) 
vEV 

where J( v) denotes the cost of the Loeb measurable control v. 

(N ote: We have not yet extended the dynamics or the cost function to deal with 

Loeb measurable controls, this will be done later.) 

We ask if, with this extended collection of admissible controls, we can lower the 

minimum cost Le. can we get )0 < Jo. We also ask if there is a v E V which 

satisfies J( v) = )0 i.e. is)o in our reachable set when the class of admissible 

controls is V ? 
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1.3.1 The dynamics equation for Loeb measurable controls 

Before we can find answers to the above questions, we first have to extend our 

definitions of dynamics and cost to cope with times r E *[0,1] and Loeb measurable 

controls of the form (1.23). 

We need to adapt the functions f, 9 and h to accommodate times r E * [0, 1]. 

We need a function F : *[0,1] X ]Rd X M -+ ]Rd which naturally extends f so 

that the dynamics can be defined by the following equation 

(1.25) x( r) = x(O) + foT F(a, x(a), v(a))daL 

where aL is the Loeb measure associated with *Lebesgue measure. 

There are two natural choices for F 

(i) FI (r, x, a) = 0 ( * f ( r, x, a) ) 

We shall show that these are in fact equivalent in the sense that, for almost all 

r E *[0,1], the following diagram commutes 

*f 
*[0,1] X ]Rd x M -----4) *]Rd 

o 

[0,1] X ]Rd X M --------7) ]Rd 

f 

o 

We actually prove a more general result and note afterwards, in Corollary 1.3.2, 

that the result we require is an application of this more general result. 
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Proposition 1.3.1 

For almost all r E *[0,1] 

for all finite X E *}R.d and all A E * M. 

Proof: Given J [0,1] X }R.d X M ~ }R.d, let C(}R.d x M, }R.d) = Y and define· 

j: [0, 1] ~ Y by 

(1.26) j(t) = J(t,.,.) 

i.e. j(t) : }R.d X M ~ }R.d for each t E [0,1]. 

Using Anderson's Lusin Theorem (see [3]) we see that for a.a. r E *[0,1] 

in the sense of the compact open topology i.e. for a.a. r E * [0, 1] 

for all finite X E *}R.d and all A E * M. i.e. by (1.26), for a.a. r E *[0,1], 

for all finite X E *}R.d and all A E * M. 

o 

Corollary 1.3.2 

For almost all r E *[0,1], 

O(*J(r,x,a)) = J(Or,x,a). 

for all x E }R. d and all a EM. 
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Proof: Take x = X E }R.d and A = a E M in Proposition 1.3.1. Then, x = X = 

OX and a = A = °A and so for a.a. r E *[0,1]' 

O(*J(r,x,a)) = J(Or,x,a) 

for all x E }R.d and all a E M. 

o 

We will use the notation of the second definition and so we define 

F(r,x,a) = J(Or,x,a). 

Thus, by (1.25), for a given Loeb measurable control v E V, the dynamics are 

given by 

(1.27) 

where the integral is a Loeb integral. 

Definition 1.3.3 

We say that x( r) is a solution to the dynamics equation (1.27) if 

(i) x( r) is Loeb measurable. 

(ii) J( °a, x(a), v(a)) is Loeb integrable. 

(iii) x(r) satisfies (1.27). 

Remarks 1.3:4 

( a) x (r') = x ( r) if r ~ r'. 

(b) If we let x : [0,1] -t }R.d be defined by x(t) = x(t) then x is continuous. 

Proof of (a): Let g(a) = J(Oa,x(a),v(a)), then if r ~ r' where r ~ r' 

x( r) - x(r') x(O) + foT g( a )daL - x(O) - foT
I 
g( a )daL 

_ r g(a)daL iTI 
o since 9 is Loeb integrable and [r', r] is null. 
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./ 
~ .. -----

Proof of (b): Consider a sequence of times in * [0,1] decreasing to a time t i.e. 

(1.28) as n -7 00 

then for each n we have 

x(tn ) - x(t) = l tn 
g(a)daL . 

(where as before g(a) = f(Oa,x(a),v(a))) and so, since by (1.28) 

as n -7 00, 

we have 

(1.29) x(tn ) - x(t) = f g(a)daL -70 as n -7 00. 
J[t,tn] 

Now, x(t) = x(t) for all t E [0,1] therefore, by (1.29), x is continuous. 

o 

1.3.2 Existence and uniqueness for Loeb controls 

Our aim now is to show the existence and uniqueness of solutions for Loeb mea­

surable controls. 

In Theorem 1.1.1 it was shown that for each control u E U there exists a 

standard solution to (1.1) i.e. a solution to 

x(t) = x(O) + lot f(s,x(s),u(s))ds 

and, by (1.12), for all t E [0,1] 

(1.30) /x(t)/ ~ (/x(O)/ + Kt)e ltt 

where K is the growth constant for f as in (iii). Therefore, by the transfer principle, 

we know that fo~ each control U E *U, there exists a nonstandard solution, X(T), 

satisfying 

(1.31) x ( T) = X ( 0) + loT * f ( a, X ( a ), U ( a ) ) da 
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and that, by (1.30), for all r E *[0,1] 

(1.32) IX(r)1 ~ (lx(O)1 + ~r)eItT. 

So we have the existence of finitely bounded nonstandard solutions to (1.31). We 

consider these finitely bounded nonstandard solutions which are also S-continuous 

and show that their standard parts are solutions to equation (1.27). 

Proposition 1.3.5 

Given a control v E V, if U E *U satisfies 

(1.33) v(r) = °U(r) for a.a. r E *[0,1], 

then the standard part of the nonstandard solution to (1.31), Xu, corresponding 

to the control U E *U is itself a solution to the dynamics equation (1.27) when 

the control is v. 

Proof: Xu is a solution to (1.31) and so we have 

o 

°Xu(r) _ O(x(O) + foT *f((]",Xu((]"),U((]"))d(]") 

- x(O) + foT ° ( * f( (]", Xu( (]"), U( (]")) )d(]"L (by Loeb theory) 

x(O) + foT f( o(]", ° Xu ((]"), °U((]"))d(]"L 

(by Anderson's Lusin Theorem (see [3]) and continuity of 1) 

~ x(O) + foT f(o(]", °Xu((]"),v((]"))d(]"L 

(since v(r) = °U(r) for a.a. r E *[0,1]). 

We now show the existence of a solution when the class of admissible controls 

is V. 

Theorem 1.3.6 

For each Loeb measurable control v E V, equation (1.27) has a solution x(r). 
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Proof: If v is a Loeb measurable control of the form 

v : *[0,1] -+ M 

then, by Anderson's Lifting Theorem, v has a lifting U i.e. there exists a control 

U E *U satisfying (1.33), therefore, by Proposition 1.3.5, we see that 0 Xu is a 

solution to the dynamics equation (1.27) where 0 Xu is the standard part of the 

nonstandard solution to (1.31) corresponding to this control U. 

D 

Therefore, we have shown the existence of a solution to the .. dynamics equation 

when the class of controls is V. 

We now go on to show that for any control v E V this solution is unique. 

Theorem 1.3.7 

For each v E V there is a unique solution to the dynamics equation (1.27) which 

we denote by xv(r). 

Proof: We know by Theorem 1.3.6 that for each v E V there exists a solution to 

(1.27). 

Suppose there are two solutions x( r) and x'( r) then 

x( r) = x(O) + 10
T 

g( 0', x( 0') )dO'L 

x'(r) = x(O) + 10
T 

g(O',x'(O'))dO'L 

where 

g(O', x(O')) = f( 00', x(O'), v(O')). 

Let z(r) = Ix(r) - x'(r)1 then we have 

z(r) - 110
T 

g(O',x(O'))dO'L - foT g(O',x'(O'))dO'LI 

< foT Ig(O', x(O')) - g(O', x'(O'))ldO'L 

(1.34) < K foT Ix( 0') - x'( 0') IdO'e, 

- K 10
T 

z( 0' )dO'L. 
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Note: We cannot use Gronwall's Lemma directly here since the integral is a Loeb 

integral. 

By Remarks 1.3.4 ( a) we see that x ( r) and x' ( r) are constant on monads. 

Therefore, z(r) = Ix(r) - x'(r)1 is also constant on monads. 

Now, if we define 

z(t) = Ix(t) - x'(t)1 for all t E [0,1] 

where x and x' are related to x and x' in the sense of Remarks 1.3.4 (b), then since 

x and x' are continuous, z is continuous and clearly z(t) = z(t) for all t E [0,1]. 

We need to show that z(t) = ° for all t E [0,1]. Then we would have x(t) = X'(t) 

for all t E [0,1] and so, x(r) = x'(r) for all r E *[0,1]. 

Now, by (1.34), for all t E [0,1]' 

z( t) :::; K, lot z( 0" )dO"L. 

If we had 

z(t) :::; K, lot z(s)ds 

then we could apply the standard form of Gronwall's Lemma to get 

z(t) = ° for all t E [0,1]. 

Therefore, we are done if we can show that 

(1.35) 

We can actually show equality in equation (1.35). 

Note, since z(O") = z( 00") = z( 00") for all 0" E *[0,1], 

(1.36) 

Now, z is continuous, therefore 

(1.37) 

lot o( *z(O"))dO"L 

O(la
t 

*z(O")dO") . (since z is bounded) 

lot z(s )ds. 
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This, (1.37), together with (1.36) establishes (1.35) and so 

° ~ z(t) ~ /'i, fat z(s)ds. 

We now have a standard integral and so, since z is continuous, we may use Gron­

wall's Lemma to obtain 

I.e. 

z(t) = ° for all t E [0,1] 

x(t) 

==> x(r) 

x'(t) for all t E [0,1] 

x'(r) forallrE *[0,1] 

so the solution is unique. 

D 

Therefore we have shown the existence and uniqueness of solutions to the dynamics 

equation (1.27) for Loeb measurable controls. 

Corollary 1.3.8 

Given a Loeb measurable control v E V, if U E *U is a nonstandard control 

satisfying (1.33) then, 

(1.38) °Xu(r)=xv(r) forallrE *[0,1] 

where Xv is the unique Loeb solution corresponding to the control v E V and Xu 

is the nonstandard solution to (1.31) corresponding to the control U. 

Proof: Clearly, Xv is a solution to (1.27) and in Proposition 1.3.5 it was shown 

that, if U is the control in *U satisfying (1.33) then ° Xu is a solution to (1.27), 

where ° Xu is the standard part of the nonstandard solution corresponding to this 

control U. In the proof of Theorem 1.3.7 it was shown that this equation has a 

unique solution and so 0 Xu = Xv' 

D 
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1.3.3 The cost of Loeb measurable controls 

Now, as for the standard controls, associated with each v E V, there is a cost 

J (v). To be able to define this cost, we have to adapt our functions hand h to 

accommodate r E *[0,1]. We adapt hand h in exactly the same way that we 

adapted our function f. 

Definition 1.3.9 

For each control v E V, the cost J(v) is given by 

(1.39) 

where Xv is the unique solution to (1.27) corresponding to the control v. 

Proposition 1.3.10 

Given a control v E V, if U E *U satisfies (1.33) i.e. 

v(r) = °U(r) for a.a. r E *[0,1] 

then 

J ( v) = 0 ( * J (Un. 

Proof: For U E *U, 

* J(U) = 10
1 

* h( 0", Xu( 0"), U( 0" ))dO" + *h(Xu(l)) 

where Xu is the solution to (1.31) corresponding to the control U E *U. Now, by 

Corollary 1.3.8, since U satisfies (1.33), xv(r) = ° Xu(r) for all r E *[0,1] (where 
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Xu is any nonstandard solution corresponding to the control U) so we have 

O(*J(U)) 

o 

0(11 

*h(O",Xu(O"),U(O"))dO" + *h(Xu(1))) 

11 O(*h(O",Xu(O"),U(O")))dO"L+ O(*h(Xu(l))) 

(by Loeb Theory) 

10
1 

h(°O", °Xu(O"), °U(O"))dO"L + h(OXu(l)) 

(by Anderson's Lusin Theorem) 

11 h( 00", Xv(O"), V (O"))dO"L + h(xv(l)) 

(by Corollary 1.3.8 and the fact that v(r) = "OU(r) for a.a. r) 

- J(v). 

Now recall our objectives; we asked if Jo < Jo and if there exists a v E V such 

that J(v) = Jo . 

Remember, Jo and Jo are defined as follows 

(1.40) Jo = inf J(u) 
uEU 

(1.41 ) Jo = inf J(v). 
vEV 

We now show that for each control U E U there is a corresponding control 

V E V which has the same cost. 

Proposition L3.11 

For each u E U, there is a v E V such that 

J(u) = J(v) 

namely the v E V given by 

v(r) = O(*u(r)). 

Proof: If v( r) =- O( *u( r)) then, since *u E *U, by Proposition 1.3.10 we have 

J(v) = O(*J(*u)) =J(u). 

o 
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Theorem 1.3.12 Jo = Jo 

Proof: By Proposition 1.3.11 above we know 

Jo = inf J(v) ~ inf J(u) = Jo 
vEV uEU 

I.e. 

(1.42) 

Now we show that Jo ~ Jo. Take any v E V, v : *[0, 1] ~ M, now take a lifting U 

of v, U : *[0, 1] ~ * M, then, U E *U. 

Now, 

u E U ==> J(u) ~ Jo 

therefore by transfer, 

U E *U ==> *J(U) ~ Jo. 

Now, by Proposition 1.3.10, J( v) ~ * J(U) ~ Jo hence by taking standard parts 

we have 

J(v)~Jo. 

Therefore we have 

(1.43) inf J(v) = Jo ~ Jo 
vEV 

i.e. by (1.42) and (1.43) we have 

Jo = Jo. 

o 

Hence we cannot lower the minimum cost by using this extended class of con­

trols. i.e. we do not have Jo < Jo. 

We now look at the other question, is there a v E V such that J(v) = Jo ? The 

answer is yes as we now show. 
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Theorem 1.3.13 

There is a v E V such that J( v) = Jo. 

Proof: Let 

Un : [0, 1] --+ M 

be a sequence of standard controls i.e. 

u:N--+U where u(n) = Un for each n E N 

such that 

as n --+ 00. 

By taking liftings of these Un, n E N we have 

Un : *[0,1] --+ * M, 

a sequence of nonstandard controls, i.e. 

U: N --+ *U where U(n) = Un for each n E N. 

Now, *U is internal and so, by Nl-saturation, we can extend the sequence U : 

N --+ *U to an internal sequence 

U: *N --+ *U 

so we have a sequence (Un)nE'N where, 

Un: *[0,1] --+ *M for each n E *N. 

Note, for all finite n E *N, Un = °Un a.s. therefore, by Proposition 1.3.10, we have 

for all finite n E *N. Now, without loss of generality, we can arrange the un's so 

that J(un ) < Jo + ~ therefore, we see that 
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for all finite n E *N so, by overflow, there exists an infinite N E *N such that 

so we see that 

Now let v = °UN for this infinite N then, by Proposition 1.3.10 and Theorem 

1.3.12 we see that 

i.e. we have shown that there exists a v E V such that 

J(v) = Jo = Jo. 

o 

Therefore, when we let our dynamics be determined by equation (1.27) and 

our set of admissible controls be V, if we let our objective be to achieve the lowest 

cost, then we have a properly formulated optimal control problem since using this 

class of admissible controls, the lowest cost is in our reachable set. i.e. there is 

always an optimal Loeb control. 

Now, to illustrate this, we go back to Example 1.1.4, where there is no standard 

optimal contro1-. 

Example 1.3.14 

The dynamics are given by 
dx 
dr = v(r). 

The class of admissible controls, V, is now the set of all measurable controls of the 

form 

v: *[0,1] --+ {-I, I}. 
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The cost is given by 

where Xv is the unique trajectory corresponding to the control v. 

By Example 1.1.4 and Theorem 1.3.12 

Jo = inf J(v) = 0. 
vEV 

We now give details of optimal controls for this example. 

For each integer n E "N consider the control Un E "U as given in Example 

1.1.4 i.e. the control Un alternates from 1 to -1 on intervals of length ~n starting 

with value 1 on [0, ~n], where ~n = 2-n. Then, 

where XUn denotes the trajectory corresponding to the control Un. Now, let 

for each n E "N 

then Vn E V for each n and by Proposition 1.3.10, the cost of Vn is given by 

so for any infinite N E "N, 

i.e. when N is infinite, VN is an optimal control for this example. 

o 

Notation 1.3.15 

Here we give a summary of the notation used for the different classes of controls. 

We denote by U the class of ordinary controls of the form 

u: [0, 1] ~ M 
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and 

Jo = inf J(u). 
uEU 

We denote by n the class of relaxed controls of the form 

v : [0, 1] ~ A(M) 

and 

J;;- = inf J(v). 
vE'R. 

We denote by V the class of Loeb controls of the form 

v: *[0, 1] ~ M 

and 

Jo = inf J(v). 
vEV 

We denote by S the class of relaxed Loeb controls of the form 

and 

e : *[0, 1] ~ A(M) 

AS . 
Jo = mf J(O. 

eES 

By identifying each a E M with the Dirac measure oa concentrated at a we have 

M ~ A(M) so U ~ n similarly, V ~ S. 

1.4 The_ existence of a relaxed optimal cO!ltrol 

We now go back to relaxed controls. Using Theorem 1.3.13, we give a proof of 

the well-known result that there is always an optimal relaxed control. To do this 

we first show that from a relaxed Loeb control, e E S, we can obtain a standard 

relaxed control, ve , which gives the same trajectory and has the same cost as e. 

The proof of this is based on work done by Outland ([6]). 
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A weak *topology (see [35]) is defined on U by means of a set K, defined as 

follows: 

(1) K, is the set of bounded measurable functions 

9 : [0, 1] x M ~ lR 

with g(t,.) continuous for each t E [0,1]. 

(2) For u E U and 9 E K" the action of u on 9 is defined by 

u(g) = 10
1 

g(t, u(t))dt. 

(3) The K,-topology on U has as subbase of open neighbourh()ods the sets 

The topology on U is extended to n by extending each 9 E K, to [0,1] x A(M) 

with the definition 

(1.44) 

for ft E A(M), and so, for 1/ E nand 9 E K, 

1/(g) - 10
1 

g(t, 1/(t))dt 

(1.45) 10
1 
(jM g( t, a )d1/( t)( a) )dt by (1.44). 

Lemma 1.4.1 

Given any relaxed Loeb measurable control e : *[0, 1] ~ A(M), let Qe be the 

measure on *[O~ 1] x M defined by 

(1.46) 

for Loeb measurable C ~ *[0,1] and Borel D ~ M. From this define a standard 

measure qe on [0, 1] x M by 

(1.47) 

for B ~ [0, 1] and D ~ M. Then we have the following 

(i) For a Borel set A ~ [0,1], qe(AxM) = '\(A) where.\ denotes Lebesgue measure. 

(ii) qe is a probability measure on [0,1] x M. 
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Proof of (i): st-1(A) is Loeb measurable for a Borel set A ~ [0,1]. So 

Qe(sC1(A) X M) 

1 e(T)(M)dTL 
st-1 (A) 

1 dTL 
st-1 (A) 

* AL(sC1(A) 

A(A). 

Therefore, for Borel sets A ~ [0,1] we have 

(1.48) 

Proof of (ii): 

(a) qe([O, l] x M) = A([O, 1]) = 1 by (1.48) 

by (1.47) 

by (1.46) 

(since e(T)(M) = 1) 

(b) O"-additivity of qe follows from the O"-additivity of Qe. 

o 

Lemma 1.4.2 

Given any Loeb measurable control e E S, the measure qe as constructed in Lemma 

1.4.1 can be disintegrated to give lie : [0,1] -+ A(M), i.e. lie E n, with the property 

(1.49) 

for Borel A ~ [e,l] and B ~ M. 

Proof: See [6] and [34]. 

o 

Lemma 1.4.3 

Given a Loeb measurable control e E S, for any 9 E K, let e(g) be given by 

(1.50) e(g) = fal g(OT,e(T))dTL 
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where 

(1.51) 

then, for all 9 E K, we have 

(1.52) 

where Ve is constructed from e as in Lemma 1.4.2 i.e. for all 9 E K, 

(1.53) !a1 

g(Or,e(r))drL = !a1 

g(t,ve(t))dt. 

Proof: 

e(g) - !a1 

g(Or,e(r))drL by (1.50) 

- !a1 

(1M g( Or, a )de( r)( a ))drL by (1.51) 

- J g(Or,a)dQe(r,a) 
*[O,ljxM 

- fr g(t, a)dqe(t, a) 
[O,ljxM 

- !a1 

(1M g(t, a)dve(t)(a))dt 

- !a1 

g(t, ve(t))dt by (1.44) 

- ve(g) by (1.45). 

0 

Proposition t.4.4 

Given a relaxed Loeb measurable control e E S, there is a corresponding control 

Ve E n satisfying 

for all t E [0,1] 

and 

Consequently, given an ordinary Loeb control v E V there is a corresponding 

control Vv E n such that J( v) = J(vv ). 
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Proof: Given a control e E S, by Theorem 1.3.7 there exists a unique solution 

xe( 7) corresponding to this control, and 

(1.54) for all 7 E *[0,1]. 

From Lemma 1.4.3 it can be seen that given a control e E S we can construct a 

control lJe such that 

(1.55) 

for all 9 E x:" where x:, is the set of all bounded measurable functions 

9 : [0,1] x A(M) -+ R 

with g(t,.) continuous for each t E [0,1]. 

Now, given f : [0,1] X Rd x A(M) -+ Rd, for each t E [0,1], x E Rd and 

J.l E A(M), 

(1.56) f(t,x,J.l) = (!t(t,X,J.l),"· ,h(t,x,J.l)) 

where fi : [0,1] x Rd x A(M) -+ R for i = 1,' .. ,d. Now, for each fixed s E [0,1] 

if, for each i = 1" " ,d in turn, we take 

g(I,I') = { 1;(1, X~(I), 1') if t $ s 

otherwise 

for t E [0,1] and J.l E M where xe( 7) denotes the trajectory corresponding to the 

control e E S then, by (1.55), we have 

for all s E [0,1]. 

Now, xe(O) = x/le (0) = x(O). The above means that 

xe(t) _ = x(O) + J~ f(07,Xe(7),e(7))dn 

x(O) + J~ f( °7, xe( °7), e( 7) )d7L 

- x(O) + J~ f(s,xe(s),lJe(s))ds 
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for all t, so xe is the unique solution for the control ve i.e. 

(1.58) for all t E [0,1]. 

Similarly, by considering 

it can be seen that 

J(O = 

for t E [0,1] and J-l E A(M) 

Ii h( Or, xe( r), e( r) )drL + h( xe(1)) (by definition) 

Ii h(Or,xe(Or),e(r))drL + h(xe(1)) by (1.54) 

Ii h(t, xe(t), ve(t))dt + h(xe(1)) 

Ii h(t, xv~(t), v{(t))dt + h(xv~(1)) 
J(ve) 

by (1.55) 

by (1.58). 

(by definition). 

The fact that V ~ S gives us the second part of this Proposition. 

D 

Corollary 1.4.5 

There is always an optimal relaxed control i.e. there is a v E n such that 

J(v) = Jo. 

Proof: By Theorem 1.3.13, there exists an optimal Loeb measurable control v E V. 

Let v E n be given by v = Vv then, by Proposition 1.4.4 

J(vv) = J(v) = )0 = Jo. 

D 

This Corollary leaves open the possibility that a lower cost can be achieved by 

using relaxed controls - however it is well known that this cannot happen. We 

complete the picture by giving a proof of this using the above results and the fact 

that Loeb controls cannot lower the cost. 
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Definition 1.4.6 

A control u E U is a step control if there exist times 

° = to < tl < ... < tn = 1 

such that u(t) is constant on each interval]tn , tn+1]' 

Proposition 1.4.7 

Given a standard relaxed control 11 E R, there is a corresponding Loeb measurable 

control Vv E V satisfying 

for all t E [0,1] 

and 

J(II) = J(vv). 

Proof: By restricting the work done by Cutland in [6] to [0,1], it can be seen that 

given ailE R, there is a step control Uv E *U satisfying 

for all 9 E fC 

l.e. 

(1.59) for all 9 E fC. 

Now, let °Uv be denoted by Vv then, using Anderson's Lusin Theorem and Loeb 

Theory, this giyes us 

(1.60) for all 9 E fC. 

Now, by Section 1.2, M is a closed subset of A(M) and by (1.56) 

f(t,x,p) = (JI(t,x,P),'" ,h(t,x,p)) 

for all t E [0,1], x E ]Rd and p E A(M). Therefore, if for each fixed s E [0,1], we 

take, for each i = 1, ... ,d in turn, 
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for t E [0,1] and J-l E A(M) where Xv" denotes the trajectory corresponding to the 

control V/J E V then, by (1.60) we have 

for all s E [0, 1]. We know that V/J is a Loeb measurable control and so, by Theorem 

1.3.7, there exists a unique solution Xv" (T) corresponding to this control and 

(1.62) for all T E *[0,1]. 

We also know that xv,,(O) = x/J(O) = x(O), therefore we have 

xv,,(t) x(O) + lot f( 00", xv,,(O"), v/J(O"))dO"L (by definition) 

x(O) + lot f(°O",xv,,(°O"),v/J(O"))dO"L by (1.62) 

x(O) + lot J(s,xv,,(s),lI(s))ds by (1.61) 

for all t, so Xv" is the unique solution for the control v i.e. 

(1.63) for all t E [0,1]. 

Similarly, by letting g(t, J-l) = h(t, x/J(t), J-l) for t E [0,1] and J-l E A(M), we see that 

(by definition) 

fol h(OT,Xv,,(OT), v/J(T))dTL + h(xv,,(1)) by (1.62) 

fJ h(t, xv,,(t), v(t))dt + h(xv.;(1)) by (1.60) 

- fJ h(t, x/J(t), v(t))dt + h(x/J(l)) by (1.63) 

J(v) (by definition) 

o 

Corollary 1.4.8 

Proof: We already have (Theorem 1.3.12) Jo = lo. By Proposition 1.4.4 and the 

fact that V C S we have 
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and by Proposition 1.4.7 

From this we see that 

D 

1.5 The existence of ordinary optimal controls 

In this section we look at, in the context of the preceding work, the well-known 

result that if the set {f(t, x, a) : a E M} is convex, for each fixed t and x, then we 

can find an ordinary control U E U which is optimal. 

Lemma 1.5.1 

Given any relaxed control l/ E n if the set {f(t, x, a) : a E M} is convex then 

there exists a control Uti E U satisfying 

for all t E [0,1] 

and 

J(l/) = J(u tI ). 

Note: The 'pr9of' we are about to give involves defining a function Uti : 10, 1] ~ M 

(see (1.65) ) we would like this to be a control function; for this to be true we need 

Uti to be measurable and as yet we have not been able to show that this is true. 

Therefore the following 'proof' relies on a conjecture. 

'Proof': Fix l/ E n. For each t E [0,1]. Fix t E [0,1] then by (1.22) we have 

(1.64) f(t, x(t), l/(t)) = iMf(t, x(t), a)dl/(t)(a). 

Now, let 

f(t, x(t), a) = gt(a) for each a EM 
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then by (1.64) we have 

j(t,x(t),v(t)) = iMgt(a)dv(t)(a). 

Now, by Lemma E.1.1 we can find al,' ., ,aN E * M such that M = {Oal,' .. , °aN} 

and by Lemma E.1.2 we can find an internal sequence of disjoint *Borel subsets 

of * M, A!,··· ,AN, such that 

Therefore, by transfer of the convexity of the set {gt(a) : a EM}, we have 

iMgt(a)dv(t)(a) - O(*gt(at)) 

gt( Oat) 

for some at E * M 

(since gt is continuous). 

So in terms of j, for each fixed t E [0,1] we have 

f(t, x(t), v(t)) = f(t, x(t), Oat) for some at E * M. 

Now, if we define U II : [0,1] --+ M by 

(1.65) for each t E [0,1] 

then we have 

j(t, x(t), v(t)) = j(t, x(t), ulI(t)) for each t E [0,1]. 

From this it can be seen that 

(1.66) for all t E [0,1]. 

Similarly, by considering 

(1.67) h(t, xll(t), v(t)) = iM h(t, xll(t) , a)dv(t)(a), 

and, for each fixed t letting 

for each a E M 

we see that 

for some at E * M 
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i.e. in terms of h, by (1.65) we see that this is 

h(t, xlI(t), lI(t)) = h(t, xlI(t), ulI(t)) 

and so, by (1.66), since xu,,(t) = xll(t) for all t E [0,1], we see that 

h(t, xll(t), lI(t)) = h(t, xu,,(t), ull(t)) for each t E [0,1] . 

From this it can be seen that 

D 

Proposition 1.5.2 

Given a compact metric space M, if the set 

{f(t, x, a) : a E M} 

is convex then there exists a standard ordinary optimal control of the form 

u: [0,1] -+ M 

i.e. u E U and J(u) = Jo. 

Proof: By Corollary 1.4.5 there exists a control ii E R satisfying 

(1.68) J(ii) = Jo 

and, by Lemma 1.5.1 ( Note: Lemma 1.5.1) relies on a conjecture ), if the set 

{f (t, x, a) : a E M} is convex then there exists a control U;; E U satisfying 

(1.69) J(u;;) = J(ii) 

i.e. U;; E U and by (1.68) and (1.69) 

J(u;;) = Jo. 

D 
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1.6 General cost functions 

In this section we consider what happens if we bring in a more general cost function. 

Consider the above situation except that now, the cost J(u) is given by the 

following equation 

(1.70) J(u) = fal h(s,xu(s),u(s))ds + J.l(xu(s)) 

where h is as before but now, h(x(l)) has been replaced by a more general function 

J.l, where J.l is a continuous real valued function on the space of continuous functions 

x : [0,1] -+ JRd. 

We see that Proposition 1.3.10 still holds with this more general cost function, 

Proposition 1.3.5 states that when v = °U, XV = 0 Xu and so since J.l is continuous 

in the uniform topology we have 

for all T E *[0,1]. 

Therefore all of the results above hold for this more general cost function. This 

more general cost function will be used in the proof of Proposition 2.5.3. 

In the next Chapter we consider what happens if we bring in another controller 

with his own set of controls. This is known as a two player game. 

----- 000 -----
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Chapter 2 

Differential game theory 

Game theory can be regarded as control theory with two or more controllers or 

players. We, as in the control theory section, consider a dynamical situation 

governed by a differential equation. 

The game is played for some fixed time, say one unit of time, then a payoff is 

computed, this payoff is usually in the form of an integral of a real valued function. 

We shall be looking at two-player zero-sum games, that is games where one 

player is trying to minimize and the other to maximize the payoff. 

A strategy for a player is a rule telling the player what to do next on the basis 

of what he and the other player have done previously in the game. [For more 

information OIL this see [10], [20].] 

2.1 Definition of the game G 

We consider a general game G being played by two players J1 and J2 over the 

fixed time interval I = [0,1]. At each time t E I, J1 chooses an element y(t) from 
-

a fixed (separable) compact metric space y, and J2 chooses an element z(t) from 

a similar space Z, in such a way that the functions y : t -7 y(t) and z : t -7 z(t) 

are measurable. The functions y(t) and z(t) are the controls for the players J1 and 
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J2 respectively. 

Notation 2.1.1 

Ml is the set of all measurable functions y : I ~ y, modulo the identification of 

any two functions equal almost everywhere. This is the class of admissible controls 

for player J1 • 

The class of admissible controls for player J2 , M 2 , is defined similarly with Z 

replacing y. 

The dynamics of G are determined by the following equation 

(2.1) x(t) = x(O) + lot J(s,x(s),y(s),z(s))ds 

where x(t) E JRd and 

J : I x JRd X Y X z ~ JRd 

is a continuous function such that there exists a constant '" < 00 satisfying the 

following Lipschitz condition 

(2.2) 

whenever XI, X2 E JRd, tEl, Y E Y and z E Zj '" is known as a Lipschitz constant 

for the function J. 

o 

From (2.2), the Lipschitz condition on J, it can be seen that there is a growth 

condition on J. To show this we need the following Lemma. 

Lemma 2.1.2 

Given any t E [0,1], X E JRd, Y E Y and z E Z, for each fixed constant L < 00, 

if Ix I ~ L then there exists a constant RL < 00 satisfying 

IJ(t,x,y,z)1 ~ RL 
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Proof: Fix L < 00. Since f is continuous on the compact set 

C = [0,1] x {x E ]Rd: Ixl ~ L} x Y x Z 

the set 

{If(t,x,y,z)l: (t,x,y,z) E C} 

has a greatest element which we shall denote by RL . 

o 

We can now show that the Lipschitz condition on f implies the following growth 

condition on f. 

Proposition 2.1.3 

There exists ;., < 00 such that 

(2.3) If(t,x,y,z)1 ~ ;"(1 + Ixl) 

whenever x E ]Rd, tEl, Y E Y and z E Z; here K, is known as a growth constant 

for the function f. 

Proof: Let Xl = X and X2 = 0 in the Lipschitz condition, (2.2), then we have 

If(t, x, y, z) - f(t, 0, y, z)1 ~ Klxl 

hence 

If ( t, x, y, z-) I < If ( t, 0, y, z) I + K I X I 

< Ro + Klxl 

< ;"(1 + Ixl) 

(by Lemma 2.1.2 ; Ro < 00 is a constant) 

for some constant K, < 00. Hence we have a growth condition on f. 

o 

From here onwards we shall simply take our Lipschitz and Growth constants 

for f to be a common value K < 00. (Clearly this can be done since we can just 

take max{ K, K,}) 
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2.1.1 Existence and uniqueness of solutions 

We now have a Lipschitz and growth condition on f and so by considering the 

product space (Y X Z) it can be seen from Theorems 1.1.1 and 1.1.2 that for any 

pair of control functions, y(t) and z(t), corresponding to any given initial state 

x(O), there is a unique solution to equation (2.1). Thr~ughout this thesis we shall 

take x(O) = O. (This is not necessary, if x(O) is restricted to some bounded region 

everything still works.) 

Notation 2.1.4 

The resulting solution x(t) is called the trajectory corresponding to (y(t),z(t)) 

and is, where necessary, denoted by xy,Z(t), to identify which controls the solution 

corresponds to - however in most cases this will not be necessary as it will be clear 

from the context which controls are being used and so it will simply be denoted 

by x(t) to simplify later notation. 

2.1.2 Conditions on f 

Here we show that, since during this work we will only be interested in 

f(t, x, y(t), z(t)) 

when x E jRd is the solution xy,Z(t) corresponding to the controls y E: Ml and 

z E M2 i.e. 

f(t, xy,Z(t), y(t), z(t)), 

we can essentially take f to be bounded. To do this we need the following Lemma. 

Lemma 2.1.5 

The solution xy,Z(t) is uniformly bounded for all t E [0,1] and all controls y E Ml 

and z E M 2• 
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Proof: Let 

then, 

*A = {Xy,z(r): r E *[0,1], Y E *MI' Z E *M 2} 

By (1.13) we know that XY,Z(r) is finite for all r E *[O~l] i.e. for all a E *A, a is 

finite therefore, 

* A ~ [0, N] for all infinite N E *N 

so by overflow, 

*A ~ [O,n] for some finite n E *N -

therefore by transfer we have 

A ~ [O,n] for this n. 

This means that xY'Z (t) is uniformly bounded for all t E [0,1]' y E MI and z E M2 

i.e. for some constant L < 00, 

for all controls y E M I , Z E M2 and all t E [0,1]. 

o 

We now show that f is essentially bounded. 

Lemma 2.1.6 

There exists RL < 00 such that 

If(t, xy,Z(t), y(t), z(t))1 ::; RL 

for each y E M I, Z E M2 and t E [0,1]. 

Proof: By Lemma 2.1.5, we know that for y E MI, z E M2 and t E [0,1]' there 

exists a constant L < 00 such that 

(t, xy,Z(t), y(t), z(t)) E [0,1] x {x E JRd : Ixl ::; L} x Y x z = c 
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and so, by Lemma 2.1.2, there exists a constant RL < 00 such that 

If(t, xy,Z(t), y(t), z(t))1 ~ RL • 

o 

Therefore the conditions we are assuming on the function 

are, without loss of generality, that there exists a constant K, < 00 and a constant 

R < 00 satisfying 

(1) f is continuous 

(2) f satisfies the following Lipschitz condition 

(2.4) 

whenever Xb X2 E ]Rd, tEl, Y E Y and z E Z. 

(3) f is bounded i.e. 

(2.5) If(t,x,y,z)1 ~ R 

for each t E [0,1]' y E y, z E Z and x E ]Rd. 

2.1.3 The payoff for the game G 

Given a pair of controls for the game G, we assume there is a payoff, p(y, z), which 

is given by 

(2.6) p(y, z) = fa1 h(t, xy,Z(t), y(t), z(t))dt + f-l(xy,Z(t)) 

where h is a continuous function 

h : I X ]Rd X Y X Z -+ ]R 

and f-l is a continuous real-valued function on the Banach space [C(I)]d of contin-­

uous functions x : I -+ ]Rd. 

Note: Here, if we deal with the functions hand f-l in the same way as we did the 

function f, without loss of generality, hand f-l can be assumed to be bounded. 
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The game is zero-sum so that the objective of player J1 is to maximize the payoff 

p, while the objective of player J2 is to minimize p. At each time t, both players 

are aware of the complete history of the game as played so far. 

2.2 Value in the sense of Elliott and Kalton 

In this section we give a brief summary of the idea of value used by Elliott and 

Kalton ([10]). 

2.2.1 Strategies for the game G 

Any map a : M2 --+ M1 is a pseudo-strategy for J1. It gives a means by which 

J1 may determine his own choice of control function given J2 's choice of control 

function. 

Each pseudo-strategy a has a value 

(2.7) u(a) = inf p(az,z) 
zEM2 

which gives the worst possible outcome of the game for J1 if he uses the pseudo­

strategy a. Similarly, a pseudo-strategy for J2 is a map (3 : M 1 --+ M 2 and its 

value is given by· 

(2.8) v((3) = sup p(y,(3y). 
yEMl 

In practice not all pseudo-strategies are 'reasonable', for they imply foreknowledge 

of the other players choice of control function so the following definition is made. 

Definition 2.2.1 

The map a : M2 --+ M1 is a strategy if whenever 0 < T ~ 1 

a.e. 0 :5 t :5 T 
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a.e 0:::; t :::; T. 

A strategy for player J2 is similarly defined. 

The set of all strategies for J1 is denoted by r, and the set of strategies for J2 by 

T. 

2.2.2 Value for the game G 

The value of the game G to J1 is the best he can force by using a strategy i.e. 

(2.9) U=supu(a) 
O'er 

while the value to J2 is 

(2.10) v = inf v(f3). 
{JeT 

If U = V then the game G is said to have value, in the sense that neither player 

can force a better result for themselves than V, and both players can (almost) 

force V. 

It is not always true that U = V, as illustrated by the following classical 

example due to Berkovitz ([4]) - also cited in Elliott and Kalton ([10)). 

Example 2.2.2 

Let y = Z = [.::...1,1] and suppose the dynamics of G are given by 

dx 2 - = (y - z) 
dt 

where x E JR. Let the payoff be given by 

p(y, z) = 10
1 

x(t)dt. 

It is easy to see that a best strategy ex for J1 is given by 

exz(t) = { 1 if z(t) < 0 

-1 ifz(t)~O 
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while a best strategy /:J for J2 is given by 

Then 

u -

-

-

and similarly, 

~y(t) = y(t). 

sup inf p(az, z) 
O'Er zEM 2 

p(azo, zo) where Zo = 0 

!at tdt 

1 
-
2 

v - inf sup p(y,/3y) 
(JET yEMl 

O. 

Clearly, for this example U i- V. 

o 

Note: The above example can easily be changed to make it have value. All that 

is required is to change Z from [-1,1] to [0,1], then U and V have the common 

value of ~. 

2.3 Value in the sense of Friedman 

In this section we describe an alternative definition of value used by Friedman 

([20)) and discussed by Elliott and Kalton ([10]). This involves a game which we 

shall denote by E;;i this game relates very closely to those described by Friedman 

([20]). This game will then be adapted in section 2.4 to make a new game which 

we will denote by E;;. 
-

Then for completeness we give our own proofs to results stated but not proved 

in [10]. We then go on to give alternative proofs to those included in [10] using 

nonstandard methods. 
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Later in our work we need to distinguish between different partitions of [0,1]; 

to do this we use some notation which we shall introduce here. 

Notation 2.3.1 

Throughout this work we shall use a function which we define by 

for each integer n EN. 

We determine a discrete time line Tn by 

for each integer n 

and given an integer n, we denote the divisions of [0,1] by 

nIl _ [0, L),n] 

n Ij ](j -l)L),n,j~n] 

for j = 2,3" .. , 2n. 

2.3.1 The game E:; 

Here we give a brief description of the game E:): as in [10], we then go on to show 

that as n increases, the value of the game decreases. 

Definition 2.3.2 (The game E:):) 

Let n be an integer, then define n I j as above, i.e. 

nIl [0, t I ] 

nIj ]tj-t,tj] 

for j = 2,," , 2n. where tj = j~n' 

The game E't has the same dynamics, initial- condition and payoff as G given 

by equations (2.1) and (2.4)-(2.6) but is played in the following manner: J2 first 
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selects his control Zl on nIl and then J1 selects his control function Y1 on nIl, and 

the players play alternately, J2 selecting his control Zj on n I j before J1 selects his 

control Yj on n I j at the ph step 

i.e. J1 plays a varying control y(t) 

Y1 
y(t) 

to 

and J2 plays a varying control z(t) 

z Z(t) 

to 

Notation 2.3.3 

n M{ and n M~ denote the spaces of measurable functions 

and 

respectively, for j = 1,'" ,2n in which as before, two functions which are equal 

almost everywhere are identified. 

Then, n M 1 is the class of controls for J1 of the form y = (Y1,' ., ,Y2n) where for 

each j = 1, . .. ,2n , Y j E n M { 

Similar ly, n M 2 is the class of controls for J2 of the form Z = (Zl,' •. ,Z2n) where 

for each j = 1"" ,2\ Zj E n M~. 
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2.3.2 Strategies for the game E-:; 

Later in our work we find it necessary to distinguish between strategies for different 

games E: and E;t;, with n i- m; because of this we find it necessary to introduce 

some slightly different notation to that of [10], we simply tag each symbol with an 

n if it refers to the game E:'. 

A strategy for J1 in the game E:' is a collection of maps 

where 

for each j = 1"" ,2n. Similarly, a strategy IT for J2 in E:' is an element Zl of 

n M~ together with a collection of maps (IT2,'" ,IT2n) where for each j = 2,' .. ,2n 

ITj : n M~ x ... X n M{-l -+ n M~. 

i.e. IT1 = Zl where Zl E n M~. 

Let rn denote the class of all strategies for player J1 in the game E:' and 

similarly, let in denote the class of all strategies for J2 in the game E:. 
A pair of strategies E E rn and IT E Tn determine rules of procedure for J1 

and J2 respectively. The game has alternate pla:y and so, if two such rules, E and 

IT, are played against each other in the game E:' then a pair of controls, yEn M1 

and Z E nM 2 i~e. 

are generated and a payoff 

(2.11) 

can be computed, where E E rn and IT E in are the strategies used to select the 

controls y and z respectively. 

(We have tagged the payoff symbol with the letter E for the game E: since 

later we will need to be able to distinguish between the payoffs for different games.) 
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2.3.3 Value for the game E:j; 

From the theory of alternate move games we have the following result 

(2.12) inf sup PE(E, II) = sup inf PE(E, II). 
ITel" Eer" Eer" ITel" 

Let this value be denoted by Vn+. The game E:: has value Vn+. [For details of this 

approach see [20].] 

Note: Since, by (2.11) 

PE(E, II) = PE(Y, z) 

where Y = IIz E nM l and z = 'L,y E nM 2 we have 

(2.13) PE('L" IT) = PE(Y, IT) where Y = 'L,(IT) E n Ml 

and 

(2.14) PE(E, II) = PE(E, z) where z = II(E) E nM 2 

Therefore the value Vn+ can be written in several ways including 

v+ inf sup PE(Y' IT) by (2.13) n 
ITeT" yeMl 

(2.15) sup inf PE(Y, II) 
ye nM1 ITeln by (2.13) 

sup inf PE(E, z) 
Eer" ZeM2 

by (2.14). 

inf sup PE(E, z) 
Ze"M2 Eer" 

by (2.14). 

For completeness, we include our own proof of (2.12) in Proposition 2.3.6 below. 

First we give a Lemma which we then go on to use in the proof of this Proposition. 

Lemma 2.3.4 

Given a control yEn Ml for J1 and a control zEn M2 for J2 in the game E:: 
the following two statements hold 

(i)'v'z13Yl' . . 'v'Z2n3Y2npE(Zb Yl,' . " Z2", Y2n) ~ r{:}3E E rn'v'II E 1'npE (E, II) ~ r 
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Proof: (i) '-¢::' 

If the right hand side holds then we can find E' E rn for J1 which, when played 

against any IT E Tn which J2 uses, forces the payoff greater or equal to r. 

Now, given any ZI, Z2,' •• ,Z2n we can consider the strategy ITz E 'In which tells J2 

to do Zl, Z2, •.. ,Z2n no matter what Jl does, if we fix E = E' and play it against 

this I1z we have 

(since n E' against any IT E Tn makes the payoff greater than or equal to r) 

(take Y2 n-l = E~n_l(ZI,'" ,Z2n-l)) 

We continue in this way replacing E~(ZI" •• ,Zi) by Yi for all i = 1,2" .. ,2n until 

we have 

':::}' Conversely, if the left hand side holds 

(2.16) 

Let E' E rn be_the strategy which, at the ph stage, tells Jl to do a Yj .. E n M{ in 

response to the (ZI' ... ,Zj) played by J2, thus making PE (Zl' Yl, .. , ,Z2n, Y2n) ~ r. 

(We know there is one by (2.16) ) 

i.e. let Ej(ZI,'" ,Zj) = Yj for j = 1,2,,,, ,2n as given by (2.16), then we have 

(2.17) 

Now suppose we are given a strategy II E Tn for J2 • If we put Zl III, 

I12(E~(zd),"" I12n(E~n_l(···E~(zd)···) as ZbZ2,'" ,Z2n respectively i.e. for 

j = 2, ... ,2n put 
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(recall III is just a zt) then by (2.17) we have 

i.e. VII E Tnp:E(E', II) ~ r 

and so we see that 

Proof: (ii) Similar. 

D 

From Lemma 2.3.4 above, we obtain the following Corollary. 

Corollary 2.3.5 

Given r E JR., either (a) or (b) below holds 

(a) 3E E rnVII E Tnp:E(E, II) ~ r 

Proof: By Lemma 2.3.4 we see that 

(i)VZt3YI" ,VZ2nVY2npE(ZI,Yt," ·,Z2n'Y2n)~r{:}3E E rnVII E Tnp:E(E,II)~r 

and 

(ii)3zIVYI···3Z:nVY2np:E(ZI,Yt,··· ,Z2n,Y2n) <r{:}3II E TnVE E rnp:E(E,!II)<r 

therefore, since 

we see that by (i) and (ii), if ( a) does not hold then (b) must hold. 

D 

We now go on to prove (2.12) using Corollary 2.3.5 above. 
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Proposition 2.3.6 

For strategies ~ E rn and II E Tn for J1 and J2 in the game E;; 

inf sup P:E(~, IT) = sup inf P:E(~, IT). 
DEin :EErn :EErn DEi" 

Proof: Fix IT = IT' E Tn, then for each fixed E' E rn we have 

P:E(~', II') ~ sup P:E(~, IT') 
:E 

==> ipl PE(~" IT) :5 iBf s~p PE(~' II) for each ~' 

(2.18) ==> sup inf PE(~' IT) :5 inf sup PE(~' IT). 
:ED D:E .. 

Conversely, suppose that 

(2.19) sup inf P:E(~, IT) < inf sup P:E(~, IT) 
:EEr" DEin DE in :EErn 

then there exists r E lR such that 

(2.20) sup inf PE(~' IT) < r < inf sup P:E(~, II). 
:EErn DE in DE in :EErn 

Now, by Corollary 2.3.5 we see that either (a) or (b) below holds 

(a) :lE E rnVIT E TnpE(~' IT) ~ r 

(b) :lIT E Tnv~ E rnpE(~' IT) < r 

Now, if (a) holds then we have 

:l~ E rn: inf p:E(E, IT) ~ r 
DE in . 

so we have 

sup inf P:E(~, IT) ~ r 
:EErn DEin . 

which contradicts (2.20), therefore (b) must hold, but if (b) holds we see that 

:lIT E Tn : sup P:E(~, IT) :5 r 
:EErn 

so we have 

inf sup p:E(E, IT) ~ r 
DEin :EErn 

which also contradicts (2.20), therefore (2.19) cannot hold and so by (2.18) we 

have 

inf sup p:E(E, IT) = sup . inf P:E(~, IT). 
DE in :EErn :EErn DE in 

D 
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2.3.4 Friedman's upper and lower values 

In [10] it is stated without proof that V/ 2:: Vn~l for all n, i.e. when the length of 

the intervals n I j are decreased, the value of the game decreases. For completeness, 

we include our own proof of this result. (For an alternative proof leading to this 

result we refer the reader to [20].) 

Theorem 2.3.7 

Proof: A play of the game E~ with J1 using a strategy ~ E rn and J2 using a 

strategy II E yn generates a pair of controls yEn Ml and zEn M2 i.e. 

where y j : n I j ---+ Y and z j : n Ij ---+ Z for each j = 1, . .. ,2n. Corresponding to this 

pair of controls and strategies there is a payoff PE(Y, z) = PE( ZI, Yb ... ,Z2n , Y2 n ) = 
PE(E, II). Note, 

By the definition of Vn+, equation (2.12), given any f> 0, 

therefore, by Lemma 2.3.4 (ii) we have 

(2.21 ) 

(since for each j= 1,' .. ,2n, we can split Zj into zi and zi' over the two halves of 

n Ij i.e. zi acts on n+lI2j_1 and zi' acts on n+lI2j ) 
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(since, for each j = 1" ., ,2n, any pair yj on n+lI2j _ 1 and yJ on n+I 12j is simply 

a Yj on n I j and by (2.21) it holds for all such Yj ) 

(2.22) 

Therefore, by letting 

we have fh E n+1 M{ and Zj E n+I Mt i.e. Y = (Yb'" ,Y2n+1) E n+l Ml and 

z = (ZI,'" ,Z2n+1) E n+I M2 . Therefore, y and z are controls. for the game E~+I 

and by (2.22), we have 

so we have, by Lemma 2.3.4 (ii) 

::lII E yn+lv~ E rn+1pE+1 (~, II) < Vn+ + € 

:::} ::lII E yn+l : sup PE+I (~, II) < Vn+ + € 
EErn +1 

:::} inf sup PE+I (~, IT) < v+ + € 
nEin +1 Ern +1 

n 

I.e. 

o 

We now define Friedman's upper and lower values. 

Definition 2.3.8 

Since Vn+ decreases with increase in n, we can take the limit 

(2.23) V+ = lim V+. 
n-+oo n 

V+ is the upper value of G in the sense of Friedman ([20]). 
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The game E:;; is defined to be the game played in the same way as E: except 

that at each stage J1 plays first. By similar methods to those above, it can be 

shown that E:;; has a value Vn- with 

for all integers n 

and so we may take the limit. The lower value of G in the sense of Friedman, is 

defined by 

We immediately have that Vn- ~ Vn+ for all n and so V- ~ V+. 

Definition 2.3.9 

G is said to have value in the sense of Friedman ([20]) if V- = V+. 

2.4 Friedman's upper and lower values in terms 

of pseudo-strategies 

Elliott and Kalton ([10]) give a re-interpretation of the Friedman values V-and 

V+ in terms of pseudo-strategies. Since some of the main results we go on to give 

proofs of rely upon this work we find it necessary to include a summary of this 

section of their work for the readers convenience. 

2.4.1 Pseudo-strategies and reaction times 

Definition 2.4.1 

For -1 ~ s ~ 1, f( s) is defined to be the set of pseudo-strategies a for J1 such 

that for all T > 0 

a.e. 0 ~ t ~ T 

65 



a.e. 0:::; t :::; min(T + s, 1). 

Y( s) for J2 is defined similarly. Thus r( s) is the set of strategies available to J1 

if he has reaction time s (which may be negative, in which case he is anticipating 

his opponents play). 

Definition 2.4.2 

Let 

(2.24) 

(2.25) 

U(s) = sup u(a) 
aEr(s) 

V(s) = inf v(f3) , 
.6ET(s) 

then, since U and V are monotone functions (U decreases and V increases with 

increase in s.) the following definitions are made 

(2.26) U+(s) = limU(t) 
t!s 

(2.27) U-(s) = limU(t) 
tls 

(2.28) V+(s) = lim V(t) 
t!s . 

(2.29) V-(s) = lim V(t). 
tls 

It is from here onwards that nonstandard methods come into use. 
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2.4.2 The game E:}; 

Elliott and Kalton ([10]) show that V+(O) = V+ and V-CO) = V-, later we shall 

give a proof of this using nonstandard methods. First we use ideas related to those 

of Elliott and Kalton ([10]) to introduce a new game which we denote by E::. We 

shall then use this game to show the above result. 

Definition 2.4.3 (The game E::) 

The game E:: has the same dynamics, initial condition and payoff as the game 

E::. The game is played in the following manner: J2 first selects his control ZIon 

n II then J1 selects his control Yl on n II, the players continue playing alternately, 

with J2 choosing his control z~ on n I j at the ph stage before J1 chooses his control 

Yj on nIj , for j = 1"" ,2n. 

The difference between this game and the game E:: is that in this game the 

choice of controls available to player J2 is restricted. 

2.4.3 Controls for the game E:}; 

In the game E::, player J1 is still using the class of controls n Ml i.e. measurable 

functions of the form Y : [0,1] -+ Y with Y = (Yb'" , Y2n) where Yj E n Mi for 

each j = 1,'" , 2n and n M{ is the space of all measurable functions of the form 

Yj : nIj -+ y. _ 

Player J2 however, is restricted to those controls zEn M2 which satisfy 

z(t) = c for J' = 1 ". 2n , , 

where c is a member of Z which is fixed throughout the game. 

We denote this restricted class of controls by n Nt 2 and observe that n Nt 2 C 

n M 2, Similarly, for each j = 1,,,, , 2n, we define n Nt ~ to be the class of all 

controls Zj E n M~ which satisfy 
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Note: Given a pair of controls yEn Ml and zEn M2 for the game E:!:, there is 

a naturally corresponding pair of controls yEn Ml and zEn M2 for the game 

E:, y is the same control in both games and the control z for the game E: is 

given by 

(2.30) z(t) = { c 
z(t) 

if t E]tj-ll tj-l + (~n)2] 
if t E]tj-l + (~n?' tj] 

where z is the control in the game E:!:. 
Note: We need the closed interval in the definition for the case j = 1 so as to get 

z(t) = { c 
z(t) 

if t E [0, (~n)2] 

ift E](~n)2,tl] 

i.e. when z(t) for the game E: is given by 

z 

z(t) for the game E:!: is given by 

z 

c 

2.4.4 Strategies for the game Et 

A strategy for J1 in the game E:!: is a collection of maps 
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where for each j = 1" .. ,2n 

Similarly, a strategy for J2 in the game E; is a member of n M~ together with a 

collection of maps (IT2' ... ,IT2n) where for each j = 2, ... ,2n 

Let fin denote the class of all strategies for J1 in the game E; and similarly, let 

yn denote the class of all strategies for J2 in the game E;. 

2.4.5 Value for the game E; 

Playing a pair of strategies E E rn and II E Tn in the game E; generates a pair 

of controls yEn Ml and zEn M 2 • A payoff can be computed 

PE(Y,Z) = PE(~,IT) 

where Y = ~z and z = ITy. 

The game E; has value given by 

(2.31 ) Vn+ = inJ sup PE(~' IT) = sup inJ PE(~' IT). 
TIETn EEfn EEfn TIETn 

Note: Given cr strategy IT E yn for J2 in the game E;, there is a naturally corre­

sponding strategy fi E yn for J2 in the game E;. Here, fi consists of (fil, ... ,fi2n) 

where for each j = 1" .. ,2n 

if t E]tj-l, tj-l + (~n)2] 
if t E]tj_l + (~n)2, tj] 

i.e. the strategy fi E Tn corresponding to the strategy II E yn tells J2 to respond 

to a control yEn M 1 in the game E; in exactly the same way as he would by 

using IT in the game E; except that for j = 1,; .. ,2n , he must play the constant 

c for a short time at the beginning of each interval n Ij . 
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Note: If IT E 'In corresponds to II E Tn in the sense of (2.32), then for each 

y E nM 

(2.33) 

Note: 

(2.34) for each integer n 

since if II E Tn then 

and if II E 'In then 

and we know that nM~ C nM~ for eachj = 1,," ,2n. 

Therefore we have the following result 

Lemma 2.4.4 

(2.35) 

Proof: By (2.15) V/ can be written as 

and Vn+ can be written as 

so it follows immediately from (2.34) that 

o 

Note: We could similarly define a game E;; based on the game E;;. 
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2.5 The game E-:; compared to the game E-:; 

In this section we compare the two games E: and E:. We show that if we use 

internal controls and let N E *N be infinite then the value in Et is infinitely close 

to the value in Et . 

First we show that for a fixed pair of controls, the trajectories and payoffs in the 

two games are infinitely close, in the sense of the uniform topology, when N is . 

infinite. 

To do this we introduce some notation. 

Notation 2.5.1 

Recall, for a fixed integer n, the dynamics for the game E: and E: are given by 

xy,Z(t) = x(O) + lot f(s,xy,Z(s),y(s),z(s))ds. 

For a fixed pair of controls yEn MI and z E nM2 , let zEn M2 be as given by 

(2.30) then, we denote the solution corresponding to y and z in E: by xy,Z(t) and 

the solution in E: corresponding to y and z by xy,Z(t). 

U sing the above notation in the nonstandard setting we have the following 

result. 

Proposition 2.5.2 

For a fixed infinite N, given a fixed pair of controls YEN * MI and ZEN * M2 

I.e. 

(2.36) Y: *[0,1] ~ *Y and Z: *[0,1] ~ *Z 

for each initial state, x(O), Xy,Z ~ Xy,z in the sense of the uniform topology, i.e. 

sup /XY,z(r) - Xy,z(r)/ ~ O. 
rE *[0,1] 
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Proof: Let U : *[0,1] --+ * M be given by 

(2.37) U(r) = (Y(r),Z(r)) for all r E *[0,1] 

where * M = *(Y x Z), then °U : *[0,1] --+ M is a Loeb measurable control in V. 

Similarly, let 0 : * [0, 1] --+ * M be given by 

(2.38) O(r) = (Y(r),Z(r)) for all r E *[0,1] 

where Z corresponds to Z in the sense of (2.30), then 00 : *[0,1] --+ M is a Loeb 

measurable control in V. 

" 

Now, U(r) = O(r) a.a. r E *[0,1] since the controls only differ on the intervals 

]tj-t, tj-l + (~N )2] for j = 1,' .. ,2N therefore, if we let v : *[0,1] --+ M be given 

by v = °U then 

(2.39) v(r) = °U(r) = °O(r) for a.a. r E *[0,1] 

From (2.39) we see, by Theorem 1.3.7 and Corollary 1.3.8, that 

xv(r) = °Xu(r) = °Xa(r) forallrE *[0,1] 

I.e. 

o 

We now show that the payoffs in the games are infinitely close when N is 

infinite. 

Using the above notation in the nonstandard setting we have the following 

result. 

Proposition 2.5.3 

For each fixed infinite N E *N and fixed pair of controls YEN * Ml and 

Z E N*M2 

(2.40) 
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Proof: Let U E *U and U E *U be given by (2.37) and (2.38) then, by (2.39) and 

Proposition 1.3.10 with the generalised cost function (see section 1.6 ) we have 

J(v) = O(*J(U)) = O(*J(U)) 

I.e. 

pff(Y,z) ~ pff(Y,Z). 

o 

Corollary 2.5.4 

For a fixed infinite N E *N, given any strategy IT E TN let IT E TN be as given 

by (2.32), then 

pff (Y, ITY) ~ pff (Y, ITY) 

for all YEN * MI. 

Proof: Fix YEN * MI. Given IT E TN 

pff (Y, ITY) ~ pff (Y, ITY) by (2.40) 

and if IT E TN is related to IT E yN in the sense of (2.32) then 

P: (Y, IIY) = P: (Y, fIy) by (2.33) 

I.e. 

_ pff(Y,ITY) ~ pff(Y,ITY). 

o 

We have shown that the trajectories and payoffs in the two games are infinitely 

close when N is infinite, so we can now go on to show that the values are close. 

Theorem 2.5.5 

For all infinite N E *N 
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Proof: Fix N E *N infinite and fix Y E N*M 1 • By (2.34), we know that 

inJ P: (Y, rry) ~ inf P: (Y, rry) 
ITETN ITETN 

now suppose there exists 0 < r E lR such that 

(2.41 ) inJ P: (Y, IIY) 2:: inf P: (Y, IIY) + r 
ITETN ITETN . 

then, by the definition of infimum 

3(II' E yN) : P: (Y, II'Y) < inf P: (Y, IIY) + -2r 
ITETN 

and by Corollary 2.5.4 

Now, by (2.41), 

IP: (Y, IT'Y) - P: (Y, II'Y) I ~ ~ 

which is a contradiction, therefore (2.41) cannot hold and so we have 

inJ P: (Y, IIY) ~ inf P: (Y, IIY). 
ITETN ITETN 

And so , since the operation sup preserves the infinite closeness (see Lemma D.1.l) 

we have 

I.e. 

o 

Note: By comparing the games E:;; and E:;; it could be seen that 

2.5.1 The connection between V+(O) and V+ 

Here we give a nonstandard proof of V+(O) = V+. To do this we use the following 

two propositions which build on ideas of Elliott and Kalton ([10)). 
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Proposition 2.5.6 

For each fixed integer n 

Proof: We first show that each (3 E Y(~n) gives a strategy II,B E yn such that 

p'E(y,II,BY) = PE(y,(3y) for all Y E nM I • 

Given (3 E Y(~n) we define II,B by 

II,BY = (3y for each yEn MI. 

We now have to show that II,B is in yn. 

We have (3 E Y(~n) therefore, by Definition 2.4.1, we have 

a.e. 0 ::; t ::; T, where T > 0 

a.e. 0 ::; t ::; min(T + ~n, 1) 

I.e. 

a.e. 0 ::; t ::; min(T + ~n' 1). 

This means that for each j = 1, ... ,2n if J2 knows what J1 has done on all of 

n Ij i.e. up to time tj, then he knows what Zj+l = II,B(Yl,'" ,Yj) to play on the 

interval n Ij+I, therefore II,B E yn. 

Therefore ~e have shown that for each (3 E i(~n) there is a cor,responding 

II,B E in such that 

PE(y,(3y) =PE(y,II,BY) for each fixed yEn M 1 

and so for each (3 E Y(~n) there is a corresponding II,B E ynsuch that 

Now, there are more II's in yn than those which correspond to a (3 E Y(~n) so 

we have 
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I.e. 

o 

Proposition 2.5.7 

For each fixed integer n 

Proof: First we show that each IT E yn gives a strategy f3n E T((~n)2) such that 

pE(Y,f3ny) = PE(y,ITy) for all y E nM I . 

Given a strategy IT E yn we define f3n by 

f3ny = ITy for each fixed yEn M 1 

then, f3n : n Ml ~ n M2. We now have to show that f3n is in T((~n)2). For 

each j = 1"" ,2n given y(t) on all of n Ij, J2 knows Z = ily on n Ij+! + (~n)2 
but, if he only knows what J1 has done on part of n Ij i.e. up to a time T where 

tj-l ~ T ~ tj then J2 only knows z = ITy as far as tj + (~n)2 (he can go beyond 

tj to tj + (~n)2 since he knows that he is going to have to play the constant con 

the interval ]tj, tj + (~n)2] ) he can only go beyond tj + (~n)2 if T = tj. 

Yj-l 
y 

tj-2 tj-l / T tj tj+! 

If J1 plays as far as T then 

Zj-l Zj 

z ." .. 

c 
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Now, tj + (~n)2 could be as small as T + (~n)2 since T could be equal to j~n' 

so given y up to time T, J2 can only be certain of /3rry = IIy up to time T + (~n)2 
and so /3rr is in T((~n)2). 

Therefore we have shown that for each IT E Tn there is a corresponding f3rr E 

T((~n)2) satisfying 

PE(y,/3rrY) = PE(y,IIy) for each fixed yEn M 1 

and so for each II E yn there is a corresponding /3rr E T((~n)2) such that 

Now, there are more /3's in T((~n)2) than those which correspond to a strategy 

II E yn, therefore we have 

I.e. 

o 

If, in the nonstandard setting, we put these two Propositions together with The­

orem 2.5.5, we have the following result. 

Theorem 2.5.8 

Proof: By (2.28) and (2.23), we have 

V+ = lim V+ and V+(O) = lim V(t), 
n-+oo n t!O 

therefore, if N E *N is infinite we have I::1N ~ 0 then, 

-
By Theorem 2.5.5, Proposition 2.5.6 and Proposition 2.5.7, with N infinite, we 

have 
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and so we have 

I.e. 

o 

Note: Similarly, by considering the game E;;, it can be seen that V- (0) = V-. 

Note: As observed by Elliott and Kalton ([10]), V+ is the value to player J1 if 

he can in some sense anticipate the actions of player J2 sinc~ V+ = U-(O). The 

value V is the value to player J1 if his reactions are instantaneous. The smallest 

value V- is the realistic value to J1, it is obtained by giving J1 a reaction time 

and letting this reaction time tend to zero. 

----- 000 -----
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Chapter 3 

Discrete time games 

In this chapter we show, using nonstandard methods, the results which appear in 

[10], that the Friedman values V+ and V- of the game G, may be obtained by 

considering discrete versions H:); and H;; of the games E:); and E;; respectively. 

We also give details of the game I<:); which appears in [10] - we will use this game 

in subsequent chapters. 

We assume throughout this section that the payoff function for the game Gis 

given by (2.6). 

3.1 The game H: 
Here we give a brief description of the game H:); as in [10]. 

Definition 3.1.1 (The game H:);) 

The class of controls for each player in the game H:); is exactly the same as in E:);. 

The players play the game H:); in exactly the same way that they would play the 

game E:); i.e. they play alternately with J2 selecting his control Zj E n M~ on n Ij 

at the ph stage, for j = 1" .. ,2n , before J1 seiects his control Yj E n M{ on n I j 
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i.e. J1 plays a varying control y(t) 

Y2"-1 
y y(t) 

to 

and J2 plays a varying control z(t) 

z z(t) 

to 

The difference between the game H: and the game E: is that in the game H: 
the dynamics equation is defined only at the discrete time points t E Tn . The 

dynamics for the game H: are given by 

XH(O) - x(O) 

(3.1) XH(tj) - XH(tj-l) + 1:~1 f(tj-b xH(tj-l), y(t), z(t))dt 

where t j = j L::::..n for j = 0, . .. ,2n. 

The payoff is given by 

2n t, 

(3.2) PH(y, z) = L 1J h(tj_l, XH(tj-l), y(t), z(t))dt + g(XH(1)). 
j=1 tJ-l 

3.1.1 Strategies for the game H-; 
-

The sets of strategies for each player in the game H: are exactly the same as for 

the game E: i.e. J1 uses strategies E E rn and similarly, J2 uses strategies II E Tn 

for each integer n. 
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3.1.2 Value for the game H: 

By the general theory of alternate move games, in exactly the same way as for the 

existence of the value Vn+ for the game E:, it can be shown that H: has a value 

which is denoted by S:. 
Note: Similarly, a game H:;: (based on E:;:) can be defined and this game has 

value denoted by S:;:. 

We now consider the nonstandard version of the game H:. 

Proposition 3.1.2 

For each fixed infinite N E *N, given a pair of controls YEN * M 1 and 

ZEN * M 2 , for each initial state, x(O), xII : TN -+ *JRd is S-continuous. 

Proof: Take tj > tk with tj ~ tk where tj and tk E TN then, 

k . r· 
-x(O) - Lit..· * !(ti-l, xII (ti-d, Y(a), Z(a))dal 

i=l t.-l 

~ o. 

o 

We would like to be able to define XII (a) for a rf. TN therefore we make the 

following definition. 
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Definition 3.1.3 

The function x"H is extended so that x"H : [0,1] -+ Rd with the following definition. 

For s E ]tj-l, tjl, we define x"H(s) by linearly joining up x"H(tj-l) and x"H(tj) 

xiI(s) 

/ 

s t· J 

i.e. if s E]tj-l, tj], xn-(s) is given by 

Remarks 3.1.4 

(i) In the nonstandard setting with the above definition of XIf(r) for r ~ TN, we 

see that if N E *N is infinite then we have a function XIf : *[0,1] -+ *Rd which is 

S -continuous. 

From here onwards when we refer to the function Xff we will mean the extended 

version Xff : *[0,1] -+ *Rd i.e. Xff is defined for all r E *[0,1]. 

(ii) Using the above S-continuity property and the continuity of h, we see that 

given a pair of controls YEN * Ml and ZEN * M2 , when N E *N is infinite, 

the payoff in the game Ht satisfies 

2N t. 

Pf/(Y,Z) = ~lj~l *h(tj-l,Xff(tj-d,Y(r),Z(r))dr + *g(Xff(l)) by (3.2) 

~ 11 *h(r,Xff(r),Y(r),Z(r))dr+ *g(Xff(l)) 
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since, for each j = 1" .. ,2N , if r E]tj-l, tj] where tj = j/}.N then, r ~ tj-l ~ tj 

and XJ'f(r) ~ XJ'f(tj-l) ~ XJ'f(tj). 

We now show that 0 xtI solves equation (3.3); this will then be used in section 

3.2 to show that the games Et and Hj{ have the same value. 

Proposition 3.1.5 

For a: fixed infinite N E *N, given a fixed pair of controls Y and Z of the form 

Y: *[0,1] -+ *Y and Z: *[0,1] -+ *Z 

the trajectory 0 xtI (r) solves the following equation 

(3.3) 

°XJ'f(r) - °XJ'f(tj) (since xtI is S-continuous) 

- ·(x{o) + t. f, 'f{t;-"xJf(t;-Il,Y{u),Z{u»du) 

·(x(o) + t L 'f(u,Xft (17), Y(17), Z(u»d17) 

(by S-continuity of xtI and continuity of 1) 

- O(x(O) + Iotj 

*J(o-,xJ'f(o-),Y(o-),Z(o-))do-) 

- x(O) + foT O( * J( 0-, xJ'f (0-), Y( 0-), Z( 0- )))do-L 

(by Loeb Theory) 

_ x(O) + loT J( 00-, 0 xJI (0-), °Y(o-), 0 Z(o-))do-L 

(by Anderson's Lusin Theorem) 

and so we see that 0 xtI solves equation (3.3). 

o 

Here we show that if we play the H game over two different discrete time lines 

Tn and T m i.e. if we play the games H: and H~, then the trajectories and payoffs 

are equal in both games if both nand m are infinite. This result will be use in 

Chapter 5. 
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Corollary 3.1.6 

If N, M E *N are both infinite then for any pair of controls of the form 

Y: *[0,1] ~ *Y and Z: *[0,1] ~ *Z 

the corresponding trajectories in the games Ht and Ht are infinitely close in the 

sense of the uniform topology i.e. 

XjJ(r) ~ Xt/(r) for a.a. r E *[0,1]. 

Proof: By Proposition 3.1.5 we see that since Nand M are' both infinite, 0 xjj 

and 0 xN both solve equation (3.3) and it was shown in the proof of Proposition 

1.3.7 that this equation has a unique solution. 

o 

Proposition 3.1. 7 

If N, M E *N are both infinite then for any pair of controls of the form 

Y: *[0,1] ~ *Y and Z: *[0,1] ~ *Z 

the payoffs in the games Ht and Ht are infinitely close i.e. 

Pf/ (Y, Z) ~ Pt! (Y, Z). 

Proof: By Remarks 3.1.4 (ii) we see that 

o 

Pf/(Y,Z) ~ fal *h(r,XjJ(r),Y(r),Z(r))dr+ *g(XjJ(l)) 

~ fal *h(r,Xt/(r),Y(r,Z(r))dr+ *g(Xt/(l)) 

(by Corollary 1.3.6 and continuity of h and g) 

~ Pt!(Y,Z). 

This result will be used in the proof of Theorem 5.2.1. 
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3.2 The game H: compared to the game E: 
In this section we compare the two games E:j; and H:j;. We show that for a fixed 

pair of controls and a fixed infinite N E *N, the trajectories and payoffs in the 

two games are infinitely close. We then show that the values are infinitely close 

when N E *N is infinite. 

Recall that in the nonstandard setting, X~(r), a solution in the game El; 
corresponding to fixed controls YEN * Ml and ZEN * M 2 , is given by 

(3.4) X;(r) = x(O) + faT *j(O",X;(O"),Y(O"),Z(O"))dO". 

We know that since this is the same as equation (1.31), for each fixed infinite 

N E *N, given a pair of controls YEN * Ml and ZEN * M 2, for each initial 

state, x(O), X~ : *[0,1] -+ *JR.d is S-continuous. 

Proposition 3.2.1 

For a fixed infinite N E *N, given a fixed pair of controls Y and Z of the form 

Y: *[0,1] -+ *Y and Z: *[0,1] -+ *Z 

the corresponding trajectories in the games Hl; and El; are infinitely close in the 

sense of the uniform topology i.e. 

Xj'f(r) ~ X;(r) for a.a. r E *[0,1]. 

Proof: Given a fixed infinite N E *N, 

°X;(r) O(x(O) + faT *j(O",X;(O"),Y(O"),Z(O"))dO") 

_ x(O) + faT j( 00", OX; (0"), °Y( 0"), ° Z( 0" ))dO"L 

(by Anderson's Lusin Theorem and the continuity of J) 

and so we see that ° X~ solves (3.3). By Proposition 3.1.5 we know that ° xii also 

solves (3.3) and so the result follows since equation (3.3) has unique solution. 

o 
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So we have shown that if N E *N is infinite then given any controls Y E * Ml 

and Z E * M 2 the corresponding trajectories in the games Etv and Htv are infinitely 

close. 

We now go on to show that for fixed controls, and a fixed infinite N, the payoffs 

in the two games are infinitely close. 

Proposition 3.2.2 

For a fixed infinite N E *N, given a fixed pair of controls of t~e form 

Y: *[0,1] -+ *Y and Z: *[0,1] -+ *Z 

we have 

Pf/ (Y, Z) ~ pf (Y, Z). 

Proof: Fix N E *N infinite. By Remarks 3.1.4 (ii), we see that 

o 

Pf/(Y,Z) ~ 10
1 

*h(O",xJI(O"),Y(O"),Z(O"))dO" + *g(XJI(1)) 

~ fa1 * h( 0", X; (0"), Y( 0"), Z( O"))dO" + * g(X; (1)) 

(by Proposition 3.2.1 and the continuity of hand 9 ) 

~ P;(Y,Z). 

Therefore, by comparing the two games Htv and Etv we have shown that for 

a fixed infinite-Nand a fixed pair of controls, the trajectories and payoffs in the 

two games are infinitely close. 

We now go on to use nonstandard methods to show that the values of the two 

games are equal. 

Theorem 3.2.3 

(3.5) lim S+ = V+. 
n-+oo n . 
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Proof: Fix N E *N infinite. We need to show that 

inf sup pJi (E, TI) ~ inf sup P: (E, TI). 
lleTN EerN lleTN EerN 

We know that 

Pfj (E, TI) ~ P: (E, TI) 

and so since the operation inf preserves the infinite closeness (Lemma D.1.2) we 

have 

inf pfj (E, TI) ~ inf P: (E, TI) 
lleTN lleTN 

which means 

sup inf Pfj (E, TI) ~ sup inf P: (E, TI) 
EerN lleTN EerN lleTN 

since the operation sup also preserves the infinite closeness (Lemma D.1.I) i.e. for 

each infinite N E *N 

S+ '" 11,+ N'" N, 

and we know by definition 

for all infinite N E *N. Therefore we have 

for all infinite N E *N and so 

lim S+ = V+. 
n->oo n 

D 

Note: Similar!y, by comparing the games E; and H;, it can be seen ~hat 

(3.6) lim S;; = V-. 
n->oo 

Therefore we have shown that for a fixed pair of nonstandard controls, the value 

of the game E1; where the dynamics are defined continuously on *[0,1] and the 

value of the game H1; where the dynamics are only defined at discrete time points 

in TN are equal if N is infinite. 

We now give details of a variation of the game H-': which is denoted by iI-,:. 
We will use this game in a later chapter to show that, under certain circumstances, 

we have value in the sense of Friedman. 

87 



3.3 The game fI: 
Notation 3.3.1 

Let n M I denote the class of all functions 

Y : [0, 1] --+ Y 

which are constant on the intervals n I j for j = 1,," ,2n. Similarly, let n M 2 

denote the class of all functions 

Z: [0,1] --+ Z 

which are constant on the intervals n I j for j = 1",' ,2n. Then, for each j = 

1" .. ,2n , n M{ is the class of all constant functions Yj : n I j --+ Y and n M~ is 

the class of all constant functions Zj : n I j --+ Z. 

Note: 

(i) For i = 1,2 we have n Mi C nMi. 

(ii) If n ~ m then mM j ~ nMi for i = 1,2. 

Definition 3.3.2 

A control y : [0,1] --+ Y is said to be n-constant if yEn MI. Similarly Z : [0,1] --+ 

Z is said to be n-constant if zEn M 2 • 

A pair of controls Y : [0, 1] --+ Y and Z : [0, 1] --+ Z is said to be n-constant if 

both Y and Z ~re n-constant. 

In subsequent chapters, when we have a varying control for one of the players 

against an n-constant control for the other player we would like to be able to replace 

the varying control by an m-constant control, for some m, without changing the 

outcome of the game. 

With this in mind we look at a variation of the game H"j;, the game iJ"j;. 
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Definition 3.3.3 (The game iI:) 

The game iI: has the same dynamics (discrete), initial condition and payoff as 

H: and is played in exactly the same way except that in the game iI: the class 

of controls for J2 is restricted. 

3.3.1 Controls for the game fI: 
In the game iI:, J1 is free to play any control yEn Ml while J2 is restricted to 

n-constant controls, zEn M2 

i.e. J1 plays a control y(t) of the form 

Y4 

y y(t) 

and J2 plays a control z(t) of the form 

z 4 

z ZI 

Z3 z(t) 

Z2 

-
to 

3.3.2 Strategies for the game fI: 

A strategy for player J1 in the game iI: is a collection of maps 2; = (2;1, ... ,2;2n) 

W here for j = 1, . .. ,2n 
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Similarly, a strategy for J2 in the game if; is a member of n M~ together with a 

collection of maps (II2,· .. ,II2n) where for j = 2,· .. ,2n 

Let rn denote the class of all strategies for J1 in the game jT; and similarly, let 

Tn denote the class of all strategies for J2 in the game H;. 

Note: For each integer n, 

(3.7) yn C Tn 

since if II E yn then IIj : n M~ x ... X n M{-1 -+ n M~ 

and if II E Tn then IIj : n M~ x ... X n M{-1 -+ n M~ 

and we know that nM~ C nM~ for eachj = 1,··· ,2n. 

3.3.3 Value for the game iT: 

Clearly H; has a value which we denote by S; where 

(3.8) S: = in! sup PH(E, II). 
llElln EErn 

We now give a result which we shall use in Chapter 10. 

Proposition.. 3.3.4 

For each integer n, 

Proof: By definition and (2.15) it can be seen that 

S: = inf sup PH(Y, IIy) 
llEl'n yE nM1 

and 
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therefore, by (3.7) it is clear that 

o 

Note: Similarly, by considering the game iI;; which is the same as H;; except 

that at each stage J1 is forced to playa constant control, it can be seen that 

s- < s-n - n 

for each integer n. 

The game ir:: will be used later in Chapter 4. 

We now give details of Fleming's approach to the existence of value. 

3.4 Value in the sense of Fleming 

In this section we give details of the game I<:: which appears in [10]. We then use 

this game and go on to compare two games, each based on different discrete time 

lines. 

3.4.1 The game I(: 

The game I<,/: is the same as H,/: except that now, at each stage both players are 

forced to choose a constant control function. 
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Definition 3.4.1 (The game K;t) 

The game K;t is played in exactly the same way as the games E;t and H;t i.e. 

the players play alternately with J2 selecting his control on n I j at the ph stage, 

for j = 1, ... 2n , before J1 selects his control on n I j • 

The difference between the game K:): and the ga~e H;t is that in this game 

both players are forced to play a constant control at each stage and so at the 

completion of the game J1 will have selected a sequence y = (Y1,'" ,Y2n ) of 

elements of Y i.e. an n-constant control yEn M 1 and J2 will have selected a 

sequence z =(ZI,'" ,Z2n) of elements of Z i.e. an n-constant control zEn M2 

I.e. J1 plays a control y(t) of the form 

Y 
Y2 y(t) 

Y3 
Y1 

and J2 plays a control z(t) of the form 

z 4 

Zl 
Z3 z(t) Z 

-
Z2 

to 

Remarks 3.4.2 

(i) If a control is n-constant then it is also m-constant for any m ~ n. 

(ii) If a controf is to be used by a player in the game K;t then this control must be 

n-constant, a control which is m-constant form> n but is not n-constant cannot 

be used in the game K;t. 
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As in the game H:):, the dynamics equation is only defined at the discrete time 

points t E Tn. For controls Y = (Yll'" ,Y2n) E n Ml and z = (ZI,'" ,Z2n) E 

n M2 , the dynamics of the game K:): are given by 

XK(O) - x(O) 

(3.9) 

where as before, tj = jL:ln for j = 0"" ,2n. 

For .controls yEn Ml and zEn M 2 , the payoff in the game K:): is given by 

2n 

(3.10) PK(Y, z) = L:ln L h(tj_t, xK(tj-l), Yj, Zj) + g(xK(l)). 
j=l 

3.4.2 Strategies for the game ICt 

A strategy for Jl in the game K:): is a collection of maps E = (E l ,··· ,E2n) where 

for each j = 1, . " ,2n 

Similarly, a strategy for J2 in the game K:): is a member of n M~ together with a 

collection of maps (II2,' •• ,II2n) where for each j = 2, ... ,2n 

Let rn denote the class of all strategies for Jl in the game K:): and let yn denote 

the class of all strategies for J2 in the game K:):. 

Note: In the game K:): a strategy only needs to be able to cope with n-constant 

controls whereas in the games E:): and H:): they have to cope with varying controls. 

Therefore we have 

(3.11) rn c rn and yn c yn. 

3.4.3 Value for the game IC: 

Since K:): is an alternate play game, by the same methods used to show that E:): 

and H:; have value, it can be seen that K:): has a value which we shall denote by 
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w;t where 

w: = inf sup P'K(E, II). 
fIET" EEf'n 

Note: We could similarly define a game I<:;; in which J1 plays first at each stage. 

Having noted that I<;; is actually the game H;; with the classes of controls 

restricted to n-constant controls for both players, we make the following remarks. 

Remarks 3.4.3 

(i) Just as we did in the game H;;, by using Definition 3.1:3 to define xK( s) for 

s t/:. Tn, we can extend xK to xK : [0,1] -+ Rd . 

From here onwards, when we refer to the function X~ we will mean the ex­

tended version so that X ~ (T) is defined for all T E * [0, 1]. 

(ii) By Proposition 3.1.2, in the nonstandard setting, for each fixed infinite N E 

*N, given a pair of N-constant controls, the resulting nonstandard solution X~ : 

*[0,1] -+ *Rd is S-continuous. 

(iii) By Proposition 3.1.5, for each fixed infinite N E *N, given a pair of N-constant 

controls Y E N*M1 and Z E N*M 2 the trajectory °X~(T) solves equation (3.3). 

(iv) For each fixed infinite N E *N , by the S-continuity of X~ the payoff in the 

game I<j{ satisfies 

(3.12) 

94 



The obvious question which arises from this is whether the limit of the values 

W: and W; as n ---? 00 exist. To show this Fleming used the Isaacs-Bellman 

equation (we will look at this in Chapter 5) , we however manage to show the 

existence of these limits without using the Isaacs-Bellman equation and without 

as many restrictions as imposed by Fleming - this forms the main content of the 

following chapters. 

We are keen to show that these limits exist since then, we are able to show that 

under certain circumstances the values V+ and V- are equal and so the game G 

has value in the sense of Friedman. 

Before we do this we give a brief summary on relaxed controls in the context 

of game theory (see section 1.2 for relaxed controls in control theory) since relaxed 

controls will be used in subsequent chapters. 

----- 000 -----
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Chapter 4 

Relaxed Controls 

Since the subsequent chapters involve relaxed controls, here, in this chapter, we 

give a brief summary of relaxed controls. Relaxed controls were first introduced 

into control theory in [37] (see Section 1.2) and into game theory in [11]. 

4.1 Relaxed play games 

We gave the definition of relaxed controls in section 1.2. 

Notation 4.1.1 

Let nn1 denote the class of all relaxed controls for J1 • Similarly, let nn2 denote 

the class of all relaxed controls for J2 • 

Similarly, we denote the class of all n-constant (see Definition (3.3.2) relaxed 

controls for J1 by nn1 and those for J2 by nn2• 

Note: Just as in Section 1.2, we note that nMi C nni for i = 1,2. 
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With this definition of relaxed controls, we need to extend the definitions of 

the functions f and h. The function f : I x ]Rd X A(Y) x A(Z) -+ ]Rd is defined by 

( 4.1) 

for i = 1,2,· .. ,d and the function h : I x ]Rd X A(Y) x A(Z) -+ ]R is defined by 

( 4.2) 

With the above definitions, it is easy to verify that the extended f and h will 

satisfy Lipschitz and continuity conditions of the same type as satisfied by the 

original f and h. 

Since A(Y) and A(Z) are compact metric spaces, all of the results in Chapters 

2 and 3 hold for relaxed controls. 

Notation 4.1.2 

There are four versions of the game G which can be considered. The original game 

where both players are using ordinary controls is denoted by G, the game where 

player J1 is allowed to use relaxed controls while J2 is still restricted to ordinary 

controls is denoted by G1 • Similarly, the game where J2 is allowed to use relaxed 

controls and J1 is restricted to ordinary controls is denoted by G2 and the game 

where both players J1 and J2 are allowed to 'use relaxed controls is denoted by 

G12 • 

All four of the games can be treated as in the preceding discussions. From here 

onwards a subscript 1, 2 or 12 denotes the fact that a quantity refers to the game 

G1 , G2 or G12 respectively. 

4.2 The game K: 1 , 

In this section we give a brief description of what we mean by the game I<:'1; it is 

actually the game I<;t with player J1 permitted to use relaxed controls of the form 

97 



above. We will then, in section 4.3, compare this game with the game iI: ( section 

3.3) . By comparing these two games we are then able to show that, under certain 

circumstances, a varying control can be replaced by a constant relaxed control, 

without changing the outcome of the game. 

Definition 4.2.1 (The game I<:'1) 

The game I<:'1 is actually the game I<;t except that now player J1 is allowed to 

use n-constant relaxed controls of the from 

(4.3) v : [0,1] -+ A(Y) 

i.e. J1 uses controls v E nR1 while J2 is still using n-constant ordinary controls, 

Z E nM 2 

I.e. J1 plays a control v(t) of the form 

v 4 

A(Y) 
V2 

v(t) 
V3 

VI 

to 

and J2 plays a control z(t) of the form 

z 4 

z Zl 
Z3 z(t) 

Z2 

Recall, from (3.9), the dynamics for the game I<:'1 are given by 

j 

x'k(tj) = x(O) + L ~nf(ti-1' x'k(ti-l), Vi, Zi) 
i=l 
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and the payoff is given by 
2" 

p[{(V, Z) = Lln L h(tj_I, XK(tj-l), Vj, Zj) + g(xK(l)) 
j=1 

2" t. t; 1'_1 h(ti-l' x[{(ti-d, v( t), z(t) )dt + g(xK(l)). 

where f and h are now the extended versions so that they' can cope with relaxed 

controls (see (4.1) ). 

Since A(Y) is a metric space we know the game has value. We denote the value 

of the game K:'1 by W:1. 

We now go on to compare this game to the game ir: (section 3.3). 

4.3 The game K:; 1 compared to the game if:; , 

Here we compare the two games K:'1 and h: and show that under certain circum­

stances a varying control can be replaced by a constant control without changing 

the outcome of the game. 

Elliott and Kalton ([10, page 41]) showed that, over each interval I j for 

j = 1,··· ,2n
, from a varying ordinary control y(t) for player JI, a constant relaxed 

control can be defined which has the same effect against a constant control for J2 • 

We give a more general result; we show that from a varying relaxed control v(t) 

for J1 we can define a constant relaxed control which has the same effect against 

a constant control for J2 as the original varying control. 

Lemma 4.3.1 

Given a varying control v E nR1 for J1, we can define an n-constant relaxed 

control v = (VI'· .. ,V2n) E nR1 by 

( 4.4) 
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for all continuous functions 'P : Y -+ Rd. Clearly iij E A(Y) for each j = 1,· .. ,2n. 

Proof: Since every compact metric space is a locally compact Hausdorff space, 

for each j = 1,· .. ,2n , given a control v( t) on the interval Ij, by defining a linear 

functional on C(Y) by 

for each 'P E C(Y), the result follows from the Riesz Representation Theorem (see 

[32, page 42]) i.e. 

o 

Clearly, Elliott and Kalton's result (given below) is a Corollary to ours: 

Corollary 4.3.2 (Elliott and Kalton ([10) page 41)} ) 

Given a varying control yEn M 1 for JI , we can define an n-constant relaxed 

control ii = (iiI'· .. ,ii2n) E nRI by 

(4.5) 

for all continuous functions 'P : Y -+ Rd. Clearly iij E A(Y) for eachj = 1,· .. ,2n. 

Proof: This follows directly from Lemma 4.3.1 since n M 1 C nni • 

o 

From Lemma 4.3.1 we obtain the following result. 

Proposition 4.3.3 

If in the game if:'I' J2 plays an n-constant control z = (ZI' ... ,Z2n) E n M 2 and 

JI responds with a varying control v E nni then JI could achieve the same result 
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by playing the relaxed n-constant control ii = (iiI, ... ,ii2n) E nftl where iij E nft~ 

is given by (4.4) for each j = 1, ... ,2n against J2 's control Z in the game K:'1 

i.e. for each j = 1,· .. ,2n, given a varying control v E nn{ over the interval n Ij 

there exists a constant relaxed control iij E nft{ acting on n I j such that given a 

constant control Zj E n M~ for J2 acting on n I j 

A(Y) 

tj-l 

v' J 

is exactly the same as 

A(Y) 

t· J 

t· J 

played against 

played against 

Z· J 

Z· J 

t· J 

t· J 

z 

z 

Proof: Since the dynamics equation for both of the games iI:'1 and K:'1 is the 

same we shall, for simplicity, just denote the trajectories by x in this proof. 

x( t;) = x( 0) + t, 1.'~, f(ti-I> x( ti-,), v( t), zi)dt 

j 

- x(O) + .L>~n ~ !(ti-l, X(ti~I)' y, zi)diii(y) 
i=1 y 

j 

x(O) + L Lln!(ti-b x(ti-d, iii, Zi). 
i=1 

Similarly, by (4.2) and (4.4), we have 

by (4.4) 

by (4.1) 

2n t. . 2n 

L 1 J h(tj-b X~(tj-l)' v(t), Zj)dt = L Llnh(tj-b X~(tj-l)' iij, Zj) 
j=1 tj-l j=1 

==> PH(V' z) = PK(ii, z). 

Thus J1 can e~actly duplicate the effect of any control function (even a varying 

control) in iI:'1 by a constant control function in K:'I. 

o 
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Note: From Proposition 4.3.3, for each j = 1,' .. ,2n , since n M 1 C nR1 , we could 

equally well replace a varying ordinary control y(t) for J1 over the interval I j by a 

constant relaxed control. With this in mind we obtain the following Corollary to 

Proposition 4.3.3 which we will use in Chapter 10. 

Corollary 4.3.4 

For any integer n, 

Proof: We have shown ( Proposition 4.3.3 ) that whatever J1 can achieve by using 

a control yEn M 1 in the game it: he can equally well achieve by using the n­

constant relaxed control 1/ E nnl as given by (4.5) in the game I<:'I' Note, this 

comes from the fact that n M 1 C nR1• Therefore, K;t is at least as favourable to 

J1 as if:. 

o 

Note: Similarly, by comparing the game I<:;;'2 against the game if; we could 

obtain 

----- 000 -----
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Chapter 5 

The game H~n , 

At this stage we have described the games I<t and their values W: but unlike for 

the games E: and H: it is not clear that these values actually tend to a limit. To 

show this Fleming found it necessary to solve the Isaacs-Bellman equation (details 

of which will be given later) and he also had to impose certain conditions on the 

functions j, 9 and h. We, trying to avoid having to do this, investigate what 

happens if we allow the constant governing the length of the intervals of time and 

the constant which governs the time points at which the dynamics are defined to 

be different in the game Ht. This gave us a new game of our own which we denote 

by H~,n. Using this new game we are able to show some of the same results as 

Fleming without using the Isaacs-Bellman equation or all of the restrictions on the 

functions. 

5.1 The game H~ n , 

Here we give details of our new game H~,n. 

Definition 5.1.1 (The game H~ n) , 

The game H~,n is played in exactly the same way as the game Ht i.e. the players 

play alternately on the intervals n Ij for j = 1,· .. ,2n with J2 selecting his control 
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at the ph stage before J1 selects his. 

The difference between the game H~,n and the game H: is that in the game 

H~ n the players are restricted in their choice of controls, and the dynamics are , 

defined at the time points t E T m (not Tn as in the game H:). 

5.1.1 Controls for the game H~ n , 

The class of controls for each player in the game H~ n is exactly the same as in , 

the game K: i.e. J1 uses n-constant controls yEn Nh and J2 uses n-constant 

controls zEn M 2 

i.e. J1 plays a control y(t) of the form 

y 4 

y Y2 y(t) 
Y3 

Yl 

and J2 plays a control z(t) of the form 

z 4 

z ZI 

Z3 z(t) 

- Z2 

to 

where Itj - tj-ll = Lln for j = 1,··· ,2n. 
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5.1.2 Dynamics and payoff for the game H~,n 

- - + Given a pair of n-constant controls, yEn Ml and zEn M 2, for the game Hm,n 

the dynamics equation is the same as for the game H~ and is given by 

(5.1) 

where tj = j6.m for j = 0,1,," , 2m. 

The payoff is given by 

2m 

(5.2) pj{(y, z) = 6.m I: h(tj_l' x~,n(tj_l), yj, Zj) + g(x~,n(l)) 
j=1 

where tj =j6.m for j = 0,1"" ,2m. 

5.1.3 Strategies for the game H~ n , 

A strategy for player J1 in the game H~,n is a collection of maps E = (E1 , .. , , E2n) 

where 

for j = 1,' .. , 2n 

while a strategy for player J2 is a member ZI E n M~ along with a collection of 

maps (IT2,'" , IT2n) where 

for J' = 2 .. , 2n , , 

i.e. Player J1-uses strategies E E rn and player J2 uses strategies IT E yn and so 

we see that the set of strategies for both players in the game H~,n is exactly the 

same as for the game ]{:t. 

5.1.4 Value for the game H~ n , 

The game H~ ~ has value which we shall denote by S~ n • This value is given by , , 

(5.3) S~,n = in! sup pj{(E, IT). 
nein I:etn 
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Notation 5.1.2 

In the game H+ ,we refer to m as the dynamics mesh, this denotes the fact m,n 

that the dynamics equation is defined at the time points t E Tm. We refer to n 

as the play mesh, since it denotes the fact that the players play alternately on 

intervals of length ~n using n-constant controls. 

5.2 Varying the dynamics and play mesh 

We now investigate what happens when we allow the dynamics mesh and/or the 

play mesh to vary. 

5.2.1 Varying the dynamics mesh 

Here we consider what happens if we keep the play mesh fixed but allow the 

dynamics mesh to vary i.e. fix n in the game H:);" n but allow m to vary. , 

Theorem 5.2.1 

For infinite N, ME *N 

for any constant L. 

Proof: By Proposition 3.1.7, when Nand M are both infinite and L is a constant 

P# (~, II) ~ pff (~, II) 

for each ~ E rL and II E yL and so, since the operations sup and inf preserve the 

infinite closeness (Lemmas D.1.l and D.1.2) we have 

inf sup P# (~, II) ~ inf sup pff (~, II) 
IIeiL EefL IIeiL EefL 
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when Nand M are both infinite i.e. we have 

S+ r-.J s+ M,L r-.J N,L 

when N, M E *N are infinite and L is a constant. 

o 

5.2.2 Varying the play mesh 

Here we consider what happens when we keep the dynamics mesh constant but 

allow the play mesh to vary. 

Theorem 5.2.2 

For infinite N, ME *N 

s+ < s+ M,N,l - M,M,l 

if N 2:: M. 

Proof: By the definition of St,M,l we have 

Vf. > 03II E yMV~ E I'M Pt/ (~, II) < St,M,l + f. 

i.e. Vf. > 0 

(5.4) 

where Zj E M * M~ and Vj E M *R{ for each j = 1" ., ,2M. Therefor~, 

where L is a constant, this works because we know, by Proposition 4.3.3, that if we 

have varying control v] vJ ... vt against a constant control Zj on the interval M Ij 

then we can replace the varying control by a constant control Vj on the interval 

M I j without changing the outcome of the game and then, we know that for all 

such Vj E M *Ri, there exists a Zj E M * M~ satisfying (5.4) which means 
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(Since for each j = 1" .. ,2M we can split Zj into ZJ, ZJ,' .. ,zt over the interval 

M I j where Zj acts on M+LI2L(j_l)+i for each j = 1,,,, ,2M and i = 1,'" ,2L. ) 

Therefore, for each t: > 0 we have 

:lII E yM+LV~ E i'M+L pM+L(~ II) < S+ + t: H , M,M,l 

===? :1II E yM+L sup pM+L(~ II) < S+ + t: H ,- M,M,l 
Eef'M+L 

===? i_nf sup pf!+L(~, II) ~ Sk,M,l'+ t: 
TIeiM+L Eef'M+L 

===? St,(M+L),l ~ Sk,M,l 

l.e. 

S+ < S+ M,N,l - M,M,l 

when N'2. M. 

o 

Remarks 5.2.3 

The same argument shows in fact that 

for N '2. M a~d hence, 

when L '2. N '2. M. 

S+< S+ M,(N+l),l - M,N,l 

S+ < S+ M,L,l - M,N,l 

5.3 The game H;; n compared to the game K;t , 

If we consider what happens when we make the play mesh and dynamics mesh 

equal in the game H~,n i.e. if we look at the game H::'n then we see that this is in 
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fact exactly the same as the game K:;. We can now go on to use Theorems 5.2.1 

and 5.2.2 to show that the limit of the values W:12 as n ---+ 00 exists. , 

Theorem 5.3.1 

Given N, M E *N infinite, 

W+ > W+ 
M,l rv N,l 

if N 2: M. 

Proof: For an infinite N, by Theorems 5.2.1 and 5.2.2, we have 

W+ - s+ > s+ '" s+ - W+ M,l - M,M,l - M,N,l '" N,N,l - N,l 

when N 2: M i.e. 

W+ > W+ 
M,l rv N,l 

when Nand M both infinite and N 2: M. 

o 

We are now in a position where we can show the existence of the limits of the 

values W;l and W;12 as n ---+ 00 exist. 

Theorem 5.4.1 

The values W;l of the games K:'l tend to a limit denoted by wi i.e. the limit 

lim W+ = w+ 
n ..... oo n,l 1 

exists. 

Proof: Let 1 - inf{ °W~,l : N infinite }. Then given any E > 0 :3 infinite M E *N 

such that 

l<OW+ <l+E - M,l 
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and we know, by Theorem 5.3.1, that for any N 2: M 

I < °W+ < 0 W+ < I + t: - N,l - M,l 

i.e. for all N 2: M we have 

I - t: < WAt,1 < 1+ t: 

so by transfer we have 

V(t: > O):JmV(n 2: m)IW:I -II < t: 

I.e. 

as n -+ 00. 

o 

Corollary 5.4.2 

The values W:12 of the games I<:'12 tend to a limit denoted by WIt i.e. the limit 

exists. 

Proof: By considering the game G12 , this follows directly from Theorem 5.4.1. 

o 

Note: By considering the games I<;;'2 and I<;;'12 we can, by analogous methods 

to those used above, show the existence of the limits of the values Wn~2 and Wn~12 

as n -+ 00 i.e. we can also show (without using the Isaacs-Bellman equation as 

Fleming found necessary) that 

and lim W:12 = Wi; 
n-+oo ' 

exist. 
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Remarks 5.4.3 

At this stage we have the existence of the limits WIt WI+, Wi; and W2- without 

using the Isaacs-Bellman equation which Fleming found necessary and we have 

only assumed one of the five conditions on the functions j, 9 and h that Fleming 

required. For details of the Isaacs-Bellman equation and Fleming's conditions, 

see section 6.2. We have, at this stage, only assumed Fleming's condition (F1) -

however this method fails to provide us with the existence of the remaining values 

Wi, WI- and the ones we require most of all, W+ and W-. 

We therefore go on to give another method, using the ideas of Fleming (still not 
• 

using the Isaacs-Bellman equation or assuming as many restrictions as he found 

necessary), which when combined with the above results provides the existence of 

the remaining limits and also provides a way of showing that some of these limits 

are in fact equal. 

----- 000 -----
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Chapter 6 

The Isaacs-Bellman equation 

In this chapter we give a method which provides the existence of the remaining 

limits W+(W2+) and W- (W1-). This method also provides a way of showing that 

some of these values are in fact equal, it is based on the game K;t(tj, 0, as used 

by Fleming, and an adaption of this game which we shall denote by K;t>.(tj,O. , 

We first give details of the game K;t(tj, 0 and then a brief summary of the 

work done by Fleming using the Isaacs-Bellman equation. We then go on to give 

details of the new game K:'>.(tj, 0 and use this new game to show, still without 

the Isaacs-Bellman equation, the existence of the limits W+ and W-. To do this 

we have to impose some of the restrictions on the functions that Fleming found 

necessary but not all of them. 

6.1 The game K:t(tj, () 

Here we give details of the game K;t(tj, 0 which appears in [10]. 

Definition 6.1.1 (The game K;t(tj, (» 

The game K;t(tj, 0 is the same as the game K;t except that in the game K;t(tj, 0 
the play begins at time tj = jD..n with initial value x(tj) = (. 
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6.1.1 Controls for the game }(;(tj,() 

After a complete play of the game K;t(tj, () player J1 will have a selected a se­

quence Y = (Yj+1,'" ,Y2n ) where for each i = (j + 1)"" ,2n the control Yi E n Mi 
i.e. Yi is a constant function on the interval n h Similarly, J2 will have selected 

a sequence Z = (zj+I,'" ,Z2n) where for each i =. (j + 1),,,, ,2n the control 

Zi E nM~. 

6.1.2 Dynamics and payoff for the game }(;(tj, () 

Since it is clear that here we are working in the game K;t (tj, () with n fixed, we 

drop our usual notation xK etc ... to make the necessary notation less cumbersome. 

In the game K;;(tj, () we denote the trajectory corresponding to a pair of controls 

Y = (Yj+I,'" ,Y2n) and Z = (zj+I,'" ,Z2n) by x} where 

x;(tj) , 

(6.1) X}(ti) - x;(ti-d + L:l.nf(ti-I, x;(ti-d, Yi, Zi). 

Remarks 6.1.2 

We see that the trajectory X;~l is such that 

where 

The payoff in K;t(tj, () corresponding to such a pair of controls is given by 

2n 

(6.2) p;(zj+I,Yj+I,'" ,Z2n,Y2n) =g(x;(1)) + L b.nh(ti-1,X;(ti-1),Yi,ZJ 
i=j+1 

Note: The payoff for the game K;;(t2n, () isjust given by 
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The game K;t(tj, () has value denoted by W:(tj, () where 

(6.3) 

W:(tj, () = mi~. ma:l5...· mill n ma~ n P)(Zj+b Yj+b'" ,Z2n, Y2n). 
Zj+l E nM~+l Yj+l E nMi+l Z2n E nM~ Y2n E nM~ 

Note: For the game K;t(t2n, () the value is just given by 

Lemma 6.1.3 

For j = 0,1,'" ,(2n - 1), the value Wn+(tj, () can be expressed in the following 

way 

(6.4) 

where 

(6.5) 

and 

(6.6) 

Proof: For j = 2n by (6.3) we have 

Now consider the game K;t(tj, () for some j where 0 ~ j ~ (2n - 1), the controls 
- '+1 - '+1 - -

Zj+1 E n Mt , Yj+1 E n Mi ,"', Z2n E n Mr and Y2n E n Mr are still to be 

chosen and we know by (6.3) that 

minmax min max ... min max{p) (Zj+b Yi+b'" ,Z2n, Y2n)} 
Zj+l Yj+l Zj+2 Yj+2 Z2n Y2 n 

2n 

min max min max ... minmax{g(x;(1)) + L: t::..nh(ti-1' X;(ti-1), Yi, Zi)} 
Zj+l YJ+l Zj+2 Yj+2 Z2n , Y2n , '+1 

. 1=; 

(by (6.2) ) 
2n 

- min max{min max ... minmax{g(x;(1)) + L: t::..nh(ti-b X;(ti-1), Yi, Zi)} 
Zj+l Yj+l Zj+2 YJ+2 Z2n Y2n i=j+2 

+t::..nh(tj, (, Yj+1, Zj+1)} 

114 



then by Remarks 6.1.2 we see that this is the same as 

2n 

minmax{minmax· .. minmax{g(x;~1(1)) + L ~nh(ti-l' X;~l(ti-l)' Yi, Zi)} 
Zi+l Yi+l Zi+2 YH2 Z2n Y2 n i=j+2 

+~nh(tj, (, Yj+1, Zj+1)} 

where (' = x;(tj+d i.e. (' = (+ ~nf(tj,(,Yj+1,Zj+l) by (6.1) 

(by (6.2) ) 

by (6.3). 

This can simply be written as 

where 

(' = ( + ~nf(tj, (, y, z). 

So we have shown that (6.7) holds for all j = 0, 1, ... ,(2n - 1). 

D 

Note: If we take the game J{;t(0, 0) this is exactly the same as the game J{;t as 

described in Chapter 3 i.e. 

for all t E Tn 

and 
.' 

for all n-constant controls Y and Z 

and so 

W;(O,O) = W;. 

6.2 The Isaacs-Bellman equation 

Considering games of this kind led Isaacs to derive heuristically the Isaacs-Bellman 

differential equation for the upper value R( t, () of the game G, subject to the initial 
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condition x(t) = ( and with payoff given by 

(6.7) p(y,z) = 11 h(s,x(s),y(s),z(s))ds + g(x(I)). 

Note: The value R is in fact the value W+ but we don't have the existence of 

this yet. 

The Isaacs-Bellman equation is the following partial differential equation 

(6.8) 

where 

F+(t, (,p) 

(6.9) 

aR +( ) at + F t, (, V R = 0 

d 

- minmax{LPdi(t, (, y, z) + h(t, (, y, z)} 
zEZ yEY i=l 

- minmax{p.J + h} 
zEZ yEY 

However, there are no theorems guaranteeing the existence or uniqueness of 

solutions to (6.8). Fleming developed an approach ([14], [15], [16]) to avoid this 

difficulty and produce a reasonable solution to (6.8). To do this he had to impose 

certain restrictions, (Fl )-(F5) which are as follows 

(Fl) For tEl, XI, X2 E lRd
, Y E Y and z E Z 

(Note, we already assume this.) 

(F2) For tEl, XI, X2 E lRd
, Y E Y andz E Z 

(F4) For t l , t2 E I, X E lRd, Y E Y and z E Z there exists a constant A > 0 such 

that 

116 



(F5) The function 9 is twice continuously differentiable and its derivatives 

and 

each satisfy Lipschitz conditions in x. 

Games satisfying these conditions (F1)-(F5) are said to be of type F. 

For games of type F Fleming considered the parabolic equation 

(6.10) ~2 V 2 R + ~~ + F+ (t, (, V R) = 0 

subject to R(1,() = g((). 

Quoting the results of Friedman ([19]) or Oleinik and Kruzhkov ([29]), he ob­

serves that this equation has a unique solution, Wj(t, () for A > 0, and that wj 

is continuously differentiable in t and twice continuously differentiable in the space 

variable x. Furthermore, Wj and its derivatives 8~l ' a:;r and ~;;t each satisfy 

Holder conditions of the form 

11/;(t, () -1/;(t', (')1 ~ Q'[lt - t'lt + Ix - x'I]· 

For A > 0 and 8 = 2-n with n an integer, Fleming considers a stochastic difference 

equation related to (6.4) 

(6.11) 

where 

(6.12) 

Here (1]0,' " ,1]2n -t) is a sequence of normalised mutually independent Gaussian 

random variables (and E denotes the expectation). W:A is determined for tj = , 

j~n, j = 0,1" .. ,2n by the boundary condition 

(6.13) 
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Using this difference equation Fleming obtains the following Theorems (see [16]) . 

Theorem A 

lim W;>.(t, () = W,\'"(t, () 
n-+oo ' 

for A > 0 and dyadically rational t, uniformly on compacta. 

Theorem B 

uniformly in n for each dyadically rational t, and n such that t = p2-n with p an 

integer. 

From these he deduces: 

Theorem C 

lim W,\'"(t, () = lim W:(t, () >.--.0 n--.oo 

for dyadic ally rational t. 

In particular, 

W+ = lim W+. 
n-+oo n 

It can also be deduced that 

lim W,\'"(t, () = W+(t, () 
>.--.0 

exists for all tEl and all ( E lR. d. 

Fleming shows that the function W+ is a generalised solution of the Isaacs­

Bellman equation (6.11), this is known as the Fleming solution of the Isaacs­

Bellman equation. 

Elliott and Kalton ([10]) observed that the Fleming solution depends only on 

the function F+(t,(,p) (see (6.12)) (and the boundary condition g(()). 

The same analysis can be applied to the values W; of the games I<;; and the 

existence of the limit 

W- = lim W-
n--.oo n 

118 



can be deduced, where W- = W-(O, 0) and the function W-(t, () is the Fleming 

solution of the equation 

where 

(6.14) 

d 

maxmin{:Lpdi(t, (, y, z) + h(t, (, y, z)} 
yEY zEZ i=l 

maxmin{p.f + h} 
yEY zEZ 

for p = (Pi) E ]Rd, ( E ]Rd and tEl. Again, R must also satisfy the boundary 

condition 

R(l, () = g((). 

Definition 6.2.1 

The game G is said to satisfy the Isaacs condition if for each t E [0,1], ( E ]Rd and 

p E ]Rd the following holds 

(6.15) 

where F+ and F- are given by (g) and (h) 

Elliott and Kalton ([10]) go on to use the work done by Fleming ~to show that 

if G is of type F and satisfies the Isaacs condition then W+ = W-. 

(For more details on this see [10]). 

We however, avoid the Isaacs-Bellman equation completely; we simply define a 

game which has (6.14) as its value and then show, using this new game, that the 

values W: of the games 1(: tend to a limit as n ~ 00. Our method also requires 

fewer restrictions on the functions j, g and h. 

We now give details of this game. 
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We are still trying to show that the limits W+ and W- exist. We want to avoid 

using the Isaacs-Bellman equation - to do this we develop a game, I<t,>. (t j, (), 

whose value is given by equation (6.14). We then compare I<:'>. (tj, () to the 

original game I<;t(tj, (). 

First we give some notation which we will use in the definition of the game 

I<t,>.(tj, (). 

Notation 6.3.1 

Given a collection ("lo,'" '''l2n-d of normalised mutually independent Gaussian 

random variables, we denote the expectation with respect to the single variable "lj 

by 

E· J 

and we denote the expectation with respect to the variables "lj,' •• ,"l2n-1 (i.e. "lj 

upwards) by 

Definition 6.3.2 (The game I<t,>. (tj, (» 

The game I<t,>.(tj, () is played in exactly the same way as the game I<;t(tj, () 
- ~ 

i.e. play starts at time tj = jD.n with initial value x(tj) = (. Play continues 

alternately with J2 playing first at each stage. 

Player J1 plays a sequence Y = (Yj+1,'" ,Y2n) where Yi E n Mf for each 

i = (j + 1)" .. ,2n. Similarly, J2 plays a sequence Z = (Zj+1,'" ,Z2n) where 

Zi E n M ~ for each i = (j + 1), . .. ,2n. 
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6.3.1 Dynamics and payoff for the game 1(:').. (tj , () 

The difference between the game K:'>.(tj,O and the game K;t(tj,O is that in the 

game K:'>. (tj, 0 the dynamics are given by 

x},>. (tj) - ( 

(6.16) X},>.(ti) 

wh~re ('1]0,' .. , '1]2n -l) is a sequence of normalised mutually independent Gaussian 

random variables. 

Note: As for the game K;t(tj, 0 we have dropped the usuai notation of xl<: etc ... 

Remarks 6.3.3 

The trajectory X}~l,>. is such that 

for all i ~ (j + 1) 

where 

The payoff in K;t >. (t j, 0 is given by , 

2n 

p},>.(Zj+l,Yj+1,··· ,Z2n ,Y2n ) = JEj [g(x},;(1)) + L ~nh(ti-I,XJ,>.(ti-l)'Yi,Zi)] 
i=j+1 

Note: For the game K:'>. (t2n, 0 the payoff is just given by 

(6.17) 

W:'>.(tj,O = mi~. 1 ma~. 1'" mi~ n ma~ Jp;,>.(Zj+l,Yj+l,"· ,Z2n ,Y2n )} 
zi+lEnM~+ Yi+1EnMi+ z2nEnM~ Y2nEnM~ 

Note: For the game K:'>. (t2n, 0 the value is just given by 
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Lemma 6.3.4 

For j = 0,1"" ,(2n - 1), the value W:'>.(tj, () can be expressed in the following 

way 

(6.18) 

where 

,. 

(6.19) 

and 

(6.20) 

Proof: For j = 2n by (6.20) we have 

Now consider the game K: >. (t j, x) for some j ,where 0 $ j $ (2n - 1) , the controls , 
n - j+l n - j+l - -Zj+l E M2 ,Yj+1 E Ml ,"', Z2n E n Mr and Y2n E n Mr are still to be 

chosen and so by (6.17) we have 

=min max min max· .. min max{PJ~ >. (zj+I, Yj+I, ... ,Z2n, Y2n)} 
Zj+1 Yj+1 Zj+2 Yj+2 Z2 n Y2 n ' . 

2n 

=minmaxminmax··· minmax{Ej [g(xJ~ >.(1))+ " 6.n h(ti-l' xJ~ >.(ti-d, Yi, Zi)]} 
Z·+l Y·+1 Z·+2 Y+2 Z2 n Y2 n ' ,~ , ) ) ) ) '=J+l 

- 2n 

=min max{min max .. , minmax{Ej [g(x; >.(1))+ L 6.n h(ti-b x; >.(ti-l), Yi, Zi)]} 
Zj+1 Yj+1 Zj+2 YJ+2 Z2 n Y2 n ' , '+2 ' 

'=J 
+6.n h(tj, (, Yj+l, Zj+1)} 

2n 

=minmax{Ej [min max ... minmax{Ej+l [g(xJ" >.(1)) + L 6.n h(ti-l' xJ~ >.(ti- 1), Yi, Zi)]} 
Zj+1 Yj+1 Zj+2 Yj+2 Z2 n Y2 n " , ' 

'=J+2 
+6.n h(tj, (, Yj+I, Zj+l)]} 

which by Remarks 6.3.3 we see is the same as 
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where (' = x],>.(tj+d i.e. (' = (+ D.n!(tj,(,YjH,ZjH) + .\(D.n)hlj 

=minmax{Ej [min max '" minmax{p]~l >.(Zj+2, Yj+2,' .. ,Z2n, Y2 n )} 
Zj+l YJ+l Zj+2 Yj+2 Z2 n Y2fi ' 

+D.nh(tj, (, Yj+t, ZjH)]} 

=minmax{Ej [W;(tj+b (') + D.nh(tj, (, YjH, ZjH)]} 
ZJ+l Yj+l 

(by (6.17) ). 

This can simply be written as 

where 

So we have shown that (6.18) holds for all j = 0,1" .. ,(2n 
- 1). 

o 

Now, just as we noted that the game K,t(O, 0) is actually the game I<,t, using 

the above game, K;t >. (tj, (), we can define a game K;t >. = K;t >. (0,0) as follows. , , , 

6.4 The game K:.\ , 

Definition 6.4.1 (The game K:'>.) 

Given a pair of controls Y = (Yl,'" ,Y2n) E n Ml and Z = (zt, .. · ,Z2n) E n M2 

the corresponding trajectory is given by 

X[(,>.(to) 

(6.21) x~,>.(tj) 

X(O) 

x~,>.(tj-l) + D.n!(tj-l, x~,>.(tj-l)' Yj, Zj) + .\(D.n)!7]j-l 

where 7]0, ... ,7]2n -l is a sequence of normalised mutually independent Gaussian 

random variables. 

Note: For thfs game we have gone back to our original notation for the dynamics 

and payoff - this is because later we shall be comparing this game with the game 

K,t. 

123 



The payoff corresponding to such a pair of controls is given by 

2" 

(6.22) P'K,>.(Y, Z) = IEo[g(x'K,>.(l)) + Lln L h(tj_t, x'K,>.(tj-t), Yj, Zj)]. 
j=1 

Note: The sets of strategies for both players in the game K:'>. are exactly the 

same as for the game K;t i.e. J1 uses strategies ~ E rn and J2 uses strategies 

II E tn . 

. The game K:'>. has value which we denote by W:'>. given by 

by considering strategies we see that this is equivalent to 

(6.23) W:'>. = inf sup p'K,>. (~, II). 
nei" I:etn 

o 

Note: Similarly, we could define a game K;;,>. in which J1 plays first at each stage, 

this game has value denote by W~>.. 

6.4.1 The dynamics for the game }(: A , 

If we go back to the dynamics for the game K;t >. we see that , 

. j j 

x'K,>.(tj) = x(O) + L Lln!(ti-t, x'K,>.(ti-t) , Yi, Zi) + A L(Lln)}"li-l' 
i=1 i=1 

Now we change the notation. For each j = 0"" ,(2n - 1) let 

(6.24) 

then we see that this gives 

j j 

x'K,>.(tj) = x(O) + L Lln!(ti-l, x'K,>.(ti-l), Yi, Zi) + A L LlB(ti_l) 
i=1 i=1 

and if we let 

j 

(6.25) B(w, tj) = L LlB(ti_l) with B(w,O) = 0 
i=1 
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then, for each B(w, tj) is defined for j = 0,1,'" ,2n and we have 
j 

(6.26) XK,).. = x(O) + I: tlnf(ti-l, XK,)..(ti-l) , Yi, Zi) + >"B(w, tj). 
i=l 

Now, using the information on the Gaussian distribution given in Appendix A and 

the fact that 

(6.27) r/j rv N(O, 1) 

for each j = 0, 1, . .. ,( 2n - 1) we get the following results: 

Lemma 6.4.2 

(i) tlB(tj) rv N(O, tln) for all j = 0,1" .. ,(2n - 1). 

(ii) B(w, tj) rv N(O, tj) for all j = 0,1"" ,2n and each fixed w. 

(iii) JE[B(w, 21n )4] = 2~n for each fixed w 

Proof (i): Fix j and w. 

- JE[((tln )h7j )2] by (6.24) 

- tlnJE[TJ}j 

- tln by (6.27). 

Proof (ii): Fix j and w. 

. j j 

JE[B(w, tj)] = JE[I: tlB(ti_l)] = I: JE[tlB(ti_l)] = ° 
i=l i=l 

var[B(w, tj)] = ~{=l var[tlB(ti_l)] = jtln = tj 

Proof (iii): Fix w. 

by (i) 

by (6.25). 

- lE[(tlB(tO))4] by (6.25) since 21n = tl 

- lE[ (( tln) t TJO)4] by (6.24) 

- (tln )2lE[TJci] 

- 3(tln)2 by (A.5) 
3 

- 22n smce 

o 
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We now give, for completeness, a result which can be found in [7] and [9] and 

is essentially Anderson's construction of Brownian motion ([2]). 

Proposition 6.4.3 

For each infinite N E *N, B(w,.) is S-continuous for a.a. w with respect to the 

Loeb measure. 

Proof: Let 

nm,n = {w : 3i : 0 ~ i ~ 2(m-l)3t E [2~' i ~ 1] : /B(w, 2~) - B(w, t)/ ~ ~}, 

then B(w,.) is S-continuous {:} Vn3m(w E n~ n)' Therefore to show that B(w,.) , 

is S-continuous for a.a. w with respect to the Loeb measure, we have to show that 

l.e. 

This is equivalent to showing that 

as m -+ 00. 

2m-l i i + 1 i 1 
< t; Jl( {w : 3t E [ 2m' ~] : / B (w, 2m) - B (w, t) / ~ ;;:}) 

1 1 
2mJl({w: 3t E [0, 2m]: /B(w,~) - B(w,t)/ ~ ;;:}) 

·11 
< 2 X 2mJl({w: /B(w, 2m)/ ~ ;;:}) 

- 2m+lJl({w:/B(w'2~)2/~ ~}) 
< 2m+1n4JE(B(w, 2~ )4) by Chebychev's inequality (see (A.6) ) 

2m+1n4~ 
22m 

6n4 

- --+0 
2m 

by Lemma 6.4.2 (iii) 

as m -+ 00. 

Therefore B(w,.) is S-continuous for a.a. w. 

o 

The above Proposition give us the following result. 
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Corollary 6.4.4 

If A ~ 0 then for a.a. w, AB(w, tj) ~ 0 for all tj where j = 0,1,'" ,2N where 

N E *N\N. 

o 

Proposition 6.4.5 

For each fixed infinite N E *N, given a pair of N-constant controls YEN * Ml 

and ZEN * M2 for each initial state, x(O), the trajectory 'X:,A : TN ~ *Rd is 

S-continuous for a.a w. 

o 

IX:,A(tj) - Xf,A(tk)1 
j 

- Ix(O) + ~n L * !(ti-l, X~'A(ti-l)' ti, Zi) + AB(w, tj) 
i=l 

k 

-x(O) - ~n L * !(ti-b X~,A(ti-d, ti, Zi) - AB(w, tk)1 
i=l 

j 

< ~n L 1* !(ti-l, X~,A(ti-l)' ti, Zi)1 + IAB(w, tj) - AB(w, tk)1 

< R(tj - tk) + AIB(w, tj) - B(w, tk)1 

~ R(tj - tk) 

~ 0 

by (2.5) 

by Proposition 6.4.3 

We would like to be able to define X f A ( a) for a 1:. TN therefore we make the , 

following definition. 

Definition 6.4.6 

The function XK,A is extended so that XK,A : [0, 1] ~ Rd with the following defini­

tion. 
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S t· J 

i.e. if S E]tj-b tj] then XK,).(S) is given by 

Remarks 6.4.7 

(i) In the nonstandard setting with the above definition of X~,>.(T) for T ~ TN, we 

see that if N E *N is infinite then we have a function X:). : *[0,1] -+ *JRd which , 

is S-continuous a.s. 

From here onwards when we refer to the function X:,). we will mean the extended 

version X:,). : *[0,1] -+ *JRd i.e. X:,). is defined for all T E *[0,1]. 

Proposition 6.4.8 

For a fixed infinite N E *N, given a pair of N-controls YEN * Ml and ZEN * M2 
then if ,\ ~ ° then for a.a. w, oX:'). is a solution to equation (3.3). 
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Proof: For a.a. w, for r E]tj-I, tj] 

o xII,>. (r) = 0 xII,>. (tj) 

(since X~ >. is S-continuous) , 
j 

O(x(O) + L1n L * f(ti-l, XII,>.(ti-l), Yi, Zi) + >-'B(w, tj)) 
i=l 

j t· -

O(x(O) + t; l~l * f(ti-I, XfI,>.(ti-d, Yi, Zi))da + >-'B(w, tj)) 

O(x(O) + loT *f(a,xfI,>.(a),Y(a),Z(a))da+ >-'B(w,tj)) 

(by S-continuity of X~,>. and continuity of f) 

x(O) + r f( °a, 0 xII >.(a), °Y(a), 0 Z(a))daL + O(>-.B(w, tj)) 10 ' 
x(O) + r f( 0 a, 0 xfI >. (a), °Y( a), 0 Z( a) )daL 10 ' 

(by Corollary 6.4.4 ) 

and so we see that 0 X~,>. solves (3.3) when N E *N is infinite and >-. ~ o. 

o 

6.5 Comparing the games K-:; and K-:; >-. , 

We now show that in the nonstandard setting, for a fixed pair of N-constant con­

trols where N is infinite, the trajectories in the games Kt- and Kt- >. are infinitely , 

close when >-. is infini tesimal. 

Theorem 6.5.1 

For a fixed pair of N-constant controls YEN * Ml and ZEN * M2 if N is infinite 

and >-. ~ 0, the trajectories X ~ (r) and X f.>. (r) are close in the sense of the uniform 

topology i.e. for a.a. w 

sup' IXfI(r) - xfI,>.(r) I ~ O. 
TE ·[0,1) 

Proof: By Remarks 3.4.2 (iii) we know that if N E *N is infinite then °X~(r) 

solves equation (3.3) and by Proposition 6.4.8 we know that if N E *N is infinite 
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and), ~ 0 then °Xf,>.(r) also solves equation (3.3) for a.a. w. Now, it was shown 

in Proposition 3.2.3 that (3.3) has a unique solution and so, for a.a. w 

for all r E *[0,1]. 

o 

We have shown that when N E *,N is infinite and ). ~ 0, the trajectories in 

the two games Kt, >. and Kt, are infinitely close. We now show that if N E *,N is , . 

infinite and ). ~ 0 then the payoffs in the two games are also infinitely close. 

Proposition 6.5.2 

Given an infinite N, for each fixed pair of N-constant controls YEN * M1 and 

ZE N*M2 

Pf,>. (Y, Z) ~ pff (Y, Z) 

if N is infinite and ). ~ O. 

Proof: Fix the controls and fix ). ~ 0 then we have the following 

2N it. N A,,)* N * N PK,>.(Y, Z) = lEo[L..,. h(tj-1,XK,>.(tj-1), lj, Zj)da + g(XK,>.(1))] 
j=l tj-l 

~ Eo[lo1 *h(a, X:,>. (a), Y(a), Z(a))da + *g(X:,>.(1))] 

10
1 

*h(a,Xfj(a),Y(a),Z(a))da+ *g(Xfj(1)) 

(by Theorem 6.5.1 and continuity of h and g) 

~ pff(Y,Z) (by Remarks 3.4.2 (v) ). 

o 

U sing the above we go on to show that the values of the games Kj; and Kj;,>. 

are infinitely close when N E *,N is infinite and ). ~ o. 

Theorem 6.5.3 

For a fixed infinite N E *,N, 

W + '" w+ N>'''' N , 
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for all A > 0, A ~ o. 

Proof: Fix N E *N infinite and A ~ 0, A > o. 

wt = inJ sup PI! (E, IT) 
fIETN I:Ef'N 

wt,>. = inJ sup Pf!.>. (E, IT) 
fIETN I:Ef'N . 

By Proposition 6.5.2 

PI! (E, IT) ~ Pf!.>. (E, IT) 

for all E E tN and IT E TN. Therefore, since the operations sup and inf preserve 

the infinite closeness (Lemmas D.l.I and D.l.2) the result follows. 

o 

Similarly, by comparing the nonstandard versions of the games K;; and K;:').. , 

it can be seen that 

for all infinite N E *N and all A > 0, A ~ o. 

o 

----- 000 -----
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Chapter 7 

Lipschitz conditions and w;t,\ (tj, () 
. .., 

7.1 The Lipschitz condition in ( 

In this chapter we show that the values W:'>. and W~>. satisfy a uniform Lipschitz 

condition in x. To do this we have to place further constraints on our functions, 

namely Flemings conditions (Fl)-(F3) but still find it unnecessary to assume the 

remaining two conditions, (F4) and (F5). 

Proposition 7.1.1 

If G satisfies Fleming's conditions (Fl )-(F3) then for all j = 0,1,'" ,2n there 

exists a constant Cj such that 

(7.1) 

Proof: Fix an integer n and fix A > O. 

Consider j = 2n 

where Q is the Lipschitz constant on g, so here we use Fleming's condition (F3). 

Therefore if we let C2n = Q then (7.1) holds when j = 2n. 
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Now assume (7.1) holds when j = (i + 1) i.e. 

(7.2) 

whenever (1, (2 E JRd. We show assuming (7.2) that (7.1) holds when j = i. 

Now recall, from Lemma 6.3.4 

where 

and 

For each fixed y E Y and z E Z consider the following 

- lEdW:'>.(ti+1, (2+~nf(ti' (2, y, z)+(~n) b\rli)+~nh(ti' (2, y, z)] 1 

< I~ [W:'>.(ti+1, (l+~nf(ti' (1, y, z )+(~n)t A1]i)] 

-~[W:'>.(ti+1, (2+~nf(ti' (2, y, Z)+(~n)t A1]i)]+~nlh(ti' (1, y, z)-h(tj, (2, y, z)1 

< lEdIW7~\(ti+1, (l+~nf(ti, (1, y, z )+(~n)t A1]i) 
I 

- W:'>.(ti+1, (2+~nf(ti' (2, y, z )+(~n) t.A1]i)I]+~nlh(ti' (1, y, z )-h(tj, (2, y, z)1 

< Cj+1l(l +~nf(ti, (1, y, z) - (2 - ~nf(ti' (2, y, z)1 + ~nDI(l - (21 

by the assumption (7.2), where D is the Lipschitz constant on h, so We have used 

Fleming's condition (F2). This gives us 

< ci+1(I(l - (21 + ~nKl(l - (21) + ~nDI(l - (21 

< (Ci+1(1 + ~nK) + ~nD)I(l - (21 

- cil(l - (21 

where 

by (2.4) 

Cj = Ci+1(1 + ~nK) + ~nD 

and C2n - Q 

133 



I\, is the Lipschitz constant for /, so we have used Fleming's condition (F1) , Q is 

the Lipschitz constant for g and D is the Lipschitz constant for h. 

Now, by Lemma C.l.I and the above, we have 

/ min max{~ [W: >. (ti+1' (1+!J.n/( ti, (I, y, z )+( !J.n) t)'1]i)+!J.n h( ti, (1, y, z)]} 
zEZ yEY , . 

- min max{~ [W: >. (ti+1, (2+!J.n/( ti, (2, y; z )+( !J.n) ~ A1]i )+!J.nh( ti, (2, y, z)] / 
zEZ yEY , 

< Cil(1 - (2/ 

i.e. by Lemma 6.3.4 we see that this is the same as 

therefore equation (7.1) holds when j = i. 

Hence equation (7.1) holds for all j = 0,1"" ,2n by induction. 

Note: To get to this result we have only used Fleming's conditions (F1)-(F3) and 

not (F4) or (F5). 

o 

Note: Similarly, by considering the game K:;:'>. it can be seen that for each 

j = 0, 1, ... ,2n there exists a constant Cj such that 

(7.3) 

Similarly, this result only requires Fleming's conditions (FI )-(F3). 

o 

We now show that in the nonstandard setting, if N E *N is infinite then we 

actually have a uniform Lipschitz condition in (. 
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Theorem 7.1.2 

If G satisfies conditions (FI)-(F3) then, for each fixed infinite N E *N, there exists 

a finite constant c such that 

Proof: By Theorem 7.1.1 we have 

for each j = 0,1" .. ,2N where 

for i = 0,1"" ,(2n -1) 

and Q 

where K, Q and D are the Lipschitz constants on j, 9 and h respectively as in 

Fleming's conditions (FI)-(F3). 

Now, we consider a function defined by 

0(0) - Q 

O(t+~N) - O(t)+(O(t)K+D)~N 

Note, 0(0) >- 0 which implies O(t) increases with t. 

O(t)K + D 

Therefore we have 

D 
- O(t)K + 0(0) 0(0) 

D 
< O(t)K + 0(0) O(t) 

- EO(t) where E = (K + ~) is a constant. 

O(t + ~N) < O(t) + EO(t)~N 
(1 + E~N )O(t) 
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and so 

O(tj) < (1 + E~N )jO(O) 
1 . 

(1 + "'7Ej~N)JO(O) 
J 
1 . 

(1 + "'7Etj)JO(O) 
J . 

~ O(O)eEtj 

for all j = 0,1" .. ,2N. So 

where c = QeE • 

Thus there exists a c such that 

(7.4) Cj 5 C < 00 for all j = 0,1"" ,2N. 

Therefore by (7.4) and Proposition 7.1.1 we have the required result. 

o 

Note: Similarly, by considering the game J{'N oX with N E *N infinite, it can be , 

seen that there exists a constant C such that 

--------000--------
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Chapter 8 

The existence of the values W+ 

and W-

In this chapter we show that the value W+ exists and that W+ = wt and similarly 

W- exists and W- = W2-. 

To do this we consider the game K:'>. with one player using relaxed controls 

and compare this to when both players are using ordinary controls. Therefore we 

give details of this first and then go on to show the existence of W+ and W-. 

The game K:'>.,1 (t j, () is played in exactly the same way as the game K:'>. (t j, () 

except that now player J1 is allowed to use relaxed controls while J2 is still re­

stricted to the ordinary controls. 

Theorem 8.1.1 

If G satisfies (F1)-(F3) then, for each infinite N E *N, there exists A > 0, A ~ 0 

such that 

(8.1) 
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for all j = 0,1,· .. ,2N and all ( E *JRd. 

Proof: Here, for ease of notation we set d = 1; all of the results hold for JRd with 

only notational changes. 

Fix an infinite N E *N, fix ,\ > 0 and ( E *JRd. 

Take j = 2N 

so (8.1) holds when j = 2N. 

Now we assume that (8.1) holds when j = (i+1), i.e. assum~ that for each ( E *JRd 

(8.2) 

where (i+1 ~ o. 

N ow consider j = i , let 

and let 

O(v,Z) = *f(ti,('V,Z) and iJ(v,Z) = *h(ti'(,V,Z) for each v E *A(Y) 

and 

¢(( + D.NO(v, Z)) + D.NiJ(v, Z) = 8(v, Z). 

By Appendix B, Lemma B.l.1 we know that ¢ is twice differentiable and so we 

can use Taylor's series to obtain the following: 

For each fixed Z E * Z and v E * A(Y) 

¢(( + D.NO(v, Z)) 

- ¢(() + D.NO(v, Z)¢'(() + ~(~N )20(V, Z)2¢"(() 

for some ( between 0 and ( and so by Lemma B.2.1 (ii) we have 

¢(C) + D.NO(v, Z)¢'(() + ( 
where iEl ::; !(D.N)t R2fv1 (here c is the Lipschitz constant as 

in Chpt 7 and R is the bound on J) 
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and so for each fixed Z E * Z we have 

max 8(v, Z) 
vE ·A(Y) 

max 'I/;(() + ~N()(V, Z)'Ij;'(() + ~NlJ(V, Z) + E' 
vE ·A(Y) 

where IE'I :::; H~N)tR2fv1 and so by Lemma D.2.1 we have 

max '1/;( () + ~N()(Y' Z)'I/;'( () + ~NlJ(Y, Z) + E' 
YE·Y 

which by Taylor's series is 

max 8(v, Z) + E' + E" 
YE·Y 

where by Lemma B.2.1 (ii) IE"I :::; H~N)t R2f~ 

i.e. for each fixed Z E * Z we have 

3 2c[g I max 8(v, Z) - max e(y, Z)I :::; (~N)2 R"\ -. 
vE·A(Y) YE·Y 1\ 1r 

Now by Lemma D.2.2 we see that 

I min max 8(v,Z) - min max 8(Y,Z)I:::; (~N)tR2~ G. 
ZE*ZvE*A(Y) ZE*ZYE*Y 1\ y-; 

From this, since 

and ()(v,Z) = *f(tj,(,v,Z) we see that 

and so by the assumption, (8.2), this means 

I min max {~[W~ ,U(ti+l, (+~N * f(tj, (, v, Z)+(~N)t .x7]i)]+~N * h(tj, (, v, Z)} 
ZE·ZvE·A(Y) , , 

- min max{~[(W~ ,\(ti+1' (+~N * f(tj, (, Y, Z)+(~N)t .x7]j)]+~N * h(ti' (, Y, Z)}l 
ZE·ZYE·Y , 

( 
3 2 C (2 

:::; ~N)2R >'V -; + Ei+1' 

By Lemma 6.3.4 this is the same as 

I W~,\ l(tj, () - W~ ,\(tj, 01 :::; (~N)tR2~ fi + Ei+1' '" I\Y-; 
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Now, by definition wt,,X(t2n, () = wt,,X,1(t2n, () = g(() therefore E2N = 0 which 

means for each i = 0,1" .. ,2N 

IW~",l(l-i~N'() - W~,,(l-i~N,()I:S i(~N)~R2~1!. 
Now if we require 

(8.3) 

for all j = 0,1, ... ,2N then we require 

N 3 2C{f 2 (D.N ) '$ R - - ~ 0 
A 7r 

. . 
I.e. we reqUIre 

(8.4) 

Such A exist, one such A is given by A = (D.N)L 

o 

Corollary 8.1.2 

If G satisfies (Fl )-(F3) then, for each fixed infinite N E *N there exists A ~ 0 such 

that 

(8.5) W + "" w+ N'xl"" N,X' , , , 

Proof: 

(8.6) 

therefore this result follows directly from Theorem 8.1.1. 

o 

Similarly, by considering the game I<'N,,X it can be seen that if G satisfies (F1)­

(F3) then, given any infinite N E *N there exists A ~ 0 such that 

(8.7) 

Note: The set of A's satisfying (8.5) is the same as the set of A's satisfying (8.7) 

- both are given by (8.4). 
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8.2 The existence of W+ and W-

We can now go on to show the existence of the values W+ and W- without having 

assumed all of the conditions which Fleming found necessary. 

Theorem 8.2.1 

If G satisfies (Fl)-(F3) then, the values W; of the games K:: tend to a limit 

denoted by W+ i.e. the limit 

W+ = lim W+ 
n-+oo n 

exists and W+ = wt. 

Proof: By Theorem 6.4.3 and Corollary 8.1.2 given an infinite N E *N there 

exists A ~ 0, A > 0 such that 

W+ f"V W+ f"V W+ f"V W+ N,l f"V N,A,1 f"V N,A f"V N 

so for infinite N E *N we have 

W+ f"V W+ N,l f"V N' 

By Theorem 5.4.2 we know that W"t,l ~ WtJor infinite N therefore 

and 

D 

lim W+ = W+ 
n-+oo n 

W+-w+ - I' 

exists 

From the above Theorem applied to the game G2 , we clearly have the existence 

of the limit 

w.+ = lim W+ 
2 n-+oo n,2 

if G satisfies (Fl)-(F3) and Wi = Wit. 
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Theorem 8.2.2 

If G satisfies (Fl )-(F3) then, the values W; of the games I<;; tend to a limit 

denoted by W- i.e. the limit 

W- = lim W-
n-+oo n 

exists and W- = W2-. 

Proof: An analogous proof to that of Theorem 8.2.1 above gives the required 

result. 

o 

From the above Theorem applied to the game G1 , we clearly have the existence 

of the limit 

W1- = lim W;l 
n--+oo ' 

if G satisfies (Fl)-(F3) and W1- = Wi;. 

----- 000 -----
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Chapter 9 

The values W+, W- and the 

Isaacs condition 

In this chapter we show that if the Isaacs condition holds then we can guarantee 

the existence of value. 

First we give a proposition which we will then use to prove the result which 

leads to the proof of the above claim. 

9.1 w+ == W- given the Isaacs condition 

Proposition 9.1.1 

For a fixed infinite N E *N, if G satisfies (F1)-(F3) and the Isaacs condition (6.15) 

holds then :IA > 0, A ~ 0 such that 

Proof: As in the proof of Theorem 8.1.1, for ease of notation, we set d = 1 in this 

proof however it generalises to Rd with only notational changes. 
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For j = 2N we see that 

and so we see that equation (9.1) holds for j = 2N. 

Now assume that equation (9.1) holds for j = (i + 1) i.e. assume 

Now consider j = i where 0 ~ i < 2N. Let 

O(Y,Z) = *f(ti,(,Y,Z) and .. O(Y,Z) = *h(t~,(,y,Z) 

and let 

and for k = 1, 2 let 

and 

By Taylor's Series we see that (as before) for k = 1,2 and each Y E *y, Z E * Z, 

(9.2) 

V;k(( + ~NO(Y, Z)) 

- V;k(O + ~NO(Y, Z)V;~(() + ~(~N )20(Y, Z)2V;Z(() 

for some ( between 0 and. ( 

- V;k( 0 + ~NO(Y, Z)V;~( 0 + t 

where lEI ~ H~N)!R2fj!" . 

Now, for k =1 and 2, let 

then by Lemma D.2.3 we see that 

(9.4) min max 8k(Y, Z) = min max qyk(Y, Z) + t' 
Ze*ZYe*Y Ze*ZYe*Y 

and by Lemma D.2.4 

(9.5) max min 8 k(Y, Z) = max min qyk(Y, Z) + til 
Ye*yze*Z Ye*YZe*Z 
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where 

(9.6) 

Now, the Isaacs condition (6.14) states that for k = 1,2 

(9.7) min max <Pk(Y, Z) = max min <Pk(Y, Z) 
Ze*ZYe*y Ye*YZe*Z' 

and so for k = 1 and 2, by (9.4) we have 

(9.8) I min max 8 k(Y, Z) - max min <Pk(Y, Z)I ~ /E'I 
Ze*ZYe*Y Ye*YZe*Z 

and so by (9.5) 

(9.9) I min max 8 k (Y, Z) - max min 8 k (Y, Z)I ~ If'l + If"l. 
ZE*ZYE*Y YE*YZE*Z 

Our assumption is that 

therefore, by Lemma A.I.1, we have 

and so 

I max min 'l/Jl(() - max min 'l/J2(() I ~ f for all (E *Rd 
Ye*YZe*Z Ye*Yze*z 

where 

-
Therefore, by (9.9) we have 

I min max 8 1 (Y, Z)-max min 8 2(Y, Z)I < If'l + If"l + If I 
ZE*Z YE*Y YE*Y ZE*Z -

I.e. 
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By Lemma 6.3.4 we see that this is the same as 

IW~ >.(ti,() - WN >.(ti,()I::; (~N)tR2~ {f + (i+1 
" A V; 

for each i = 0,1"" ,2N. 

So assuming that 

Now, our aim is to show that 

(9.10) for all j = 0,1" .. ,2N
• 

Note, (2N = 0 since, 

therefore, we see that 

IW~,>.(1- j~N, () - WN,>.(1- j~N,()1 ::; j(~N)tR2~~ 
for each j = 0,1"" , 2N and so for (9.10) to hold we need 

(9.11) N 3 2 C fi 
2 (~N)2R IV; ~ 0 

i.e. we need 

(9.12) 

Such>' exist. One such>' is given by ~ = (D.N) t. 

D 

Corollary 9.1.2 

For each fixedinfinite N E *N, if G satisfies (F1)-(F3) and the Isaacs condition 

holds then, there exists >. ~ 0 such that 

(9.13) 
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Proof: 

wt,). = wt,).(O, 0) and WN,). = WN,).(O, O) 

and so this follows directly from Proposition 9.1.1. 

o 

Note: The set of A's satisfying (9.12) is exactly the same as the set of A's which 

satisfy (8.5) and (8.7) and is given by (9.11). 

From Proposition 9.1.1, by considering limits we obtain the following results. 

Theorem 9.1.3 

If G satisfies (Fl)-(F3) and the Isaacs condition (6.18) holds then we have 

w+ = W-. 

Proof: If the Isaacs condition holds, by Theorem 6.4.3 and Proposition 9.1.1, 

given an infinite N E *N, there exists A ~ 0 such that 

W+ '" W+ '" W- ,...., W-
N '" N,). '" N,). '" N 

and so for an infinite N E *N provided the Isaacs condition holds we have 

W + '" W-
N '" N' 

Therefore, by considering limits, which we know exist by Theorems 8.2.1 and 8.2.2, 

we have 

w+ = W-. 

o 

The following results now follow from the above. 

Corollary 9.1.4 

If G satisfies (Fl )-(F3) and the Isaacs condition (6.18) holds then we have 
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Proof: If the Isaacs condition holds, by Theorem 9.1.3, W+ = W-. Therefore, 

since by Theorem 8.2.1 W1+ = W+ and by Theorem 8.2.2 W2- = W-, we have the 

required result. 

o 

9.2 W11 == Wi2 "without" the Isaacs condition 

In this section we show that we always have W1~ = Wi;. 

Theorem 9.2.1 

If G satisfies (F1)-(F3) then W1~ = Wi;. 

Proof: Since, by Wald's Theorem (see Appendix E, Theorem E.2.1 or [36] ) with 

relaxed controls the Isaacs condition is always satisfied, this follows directly from 

Theorem 9.1.3 applied to the game G12 • 

o 

This in fact gives us the following Corollary. 

Corollary 9.2.2 

If G satisfies (F1)-(F3) then 

W + - w:+ - w- - w-12 - 2 - 1 - 12' 

Proof: This follows from Proposition 8.2.1, Proposition 8.2.2 and Theorem 9.2.1. 

---- 000 -----
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Chapter 10 

The existence of value 

10.1 Value and the Isaacs condition 

Proposition 10.1.1 

If G satisfies (F1)-(F3) then 

W+ 2V+ and w- ::; V-. 

Proof: By Theorem 8.2.1, Corollary 4.3.4, Proposition 3.3.4 and Theorem 3.2.3 

for a fixed infinite N E *N we have 

wt ~ Wt,l 2 Sf{ ~ sf{ ~ VJ 

so by takin&.limits (which exist by Theorems 8.2.1 and 2.3.7 ) we h~ve 

W+ ~ V+. 

Similarly, by Theorem 8.2.2, Corollary 4.3.4, Proposition 3.3.4 and Theorem 3.2.3 

for each fixed infinite N E *N we have 

WN ~ WN,2 ::; S"N ::; S"N ~ VN" 

and so by takIng limits (which exist by Theorems 8.2.2 and 3.2.3 ) we have 

D 
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At this stage we have achieved the same results as Elliott and Kalton ([10]) 

and can now go on to show by their method, that if the Isaacs condition holds 

then value for the game G exists in the sense of Friedman. 

Theorem 10.1.2 

If G satisfies (F1 )-(F3) and the Isaacs condition holds then G has value in the 

sense of Friedman i.e. 

V- = V+. 

Proof: By Proposition 10.1.1 and Theorem 9.1.3 if the Isaacs condition holds then 

w- ~ V- ~ V+ ~ w+ = w-

i.e. if the Isaacs condition hold then 

w- = V- = V+ = W+. 

o 

Therefore we have shown that if the game G satisfies (F1)-(F3) and the Isaacs 

condition then the game has value. 

10.2 Existence of value for relaxed controls 

Here we give the main and final result, that is we show that there is always value 

for relaxed controls. 

Theorem 10.2.1 

If G satisfies (FI )-(F3) then there exists value for relaxed controls i.e. 
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Proof: We know by Wald's Theorem that relaxed controls always satisfy the 

Isaacs condition, therefore this result follows directly from Theorem 10.1.2 applied 

to the game G12 • 

D 

Therefore it follows that even if the game G does not satisfy the Isaacs condition 

we can introduce relaxed controls and obtain a value 

for the game. 

----- 000 -----
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Appendix A 

Preliminaries and notation for the 

Gaussian distribution 

In this Appendix we give details of the Gaussian distribution. 

A.1 The Gaussian distribution 

The Gaussian Distribution with mean ° and variance 1 is referred to as the Normal 

Distribution. If TJ is a normalised Gaussian random variable we denote this by 

TJ r-.J N(O, 1). 

The Normal Distribution has density function given by 

(A.l) 
, 1 _",2 

¢;(x) = -e-2 

V2i 
and distribution function given by 

i.e. given a set A 

(A.2) 1 1 _u
2 

p{w : TJ(W) E A} = m= e-2 duo 
v 271' A 

If TJ r-.J N(O, 1) then the expectation of a function of TJ is given by 

(A.3) 1 100 

d lE[J(TJ)] = . m= f(y)e 2 dy. 
v271' -00 
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If TJt, •. , ,TJn is a sequence of normalised mutually independent Gaussian random 

variables then 

The sum of normalised mutually independent random variables is a random vari­

able. 

If TJ '" N(O, 1) then 

(A.5) 

and 
a 2 

E[exp( aTJ - ""2)] = 1. 

For TJ '" N(O, 1) Chebychev's inequality states: 

(A.6) P(ITJI :2: a) ~ E[TJ
2

2

] if a > 0. 
a 

Therefore, if TJ is N(O, 1), then we have for a> ° the well-known estimates 

(A.7) 

and 

(A.8) 
_a2 

P(TJ :2: a) ~ exp(-2-)' 

Lemma A.I.1 

If functions <Pt and <P2 are such that 

and TJ '" N(O, 1) then we have 
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Proof: 

€. 

o 

For more information on probability and random processes see [5] and [24]. 
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Appendix B 

Expectation functions and 

derivatives 

In this Appendix we give some expressions which we use in Chapter 8. 

B.1 Derivatives 

Lemma B.l.l 

We are now working with d = 1. 

If c.p : ~d --+ ~ is Lipschitz with constant c i.e. 

(B.l) 

(B.2) 1jJ(x) = E[c.p(x + a1])] 

where a is a constant and 1] '" N(O, 1) then 1jJ is differentiable and 

1 
1jJ'(x) = -E[c.p(x + a1])1]] 

a 

and 
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Proof: Note that from (A.3) for a random variable "7 f'V N(O, 1) we have 

(B.3) 1 Joo .=.u: E[f("7)] = .!<L f(y)e 2 dy. 
y271" -00 

Therefore we have 

Now, 

and 

Therefore, 

1/;(x) - E[cp(x + a1])] by (B.2) 

_ ~jOO cp(x + ay).e::f-dy 
y 271" -00 

by (B.3) 

1/;(x + 8) - E[x + 8 + a1])] by(B.2) 

- ~Joo cp(x+8+ay)e::f-dy by (B.3) 
y 271" -00 

1 Joo _(y_&)2 
- !<L cp(x + ay)e 2 dy. 

y 271" -00 

1/;'(x) 

_ 1 

-~ 

1/;'(x + 8) 
1 

- -E[cp(x + 8 + a1])1]] 
a 

- .~ 100 

cp(x +8 + ay)ye::f-dy 
ay271" -00 

1 Joo 8 _(y_1.)2 
y'2; cp(x + ay)(y - -)e 2Q dy. 

a 271" -00 a ~ 

1/;" (x ) 

o 

_ 1 
-Of:';;; 
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B.2 Bounds 

N ow we look at the bounds on '0' and '0". 

Proposition B.2.1 

(i)I'0'(x)1 ~ c and (ii)I'0"(x)1 ~ ~ fi aY; 

where c is the Lipschitz constant on <po 

Proof: (i) 

1'0'(x)1 -

-

-

-

< 

< 

c. 

o 
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(ii) 

I?j;"(x )1 

< 

< 

Now since ly3 - yl is an even function we have 

D 

Lemma B.2.2 Gronwall's Lemma 

If f is a continuous function on [0,1] such that 

for some positive constants C (C may be 0) and ]{ then 
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Proof: 

Therefore, 

I.e. 

and so 

I.e. 

this means 

o 

! {e-Kt lot f(s)ds} 

_I<e-Kt lot f(s)ds + e-Ktf(t) 

- e-Kt (f(t) - I< lot f(s)ds) 

< e-Kt (I< lot f(s)ds + C - I< lot f(s)ds) 

_ Ce-Kt . 

.-

lot (! {e-KT loT f(s )ds } ) dt $ lot Ce-KT dt 

I< lot f(s)ds < CeKt(l _ e-Kt ) 

_ CeKt - C 
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Appendix C 

Lipschitz inequalities 

This Lemma is used in Chapter 7 as part of the proof that W~,A and WN,A satisfy 

Lipschitz conditions in x. 

C.l Lipschitz conditions 

We assume the notation of Chapter 7 for this Appendix. 

Lemma C.l.I 

If for each fixed i we have 

I~ [W:A (ti+I, (l+t::.nf( ti, (1, y, z )+(t::.n) t A7]i)+t::.nh( ti, (1, y, z)] 

-~[W:A(ti+l' (2+t::.nf(ti, (2, y, z)+(t::.n)t A7]i)+t::.nh(ti' (2, y, z)]1 

< Cil(l - (21 

then for each fixed i we have 

1 min max{~ [W: A (ti+l' (l+t::.nf( ti, (1, y, z)+( t::.n) t A7]i)+t::.n h( ti, (1, y, z)]} 
zEZ yEY , 

- min max{~ [W:A (ti+I, (2+t::.nf( ti, (2, y, z )+( t::.n) t A7]i)+t::.nh( ti, (2, y, z)] 1 
zEZ yEY , 

< cil(l - (21. 
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Proof: Fix i and let 

for j = 1 and 2 then we know that 

for each Y E Y, z E Z and (1, (2 E ]Rd • 

Let 

for j = .1,2 

then for all z E Z we have 

and so A((l,Yl,Z) - cil(l - (21 ~ A((2,Yl,Z) ~ A((2,Y2,Z) ~ A((l,Yl,Z) + 

Cil(l - (21 hence 

the dual of the above result gives the fact that 

which in the notation of Chapter 7 is 

1 minmax{~[W:,\(tj+1' (l+D.nf(ti, (ll Y, Z)+(D.n)~ A77i)+D.nh(tj, (ll Y, z)]} 
zEZ yEY I 

- minmax{JE.dW:,\(ti+ll (2+D.nf(tj, (2, Y, z)+(D.n)t A7]j)+D.nh(tj, (2, Y, z)]1 
zEZ yEY I 

< cd(l - (21· 

D 
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Lemma C.l.2 

If for each fixed i we have 

1~[W;>.(ti+b (l+~nf(ti' (b y, Z)+(~n)t ATJi)+~nh(ti' (1, y, Z)] 

-~[Wn~>.(ti+b (2+~nf(ti' (2, y, Z)+(~n)t ATJi)+~nh(ti' (2, y, z)]1 

< Cil(l - (21 

then for each fixed i we have 

1 

1 maxmin{~ [W; >.(ti+b (l+~nf(ti' (bY, Z)+(~n)2 ATJi)+~nh(ti, (b y, Z)]} 
yEY zEZ ' 

- max min {IEdW;>. (ti+b (2+~nf(ti' (2, y, Z)+(~n)t ATJi)+~nh(ti' (2, y, z)]1 
yEY zEZ ' 

< cil(l - (21· 

Proof: The proof of this is analogous to that of Lemma C.l.l. 

o 
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Appendix D 

Min and max inequalities 

In this Appendix we give some useful inequalities which we use in Chapters 8 and 

9. 

D.1 Preservation of closeness 

The following Lemma shows that the operations of supremum and infimum pre­

serve infinite closeness. 

Lemma D.1.1 

Given internal functions A and B such that *Y x * Z ~ *JR where .. Y and Z are 

compact metric spaces, if 

A(Y, Z) ~ B(Y, Z) 

for each Y E *Y and Z E *Z then 

sup A(Y, Z) ~ sup B(Y, Z) 
Ye"Y Ye"Y 

for each fixed Z E * Z . 

Proof: Fix Z E * Z then we know that 

A(Y, Z) ~ B(Y, Z) ~ sup B(Y, Z) 
Ye"Y 
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for each Y E *y. This gives that for fixed Z E * Z 

sup A(Y, Z) ~ sup B(Y, Z). 
YE·Y YE·Y 

Similarly by exchanging the roles of A and B we have 

sup B(Y, Z) ~ sup A(Y, Z) 
YE·Y YE·Y 

which gives 

sup A(Y, Z) ~ sup B(Y, Z) 
YE·Y YE·Y 

o 

Lemma D.1.2 

Given continuous functions A and B such that * Y X * Z -+ *JR where Y and Z 

are compact metric spaces, if 

A(Y, Z) ~ B(Y, Z) 

for each Y E *Y and Z E *Z then 

inf A(Y, Z) ~ inf B(Y, Z) 
ZE·Z ZE·Z 

for each fixed Y E * y. 

Proof: This follows as a dual result of Lemma D.l.l. 

o 

D.2 Min and max inequalities 

Lemma D.2.1 

Using the notation of Chapter 8, for each fixed Z E * Z we have 
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Proof: For each fixed Z E * Z, let 

A((, 11, Z) = 1/;(() + ~Ne(1I, Z)1/;'(() + ~Ne(1I, Z) for 11 E * A(Y) 

and 

A((, Y, Z) = 1/;(() + ~Ne(y, Z)1/;'(() + ~Ne(y, Z) for Y E *Y 

then for each fixed Z E * Z 

A( (, 11, Z) = J A( (, Y, Z)d1l(Y) 
oy 

for each 11 E * A(Y). Now we see that for each Z E * Z we have 

A( (, 11, Z) = J A( (, Y, Z)d1l(Y) ::; max A( (, Y, Z) J d1l(Y) = max A( (, Y, Z) 
oy YEOY oy YEOY 

==} max J A( (, Y, Z)d1l(Y) = max A( (, 11, Z) ::; max A( (, Y, Z) 
II E °A(Y) oy IIE"A(Y) YE"Y 

For the other direction, 

A((, Y, Z) = J A((, Y, Z)d8y (Y) 
oy 

where 8y satisfies 

if a = Y 

if a =I- Y 

Therefore we have 

max J A((, Y, Z)d1l(Y) ~ max J A((, Y, Z)d8y (Y) = max A((, Y, Z) 
liE °A(Y) oy YE oy oy YE oY 

I.e. 

max A((, 11, Z) ~ max A((, Y, Z). 
IIE"A(Y) YE"Y 

Therefore for each Z E * Z we have 

(D.1) max A((, 11, Z) = max A((, Y, Z) 
IIE"A(Y) YE"Y 

which implies 

(D.2) min max A((, 11, Z) = min max A((, Y, Z). 
ZE oz liE °A(Y) ZE oz YE oy 
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By an analogous method it can also be shown that for each fixed Y E *y, 

o 

Lemma D.2.2 

U sing the notation of Chapter 8 we show that for each fixed Z E * Z if 

I max 8(/1, Z) - max 8(Y, Z)I ::; K .. 
II€"A(Y) Y€"Y 

where K < 00 then 

I min max 8(/1, Z) - min max 8(Y, Z)I < K 
z€"z II€"A(Y) Ze"Z Ye"Y -

Proof: For each fixed Z E * Z let 

max 8(/1, Z) = A(Z) 
lie *A(Y) 

and max 8(Y, Z) = B(Z). 
Ye*Y 

then we know that for each Z E * Z 

(D.3) IA(Z) - B(Z)I ::; ]{ 

and we want to show that 

Let 

then we have 

I min A(Z) - min B(Z)I ::; K. 
Ze*Z Ze*Z 

~~l}A(Z) = A(Z) and min B(Z) = B(Z). 
Ze*Z 

/A(Z) - B(Z)I ::; K by (D.3) 

B(Z) ::; B(Z) 

IB(Z) - A(Z)I ::;]{ by (D.3) 

A(Z) ::; A(Z). 
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Therefore, 

A(Z) - K ~ B(Z) ~ B(Z) ~ A(Z) + K ~ A(Z) + K 

so 

IA(Z) - B(Z)I ~ K 

I.e 

I min A(Z) - min B(Z)I ~ K 
ZE"Z ZE"Z 

which in the notation of Chapter 8 is 

I min max 0(Y,Z) - min max 0(v,Z)I'~ K. 
ZE"Z YE"Y ZE"Z liE "A(Y) 

o 

Lemma D.2.3 

Using the notation of Chapter 9, if for k = 1 and 2 

for each Y E* Y and Z E * Z, where J{ < 00 then for k = 1 and 2 we have 

I min max 0 k(Y, Z) - min max (/>k(Y, Z)I ~ K. 
ZE"ZYE"Y ZE"ZYE"Y 

Proof: We will do this in two stages, first w~ will show that 

I max 0k(Y, Z) - max ¢>k(Y, Z)I ~ J{. 
YE"Y .. YE"Y 

and then use the proof of Lemma D.2.2 to show that 

I min max 0k(Y, Z) - min max ¢>k(Y, Z)I ~ J{. 
ZE"ZYE"Y ZE"ZYE"Y 

We know that for each Z E * Z and Y E *Y 

(D.4) 

and we want to show that 

I max 0 k(Y, Z) - max ¢>k(Y, Z)I ~ K. 
YE"Y YE"Y 
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Fix Z E * Z and let 

then we have 

Therefore, 

so 

and 

10k(Y, Z) - <Pk(Y, Z)I :S J{ by(DA) 

8 k (Y, Z) :S 0 k (Y, Z) 

10k(Y, Z) - <Pk(Y, Z)I :S J{ by(DA) 

<Pk(Y, Z) :S <Pk(Y, Z). 

i.e for each fixed Z E * Z 

Now, for each fixed Z E * Z let 

and 

then we have just shown that for each Z E * Z 

(D.5) 

and we want to show that 

The proof of this is identical to that of Lemma D.2.2 i.e. let 

and 

then we have 
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Therefore, 

so . 

I.e 

Bk(Z) ~ Bk(Z) 

IBk(Z) - Ak(Z)1 ~]{ by (D.5) 

Ak(Z) :::; Ak(Z). 

which in the notation of Chapter 8 is 

/ min max 8 k(Y, Z) - min max <Pk(Y, Z)/ :::; ]{. 
ZE·ZYE·Y ZE·ZYE·Y 

Lemma D.2.4 

Also using the notation of Chapter 9, if for k = 1 and 2 

for each Y E* Y and Z E * Z, where K < 00 then for k = 1 and 2 we have 

I max min 0h(Y, Z) - max min <Pk(Y, Z)I ~ ]{. 
Ye·YZe·Z Ye·YZe·Z 

Proof: The proof of this is analogous to that of Lemma D.2.3. 

o 
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Appendix E 

Wald's Theorem 

In this Appendix we give a nonstandard proof of Wald's Theorem which we use in 

Chapter 9. First we give, without proof, some well-known Lemmas which we need 

when proving Wald's Theorem. For a standard proof of this Theorem we refer the 

reader to [36]. 

E.1 Preliminaries for Wald's Theorem 

Lemma E.1.! 

Given a compact metric space Y with metric d, there exists an infiniteN E *N 
~ 

and elements *at,"" *aN E *Y such that Y = {O(*at), ... ,O(*aN)}' 

Proof: The compact metric space Y is separable so has a countable dense subset 

i.e. ~a : N -+ Y therefore, by transfer *a : *N -+ *y. 

Let N E *N\N and let Y denote the internal set {*ab'" , *aN} ~ *y. Since Y 

is compact, every point in *Y is nearstandard, and so {O( *al),' .. , O( *aN)} ~ y. 

For the other direction, we have to show that given any y E y, there is an element 

*ai E Y satisfying *ai ~ y. Consider the closed balls 

*B(*y,~)={bE *Y: *d(*y,b):::;~}. 
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By density, for each kEN 

therefore, by overflow, there exists 1< E *N\N such that 

and so 

for some ai E Y 

o 

Lemma E.1.2 

Given a compact metric space y, we have shown in lemma E.l.1 that there 

exists an N E *N\N and an internal set 5' = {*at,'" *aN} ~ *Y satisfying 

Y = {O( *ad,'" , O( *aN)}. We now show that we can find an internal sequence, 

AI,' " ,AN of disjoint *Borel subsets of *Y satisfying 

for each i = 1, .. , ,N. 

Having got these sets, we then show that given any Borel probability measure v 

on Y i.e. v : 8(Y) ~ [0,1], and any continuo~s function 9 : Y ~ ~ 

(E.1) 

where pi = *v(Ai) for each i = 1" .. ,N. 

Proof: Let AI,' .. ,AN be defined by 

where 

N 
* B( *ai, 8) = {b E* Y: *d(b, *ai) :::; 8} and 8 = sup rp.in *d(b, *ad ~ O. 

bE.Y 1=1 
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Now, given a continuous function g, for each i = 1" .. ,N 

for all bE Ai 

and if we let 

t = rfax sup I *g(b) - *g( *ai)1 ~ ° 
,=1 bEAi . 

then 

i=l 
N 

- t ~ 1i d*v(b) 

N 

> E 1.1 *g(b) - *g( *ai)ld*v(b) 
i=l A. 

N 

> ILl (*g(b) - *g( *ai))d*v(b)1 
i=l A. 

N 

I J, *g(b)d*v(b) - L *g( *ai) 1. d*v(b)1 
Y i=1 A. 

N 

- I J, g(y)dv(y) - E *g( *ai) *V(Ai)1 
Y i=1 

so 
N J, g(y)dv(y) ~ L *g(*aj)*v(Ai). 

Y i=1 

Hence, since for each i = 1,' ., ,N we have pi = *v(Ad this gives 

N J, g(y)dv(y) = O(E·*g(*ai)pi). 
Y i=1 

o 

Definition E.1.3 

Given a compact metric space Y we have show n in lemma E.!.1 that there exists 

NE *N\NandasetY={*a},'''' *aN} ~ *YsuchthatY= {O(*ad,"', O(*aN)}' 

Wi th this notation we now go on to show that if P = (PI,'" ,p N) is an inter­

nal sequence of elements of *[0,1] with L:f:1 Pi = 1 and Pi ~ 0, and we define 

vp: 8(Y) -+ [0,1] by 

(E.2) 
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for all A E 8(Y) where for each i = 1" " ,N , f1( *ai) = Pi then 

Proof: The function *g satisfies O( *g( ai)) = g( °ai) for all i = 1"" ,N. 

If we define f : Y -+ lR by f( *ai) = g( O( *ad) for each i = 1"" ,N then 

O( *g( *ai)) = f( *ai) for all i = 1" " ,N therefore, by Loeb Theory, 

o 

Lemma E.1.4 

If Y is a compact metric space, then given any Borel probability measure v on Y 

i.e. v : 8(Y) -+ [0,1), v is of the form Vp for some p, namely p = pV (where Vp and 

Pv are as defined in (E.1.2) and (E.1.3) respectively.) 

Proof: Given v, if we define pV as in Lemma E.1.2 then 

(E.3) 

and if we apply Lemma E.1.3 to this pV then we have 

(E.4) 

and so by equating (E.3) and (E.4) we have 

for each 9 E C(Y) and so v = VpV. 

o 
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E.2 Wald's Theorem 

In this section we give a nonstandard proof of Wald's Theorem using the results 

of the previous section. 

Theorem E.2.1 (Wald's Theorem) 

If y, Z are two compact metric spaces and 9 is a continuous function 9 : Y X Z -+ lR 

then 

sup inf [ [ g(y, z)dv(y)dp(z) = inf sup [ [ g(y, z)dv(y)dp(z). 
vEA(Y) pEA(Z) J Z Jy pEA(Z) vEA(Y) J Z iy 

Proof: By Lemma E.1.1 there exists N E "'N\N and elements YI,'" ,YN E "'Y 

such that Y = {oYI,'" , °YN} and by Lemma E.1.2 there exists an internal se­

quence AI,' .. ,AN of "'Borel subsets of '" Y such that given a Borel probability 

measure /I on Y i.e. /I : B(Y) -+ [0,1] if we define "'v(Ai) = pi for each i = 1, ... ,N 

then E~I pi = 1 and for any continuous function 9 : Y -+ lR 

(E.5) 

If we do the same thing for a similar compact metric space Z and a Borel proba­

bility measure p : B(Z) -+ [0,1] then there exists an M E "'N\N and a sequence 

ZI, .. , ,ZN E '" Z such that Z = {O Zb ••. , 0 ZM} and we can find an internal se­

quence BI , • " ,BM of disjoint "'Borel subsets of '" Z such that 

(E.6) 

where qP = (qi, ... ,qAt) is defined from p as in Lemma E.1.2. 

Now we consider the product space Y x Z, we have 

for all 9 E C(Y x Z). 
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Now, if we are given an internal sequence of elements of *[0,1], P = (PI,··· ,PN) 

satisfying L~l Pi = 1 , Pi 2:: ° and define vp as in Lemma E.1.3 then ~e have 

(E.7) 

If we do the same thing for Z and a given internal sequence of elements of *[0,1], 

q = (qI, ... ,qM), then we have 
M " 

(E.8) fz g(z)dp(z) = O({; *g(Zj)qj) 

where pq is constructed from q as in Lemma E.1.3. 

Now considering the product space Y X Z, we have 
M N " 

(E.g) 1 ~ g(y, z)dvp(y)dpq(z) = O(E E *g(yi' Zj)Piqj) 
Z Y j=l i=l 

for all 9 E C(Y x Z). 

If we let the left hand side of (E.g) be denoted by g(vp , pq) and the right hand 

side by °G(p, q) then 

(E. 10) 

Using the standard Minimax Theorem (see [30]) we know that a saddle point 

exists, suppose it occurs at p, q then for all p, q we have 

Let vp = v' and pq = p' then, since by Lemrria E.1.4 every v is of the form Vp for 

some P and every p is of the form pq for some q, we have 

g(v, p') ~ g(v', p') ~ g(v', p) 

hence 

sup g(v,p') = g(v',p') = inf g(v',p) 
vEA(Y) pEA(Z) 

therefore 

inf sup g(v,p) = inf g(v',p)= sup g(v,p') = sup inf g(v,p) 
PEA(Z) VEA(Y) pEA(Z) vEA(Y) vEA(Y) PEA(Z) 

1.e. 

inf sup g(v,p) = sup inf g(v,p). 
pEA(Z) vEA(Y) vEA(Y) pEA(Z) 

o 
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