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Abstract

Offshore wind turbines suffer from asymmetrical loading (blades, tower etc.), leading
to enhanced structural fatigue. As well as asymmetrical loading different types of
faults (pitch system faults etc.) can occur simultaneously, causing degradation of load
mitigation performance and enhanced fatigue. Individual pitch control (IPC) provides
an important method to achieve mitigation of rotor asymmetric loads, but this may
be accompanied by a resulting enhancement of pitch movement leading to increased
possibility of pitch system faults, which negative effects on IPC performance.

This thesis focuses on combining the fault tolerant control (FTC) techniques with load
reduction strategies by a more intelligent pitch control system (i.e. collective pitch
control and IPC) for offshore wind turbines in a system level to reduce the operation &
maintenance costs and improve the system reliability. The scenario of load mitigation
is analogous to the FTC problem because the action of rotor/tower bending can be
considered as a fault effect. The essential concept is to attempt to account for all the
"fault effects" in the rotor and tower systems which can weaken the effect of bending
moment reduction through the use of IPC.

Motivated by the above, this thesis focuses on four aspects to fill the gap of the combi-
nation between FTC and IPC schemes. Firstly, a preview control system using model
predictive control with future wind speed is proposed, which could be a possible al-
ternative to using LiDAR technology when using preview control for load reduction.
Secondly, a multivariable IPC controller for both blade and tower load mitigation
considering the inherent couplings is investigated. Thirdly, appropriate control-based
fault monitoring strategies including fault detection and fault estimation FE-based FTC
scheme are proposed for several different pitch actuator/sensor faults. Furthermore, the
combined analysis of an FE-based FTC strategy with the IPC system at a system level
is provided and the robustness of the proposed strategy is verified.
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Chapter 1

Introduction

1.1 Background

As an economical and sustainable energy source, wind energy is taking an increasing
share of the energy market to satisfy the growing energy demand and overcomes envi-
ronmental pollution-related problems, as well as reduces dependence on the declining
fossil fuel reserves in recent years. Wind turbines (WTs) tend to have larger rotor diam-
eters, higher towers and be built offshore to capture more wind energy and decrease the
levelized cost of energy (LCOE) (Kumar et al., 2016b). In order to make wind energy
more competitive, it is necessary to improve the offshore WT performance, whilst at
the same time enhancing reliability and service life. Fig. 1.1 presents the WT growth
trend and future projects. It can be seen that the rotor diameter has increased impres-
sively from 17m for a 75KW wind turbine to 125m for a 5MW wind turbine, which
will keep increasing for more power output in the future.

There are two major challenges that offshore WTs face with. On the one hand, the
large WT components such as blades and tower are subject to significant unbalanced
and fluctuating loading arising from complex wind flows over the rotor and additional
imbalance owing to wind shear, gravity, yaw misalignment, tower shadow etc. On the
other hand, unexpected failures of WT components can result in expensive repairs and
typically months of machine unavailability, thus increasing the operation and main-
tenance (O&M) costs and subsequently LCOE (Walford, 2006). However, the WT
operation and maintenance are also challenged by the fact that offshore WTs are lo-
cated at sea, sometimes 100 kms from land. Due to this, offshore WTs usually suffer
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27Wind technology development: actions and time frames

Figure 14: Growth in size of wind turbines since 1980 and prospects

Source: adapted from EWEA, 2009. 

KEY POINT: scaling up turbines to lower costs has been effective so far,  
but it is not clear the trend can continue forever. 
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hydraulic system replaces the mechanical gearbox, 
are also a possibility. Continued development of 
larger and greater turbine capacities will necessitate 
higher capacity power electronics and enhanced 

grid support capabilities from wind power plants. 
Lower cost power conversion is expected from 
deployment of higher voltage power electronics 
(UpWind, 2011).

Box 3: Abundance of rare earths

Rare earth oxides (REOs) are used in many 
modern devices such as catalytic converters, 
LCD screens, rechargeable batteries, and wind 
turbine generators (about 20% of them, whether 
geared or direct drive) that use permanent 
magnets. These generators are more compact, 
more efficient, and require less maintenance, 
which is especially important off shore. 

Fears have been expressed that scarcity of 
REOs may impede large-scale deployment of 
wind power. However, known reserves are 
estimated to represent 1 000 years of supply 
at current consumption levels (USGS, 2013). In 

fact, prices for the neodymium oxide used to 
produce magnets dropped from USD 195/kg to 
USD 80/ kg during 2012 – a trend which does 
not suggest imminent scarcity. Extrapolations 
show that the wind power industry will 
continue to represent less than 1% of the global 
demand. The real issue is that 95% of current 
REO production occurs in China, which restricts 
exports but has only 30% of the world’s known 
reserves. Mining projects are currently being 
considered in more than 20 countries, and 
research is underway for alternative materials in 
many applications.

Figure 1.1: Growth trend of WTs over time and future projects (Koh and Ng, 2016)

from long-term maintenance waiting, costly travel and increased downtime, which will
amplify the impact of minor failures on the availability and reliability. To summarize,
the high level of blade fatigue and loading will contribute to predominant blade failures
because of faults, illustrated in Fig. 1.2. Therefore, it is of fundamental importance to
design sustainable control strategy and predictive maintenance that helps to reduce the
asymmetrical mechanical turbine loading and avoid unnecessary faults. This will con-
tribute to decrease the O&M expenses, enhance the reliability and prolong the lifetime
of offshore WTs.

1.2 Control of Wind Turbines

Among the various WT configurations (two or three bladed, downwind or upwind rotor,
vertical or horizontal axis etc.), the three bladed upwind horizontal turbine (HAWT)
represents the state-of-the-art multi-megawatt WTs and dominates the wind energy
market (Körber, 2014), illustrated in Fig. 1.3.

The changing wind flow is the driving force of the turbine, which exerts aerodynamic
torque and thrust on the rotor. It causes rotor blades to rotate as the wind passes by.
Blades are designed to have a specific aerodynamic curved shape to obtain as much
wind energy as possible. These blades are connected to the turbine hub that turns as
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Figure 1.2: Different wind turbine blade failures (from google images).

2System Description

The purpose of this chapter is to describe the components of the wind turbine that is considered
in the project, and to explain how the wind turbine is typically controlled to maximize the perfor-
mance dependent on the wind speed. Based on this description a reference controller is designed
according to the basic principles of wind turbine control. The actual controller design is described
in Appendix C, since the main focus of this thesis is fault-tolerant control, not nominal control of
the wind turbine.

2.1 Wind Turbine Components

This section provides some basic knowledge about a wind turbine and its components. Notice that
the section is inspired by [Esbensen et al., 2008, pp. 12-13] and is only slightly modified.

The wind turbine considered in this project is selected by kk-electronic a/s and is a Danish
concept wind turbine, which tends to be the standard design of modern wind turbines. A Danish
concept turbine is a horizontal-axis wind turbine using a three-bladed rotor design with an active
yaw system keeping the rotor oriented upwind [Krohn, 2002, p. 5].

Hub

Tower

Nacelle

Low-speed
 shaft

High-speed
shaft

Generator

Yaw
mechanism

Anemometer 

Wind vane

Gearbox

Brake

Rotor blade

Figure 2.1: Main components of a horizontal-axis wind turbine.

Figure 2.1 illustrates the main components of a wind turbine and their interconnections. The figure
is strongly inspired by [How Stuff Works, 2006]. The components and their purposes are described
below in alphabetic order [The Encyclopedia of Alternative Energy and Sustainable Living, 2005].

Page 5

Figure 1.3: Main components of a HAWT (Esbensen and Sloth, 2009)
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blades rotate. The WT rotor is composed of both the hub and blades. The rotation of
rotor drives the low speed shaft, which is attached to the high speed shaft through the
gearbox, enhancing the rotating speed to a certain level needed by the turbine genera-
tor. Furthermore, the high speed shaft spins the generator, thus converting the kinetic
energy from the incident wind into electrical power. The wind power cannot be fully
captured by a WT, which is subject to the rotor diameter and the incoming wind speed
that propels the blades. The theoretical optimal aerodynamic efficiency of wind tur-
bine is 0.593 (known as Betz limit) (Betz, 1926), which represents the available wind
energy that can be extracted. The power captured by a WT is typically defined as:

P(t) =
1
2

ρACp(β ,λ )v3(t) (1.1)

where ρ,A,v ∈ R represent the air density, rotor swept area and wind speed, respec-
tively. Cp is the power coefficient, that is the ratio between the power extracted by the
wind turbine to the available wind power. It is a function of the pitch angle β and tip
speed ratio λ . It is typically expressed by a look-up table achieved from the real field
test dataset. The tip speed ratio (TSR) presents the ratio of the rotor tip speed wr to the
wind speed, shown as

λ =
wr
v

(1.2)

with w,r denote the rotor angular velocity and rotor radius, respectively.

The blade pitch angles are regulated by pitch actuators at the root of blades, which are
normally electrical or hydraulic motors. Turbine brakes are critical for emergencies,
maintenance and risk management under high or extreme wind speeds, including dif-
ferent types of mechanical, electrical, or hydraulic brakes. The nacelle is located atop
the tower and includes the low and high speed shafts, gearbox, generator, controller
and brake assembly. A tower (made from concrete, steel etc.) supports the nacelle and
rotor. As wind speed increases with the height, the taller towers allow wind turbine to
extract more wind energy. The tower is supported by the fixed or floating foundation
for OWTs. Fixed OWTs are limited to shallow water depths of up to 50m. Float-
ing foundations provide greater flexibility for site location and make it accessible to
superior wind resources (Roddier et al., 2010).
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In the modern WTs, different types of sensors are accessible for turbine control and
monitoring purposes (Burton et al., 2011), illustrated in Fig. 1.4. In order to provide
the wind information for supervisory control, anemometers are used atop the nacelle
to measure the hub-height wind speed to determine if the wind speed is strong enough
to start the turbine operation. Recently, there is a growing interest in using the remote
sensing techniques including the light and detection ranging (LiDAR) systems to obtain
the real-time incident wind knowledge (Schlipf, 2016). The wind vane sensor obtains
the wind direction, which is used by yaw controllers to adjust the turbine facing into
or out of the wind. The blade load sensors, normally optical fibres or strain gauges,
are employed at the blade roots to achieve the blade flapwise or edgewise bending
measurements for the load reduction control. The pitch position sensors are adopted
to measure pitch angles for the generator speed control. Accelerometers are used in
the tower to measure the tower accelerations for tower damping control. Rotor and
generator speed sensors are employed to measure the rotational speed for the speed
regulation and drive train damping control scheme. Several sensors are employed to
indicate the temperature and oil level of the gearbox and bearings (Pao and Johnson,
2011).

Figure 1.4: Typical wind turbine sensors (Connectivity, 2019)
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The main goal of WT control is to maximize wind energy capture and guarantee good
power quality while keeping the turbine within operating limits including the cut-out
wind speed, rated speed/power etc. Furthermore, load reduction controllers are ex-
pected to prevent wind turbines from excessive mechanical loading generated by the
time-varying wind force (Burton et al., 2011).

Commercial multi-megawatt wind turbines are typically operated based on the variable-
speed variable-pitch strategy. The turbine is designed to have a variable generator speed
and a fixed pitch angle blow rated wind speed with a variable pitch angle above rated
wind speed (Bianchi and Mantz, 2006). Generator torque control ensures the efficient
turbine operation and power capture maximization in a wide range of wind speeds.
Variable pitch allows blades to pitch along the longitudinal axis for power regulation
above rated wind speed and aerodynamic braking by blade feathering (turns towards
parallel to wind direction with 0◦ pitch) in the event of wind gusts. In addition, variable
pitch strategy provides another advantage of dynamical load alleviation. The optimal
power curve and operation modes of for the National Renewable Energy Laboratory
(NREL) 5MW wind turbine system (Jonkman et al., 2005) mainly consists of 4 re-
gions according to the wind speed (Savvidis, 2017), shown in Fig.1.5.
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Figure 6:2 Optimal Electric Power curve and modes of operation for the 5MW NREL wind 

turbine system with respect to wind speed. 

 

6.1.2 Controller Structure 

The architecture used for all controllers is composed of a feedback and a feedforward 

component, where feedforward action establishes the nominal operating point at every step 

and feedback action compensated for deviations around that operating point. This can be 

summarised in Figures 6:3 and 6:4 for the SISO and the MIMO case respectively. Note that the 

wind speed estimation aspect is not a part of this investigation, therefore the assumption of an 

accurate wind speed measurement is made throughout all simulations. 

 

 

Figure 6:3 SISO Control System FB+FF structure. 

Figure 1.5: Power curve and operation modes for the 5MW NREL wind turbine system
(Jonkman et al., 2009)

In Region 1 (0 - 3 m/s), the turbine is prepared to start and no power is generated when
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the wind speed is lower than the cut-in speed. Region 2 (3 - 10.9 m/s) and Region
21

2 (10.9 - 11.4m/s) are control regions for maximizing the power extraction based
on the generator torque control strategy when the wind speed is lower than the rated
speed. The constant (optimal) TSR is maintained until Region 21

2 , which is a transition
region from the fixed TSR strategy to the fixed rotor speed until the rated power is
generated at the rated speed. From the power coefficient curve of the 5MW NREL
WT (Jonkman et al., 2005) illustrated in Fig. 1.6 , the maximum power coefficient
Cp of 0.4852 is achieved at β = 0◦, T SR = 7.55. Therefore, the blade pitch angle
reference is typically maintained constant at zero. The generator torque control strategy
is commonly adopted to track the optimal TSR. The uncaptured power is a result of
variations in the TSR around the design value. This accounts for an inherent loss of
efficiency in various wind turbine designs.

Figure 1.6: Power coefficient curve of the 5MW NREL wind turbine

In the full load region of Region 3 (11.4 - 25 m/s), the rated power generation and load
mitigation are achieved by pitching blade angles to regulate the rotor efficiency via
the proposed pitch controller. The Region 3 is maintained until arriving at the cut-off
wind speed of 25 m/s, where the rotor rotation terminates and power production stops
(Liniger et al., 2017).
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In this thesis, only the operation in region 3 is considered. Pitch control system is one
of the most crucial control strategies in offshore WTs (Gao and Gao, 2016). Specif-
ically, collective pitch control (CPC) means that 3 blade pitch angles are regulated
collectively by the same size in order to adjust the turbine rotor speed. In contrast, the
use of the individual pitch control (IPC) means that the pitch angle reacts to load mea-
surements individually and instantaneously to mitigate the blade unbalanced loading,
which requires an independent pitch actuator in each blade (Lio et al. (2017)). The goal
of CPC is typically to regulate the power output and reduce the tower loading, whilst
the principal purpose of IPC is to reduce or mitigate the asymmetric loading of all 3
blades. The idea of IPC originally comes from the helicopter individual blade control
(Arnold, 2003), which aims to achieve low rotor blade induced vibration level, better
flight performance and lower noise level emission. Motivated by this, the idea of indi-
vidually allocating three pitch actuators is used in the wind turbine system (Bossanyi,
2003a).

1.3 Typical Faults of Wind Turbine Systems

There exists two typical types of WT system faults including temporary faults and
wear-out failures (Qiao and Lu, 2015a). Temporary faults tend to be short-term and ran-
dom, which could be caused by the environmental and internal factors including wind
flow turbulence, accumulated dirt and ice, severe weather conditions (i.e. lightning,
storm, hail, gusts etc.), grid disturbances, thermal problems, sensor reading errors, etc.
Temporary faults can be compensated by the predictive maintenance performed before
the consequent failures (Daneshi-Far et al., 2010). Wear-out failures are normally per-
manent and irreversible, requiring timely repairs or failed component replacements,
which may result in the consequent failures of other assemblies or even the total WT
system. The typical faults and problems of different turbine subsystems and assem-
blies are summarized in Fig. 1.7, inspired by (Hameed et al., 2009; Badihi et al., 2013;
Feng, 2014, etc.).

However, these faults and problems exert different impacts on turbine systems (Liu
et al., 2015). Fig. 1.8 provides a comparison of the percentage distribution of turbine
downtime due to these faults and problems. It is worth noting that the pitch systems
contribute approximately 22% of the annual turbine downtime just after the electri-
cal subsystem. Therefore, it becomes very important to design appropriate predictive
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Rotor
• Surface roughness, icing.
• Imbalance, aero-elastic deflection.
• Fatigue, impending cracks, corrosion.
• Rotor speed scaling, offset, stuck, etc.

• pitch actuator faults (offset, changed 
dynamics).
• Pitch sensor faults (bias, fixed value, 
gain factor, total failure, etc.).

Pitch System

Bearings & Shaft
• Wear, pitting, deformation of outer face 
and rolling elements of bearings.
• Fatigue, impending cracks of shafts.
• Low speed shaft position encoder bit error.
• Overheating.

Blade root load sensor
• bias, fixed value, gain factor, total failure, etc.

Gear Box

• Offset, eccentricity of 
tooth wheels.
• Tooth wear & breakage.

Generator
• Electrical asymmetries.
• Overheating, insulation damage.
• Generator converter actuator faults    
(offset, changed dynamics).
• Generator speed scaling, offset, stuck, etc.

Wind Speed Anemometer 
• bias, fixed value, gain factor, 
total failure, etc.

Yaw System
• Yaw angle offset, stuck.

Tower
• Resonance.
• Fatigue, clearance, cracks.

Figure 1.7: Typical faults and problems from different wind turbine subsystems and
assemblies

maintenance strategies for pitch systems to enhance the WT reliability and sustainabil-
ity.

The practical use of individual pitch actuation for each blade is typical for large com-
mercial offshore WT systems for the sake of safety, including hydraulic and electric
types with their respective strengths and weaknesses (Burton et al., 2011). Pitch sys-
tems driven by the electric motor present wider operating bandwidths that is suitable
for the situation requiring faster pitching motions. Compared to this, hydraulic pitch
systems have a slower response and bearing greater stiffness, exhibiting a higher level
of reliability (Lu et al., 2009). For large offshore WTs suffering from extreme aerody-
namic loading, hydraulic pitch systems are considered easy-maintenance and fail-safe.
Therefore, this thesis focuses on the study of hydraulic pitch systems, illustrated in Fig.
1.9.

Moreover, a simplified sketch of one hydraulic pitch system with the designed pitch
controller (CPC and IPC) is illustrated in Fig. 1.10. The CPC generates the pitch angle
reference according to the error of generator speed and the IPC controller adds extra
pitch angle to reduce the blade bending moments. The final pitch angle reference is
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Yaw system

Pitch System
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Control & 
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Reliability, Downtime and 
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Figure 1.8: Percentage distribution of standardized downtime per year per turbine
caused by the WT subsystem and assembly faults from various manufacturers in the
ReliaWind study (Wilkinson et al., 2010)

Figure 1.9: Hydraulic pitch system of wind turbine system (from google images)

then compared with the pitch position measurement. The resulting error of pitch angle
is transferred into a pitch rate requirement, implemented by the proportional valve
(V1) (Burton et al., 2011). That is, the flow of hydraulic fluid (i.e. oil) to the pitch
differential cylinder (C1) is controlled by V1 based on the required pitch rate demand.
The cylinder C1 is connected to the corresponding blade, adjusting the pitch angle to
match the controller demands with the piston in C1 is extended or retracted. Hydraulic
pumps can ensure the quick response and high efficiency to satisfy the demanding oil
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pressure. Furthermore, the accumulator is hydraulically connected to C1 and supplies
the backup flow pressure to maintain the hydraulic pressure from the pump station
(Esbensen and Sloth, 2009).

Pump 

Station

Generator speed error

V1 C1

CPC+IPC

Controlling blade pitch

Pitch 

Sensor

Accumulator

Hydraulic Pitch Actuator

OWT

Reference+

-

Bending moments

Figure 1.10: One hydraulic pitch system with the CPC and IPC controllers

The hydraulic pitch systems (including actuators and sensors) are prone to faults by
various reasons. A very small quantity of air contamination can significantly reduce
the effective bulk modulus of oil, which cause the variations of pitch system dynamics
(Lu et al., 2009). Similar issues occur when oil in the hose leaks and the pump station
gets blocked. Moreover, the pitch actuator will get stuck due to the blockage of valves
(i.e. V1) or pumps. Once a valve or pump blockage occurs, the piston in the cylinder
C1 cannot move and lose the ability to pitch the corresponding blade, which can lead to
the wind turbine system out of control (Cho et al., 2018). In terms of pitch sensor faults,
calibration drift (known as bias), stuck readings, no outputs and scaling measurements
etc. are typical modes. Therefore, the pitch controller that depends on the faulty sensor
output should be robust enough or the faults are compensated accurately. If not handled
properly, these faults may cause WT operation instability.
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1.4 Challenges and Objectives

The major aim of this thesis is to combine FTC techniques with sustainable controller
(i.e. load reduction schemes by IPC) for offshore wind turbines in a more integrated
manner to enhance the WT unbalanced load reduction performance in either the fault-
free or faulty case and compensate the fault effects, illustrated in Fig. 1.11. Therefore,
the O&M expenses will be significantly reduced as well as the reliability and lifetime
of offshore WTs are enhanced.

Nonlinear
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Measurements
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Measurements

Load 

Information 

Figure 1.11: Fault tolerant control of wind turbines with sustainable controllers

One way to reduce the O&M expenses and improve operation reliability is the use of
more intelligent pitch control systems (e.g. individual pitch control, known as IPC) to
attenuate the turbine unbalanced structural loading while maintain the nominal gener-
ator power output. Another approach to decrease the expenses is to improve the WT
system maintenance schedules. The requirement is to reduce the number and frequency
of scheduled maintenance services as well as reduce the downtime caused by faults.
Therefore, the implementation of condition monitoring (CM) system and control-based
fault monitoring strategy are of paramount significance to increase the operating life
of offshore WTs and enhance sustainable operation. Especially, the fault detection and
isolation (FDI) scheme as well as fault estimation (FE)-based FTC algorithms can be
adopted to detect faults and make compensations to fault effects according to the type
of faults.
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Possible candidates for costly and non-universal LiDAR used by the preview control-
based IPC

There is a growing interest in the study of preview control-based IPC (i.e. model
predictive control, called as MPC) using the future wind speed knowledge to enhance
the load mitigation performance. However, the used future wind information is either
just assumed to be known perfectly or can be estimated from the LiDAR system in these
extensive studies. If the future wind information can be achieved from the wind speed
prediction through popular data-driven methods using the history data, how reliable is
the designed preview control system with this future wind knowledge? This idea is
going to be investigated in Chapter 4.

Potential IPC strategy for both blade and tower loading mitigation

Mitigating the blade and tower loading are important for reducing the offshore WT
O&M costs. However, there is a general limitation for the current load mitigation tech-
niques, which mitigate the blade loading and tower loading in the separate controllers.
It is demonstrated that there exists strong couplings between the blade and tower bend-
ing moments. Therefore, it is interesting to deal with these two load mitigation loops
in a multi-objective manner. This part of work is presented in Section 6.3.1, which
presents a multivariable IPC controller using LQR method.

On-line FDI/FE-based FTC strategy for pitch system faults

Condition monitoring system is essential for WTs to avoid severe failures. CM is
mainly an off-line method of monitoring the health of system components at a mechani-
cal system level from sensor measurements based on signal processing approaches. For
example, during an inspection procedure the drive train can be rotated and an opera-
tor can use vibration testing methods to "listen" for unusual imbalance in the gearbox,
drive shaft or hub main bearing. On the other hand, the control approach to fault mon-
itoring based on fault diagnosis and fault tolerant strategies is necessarily on-line by
the very fact that all control system operate on-line. Furthermore, CM is only a local
method of inspecting individual components, whilst FDI/FE-based FTC control system
can monitor both on-line components and also monitor the whole system (with its com-
ponents) from a global perspective. In this sense, it is important to design appropriate
control-based fault monitoring strategy for WT system.

Moreover, under the accumulated operating conditions and harsh environments, the
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pitch system suffers from different types of faults and exhibits unsatisfactory pitch
dynamics. This has a further adverse impact on the turbine operational stability which
in turn enhances the rotor blade fluctuations and hence an increase in bending and
fatigue. As stated in Section 1.3, the pitch system faults exert significant impacts on
the WT down-time. Therefore, on-line FDI/FE-based FTC strategies are investigated
for various pitch system faults as follows:

(1) In Section 3.4, a pitch actuator stuck fault (PAS) is detected by a Kalman filter FDI
strategy,

(2) In Section 5.3.2, incipient pitch actuator faults are estimated and compensated using
a combined sliding mode observer-based fault estimation (FE) and FTC strategy,

(3) In Section 6.3.2, a robust unknown input observer is used to estimate pitch sensor
faults within an FE-based FTC scheme.

Combined analysis of FE-based FTC strategy with IPC system

It is shown that the IPC system can mitigate the turbine loading. However, this load
reduction performance comes with the sacrifice of enhanced pitch movements, which
increases the pitch system fatigue and thus increases the likelihood of pitch system
faults. The resulting pitch system faults will in turn deteriorate the load reduction
performance by the IPC. To the best knowledge of the author, there exists two ways to
reduce the negative impacts of pitch faults. That is, on the one hand trying to decrease
the pitch travel caused by the additional pitch angle from the proposed IPC system,
and on the other hand enhancing the robustness and reliability of pitch controllers with
the help of FE-based FTC strategies, to compensate the undesirable effects on the IPC
system caused by pitch faults. In this sense, it is of paramount significance to consider
the pitch system faults within the IPC system in a more systematic way, by asking
the following questions. Firstly, do different IPC strategies have the same ability to
maintain the load reduction performance when one same pitch fault occurs? Secondly,
does the proposed fault tolerant control (FTC) strategy have the same performance
when using different IPC schemes in the system? These problems will be investigated
in Section 5.4.2 and Chapter 6.4.3.

Furthermore, this scenario of load mitigation is analogous to the FTC problem because
the action of rotor bending (caused by wind loading) and considered as a fault effect.
A fault acting in a system is an unwanted effect causing a deterioration in performance
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and this is precisely what happens with rotor blade bending (see Chapter 5). An ex-
tension to the idea can also be considered for tower bending, or even a combination of
both (see Chapter 6 for more discussion). So, it is quite attractive to consider all the
"fault effects" acting in the rotor system or both the rotor and tower system, i.e. sensor
faults, actuator faults and bending moment effects. The bending moment changes are
effectively component faults acting in the rotor/tower system. Hence, the work on FTC
is a valid contribution in this context as these various effects can be handled together
and it can be noted that in the subject of FTC three general forms of faults are consid-
ered namely actuator, sensor and component faults (Patton, 2015). All FTC schemes
use redundancy of various kinds to achieve fault tolerance. Actually, IPC involves the
use of dissimilar actuator redundancy which is a powerful tool for FTC. This is a prime
motivation of this PhD work.

1.5 Outline of the Thesis

Based on the aforementioned objectives, the thesis structure is illustrated in Fig. 1.12.
The remainder of this thesis is summarized as follows.

Chapter 1 provides an introduction to the modern offshore WT control strategies and
some typical faults occur in the practical system. The challenges and objectives of
offshore WTs focused on this thesis are discussed.

Chapter 2 provides a brief background of the common WT load sources and intro-
duction of used wind turbine simulator (i.e. 5MW NREL wind turbine, containing
the corresponding baseline control systems) for the simulation validation. Moreover,
a general literature review of the typical WT load reduction strategies as well as the
current different IPC methods is given.

Chapter 3 illustrates some background knowledge about the fault diagnosis and FTC
as well as the state-of-art developments of the wind turbine FTC system. Furthermore,
a tutorial example about designing a FDI system for the WT PAS fault is presented,
where the effects of PAS on the structual loading and power output are also analysed.

Chapter 4 proposes a preview control system using the model predictive control with
the future wind speeds to achieve better performance of blade load reduction. Here, the
future wind characteristics are provided from a very short-time wind speed prediction



1.5. Outline of the Thesis 16

1

2 3

4

5 6

7

Introduction & literature 

review of load reduction

• Introduction & literature 

review of FD & FTC

• Tutorial example using FDI 

for PAS faults

Introduction

Rotor load reduction 

using MPC

• Rotor load reduction using 

PI & H∞ loop-shaping 

• Pitch actuator dynamics 

changing faults

• Rotor & tower load 

reduction using LQR

• Pitch sensor faults

Summary & future work

Figure 1.12: Structure of the thesis

strategy through a well-designed Gaussian process model rather than the expensive
and non-universal LiDAR system. The proposed strategy has the superiority of not
requiring additional hardware, which could be a promising alternative method to the
existing LiDAR system when considered for the preview control-based load reduction.

Chapter 5 designs a universal and robust FTC system for three different pitch actuator
incipient (component) faults, which is combined with a Coleman transformation-based
IPC system using PI or H∞ loop-shaping control approach. It gives some general un-
derstanding of the origin of the unbalanced blade loading and power deterioration, in
the event of pitch actuator incipient faults. It can be seen that the proposed sliding
mode observer based FTC strategy can achieve the compensation of fault effects and
maintain the nominal asymmetrical load mitigation performance.

Chapter 6 proposes a multivariable LQR-based IPC system to mitigate the blade and
tower loading together, considering pitch sensor faults with the uncertainties and mea-
surement noise. An UIO-based FE system is proposed to achieve the estimation of
four types of sensor faults and thus the FTC compensation is implemented. The de-
signed UIO is validated under three different pitch control cases and the performance
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of designed LQR-based IPC controller is also compared in different faulty cases.

Chapter 7 provides a thesis summary and recapitulates the main contributions as well
as the future research.



Chapter 2

Load Reduction Control for Wind
Turbines

2.1 Introduction

As mentioned in Chapter 1, this thesis makes some contributions on the load reduction
of wind turbine unbalanced loading. Before considering the design of different control
strategies to achieve the load mitigation, this chapter aims to introduce (i) some back-
ground of the common turbine fatigue loads, (ii) the used wind turbine software for
validation, (iii) a brief literature review about several load reduction strategies.

The rest of this Chapter is organized as follows. Section 2.2 gives a detail introduc-
tion about the use of the 5MW NREL (National Renewable Energy Laboratory) wind
turbine including the mathematical turbine model, blade pitch model, wind modelling
and the baseline control system. Section 2.3 provides some knowledge of the sources
of common wind turbine fatigue loading. Section 2.4 presents the general wind turbine
load mitigation strategies. Furthermore, Section 2.5 gives a detailed literature review
of current individual pitch control (IPC) methods. Finally, Section 2.6 provides a sum-
marization of this Chapter.
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2.2 The Aero-elastic Simulation Tool FAST

Over the last few decades, several wind turbine simulators including wind turbine
benchmark model (Odgaard et al., 2013), Garrad Hassan (GH) Bladed model (Bladed,
2019), (Fatigue, Aerodynamics, Structure and Turbulence) FAST (Jonkman et al.,
2005), Flex5 (Øye, 2001) etc., have been developed to meet the growing demand for a
common research platform for the sustainable control and predictive maintenance re-
search. Unlike the GH Bladed or Flex5, the wind turbine benchmark model and FAST
are free and have the available source codes, which make these two models the most
commonly used turbine prototypes.

However, the wind turbine benchmark model (Odgaard et al., 2013) is a reduced-order
simulator based on the first principle modelling with only drive train motion and actua-
tor dynamics. In contrast, the second simulator FAST contains higher-fidelity and more
realistic modelling, which needs more sophisticated control and fault diagnosis strate-
gies, making the proposed strategies more desirable to the real wind turbine system.
Therefore, the FAST is chosen as the wind turbine simulator in this thesis.

FAST is a nonlinear aero-elastic structural-dynamic model developed by the NREL
from United States for horizontal-axis wind turbines. FAST incorporates the AeroDyn
module (Laino and Hansen, 2002) using the Blade Element Momentum (BEM) theory
for the aero-dynamic modelling, which simulates the wind turbine response and load-
ing. The FAST structural models include the flexible and rigid bodies. The turbine
blades, tower, and drive-train are flexible whilst other turbine components are assumed
to be rigid. FAST is incorporated in the MATLAB/Simulink as an S-Function, so that
more flexible access to the turbine control development and design is achievable. The
relevant controller codes can be included using either a dynamic link library or by
running the system in Matlab with the provided Simulink interface (Jonkman et al.,
2005).

FAST features 24 degrees of freedom (DOF) to express the main dynamics, including
the blade first/second flapwise and first edgewise modes, tower fore-aft and side-side
motion, drive train torsion, generator azimuth angle, nacelle and platform modes, etc.
(Jonkman et al., 2005). Any combinations of the DOFs can be enabled in the simula-
tion according to users’ requirements. All available DOFs except the platform-related
modes are enabled throughout this study.
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Hence, the NREL 5MW reference turbine (Jonkman et al., 2009) is adopted as the
turbine simulator, which is a theoretical wind turbine model designed to represent a
modern turbine with the same capacity. It is considered a well-known standard mod-
elling tool for the mainstream wind turbine research (Houtzager et al., 2013). This is
a conventional variable-speed, pitch-regulated turbine system (see Section 1.2). The
detailed parameters are described in Table. 2.1.

Table 2.1: Parameters of the NREL 5MW wind turbine model

Power rating 5 MW
Rotor orientation, structure Upwind, three-bladed
Rotor, hub diameter 126 m, 3 m
Hub height 90 m
Gearbox ratio 97
Cut-in, rated, cut-out wind speed 3 m/s, 11.4 m/s, 25 m/s
Rated rotor, generator speed 12.1 rpm, 1173.7 rpm
Rated generator torque 43093.55 Nm
Electrical generator efficiency 94.4%
Rotational frequency (1P) 0.2 Hz (at rated speed)

2.2.1 Mathematical Model

The wind turbine aerodynamics are highly and inherently nonlinear due to the time-
varying and complicated incident wind flow. It is hard to achieve a perfect mathe-
matical model, which can represent all the relevant turbine dynamics. Currently, there
are two main different methods to achieve a mathematical model that is applicable for
turbine control design:

(1) One popular method is the use of a first principle mathematical model and obtain the
relevant parameters from the high-fidelity wind turbine simulator through the system
identification, which is used by many research works (Van Engelen, 2006; Sloth et al.,
2011; Zhang et al., 2013; Körber, 2014; Gao and Gao, 2016; Jones et al., 2018, etc.). A
simple mathematical model with a few states can be generated by selecting the relevant
system dynamics for the specific control objective. One advantage of this method is the
nonlinearities of turbine model can be included explicitly and conveniently, allowing
greater flexibility in dealing with the nonlinearities in the control system design.
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(2) Some wind turbine simulators (i.e. GH Bladed and FAST) provide the linearization
capability that automatically generate the linear state space model at a given operation
point, which is extensively used by (Laks et al., 2011; Spencer et al., 2013; Xiao et al.,
2013; Li et al., 2014; Hassan et al., 2012; etc.). The generated linear model can be quite
large if all the system dynamics are considered, but can be simplified either by using
the model order reduction or ignoring some irrelevant DOFs. The main advantage of
this approach is that the linear model can be easily obtained, which contains all the
dynamic interactions if required.

The second approach is selected in this thesis because the proposed pitch control sys-
tem (i.e. IPC) focuses on using linear control strategies. The FAST linearization prop-
erty (see more in Section 4.2.1) is implemented to achieve the linear wind turbine
model in the later work.

2.2.2 Blade Pitch System

Furthermore, the model of pitch actuators dynamics is not provided in the FAST. Here,
each hydraulic pitch actuator is modelled as a second-order closed-loop system with
pitch angle range [0◦, 90◦] and pitch rate limits [−8◦/s, 8◦/s] (Odgaard et al., 2013),
expressed as

β (s)
βr(s)

=
w2

n
s2 +2ξ wns+w2

n
(2.1)

where the nominal natural frequency is wn = 11.11 rad/s, the damping ratio is ξ = 0.6.
β (s) is the pitch angle, and βr(s) is the control reference for the pitch system. To
facilitate the subsequent controller design, the state space model for the three pitch
systems is illustrated as:
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In this thesis, the Fault detection and isolation (FDI) and Fault Tolerant Control (FTC)
schemes for the pitch system are developed using the local pitch mathematical model
(2.2). The global wind turbine dynamic model from the FAST linearization is used
for the IPC controller design. However, whilst the FDI/FTC is based on the local pitch
system dynamics uncertainties from changing aerodynamics, unknown wind speed and
modelling errors must be taken into account through a robust approach. It is important
to include a robustness aspect in the FDI/FTC design since the uncertainties can de-
grade the fault detection and isolation as well as FTC performance. This robustness
aspect is considered in Section 6.3.2. However, from Section 5.3.2 an alternative to
FDI is also used which is fault estimation (FE) in which the detection and isolation
roles are simplified.

2.2.3 Wind Modelling

The NREL TurbSim stochastic inflow simulator (Jonkman, 2009) is adopted to provide
the realistic 3D wind field for the wind turbine closed-loop simulation. It provides a
simulated full-field turbulent wind environment by a statistical model to drive the FAST
simulations. This statistical model incorporates several significant hydrodynamic fea-
tures that are known to have adverse effects on wind turbine aero-elastic response and
loading. The generated 3-dimensional turbulent wind dataset is characterised by the
mean wind speed at the reference height, the Kaimal turbulence intensity (Kaimal et al.
(1972)) and the wind vertical shear exponent, which can be determined by the user as
inputs. The vertical shear exponent is calculated according to the mean wind speed
values at the top and bottom of the turbine rotor disk (Jonkman, 2009).

2.2.4 Baseline Wind Turbine Control

The baseline generator torque and blade pitch controllers for the 5MW NREL wind
turbine are illustrated in the report (Jonkman et al., 2005). The goal of generator torque
controller is to optimize the power extraction when operating below the rated wind
speed (Region 2). The generator torque reference is calculated as a tabulated function
of the filtered turbine generator speed. In Region 3, the generator torque is designed to
be inversely proportional to the filtered generator speed.
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Furthermore, the pitch control becomes important in Region 3 and the pitch angles
are regulated (from 0 degree) to constrain the generator power output (Gao and Gao,
2016). This is important to keep the turbine from the excessive loading and damage.
In region 3, a gain-scheduling proportional-integral (PI) pitch controller is adopted
to change three pitch angles simultaneously and hence to decrease the rotor lift and
torque, illustrated in (2.3). This is the so-called Collective Pitch Control (CPC). Here,
this pitch controller is reviewed briefly as its performance will be considered in the
thesis as the baseline CPC system for both FTC and load mitigation control. The FTC
and load mitigation systems also use individual pitch control (IPC) in which 3 pitch
angles are adjusted individually, giving an opportunity for redundant control to achieve
a degree of load balancing (Bossanyi, 2005).

4βr(t) = GK(β )(Kp(t)4w(t)+KI(t)
∫ t

0
4w(t)dt) (2.3)

where 4βr denotes small perturbations of the pitch angle reference around the oper-
ation condition. 4w means the error between the rated generator speed set value and
the corresponding measurement. Kp, KI represent the proportional and integral gains.
The gain correction factor GK(θ) is to adjust the values of Kp, KI with respect to the
time-varying wind speed because the sensitivity between aerodynamic power and blade
pitch angle is nonlinear over Region 3.

The overall Simulink implementation is illustrated in Fig. 2.1, where the 5MW NREL
model is incorporated in the green block FAST Nonlinear Wind Turbine and the red
block Baseline Generator Torque Controller and blue block Baseline Pitch Controller

are the proposed baseline controllers (Details illustrated in Appendix A). The control
inputs of this 5MW NREL turbine model includes three pitch angle references, the
generator torque reference together with the yaw angle rated value. The yaw angle is
typically a constant 0◦, which means the orientation of average wind flow is assumed
to be constant. In FAST, various measurements of wind turbine components can be ac-
cessed, e.g. the generator speed, wind speed at the hub height, blade flapwise/edgewise
bending moments, tower fore-aft/side-side bending moments etc., expressed as the yel-
low block OutData.
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Figure 2.1: The simplified 5MW NREL wind turbine simulation model in MAT-
LAB/Simulink

2.3 Structural Loading in Wind Turbines

Wind turbines not only extract useful wind energy but also suffer from the mechanical
loads due to the time-varying incident wind flow. The unbalanced loading typically
includes two different kinds: extreme and fatigue loads. Extreme loads are considered
to be caused by the sudden strong wind gusting (even up to 113 m/s wind speed) and
wind turbines should be able to withstand such extreme conditions that last for about 10
minutes once every 50 years (Association, 2003). One approach that has been proposed
to mitigate the gust loads is by means of remote wind sensing techniques known as light
and detection ranging (LiDAR) systems, which can obtain wind speed measurements
of several hundred meters in front of the turbine rotor to provide sufficient time to
respond to potential incoming gusts (Schlipf et al., 2013).

Fatigue loading normally accumulate over time and can cause the turbine damage after
long periods of operation. Asymmetric cyclic loading is the dominating source of
the rotor and tower fatigue. These are due to the deterministic and stochastic wind
phenomena (Körber, 2014). Deterministic wind processes (that can be determined
and no statistical approaches required) including wind shear, yaw misalignment, tower
shadow and gravity etc. result in the turbine periodic loading. More explanation of
these wind properties are illustrated as follows (Burton et al., 2011):

1. Wind Shear.

Wind shear refers to the variation in the average wind velocity or direction with height.
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2. Tower Shadow.

Tower shadow denotes the wind speed distortion (i.e. wind speed reduction) caused by
the presence of front tower in the incident wind stream.

3. Yaw Misalignment.

Yaw misalignment represents a difference between the wind orientation and the turbine
rotor axis direction, which will affect the turbine angle of attack and further power
output.

4. Gravity Loads.

Due to the gravity, it exerts a sinusoidally varying edgewise bending moments on the
blades and gravitational loading on both the tower and nacelle. The gravity loading on
the rotor blade will reach a peak as the blade is in a horizontal position.

Furthermore, rapid variations in the wind speed and orientation (termed as turbulence)
along with wake effects typically make the dominating contribution to the turbine un-
balanced loading. This is because the scale of a rotor blade and the size of eddies (or
vortices) due to turbulence are comparable. In the wind farms, individual wind turbine
also suffers from the wake effect from the upstream turbine blades, i.e. a long trailing
wake develops behind one wind turbine affecting the lift performance of downstream
turbines (González-Longatt et al., 2012). The phenomenon of wake is illustrated in
Fig. 2.2.

Figure 2.2: Horns Rev wind farm in Denmark (Technology, 2017)
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Figure 2.3: Vertical wind shear effect and turbulence from the left side view of a up-
wind wind turbine (Houtzager et al., 2013)

Moreover, Fig. 2.3 illustrates the vertical wind shear effect and turbulence. It can be
seen from Fig. 2.3, rotor blades slice the incoming wind field at a frequency decided
by the blade number and rotor speed. This leads to the development of dynamic rotor
blade loading with major frequencies corresponding to the rotor frequency (known as
1P) and its multiples (2P, 3P, ... nP). These fatigue loading exerts adverse effects on the
major components including the rotor blades, tower and drive train system. The wind
turbine tower system is not rigid in reality. Fluctuating rotor loading cause tower fore-
aft oscillations, which will affect the rotor blade dynamics in turn (Burton et al., 2011).
The common wind turbine loading are shown in Fig. 2.4. The bending moments in
the fore-aft orientation refer to the vibrations in the plane orthogonal to the rotor blade,
while the plane parallel to the blade is known as the side-side orientation. The most
pivotal eigenmode for both the blade and tower loading is usually the first eigenmode
(Jonkman et al., 2005).

2.4 Load Mitigation Control

Except the baseline generator torque controller and CPC system introduced in Section
2.2.4, the modern commercial wind turbines have different control loops to mitigate



2.4. Load Mitigation Control 27

Tower Forere-e-aft ower Forree afa

Bending

Outplane bendingsO

•

Outplane benOu

Flapwise

ndingsben

ee bendingapwisee bendb

moment

Tower sidede-e-sideower siddee didsi

Bending

Inplane bendingsIn

•

nplane bendingsnp

Edgewise bending dgewise bend

moment

Drive train torsion

Figure 2.4: Different common loads of wind turbine

the structural loading, illustrated in Fig. 2.5:
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Figure 2.5: General wind turbine control system with common load mitigation strate-
gies (Körber, 2014)

Drive Train Damper It aims to reduce the fatigue loading because of the drive train
vibrations. The measured generator speed is adopted to generate an extra zero-mean
generator torque signal to dampen the torsional fluctuations of drive train (Van Kuik
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et al., 2016). It is typically designed as a bandpass or highpass filter to produce small
ripples of generator speed at the drive train frequency.

Active Tower Damping The tower loading is typically dominated by the tower fore-
aft oscillations. To dampen the tower fore-aft vibrations, an active tower damping
controller is adopted to generate an extra zero-mean collective pitch offset added to
the CPC loop based on the tower top fore-aft velocity/acceleration measurements. The
tower side-side oscillations are normally more lightly damped than the tower fore-aft
vibrations, since the aerodynamic damping from the turbine rotor is relatively smaller
in the side-side orientation. In principle, the proper control of generator torque can
increase the side-side vibration damping and an additional torque command is derived
from the tower side-side acceleration measurements (Wright et al., 2007).

The tower damping controller is usually considered as an independent control loop
from the pitch control system for the generator speed regulation (Bossanyi, 2000;
Bossanyi, 2003b). However, according to the vibration mechanisms, the blade flap-
wise fluctuations present significant couplings with tower fore-aft oscillations. Also,
both the blade edgewise vibrations and tower side-side fluctuations are shown to have
strong couplings with the drive train torsional mode (Körber, 2014). That is, any pitch
motion to adjust the generator speed will excite tower vibrations whilst any control
signal to reduce tower vibrations will affect the generator speed. Hence, it is of great
significance to pay attention to the dynamic couplings when designing these load re-
duction controllers (Leithead and Dominguez, 2005).

Inidividual pitch control (IPC) In order to minimize the unbalanced loading of
blades and the main bearing system, a zero-mean pitch command for each blade is
generated on top of the pitch angle from CPC using the measured blade flapwise/root
bending moments. The three blades of most modern wind turbines are pitched individ-
ually. Although there exists various IPC designs, many follow the basic principle of
the traditional Coleman transformation-based IPC from the work by Bossanyi (2005),
shown in Fig. 2.6.

In this strategy, the mitigation of main bearing yaw and tilt loading is treated as two
independent loops and achieved by the single-input single-output (SISO) controllers
(Bossanyi, 2005). This IPC scheme for yaw and tilt moment compensation is usu-
ally referred to as the conventional form of Coleman transformation-based IPC sys-
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Figure 2.6: Traditional IPC scheme (Bossanyi, 2005)

tem, which has demonstrated to work reliably and effectively in reality (Shan et al.,
2013). The blade rotation brings a significant challenge to the load mitigation control,
causing the blade loading rotating with blade azimuth angles. Furthermore, the wind
turbine model between the flapwise bending moments and pitch angles are typically
periodic linear time-varying (LTV) systems, increasing the difficulty in designing ap-
propriate controllers compared with the linear time-invariant (LTI) system (Houtzager
et al., 2013). The Coleman transformation also known as d-q transformation (Bossanyi,
2003a), multi-blade coordinate transformation (MBC) (Schuler et al., 2010) has been
employed by a large quantity of researchers to achieve the mapping of 3 blade flapwise
bending vibrations with phase difference of 120◦ from the rotating frame B to the fixed
hub system F (Van Engelen, 2006). The related coordinate systems are illustrated in
Fig. 2.7.

After Coleman transformation, each of the three blade load signals is split into three
components including a collective part, together with a cosine and sine component
changing with the blade angle in the fixed hub system (Zhang et al., 2011b). The col-
lective component is the mean value of three blade load signals and is same for three
rotor blades. The loading acting on the main bearing (i.e. the cosine and sine com-
ponents) are usually known as the tilt and yaw moments. The tilt moment is in the
horizontal direction whilst the yaw moment is in the vertical orientation. This transfor-
mation naturally accomplishes the decouplings between the symmetrical (collective)
and asymmetrical (cosine and sine) blade unbalanced loading. Since the majority of
blade loading comes from the asymmetrical wind inflows, the collective loading are
normally ignored by the IPC design.
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Figure 2.7: Illustrations of the blade rotational reference frame {B} and the fixed hub
reference frame {F} (referred to as tilt-yaw coordinate system) (Zhang et al., 2014a)

However, another significant issue that comes with the Coleman transformation is the
problem of frequency splitting (Bossanyi, 2003a; Van Engelen,2006; Selvam et al.,
2009; Zhang et al., 2013). According to the demonstrations in Appendix B, the effects
from direct components (0P) and the frequency components 3iP (i = 1,2, ...,n) of the
flapwise bending moments on the tilt and yaw moments disappear. Moreover, the 1P
frequency of the flapwise bending moments is transformed to 0P component of the
tilt and yaw moments in the fixed hub coordinate system. The other harmonics in the
rotating blade coordinate system contribute to the nearest frequency harmonic, which
is the integer multiple of 3P in the fixed reference frame. That is, the blade loading
with 2P & 4P frequency are modulated to 3P load on the main bearing yaw and tilt
moments, similarly 5P & 7P contribute to 6P. The redistribution of harmonics due to
the Coleman transformation is illustrated in Table 2.2.

To visualise these various loading, Fig. 2.8 and Fig. 2.9 provide the frequency analysis
of blades, main bearing and tower loading of the 5MW NREL wind turbines, which is
performed only with the baseline control systems (Section 2.2.4). Since the frequency
spectra of main bearing yaw and tilt moments have quite similar performance, the fig-
ure of the tilt moment frequency analysis is omitted here for brevity. It can be seen that
the blade loading principally focuses on the 0.2 Hz (the rotor speed is approximately
12.1 rpm ≈ 0.2 Hz), 0.4 Hz etc. Furthermore, the loading on the turbine main bearing
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Table 2.2: Redistribution of harmonics between the rotating blade loading and main
bearing tilt/yaw loading

Harmonics in rotating frame Harmonics in non-rotating frame
0P N/A
1P 0P

2P, 4P 3P
3P N/A

5P, 7P 6P

is dominated by the loading of 0P, 3P, 6P etc., whilst the excessive tower loading occurs
primarily at the resonant frequency (0.32 Hz). It is worth noting that the deterministic
wind phenomena appears as spikes on the power spectrum, while stochastic properties
spread as small burrs over a wider frequency range.
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Figure 2.8: Frequency spectra of the blade 1 flapwise bending moment and main bear-
ing tilt moment
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Figure 2.9: Frequency spectra of the tower fore-aft and side-side bending moments

2.5 Literature Review of IPC Methods

2.5.1 Traditional Feedback Control

Early IPC strategies are based on the feedback control with measurements from the
structural sensors (Bossanyi, 2005). The most commonly used IPC strategy is the
Coleman transformation-IPC strategy based on azimuth angle and blade root loads
feedback, in which each pitch angle is periodically regulated to mitigate the 1P blade
loading, illustrated in Fig. 2.6 (Bossanyi, 2003a, 2005; Van Engelen, 2006; Selvam
et al., 2009; Schuler et al., 2010; Lu et al., 2015; Liu et al., 2016, etc.). If the pitch
actuator dynamics respond to higher harmonics of the measured blade bending, these
high frequency moments can also be compensated by IPC. In the work of (Van Engelen
and Van der Hooft, 2005; Van Engelen, 2006; Houtzager et al., 2013), the authors
extend the 1P-IPC concept to the mitigation of higher harmonic wind turbine loading
(2P, 3P) with each control loop using a different Coleman transformation. Careful
design is needed to handle the couplings between the different load reduction loops.
However, the requirement of higher harmonic load reduction leads to increased pitch
actuation motion and causes more wear, thus increasing the possibility for potential
faults and limiting the useful pitch system service life. Given that 1P loading is the
primary sources of blade fatigue, the 1P loading mitigation is the main subject of this
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thesis. The IPC system should be carefully designed to decouple from the CPC loop
at the relevant active frequencies, which also maintains the generator power output at
a desired level (as required in Region 3).

When using the Coleman transformation in IPC methods, it is required to measure
the rotor azimuth angle. Some researchers (Zhang et al., 2013) propose a proportion
resonance (PR) control strategy with the Clarke transformation. It is a substitute for
the Coleman transformation, which does not require the azimuth angle. This proposed
scheme can mitigate the blade loading of both the 1P and higher harmonics along with
3P loading on the main bearing system. Another approach of mitigating the asymmetric
blade loading by pitch control is called as "single blade control" (Leithead et al., 2009),
also known as individual blade control (IBC) (Han and Leithead, 2014). In IBC, each
blade is equipped with one actuator, sensors and controller so that each blade responds
to the measured blade load independently, without any communications within three
blades, which results in three identical SISO controllers. Despite the seeming differ-
ences, fundamental similarities has been demonstrated to exist between the Coleman
transformation-based IPC, Clarke transform-based IPC and IBC (Lio et al., 2017).

Since there is couplings between various control loops and disturbances, it is appeal-
ing to apply the optimal multivariable control methods in the IPC design. To improve
the robustness of control system with turbine uncertainties, a multivariable IPC has
been designed using H∞ loop-shaping theory (Lu et al., 2015), which handles the load
mitigation directly in the frequency domain and simultaneously achieves impressive
damping performance on the blade loading. Similarly, an optimal multivariable IPC is
designed to attenuate the blade periodic loading under the premise of penalizing con-
trol inputs by H∞ optimization based on a frequency-domain multi-input multi-output
plant in (Vali et al., 2016). Since sliding mode control (SMC) is robust to the matched
parameter disturbances, it has been studied by (Xiao et al., 2013; Han and Liu, 2014) to
verify its effectiveness in the IPC system. Furthermore, other optimal multivariable ap-
proaches such as linear quadratic regulator (LQR) (Wright, 2004) and l1 optimal multi-
variable controller (Schuler et al., 2010) are also studied. Moreover, in terms of the real
wind turbine validation, an IPC system based on PI control approach is designed by GH
and has been validated on the two or three-bladed wind turbines (namely CART2 or
CART3) provided by the NREL (Bossanyi and Wright, 2009; Bossanyi et al., 2012;
Bossanyi et al., 2013).
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2.5.2 Feed-forward / Preview Control

There is usually an inherent delay before the forthcoming wind flow exerts effects on
wind turbines. From the perspective of control system, wind speed variations serve as
disturbances which require the control action from the closed-loop controller to handle
them, which is often referred to as disturbance feed-forward control (Selvam et al.,
2009). The load reduction performance can be enhanced by the feed-forward control
strategy especially with the measured wind disturbances (Körber, 2014). Since wind
speed measurements from the anemometer cannot sufficiently represent the effective
wind speed (EWS) driving the wind turbine dynamics, it stimulates the related research
on the EWS estimation (Østergaard et al., 2007; Soltani et al., 2013). Further improve-
ments can be achieved if the wind information can not only be known at the current
moment, but also if the future wind speed is obtained before it affects the turbine sys-
tem, referred to as "preview control" (Laks et al., 2010). Currently, the LiDAR systems
can provide future wind flow knowledge even several hundred meters ahead of the rotor
plane, which measures not only one point in space but also an area or volume of wind
flow (Schlipf, 2016). The wind preview knowledge can then be provided to the feed-
back control loop, allowing the control system to have preventive actions before the
wind flow arrives. The combinations between the feed-forward / preview control loop
and feedback controller is usually used to tackle multivariate control goals simultane-
ously, including the wind disturbances rejection, generator speed regulation and load
reduction (Selvam et al., 2009; Dunne et al., 2010; Dunne et al., 2011; Wang et al.,
2012, etc.).

In Selvam et al. (2009), an optimal linear quadratic Gaussian (LQG) feedback con-
troller is proposed to mitigate the 1P and 3P blade fatigue loading through IPC. More-
over, a feed-forward controller with the wind speed estimation provided by a Kalman
filter is proposed to reject the effects of wind low-frequency components on the blade
moments. In Dunne et al. (2011), 2 feed-forward control loops containing collective-
pitch model-inverse and an individual pitch gain-scheduled shaped compensator are
combined with a standard feedback control system, respectively. The results show that
the blade and tower fore-aft loading can be further reduced by sacrificing enhanced
pitch motions. The incident wind speed is assumed to be provided by LiDAR. In
Laks et al. (2010), load reduction performances of preview-based feed-forward control
strategies with both the multi-blade coordinate (MBC) and non-MBC based models by
H∞ optimization are explored. The results show that the accuracy of wind preview can
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affect the performance of preview-based feed-forward scheme and even eliminate the
advantages it brings.

Furthermore, the feed-forward characteristics can also be directly integrated into the
feedback control loop by model predictive control (MPC) for multi-objective opti-
mization without the increased complexity, where future wind predictions are required.
Therefore, MPC maintains the optimality and constraint handling performance when
using a combined feed-forward-feedback control system. The work in (Körber and
King, 2010) proposes a well-designed linear MPC control strategy using future wind
speeds, which can perform well on the tower load mitigation whilst maintaining good
stability of power output. The work in Koerber and King (2013) proposes a MPC
control strategy for the collective pitch control and generator torque control issue with
considering the turbine state constraints (i.e. rotor speed limits). The results show that
preview control with state constraints can avoid unnecessary shut-down caused by the
over-speed limit violations. The authors in Spencer et al. (2013) study the effects of the
different parameters for upcoming wind flows and wind prediction horizon lengths on
the proposed MPC controllers in mitigating turbine loading. It is worth noting that ob-
vious mitigation results can be obtained under the premise of knowing the future wind
information and considering a limited variance of wind shear operating in Region 3.
Perfect incoming wind measurements are assumed. In Raach et al. (2014), a nonlinear
MPC with IPC is presented and the results present an impressive blade fatigue loading
mitigation. In Laks et al. (2011), it is proposed that a time-varying MPC scheme us-
ing the incoming wind characteristics can outperform the classical controllers (e.g. PI)
without wind preview in terms of blade load reduction. Instead of assuming ideal wind
measurements, a more realistic model from the LiDAR system for preview measure-
ments is assumed. The LiDAR preview strategy with local blade inflow measurements
are employed to obtain a more accurate MPC control system in Kragh and Hansen
(2011). Similarly, Schlipf et al. (2013) studies a nonlinear MPC-based preview con-
troller with future wind speeds from LiDAR. Several field tests conducted by NREL on
the CART2 and CART3 wind turbine have verified the effectiveness of feed-forward
control system along with LiDAR not only in simulations but also in actual conditions
(Scholbrock et al., 2013; Schlipf et al., 2014; Fleming et al., 2014). It is worth noting
that although feed-forward control systems can benefit from the LiDAR measurements,
the errors of LiDAR wind measurements from the wind evolution and distortion will
exert inverse effects on its performance which requires post processing i.e. optimal
filters with the obtained wind measurements (Simley and Pao, 2013).
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2.5.3 Smart Rotor Control

There is an increasing interest in more advanced load control strategies such as the lo-
cally distributed aerodynamic control strategy with built-in intelligent aerodynamic ac-
tuators located directly in the blades, referred to as "smart rotor control" (Bernhammer
et al., 2016; Van Wingerden et al., 2008). Rather than adjusting the entire blade through
the pitch actuator system, the smart rotor changes the incident airflow and blade load-
ing by employing special actuators located span-wise along the blade (Menezes et al.,
2018). Compared to the IPC system, the smart rotor control makes turbine rotors more
intelligent, to enable them responding to the periodic and extreme loading events (i.e.
wind gusts) faster and more accurately. This is because only small mass not the total
blade mass is regulated in the smart rotor control scheme, thereby influencing the blade
local force distribution.

Potential techniques include the trailing-edge flaps (Castaignet et al., 2011; Ng et al.,
2016), microtabs (Johnson et al., 2010), active twist (Chen and Chopra, 1997), as well
as specific actuators for the boundary layer control, e.g. synthetic jets or plasma ac-
tuators (Ebrahimi and Movahhedi, 2017). Comprehensive review papers (Barlas and
Van Kuik, 2007; Barlas and van Kuik, 2010) provide the illustrative introduction of
the state-of-the-art wind turbine smart rotor control strategies. Promising simulation
results have been demonstrated in Plumley et al. (2014), in which a smart rotor con-
trol system with the distributed trailing edge flaps is compared to a conventional IPC
system. The similar load reduction performance can be achieved using trailing edge
flaps, also reducing both the pitch actuator motion and rates simultaneously. The mod-
ern control methods (e.g. MPC) are employed with trailing edge flaps in Castaignet
et al. (2011). Currently, few papers about field tests of the turbine smart rotor control
(Castaignet et al., 2014; Berg et al., 2014) are presented, which mostly employ the
relatively mature technique with trailing edge flaps. This is because there are several
difficulties in implementing the smart rotors on modern wind turbines (Menezes et al.,
2018). That is, the actuator devices mounted on blades should be reliable to avoid the
increasing maintenance and operation costs. Furthermore, implementing these specific
actuator devices need an expensive blade redesign.
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2.6 Conclusion

The purpose of this Chapter is to provide a thorough introduction to the motivation of
IPC in the modern wind turbine system and a literature review of current IPC methods.
Because of the requirement to minimize the operation and maintenance expenses, there
has been a surging interest on the design of different IPC schemes on a global scale.
This has evolved from the understanding of traditional feedback control to develop a
suitable feed-forward/preview control strategy using the LiDAR techniques. This is
followed by a more complicated and expensive load reduction system (i.e. smart rotor
control). The load reduction results are being continuously improved. However, these
control strategies can inevitably lead to the enhanced pitching motions and fatigue,
which will increase the possibility of pitch system faults and in turn affect the IPC
performance. Therefore, a fault tolerant control (FTC) system is required to deal with
the pitch system faults. Chapter 3 details the motivation and development of the use of
FTC system to handle the pitch system faults on-line.



Chapter 3

Fault Diagnosis and Fault-tolerant
Control for Wind Turbine Systems

3.1 Introduction

As described in Chapter 1, the wind turbine pitch system plays a crucial role in the
strategy to minimise the effects of wind and turbulence loading on the turbine blades
and tower. Clearly, this system must be reliable and should be tolerant to certain faults
that can occur in pitch system sensors or in the actuators themselves. In other words the
action of this control system must be sustainable in all operating conditions and even
when some faults occur. For example, we can define a "load reduction performance"
to be a certain percentage reduction in standard deviation of flapwise bending with
control action compared with the bending without the control. We can also use this
performance measure to compare the performance of different control strategies. If a
fault occurs in a pitch actuator we must therefore be able to understand the effect of
this fault on the load reduction. Actually, this is precisely the concept of "fault tolerant
control" (FTC) considering load reduction. In the fault tolerant pitch actuation system
the percentage of bending moment reduction should be maintained even in the event of
an actuator fault. The same principle can be applied to fault tolerance in the presence
of pitch sensors or blade sensors.

The way to achieve fault tolerance is to use redundancy, either using repeated identical
hardware (sensors, etc.) or repeated dissimilar redundancy. However, the redundancy
can also be generated using "soft" redundancy, i.e. by using analytical methods to
replicate the action of sensors. A suitable combination of both types of redundancy will
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provide a very powerful mechanism for achieving the sustainable system operation. To
make redundancy effective enough, it is essential to monitor the presence of any fault
or developing faults before they have a significant effect on the system - in this case
the load reduction performance.

So, the purpose of FTC is to ensure that a control system has satisfactory control per-
formance in the event of faults. The faults cannot be total "failures" in other words only
certain "recoverable" faults can be considered. Then the important question is what is
recoverable? A suitable method fault monitoring is required to answer this question.
To monitor the faults one of two control-based procedures can be used (i) fault detec-
tion and isolation (FDI), or (ii) fault estimation (FE). In (i) residual (or "error" signals)
are used to give the indication of the onset of a fault. Once detected (using a thresh-
old) the nature, type and location of the fault can be determined to isolate the fault.
The FDI scheme is usually model-based and the performance of this type of diagno-
sis scheme is dependent on the likelihood that the model or models used are accurate,
since modelling errors will affect the performance of the detection and isolation (Chen
and Patton, 2012). In (ii) an alternative method is based on the principle of robustly
estimating each fault. The robustness takes into account the modelling uncertainty and
each of the "detection" and "isolation" functions are considered automatically within
the fault estimation role.

So the FTC uses FDI or FE to recover or reconfigure the system to an acceptable
operating level once a fault has been detected. This can either be done by reconfiguring
the control system as well as the sensors and/actuators, based on a provided level of
redundancy. Alternatively, redundancy is still used but the estimated faults (in FE) are
used to compensate for the fault effects acting in the control system. It is desirable to
account for the robustness of the "FDI and FTC" or "FE and FTC". It turns that the
FDI-based approach to FTC is exceedingly complex and difficult to implement in a
real system. In this thesis, the FE approach to FTC is preferred.

FTC is thus an important control strategy for achieving the sustainable operation of
wind turbines. The sustained operation means that a sufficient level of reliability of
the control system function must be reached. Based on the acquired knowledge of
the "health" of a sensor or actuator (from the FDI/FE and FTC combined system) it is
very attractive to use this information as a form of "prognostic" knowledge from which
predictive and optimal maintenance strategies can be employed to reduce maintenance
expenses and system downtime or failure.
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The purpose of this Chapter is to illustrate some background knowledge about fault
diagnosis and FTC as well as the current developments in wind turbine FTC system.
The remainder of this Chapter is shown as follows. Section 3.2 provides an overview
of the background knowledge about fault diagnosis and FTC. Next, a quick review of
different wind turbine fault diagnosis and FTC strategies is presented in Section 3.3.
Section 3.4 provides a detailed tutorial example about designing a fault detection and
isolation (FDI) system for the turbine pitch actuator stuck fault. Finally, the summary
is provided in Section 3.5.

3.2 Overview of Fault Diagnosis and Fault-tolerant Con-
trol

3.2.1 Fault Classification

As explained in Isermann (2011), "A fault is an un-permitted deviation of at least one
characteristic property or parameter of the system from the acceptable /usual /standard
condition". Faults in the process equipments can cause substandard production and
increase the possibility of system downtime, operating expenses, as well as potential
detrimental effects on the environment (Patton et al., 2013). A fault is distinguished
from a failure. The term "failure" is adopted when a fault is severe enough that the
related system function (actuator, sensor or internal function) cannot work properly
(Isermann, 2006). This usually results in system downtime, unless it occurs in a non-
critical component or in a system that has redundancy (to enable the system to recover
from the failure). For example, the failure of one wind turbine pitch actuator usually
requires an immediate system shut-down. Although the wind turbine can maintain an
operating mode, the discrepancies between three rotor blade pitch angles can cause
enhanced power output fluctuations and severe mechanical damage on the rotor. On
the other hand the redundancy that can occur between three healthy but independent
actuators (in the so-called "individual pitch control") forms a very powerful basis for
both load mitigation and rotor system fault tolerance.

Generally, faults are categorised as actuator, component or sensor faults in accordance
with the fault location ( Chen and Patton, 2012; Blanke et al., 2006). The typical faults
of a closed-loop control system is presented in Fig. 3.1.
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Figure 3.1: A control system with actuator, component and sensor faults (Patton, 2015)

An actuator fault implies that the control action applied to the controlled system
changes either partially or completely, which corresponds to any malfunction of con-
cerned equipments that actuate the system. The partial actuator fault indicates that the
actuator performs less effectively and only provides the system with only a part of the
nominal actuation signal, e.g. as a result of rusty or clogged valves. For a complete
actuator failure, no actuation is generated regardless of the provided inputs, e.g. due to
the burnout and breakage of wiring or stuck at a specific position. This can not be di-
rectly compensated by control actions, usually detected and isolated by fault diagnosis
techniques.

A sensor is an equipment that measures or observes the real system, e.g. accelerome-
ters, potentiometers, strain gauges, pressure gauges, etc. A sensor fault indicates that
the obtained system measurements are incorrect, which can be divided into partial or
complete sensor fault. When sensors suffer from faults, the sensor measurements are
subject to serious errors but the system dynamics are unaffected. Sensor faults usually
come from the bias, poor calibration, scaling error or sensor dynamic variations.

A component fault (also termed as process fault) directly affects the system parame-
ters, which in turn changes the system input/output dynamics. Component faults refer
to variations in the parameters or structure employed during the physical system mod-
elling, and cover a big range of potential faults including aerodynamic coefficients
variations, mass changes, ageing, temperature changes, or environmental impacts.

Furthermore, faults are also divided into additive or multiplicative fault type in terms
of how they are modelled (Isermann, 2006):
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An additive fault implies that the fault affects system signal by adding an additional
fault signal, such as offset actuator and sensor faults.

A multiplicative fault means that the fault affects system signal by multiplying an
additional fault signal, such as parametric faults.

According to the time dependency of fault signals, faults are divide into (a) abrupt
faults, (b) incipient faults and (c) intermittent faults (Isermann and Ballé, 1997), illus-
trated in Fig. 3.2.

Time 

Fault

(a)
Time 

Fault

(b)
Time 

Fault

(c)

Figure 3.2: A control system with abrupt, incipient and intermittent faults (Patton,
2015)

An abrupt fault means that the change occurs faster than the nominal system dynamics
and demands quick fault detection. Conversely, incipient fault develops slowly, e.g.
clogging of valves. Intermittent fault exhibits the repetitive pattern of occurrence and
disappearance. The different methods of fault classification described above are related
and the different fault categories can overlap. For example, a sensor bias fault can be
considered as belonging to the sensor fault or additive fault type.

3.2.2 Fault Diagnosis

For the safety-critical systems, the safe operation and supervision requires detection
and diagnosis of faults, which introduces the description of following terminologies
(Isermann and Ballé, 1997; Gao et al., 2015a).

Fault detection: "Determination of the faults present in a system and the time of
detection."
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Fault isolation: "Determination of the kind, location and time of detection of a fault.
Follows fault detection."

Fault identification: "Determination of the size and time-variant behaviour of a fault.
Follows fault isolation."

Fault estimation: "Determination of magnitude of a fault signal on-line."

Fault detection as the most basic category only provides the binary decisions indicating
is a fault exists in the physical system or not. Fault isolation provides the fault position,
type as well as the occurring time. Furthermore, fault identification provides the fault
magnitude and time of fault occurrence. Fault detection and isolation is known as
FDI and fault detection and diagnosis (FDD) represents fault detection, isolation and
identification, or simply termed as fault diagnosis (FD) (Isermann and Ballé, 1997).
Fault estimation (FE) achieves the accurate fault information including type, size, onset
and location. As stated in Section 3.1, the FDI and FE mechanism have become the
mainstream techniques to achieve the fault diagnosis (Gertler, 1998; Chen and Patton,
2012).

The FDI mechanism achieves the fault information including the onset, location and
severity and provides an early fault detection before them become critical (Patton,
1997a). The FDI can be implemented by means of hardware redundancy, which repre-
sents multiple independent replications of hardware channels (e.g., sensors, actuators,
computers, etc.) and requires consistency comparisons between outputs from the same
components (Chen and Patton, 2012). On the other hand, as stated in Section 3.1, ana-
lytical information about the monitored physical system can be adopted to implement
the FDI based on a mathematical system model, referred to as analytical redundancy
(Patton et al., 2013). Analytical redundancy exhibits more system independence com-
pared with the hardware redundancy (Patton, 1997a). It turns out to be very appealing
to combine the hardware redundancy with analytical redundancy to realize the on-line
fault detection and diagnosis. In the FDI scheme, after obtaining the fault information,
the supervision system reconfigures the feedback control and maintains the system
nominal operation by replacing the faulty component (sensor, actuator etc.) with re-
dundant components or analytical redundancy (non-critical faults) or requires stopping
the system (critical faults).

Generally speaking, the main fault diagnosis technologies can be divided into: (1)
model-based (2) data-based (model-free) methods (Zhang and Jiang, 2008; Gao et al.,
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2015a; Gao et al., 2015b). The basic principle of model-based fault diagnosis is make
a comparison between the measured outputs and estimates achieved from measured
system inputs through a mathematical model (Gertler, 2015). A residual as fault in-
dicator is normally derived from the deviations between system output measurements
and model-based estimates. The residual indicates the faulty condition, which is typi-
cally zero in the absence of faults and is distinguishably different from zero in the event
of faults. The general schematic diagram of two-stage model-based FDD is explained
in Fig. 3.3.

Input Output
System

Residual Generator

Decision Making

Residuals

Fault information

Noise
Faults

Disturbances

Figure 3.3: General schematic diagram of model-based fault diagnosis (Chen and Pat-
ton, 2012)

For linear dynamic systems, there exists three main approaches for generating residuals
(Gertler, 2015): (i) direct consistency (parity) relations (Gertler, 1998), (ii) parity space
(Chow and Willsky, 1984), and (iii) diagnostic observers (Chen and Patton, 2012). A
residual evaluation process follows after the residual generation stage, which monitors
whether and where a fault occurs.

In some control applications (such as complete actuator faults), the fault information
provided by FDI is sufficient. Nonetheless, the FDI mechanism cannot provide direct
fault reconstructions, involving the size and "direction" of faults. When the faults are
tolerable, fault estimates become very important to achieve a comprehensive fault di-
agnosis of wind turbine system and more advanced fault handling methods including
fault-tolerant strategy are required (Georg and Schulte, 2014).
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3.2.3 Fault-Tolerant control

Fault-tolerant control (FTC) is a strategy for the reliable and efficient control law de-
sign, which prevents a fault from causing a failure in the system level. The main
goal of FTC system is to obtain the satisfactory stability and acceptable closed-loop
performance through proposing a reconfigurable controller not only in the absence of
faults but also in the event of bounded actuator, sensor or component faults (Patton,
2015; Blanke et al., 2006). Generally, FTC approaches can be categorized into passive
(PFTC) and active method (AFTC). The general architecture of FTC is illustrated as
follows:

Reference Outputs
System
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Faults Disturbance

Controller

Diagnosis 

Scheme

Reconfiguration

Mechanism

Fault informationSupervision level

Execution level

PFTC

AFTC

Figure 3.4: General architecture of FTC strategy (Blanke et al., 2006)

From Fig. 3.4, it is shown that the FTC extends the normal feedback controller func-
tions by introducing a supervisor, with the FTC is integrated with fault diagnosis. PFTC
utilizes the robust controllers to guarantee that a closed-loop system is insensitive to
certain faults using constant controller parameters, which needs neither on-line fault in-
formation nor controller reconfiguration (Patton, 1997a; Eterno et al., 1985). In PFTC,
faults are handled in the same way as disturbances and uncertainties, and the fault im-
pact is minimized by the proposed robust controller. However, this off-line approach is
shown to have limited fault tolerance and is more suitable when the fault information
is difficult to achieve (Sloth et al., 2011).



3.2. Overview of Fault Diagnosis and Fault-tolerant Control 46

AFTC can provide a system with more fault tolerant capability, which has two concep-
tual steps (Zhang and Jiang, 2008; Blanke et al., 2006; Gao et al., 2015a):

(1) Fault diagnosis scheme. This mechanism can robustly and accurately detect the
system fault occurrence or estimate faults by using the measured inputs and outputs.
It presents a nominal baseline controller in the absence of faults, which attenuates
the effects of system disturbances as well as guarantees the satisfactory stability and
required closed-loop tracking performance.

(2) Reconfiguration mechanism. The controller parameters are adapted or reconfig-
ured such that the acceptable performance of closed-loop system is guaranteed in the
event of one or more bounded faults.

Therefore, it is the AFTC approach that can fit well with a wider range of methods,
rather than PFTC. A classification of the principal AFTC approaches (Lan, 2017;
Zhang and Jiang, 2008; Lunze and Richter, 2008) is presented in Fig. 3.5. The red
lines represent the relevant approaches studied in this thesis.

AFTC
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Control
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Controller
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Figure 3.5: Classification of the AFTC methods

As shown in Fig. 3.5, the AFTC strategy involves the projection and reconfiguration
approaches. The projection method (known as multiple-model approach) obtains the
fault knowledge from the FDI block, switches between the pre-designed controller sets
and selects an appropriate controller to compensate fault effects based on the fault
condition (Maybeck and Stevens, 1991; Zhang and Jiang, 2001).
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The reconfiguration method is categorised into three main approaches including con-
trol allocation, fault hiding and controller redesign. Controller allocation realizes the
reallocation of control signals from faulty actuators to the redundant healthy actuators
without reconfiguring the controller structure (Buffington et al.,1999; Alwi and Ed-
wards,2008). Controller allocation is less acceptable for the industry due to the phys-
ical redundancy requirements of system components, but is still promising for severe
system faults. Fault hiding aims to hide faults from the nominal controller through in-
volving an additional reconfiguration block for the faulty plant, which includes virtual
actuator/sensor, and estimation & compensation (Richter, 2011). A reconfigured sys-
tem with a virtual actuator/sensor block is placed between the real actuator/sensor and
the baseline system controller. It performs indistinguishably from the nominal system
and masks the fault effects. Virtual actuators change the control signal to handle the
fault while virtual sensors can replace the practical faulty sensors (Lunze and Steffen,
2006). Controller redesign discards the nominal system control strategy and proposes
a new controller for the system with faults (Lunze and Richter, 2008).

Furthermore, the estimation & compensation approach implements the on-line fault
compensation through a reconfigurable controller with fault information from FE. FE
accurately estimates the fault information including type, magnitude, location and oc-
currence time. It is a more direct approach to obtain the fault knowledge compared
with other alternatives (e.g. FDI and FD). The FE is embedded with the reconfigurable
controller, estimating system faults and then forwarding the fault estimations to the
FTC controller. Currently, different estimation approaches have been studied for the
FE, e.g. sliding mode observer (Huang et al., 2016; Yan and Edwards, 2007; Tan and
Edwards, 2002), augmented state observer (Gao and Ding, 2007), adaptive observer
(Wang and Daley, 1996; Zhang et al., 2008), and unknown input observer (Odgaard
and Stoustrup, 2012a; Gao et al., 2016), and also robust integrated FTC design (Lan
and Patton, 2016) etc.

There are similarities between the model-based FDI and FE approaches, whose perfor-
mance relies on the precision of system mathematical model (Patton, 1997b). Mean-
while, the performance of FDI/FE-based FTC strategies is directly influenced by the
precision of fault estimates and the presence of simultaneous faults. The attention
should be devoted to the system model uncertainties and the situation of simultaneous
faults. It is important to propose a robust FDI/FE-based FTC system that is insensitive
to unknown uncertainties, disturbances as well as the measurement noise. Further-
more, the FDI involves standard procedures of fault detection and fault isolation, while
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FE estimates accurately the actual fault information by system observer methods. The
FE intrinsically accomplishes the fault detection and isolation without any design of
supervisor, residual and switching mechanisms. Thus, FE turns out to be a powerful
alternative of the FDI method in the FTC system.

3.3 Fault Diagnosis and Fault-tolerant Control for Wind
Turbines

The last decade has witnessed a number of research studies on designing fault diagno-
sis and FTC schemes for wind turbines. The majority of researches have been driven
by the open competitions launched by KK-electronic a/c and Mathworks between 2009
and 2015 (Odgaard et al., 2013). Therefore, several review papers of condition moni-
toring, fault diagnosis and FTC for wind turbines have summarized the relevant tech-
nologies (Hameed et al., 2009; Lu et al., 2009; Pourmohammad and Fekih, 2011;
Odgaard and Stoustrup, 2012b; Badihi et al., 2013; Qiao and Lu, 2015a; Liu et al.,
2015; Habibi et al., 2018).

In terms of fault diagnosis for wind turbines, the proposed schemes range from model-
based to data-driven approaches. For wind turbine model-based FDI schemes, the
principal methods are based on Kalman filter (Wei et al., 2008; Kiasi et al., 2011), ob-
servers (Odgaard and Stoustrup, 2009; Zhang et al., 2011a) and parity space equation
(Pisu and Ayalew, 2011), etc. A FDI strategy using Kalman filter is used to detect
and isolate the blade root loading sensor faults with considering dual sensor redun-
dancy (Wei et al., 2008). In the work (Odgaard and Stoustrup, 2009), a FDI strategy
using unknown input observer is designed to estimate converter faults and isolate them
to be a sensor or an actuator fault. In Pisu and Ayalew (2011), separate parity equa-
tions are used to detect and isolate thepitch actuator and drive-train subsystem faults.
Residual filters are proposed to make the generated residuals robust to system uncer-
tainties and noise while being sensitive to the specific faults. For data-driven based FDI
techniques, various approaches are studied (Dong and Verhaegen, 2011; Simani et al.,
2011; Yin et al., 2014; Qiao and Lu, 2015b). The work by Simani et al. (2011) presents
a data-driven diagnosis scheme using fuzzy prototypes for converter faults detection
and isolation. In Yin et al. (2014), a data-driven fault detection strategy is presented
using a parity-space-based residual generator, which is directly based on system mea-
surements. With proper evaluation approach and decision logic, fault detection results
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for a turbine benchmark are obtained. The majority of these strategies are typically
based on the use of generated residuals.

The FTC strategies can be integrated with different control techniques including Takagi-
Sugeno (T-S) fuzzy modelling based methods (Kamal et al., 2012; Sami and Patton,
2012b; Sami and Patton, 2012c), linear parameter varying (LPV) control based meth-
ods (Sloth et al., 2011; Chen et al., 2013), sliding model-based methods (Georg and
Schulte, 2014; Sami and Patton, 2012a), predictive control based methods (Yang and
Maciejowski, 2012; Feng and Patton, 2014), as well as H∞ based methods (Qi et al.
(2014)) etc. A multi-observer switching control-based robust active fault-tolerant fuzzy
control for wind turbines with considering sensor faults, wind disturbance and system
uncertainties is presented in Kamal et al. (2012). The T-S fuzzy model with parametric
uncertainties is used and fuzzy state observers are established for fault construction. In
Sloth et al. (2011), a linear parameter-varying passive and active FTC controllers are
proposed to accommodate hydraulic pitch actuator faults with changed dynamics based
on the LPV wind turbine models. It is concluded that the AFTC scheme significantly
outperforms PFTC when system dynamics change dramatically due to the fault impact.
A observer-based FTC strategy for wind turbines using active FTC is studied by Georg
and Schulte (2014). The pitch actuator faults and generator sensor faults are estimated
by a T-S sliding mode observer and then compensated by subtracting the reconstructed
faults from the demanded control inputs or measurement outputs. An extended Kalman
filter is proposed to obtain the estimations of turbine states and system fault informa-
tion in Yang and Maciejowski (2012). A group of MPC pre-compensators can be used
to further compensate the impacts of various faults with the fault estimates and a global
MPC optimises the overall system performance. The work by Qi et al. (2014) presents
a H∞ based FTC scheme for actuator faults based on a stochastic piecewise affine wind
turbine model. The strategy is verified under normal and faulty situations with different
wind fields. Most of these references adopt on-line fault estimation & compensation
strategy to achieve the active FTC.

Except the above different control methods-based FTC strategies, FTC can be imple-
mented with other schemes. In the work by Rotondo et al. (2012), a FE strategy using
batch least squares for several wind turbine actuator and sensor faults is proposed. Vir-
tual sensor/actuator approaches is used to deal with the fault effects. Similarly, an FTC
strategy using a set of unknown input observers is presented for estimating different
generator and rotor speed measurement faults (Odgaard and Stoustrup, 2012a). Virtual
sensor strategy can be easily implemented in real wind turbine systems, while actuator
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signal corrections may cause system instability due to low-precision fault reconstruc-
tion (Blesa et al., 2014). The work by Kim et al. (2012) proposes a scheme based on
control allocation to tolerate pitch actuator incipient faults with changed parameters
through reconfiguration law. The principal strategy is to redistribute the torque loss
into normal blade actuators to maintain the power output in the event of pitch actuator
faults. Each blade is provided with an individual pitch angle using control allocation
strategy.

The FDI and FTC strategies have their own characteristics and are applicable to dif-
ferent or even the same situations. Appropriate fault diagnosis and prognostic strategy
should be selected, according to specific issues. Particularly, the work of this thesis
adopts the FDI approach and FE combined with fault compensation within the AFTC
mechanism to handle different faults in the wind turbine pitch system.

3.4 A Tutorial Example of FDI for Pitch Actuator Stuck
Fault

3.4.1 Problem Statement

In a wind turbine system, the pitch actuator is internally adjusted by a designed pitch
controller (i.e. collective pitch control, individual pitch control). The pitch measure-
ment value is obtained by the blade related pitch sensors. Generally, each blade pitch
system is equipped with two sensors, and the average of these two values is used as the
measurement value of the corresponding blade pitch position (Odgaard et al., 2013).
This hardware redundancy guarantees the reliability and accuracy of the obtained pitch
measurements.

The pitch systems faults will affect the closed-loop system performance as well as
wind turbine dynamics, including power output, structual loads etc. (Etemaddar et al.,
2014). Pitch actuator stuck faults (PAS) are investigated here. After the PAS occurs,
the pitch measurement will be a fixed value. In the case of a stuck sensor fault with a
fixed measurement (PSF), the associated pitch measurement of the faulty sensor also
remains constant, similar to PAS. However, the difference between the PAS and PSF is
the final pitch angle measurement output which in the PSF case is not a constant value,
due to the ubiquitous presence of hardware redundancy of the pitch sensors. Since the
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pitch regulation system is a critical function of the blade operation, a pitch system fault
must either be corrected or the pitch system should change to a fail-safe mode using
the remaining actuators. Clearly, the early detection of this stuck fault is an essential
role in safe wind turbine operation.

In this study, a FDI system is designed by standard Kalman filter to detect the PAS
fault and the impact of PAS on the turbine loading and power output is discussed in
this Chapter.

The Kalman filter is a discrete-time processing system which is applied to the sampled
inputs and outputs of the (assumed) wind turbine system. Hence, the wind turbine sys-
tem model itself (as in the case of a real wind turbine system) has continuous dynamics.
As a part of this the state space model of 3 pitch actuators is added to the FAST 5MW
wind turbine system and represented as follows.

β̇i(t)

β̈i(t)

=

 0 1

−w2
n −2ξ wn

βi(t)

β̇i(t)

+

 0

w2
n

βr,i(t)+

wi,1(t)

wi,2(t)


βm,i(t) =

[
1 0

]βi(t)

β̇i(t)

+ vi(t)

(3.1)

where wn is the nominal natural frequency and ξ is the damping ratio. The nominal
parameters in the fault-free case are wn = 11.11 rad/s and ξ = 0.6, respectively. βr,i(t)

denotes the pitch reference from the pitch controller, βm,i(t) indicates the blade pitch
angle measurement. vi(t),wi(t) denote the measurement noise and process noise, re-
spectively. These noise sequences are assumed to be spectrally white, zero-mean as
well as uncorrelated.

For brevity, the system time index is removed. The pitch system (3.1) is illustrated as:

ẋ = Ax+Bu+w

ym =Cx+ v
(3.2)

with
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A =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−w2

n 0 0 −2ξ wn 0 0
0 −w2

n 0 0 −2ξ wn 0
0 0 −w2

n 0 0 −2ξ wn


, (3.3)

B =



0 0 0
0 0 0
0 0 0

w2
n 0 0

0 w2
n 0

0 0 w2
n


, C =

 1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

 , (3.4)

x =



β1
β2
β3
β̇1
β̇2
β̇3


, u =

βr,1
βr,2
βr,3

 , y =

β1
β2
β3

 (3.5)

w =



w1,1
w2,1
w3,1
w1,2
w2,2
w3,2


, v =

v1
v2
v3

 (3.6)

E[wwT ] = Q, E[vvT ] = R (3.7)

where x ∈ Rn, u ∈ Rm and ym ∈ Rp represent the system state, control input vector
and system measurement output, respectively. w ∈ Rl indicates the process noise with
known covariance Q. v ∈ Rq denotes the measurement noise with known covariance
R. A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n are known constant system matrices. In this case,
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n = 6, m = 3, l = 6, p = 3, q = 3. For the design of the Kalman filter for system (3.2),
(A,C) is observable.

The pitch actuator stuck fault is illustrated as

βi = βASi, β̇i = β̈i = 0

Because β̇i and β̈i are totally decoupled, fa is a matrix with size 6×1. The three pitch
system state-space model with actuator fault fa is represented as:

ẋ = Ax+Bu+ fa +w

ym =Cx+ v
(3.8)

where

fa =



βAS1−β1−w1,1

βAS2−β2−w2,1

βAS3−β3−w3,1

w2
nβ1 +2ξ wnβ̇1−w2

nβr,1−w1,2

w2
nβ2 +2ξ wnβ̇2−w2

nβr,2−w2,2

w2
nβ3 +2ξ wnβ̇3−w2

nβr,3−w3,2


with

A =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

−123.43 0 0 −13.332 0 0
0 −123.43 0 0 −13.332 0
0 0 −123.43 0 0 −13.332


,

B =



0 0 0
0 0 0
0 0 0

123.43 0 0
0 123.43 0
0 0 123.43


, C =

 1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

 ,
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3.4.2 FDI by Kalman Filter

The Kalman filter technique is firstly proposed for obtaining state estimates from noisy
and inaccurate measurements by (Kalman, 1960). The Kalman filter achieves the opti-
mal state estimates through obtaining a minimum of the mean value of estimated errors
sum (normally linear combinations, such as squared errors), which combines the pre-
diction and measurement recursively (Hua et al., 2017). As an optimal and recursive
linear estimator, the Kalman filter assumes that the system dynamics are linear and
subject to the Gaussian white noise. Whiteness means that the noise level is irrelevant
with time and has equal power at each frequency (Maybeck, 1979).

Since the Kalman filter is a discrete-time system, the discrete-time model for the fault-
free pitch system (3.2) is illustrated as:

xk = Axk−1 +Buk−1 +wk−1

ymk =Cxk + vk
(3.9)

The proposed observer using Kalman filter in the fault-free condition is represented as:

x̂k = Ax̂k−1 +Buk−1 +Kk(ymk−1−Cx̂k−1)

ŷmk =Cx̂k
(3.10)

where x̂k, ŷmk , Kk denote the system state estimate, output estimate and designed
Kalman filter gain, respectively.

The Kalman filter algorithm is performed in two steps: the prediction step wherein the
next system state is predicted from previous measurements, the correction step wherein
the current state estimate is achieved with the help of current system measurements
(Bishop et al., 2001). These two steps are represented by recursive equations including
time update equations (Table 3.1) and measurement update equations (Table 3.2).

Table 3.1: Time update equations for Kalman filter

State prediction: x̂−k = Ax̂k−1 +Buk−1

Predicted state estimate error covariance: P−k = APk−1AT +Q
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x̂−k is a priori estimate, which is the estimation of xk before the present measurement
ymk is considered. The above equations are in charge of predicting the system state
and estimate error covariance of the next time step. The initialization is established
once including initial state x̂0 (with x̂0 = E(x0)) and initial state uncertainty P0 (with
P0 = E[(x0− x̂0)(x0− x̂0)

T ]) (Simon, 2006). P0 is the covariance of the initial estimate
of x0. If the initial state is known very well, then P0 is quite small and vice versa.

Table 3.2: Measurement update equations for Kalman filter

Kalman filter gain: Kk = P−k CT [CP−k CT +R]−1

Measurement residual: ek = ymk−Cx̂−k
State update: x̂k = x̂−k +Kkek

Estimate error covariance update: Pk = (I−KkC)P−k

The measurement update equations implement the feedback by injecting new system
measurements ymk into the priori state estimate and achieve the updated posteriori

state estimate x̂k , which is the estimation of xk after considering the current measure-
ment (Zuluaga et al., 2015). Firstly, the Kalman gain Kk (the weight designed for
measurements) is computed. When the measurement uncertainty is quite large and the
estimate uncertainty is very small, Kk is close to zero and vice versa. Afterwards, the
measurement estimate error ek can be obtained by incorporating the real measurement
ymk. Finally, a posteriori state estimate error covariance of the current state is achieved,
which normally reduces with each iteration. After the complete process shown in Table
3.2, the current state estimate could be achieved, which is located between the priori

estimate and measured state.

After each pair illustrated in Table 3.1 and Table 3.2, the procedure is repeated with the
previous posteriori state estimates and error covariance for predicting the new priori

state estimates and error covariance in the next iteration. The diagram of proposed
Kalman filter-based FDI scheme for the pitch system is illustrated in Fig. 3.6.

As illustrated in Fig. 3.6, errors between the system output estimates ymk and real
measurements ŷmk are adopted as the residual to detect faults, which is illustrated as

ri = ymi−Cx̂i (3.11)
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Figure 3.6: Proposed Kalman filter-based FDI strategy

A simple threshold strategy using the achieved residual is adopted to detect faults and
defined as (Chen and Patton, 2012):

{
||ri|| < Threshold T hs for fault-free case
||ri|| < Threshold T hs for faulty case

When the residual r is above the designed threshold T hs, the fault alarm becomes 1,
indicating that a fault has been detected, and vice versa.

3.4.3 Simulation Results

In this section, simulation results in the FAST 5MW NREL wind turbine system are
presented to investigate the PAS effects on the turbine dynamics and verify the perfor-
mance of proposed FDI strategy. The simulations are under a stochastic wind speed
with mean value of 18 m/s at the hub-height, turbulence intensity 14% and vertical
shear exponent 0.2, illustrated as Fig. 3.7. The process noise and measurement noise
of the real system are modelled as Gaussian white noise with power 1e−5, which almost
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lies between [-0.01,0.01]. The total simulation time is 1000s. Because the pitch system
model used here is linear and time-invariant, the Kalman filter gain Kk will converge
towards a steady value. The pre-calculation of parameters Q and R can be performed
by performing the Kalman filter offline. By trial and error, the threshold T hs is selected
as 1.1◦.
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Figure 3.7: Wind speed profile

Two different fault conditions are considered here including a single actuator stuck fault
in blade pitch 1 and multiple actuator stuck faults. First of all, an actuator fault occurs
in blade pitch 1 during [300,700]s and the pitch actuator 1 stuck at 18.05◦ (called Fault
1), shown in Fig. 3.8.

Due to Fault 1, the generated difference between the pitch reference command and
the measured blade 1 pitch value does influence the pitch reference command of other
fault-free blades during the time range of Fault 1. The PAS faults in the blade pitch
system also exert detrimental effects on the wind turbine power output and structural
dynamics, shown in Fig. 3.9 and Fig. 3.10. The fault detection result is illustrated in
Fig. 3.11. It should be noted that the detection time of Fault 1 is around 12.1s and there
are no faults detected for blade 2 and 3.

Furthermore, the case of multiple pitch actuator stuck faults is considered. The pitch
actuator 1 is stuck at 19.4◦ during [250,500]s (named as Fault 2), actuator 2 is stuck
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Figure 3.8: Three pitch angle measurements in both fault-free case and single PAS fault
on blade 1
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Figure 3.9: Flapwise bending moment of blade 1 and generator power in both fault-free
case and single PAS fault on blade 1

at 10.6◦ within [600,700]s (termed as Fault 3), and actuator 3 is stuck at 12.9 during
[800,1000]s (called Fault 4), shown as Fig. 3.12. The structual analysis is illustrated
in Fig. 3.13 and Fig. 3.14.

The fault detection result is explained in Fig. 3.15. The detection time for these three
actuator faults are approximately 16.7s, 7.1s, 3.4s, respectively. The proposed residual
is demonstrated to be robust against both process and measurement noise. Interestingly,
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Figure 3.10: Tower fore-aft and side-side bending moments in both fault-free case and
single PAS fault on blade 1
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Figure 3.11: Fault detection result in the case of single PAS fault on blade 1

the fault detection time depends on the speed of wind speed changes when the fault oc-
curs. From Fig. 3.12, it is found that if the wind speed changes rapidly and drastically,
the detection time tends to become shorter (e.g. Fault 3, Fault 4).

From Fig. 3.8 and Fig. 3.12, due to the existence of PAS faults, the faulty pitch ac-
tuator cannot adjust the corresponding blade, while the other blades are also affected.
The pitch angle measurement feedback of the faulty blade is clearly different from the
pitch angle reference. From Fig. 3.9, Fig. 3.10, Fig. 3.13 and Fig. 3.14, it is clear that
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Figure 3.12: Three pitch angle measurements in both fault-free case and multiple PAS
faults on three blades
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Figure 3.13: Flapwise bending moment of blade 1 and generator power in both fault-
free case and multiple PAS faults on three blades

actuator stuck faults have a critically detrimental impact on the mechanical structure of
wind turbine systems. The angle at which the faulty blade is stuck plays a significant
role in the degree of the wind turbine structural unbalanced load variations and gener-
ator output change. If this stuck pitch angle is far away from the nominal pitch angle
in the absence of faults (e.g. Fault 1, Fault 2), it causes a large difference between
the measured value and the pitch reference which will lead to large fluctuations of the
pitch reference. Then it leads to drastic fluctuations of generator speed, resulting in
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Figure 3.14: Tower fore-aft and side-side bending moments in both fault-free case and
multiple PAS faults on three blades
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Figure 3.15: Fault detection result in the case of multiple PAS faults on three blades

unstable output power. Furthermore, discrepancies between the three blades enhances
large asymmetrical blade loading as well as tower fore-aft and side-side bending mo-
ments. On the contrary, if the stuck angle is near to the value of blade pitch angle in
the fault-free situation (e.g. Fault 3, Fault 4), the enhancement of rotor imbalance and
generator power as well as the tower loads tend to be weak, although still more severe
than the fault-free case.

The aim of this proposed FDI is to implement an emergency shut-down of the wind
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turbine system as soon as possible when the PAS occurs. Fig. 3.8 and Fig. 3.12
demonstrate that the designed fault detection strategy can detect PAS faults and present
a fault alarm reliably and accurately at a very early stage. Once a PAS fault is detected,
the wind turbine should have an emergency shut-down to avoid further damage and
failure if there is no hardware redundancy available.

3.5 Conclusions

In this Chapter, introduction to the knowledge about fault diagnosis and FTC are given
firstly. The related definitions, principles and classifications are clarified and explained.
Then a quick literature review of the current fault diagnosis and FTC methods for wind
turbine systems is presented. Furthermore, a model-based FDI scheme for wind turbine
pitch actuator stuck fault is designed and verified on the NREL 5MW wind turbine
simulator. From the detailed results, it can be concluded that the proposed FDI method
can provide early fault detection effectively and make it accessible for wind turbine
predictive maintenance. Following this, Chapter 4 investigates a possible candidate
approach of (light detection and ranging) LiDAR system using preview control for
rotor load mitigation.



Chapter 4

Rotor Load Reduction using MPC
with Gaussian Wind Speed Prediction

4.1 Introduction

As discussed in Chapter 2, the model predictive control (MPC) based preview strategy
for wind turbine load reduction has drawn wide attention due to the systematic process
of constraints and easy combination with future wind speed knowledge within multi-
variable control problems. However, it is found that the wind flow conditions are just
assumed ideal in several papers (Körber and King, 2010; Spencer et al., 2013; Dunne
et al., 2011, etc.). Furthermore, a significant scheme to realize preview control is to
employ the light detection and ranging system - LiDAR, providing real-time measure-
ments of the approaching wind speeds near the blades (Laks et al., 2011). Although
various experiments in the next-generation of LiDAR designs are active, the LiDAR
system is still expensive and is not always affordable for individual wind turbine (Laks
et al., 2011). It is essential to provide alternative technique candidates for LiDAR.

It is impressive to use the cascaded control-based IPC system with additional local
blade inflow measurements instead of LiDAR system in the work by Jones et al. (2018).
Another possible useful method when adopting the MPC-based preview control strat-
egy is to achieve the very short-term wind speed forecasting (i.e. several seconds in
advance) from past measurement datasets (Körber and King, 2010). Though the bene-
fits of preview control for load mitigation have been demonstrated, little consideration
has focused on studying the combination of very short-term wind speed forecasting
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with the MPC-based preview control strategy for blade load reduction, which is ex-
actly the focus of this Chapter .

Therefore, this Chapter involves some innovative research on very short-term wind
speed forecasting by the Gaussian Process (GP) method. This study follows the pop-
ular studies of wind speed forecasting, which are subject to the intermittent and un-
certain wind aerodynamics (e.g. Jiang et al.,2010; Kani and Ardehali, 2011). It is
demonstrated by statistical analysis that a strong correlation exists between the future
wind speed and historical statistics in a very short time (Tascikaraoglu and Uzunoglu,
2014). Meanwhile, machine learning-based method characterized by describing the
underlying patterns from the training data is receiving increased attention for the wind
speed prediction (Kani and Ardehali, 2011). According to the underlying forecasting
principles, the techniques are mainly divided into numeric weather predictors (NWP),
statistical approaches and machine learning based methods including Support Vector
Machines (SVM), Artificial Neural Networks (ANN) etc. (Soman et al., 2010). Fur-
thermore, GP as a prevailing kernel-based learning approach represents potential for
dealing with complex nonlinear regression issues with non-parametric models (Shi
et al., 2018; Xie et al., 2010). In Jiang et al. (2010), the designed adaptive GP scheme
for predicting very short-term (10min) wind speed sequence surpasses other candidate
statistical approaches (e.g. Mycielski method). Nonetheless, the recent investigations
turn out to focus on wind prediction with the time scale of at least 30 mins or more
whilst few studies emphasize the very short-term wind speed prediction several sec-
onds in advance for control. Therefore, it is worthwhile to implement the GP algorithm
to the very short-time wind speed prediction.

The remainder of this Chapter is explained as follows. Section 4.2 represents the linear
wind turbine model for the proposed MPC controller. The model predictive-based IPC
strategy is illustrated in Section 4.3. In Section 4.4, a very short-term wind speed fore-
casting strategy using the GP regression model with Matérn class covariance function
is presented. Section 4.5 gives the illustrative simulation results on the FAST NREL
5MW wind turbine simulator and the summary is provided in Section 4.6.
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4.2 Wind Turbine Model

4.2.1 FAST Linearization

The FAST linearization capability (Jonkman et al., 2005) is carried out at a specific
wind condition to obtain the reduced-order linearized numerical model from the non-
linear 5MW NREL wind turbine. Considering that the main focus of this study is on
the IPC system design above the rated wind speed, a wind flow with mean value 18 m/s
at the hub height and a vertical shear exponent of 0.2 is chosen because of its proximity
to the centre of the wind speed range in Region 3. The following degrees of freedom
(DOFs) are chosen:

• Generator rotational flexibility DOF (q1).

• The 1st blade flapwise mode DOF for each of three blades (q2, q3, q4).

These structural DOFs are selected by considering the target blade loads. The second
blade bending modes are excluded in order to maximize the model fidelity and min-
imize the corresponding computational complexity. The generator torque is typically
kept constant above the rated wind speed and is not chosen as a system input. The con-
trol inputs of 3 pitch angles are incorporated in the linearization process. The effective
horizontal wind speed at the hub height is selected as the system disturbance input.

The nonlinear aeroelastic model for describing the wind turbine motion can be ex-
pressed as (Yuan and Tang,2017; Jonkman et al., 2005):

M(q,u, t)q̈+ f (q, q̇,u,ud, t) = 0 (4.1)

where M denotes the mass matrix, f is the nonlinear "forced function" vector, q, q̇, q̈

are the DOF displacements, velocities and accelerations, respectively, u represents the
control inputs, ud is the wind disturbance vector, t denotes the time sequence. The
vector f is simulated by the aerodynamic model AeroDyn, which calculates the aero-
dynamic loading and forces acting on the wind turbine blade components from the
blade element momentum (BEM) wake model (Laino and Hansen, 2002). The above
nonlinear aeroelastic equation is linearized numerically by the FAST simulator in the
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specific operation condition based on the small perturbation theory. The achieved lin-
ear model is periodic and defined in rotating coordinates, given that the periodicity of
rotor azimuth angle (Li et al., 2014). The linear periodic motion equation obtained is
illustrated as (Hassan et al., 2012):

M(ϕ)q̈+C(ϕ)q̇+K(ϕ)q = F(ϕ)u+Fd(ϕ)ud (4.2)

where M(ϕ), C(ϕ), K(ϕ), F(ϕ), Fd(ϕ) indicate the changing matrices of the mass,
damping, stiffness, control inputs and wind input disturbance, respectively. Underline
(e.g. q) denotes the perturbations from their respective operating point values. Let
x = [qi, q̇i]

T , the state-space representation of the system is illustrated as:

ẋ = A(ϕ)x+B(ϕ)u+Bd(ϕ)ud

y =C(ϕ)x+D(ϕ)u+Dd(ϕ)ud
(4.3)

where A(ϕ), B(ϕ), Bd(ϕ), C(ϕ), D(ϕ), Dd(ϕ) represent the matrices of state, con-
trol input, wind input disturbance, output state, control input transmission and wind
input disturbance transmission varying with the rotor azimuth position, respectively.
x, u, ud, y denote the perturbations of the state vector, control action, input distur-
bance and output measurement sequence in the operating point rather than the absolute
value.

A more straightforward linearized system representation defined in the rotating frame
(i.e. ignoring the Dd(ϕ)ud ) is considered here:

ẋ = A(ϕ)x+B(ϕ)u+Bd(ϕ)ud

y =C(ϕ)x+D(ϕ)u
(4.4)

where x ∈ R7×1, u ∈ R3×1, ud ∈ R1×1, y ∈ R3×1. u = [β1, β2, β3] is the control input
reference vector of three individual blade pitch angles.

The periodicity of achieved linear model (i.e., a series of linear turbine models with
dissimilar rotor azimuth positions) increase the controller design. Therefore, Coleman
transformation (see Section 2.4) is adopted to transform the wind turbine dynamics
from the rotating coordinate to the non-rotating frame (identical with the static tower
coordinate) and naturally realize the interconnection between the rotors and the fixed
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nacelle with the tower. Coherently, the linear time invariant (LTI) model with aver-
aged system matrices in the non-rotating coordinate system for the 5MW NREL wind
turbine is represented as (Liu et al., 2018b):

ẋNR = ĀNRxNR + B̄NRuNR + B̄dNRud

yNR = C̄NRxNR+D̄NRuNR
(4.5)

where {ĀNR, B̄NR, B̄dNR, C̄NR, D̄NR} are achieved through averaging {ANR(ϕ), BNR(ϕ)

, CNR(ϕ), CNR(ϕ),DNR(ϕ)} over the changing range of azimuth angle ϕ . State vector
xNR = [x f lo x f lc x f ls wr ˙x f lo ˙x f lc ˙x f ls]

T , control input uNR = [uo uc us]
T , distur-

bance input ud = [vd], output measurements yNR = [wr Myc Mys]
T . The subscripts of

o,c,s represent the collective, cosine and sine components, x f l indicate the flapwise
tip displacements, wr is turbine rotor speed, My denotes the blade flapwise bending
moments.

4.2.2 Actuator Dynamics

In the commercial large offshore wind turbines, every blade is usually equipped with
one pitch actuator system at the root of blades to pitch the blade individually and com-
pensate for the asymmetric blade loading (see Section 2.2.2). The three hydraulic pitch
actuators are modelled as:

β̇i

β̈i

=

 0 1

−w2
n −2ξ wn

βi

β̇i

+

 0

w2
n

[
ui

]
[
β̇i

]
=
[
0 1

]βi

β̇i

 (4.6)

where i = 1,2,3, the nominal natural frequency wn = 11.11 rad/s and damping ratio
ξ = 0.6. The Coleman transformation is implemented to the three pitch system dy-
namics according to the work in Bir (2008), which is realized by MATLAB, resulting
in:

ẋp = Apxp +Bpucom

up =Cpxp
(4.7)
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where the pitch system states xp ∈ R6×1, the pitch actuator control commands ucom ∈
R3×1 and ucom = [ucomo ucomc ucoms]

T , pitch system output up ∈ R3×1 (consistent with
uNR in (4.5), representing as uNR = Cpxp). Given that the FAST simulator fails to
present the pitch actuator dynamics, the linear wind turbine model (4.5) is augmented
with the pitch actuator dynamics (4.7) here. Therefore, the complete extended linear
wind turbine model can be represented as (4.8), where Ac ∈R13×13, Bc ∈R13×3, Bdc ∈
R13×1, Cc ∈ R3×13 represent the system state, control input vector, wind disturbance
input vector as well as output state vector, respectively.

ẋNR

ẋp

=

ĀNR B̄NRCp

000 Ap


︸ ︷︷ ︸

Ac

xNR

xp

+

 000

Bp


︸ ︷︷ ︸

Bc

ucomo

ucomc

ucoms

+

B̄dNR

000


︸ ︷︷ ︸

Bdc

vd

yNR =
[
C̄NR D̄NRCp

]
︸ ︷︷ ︸

Cc

xNR

xp


(4.8)

4.3 Model Predictive based IPC Design

Based on the achieved extended linear wind turbine model, a feed-forward MPC con-
trol system with the future wind knowledge is proposed to mitigate the blade flapwise
bending moments, which are the principal source of the blade asymmetric loading and
fatigue. The schematic diagram of designed MPC-based IPC strategy with very short-
term wind speed forecast is represented in Fig. 4.1, which consists of three systems:
(i) a baseline pitch controller (CPC) using gain-scheduled PI approach for generator
power output control (introduced in Section 2.2.4), (ii) a very short-term wind speed
forecasting system using the GP model, (iii) the MPC-based IPC system for blade un-
balanced loading reduction. The inverse MBC transformation transforms the additional
pitch signals from the proposed MPC-IPC system and then transmitted to each of the
pitch actuator systems. In conclusion, the collective pitch angles βcollective together
with the individual pitch commands βindividual constitute the complete set of three pitch
angle references βr.
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Figure 4.1: Proposed control strategy in Region 3

4.3.1 Principle of MPC

MPC (also referred to as receding horizon control) as a valid and advanced algorithm
of processing multivariable control problems with satisfying system constraints has
been extensively applied in the industrial practical issues (Qin and Badgwell, 2003).
MPC uses an internal prediction model of the target system to forecast the future out-
put dynamics and computes the pitch angle control signals by optimising a finite-time
quadratic cost-function (one for each controller) on line (Morari and Lee, 1999). The
MPC strategy in discrete-time is depicted in Fig. 4.2. The prediction capability is car-
ried out over a specific time period, which is referred to as the preview horizon Np.
Usually, a quadratic cost function describing the discrepancy between predicted out-
puts and the reference trajectory is used and optimized within Np subject to the system
constraints with physical meaning (including input, output and state constraints) (Be-
mporad and Morari, 1999). The control horizon Nc is the optimal control vector length
(normally Nc ≤ Np). Only the first of the optimal control inputs is implemented in
the system and the remaining signals are discarded according to the receding horizon
philosophy. This process is repeated with the updated state information in the next
iteration. Since the system state knowledge is required for every iteration, this mech-
anism implements the feedback properties for the MPC (Savvidis, 2017). In the wind
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turbine load reduction problem, the principle of MPC naturally provides the advantage
of incorporating both the wind disturbance prediction and pitch actuator limitations in
this optimization system. The prediction horizon Np indicates the length of the pro-
vided wind information for the MPC to improve the controller performance (usually
Np > Nd).

Past Future

t

Reference signal

Reference trajectory

Predicted output

t+Np

Preview horizon Np

Control horizon Nc

Control signal

Wind preview

Prediction horizon Nd

Figure 4.2: The MPC strategy in discrete time

4.3.2 Feed-forward MPC-IPC Design

The principal turbine dynamics are assumed to be presented by a LTI model. The
discrete-time system (with sampling time Ts) corresponding to the augmented model
(4.8) (with the same matrix size) is shown in:

xk+1|k = Axk|k +Buk|k +Bdudk|k

yk|k =Cxk|k
(4.9)

where A = eAcTs, B = (
∫ Ts

0 eActdt)Bc, Bd = (
∫ Ts

0 eActdt)Bdc , C =Cc, this discretization
process can be performed by Matlab. The cost function J usually contains the penal-
ties both on the tracking error and on the system actuation in a quadratic mode. The
MPC controller aims at optimizing the performance index and achieve the best individ-
ual pitch angle commands u limited by linear inequality constraints over appropriate
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preview and control horizons. The optimization problem is given by (Privara et al.,
2011):

argmin
u(·)

J(k) (4.10)

with :J(k) =
Np

∑
i=1

(yk+i|k− rk+i)
T Q(yk+i|k− rk+i)+

Nc

∑
j=0

(uk+ j|k)
T Ruk+ j|k

s.t. xk|k = x0 (4.10.a)

umin ≤ uk+ j|k ≤ umax j = 0,1, · · ·Nc (4.10.b)

4umin ≤ uk+ j+1|k−uk+ j|k ≤4umax (4.10.c)

Let yk+i|k represent the prediction of y at sample k+ i where the prediction is achieved at
sampling time k. rk+i (here set as zero) includes the reference input for the fluctuations
of rotor speed (i.e. the difference between the real rotor speed and rated value in Region
3) and the reference value of the mean blade flapwise bending moment . This has the
purpose of minimising the unbalanced blade loading and guarantees the rated energy
output. uk+ j|k is the optimal control input at sample k+ j obtained at sample k, Q and
R are the weighting matrices denoting the importance values imposed on the tracking
error and control inputs. R is typically a symmetric positive definite matrix (defined as
R � 0) and matrix Q is a symmetric positive semi-definite matrix (defined as Q � 0)
(Raković, 2016). (4.10.a) indicates the initial knowledge of states, (4.10.b) and (4.10.c)
represent the control input constraints umin = 0◦,umax = 90◦ and the pitch rate limits
4umin = −8◦/s,4umax = 8◦/s . The turbine state measurements x0 are considered
to be provided by sensors and available for the MPC controller here, which could be
estimated by a Kalman filter or other state estimators (Wright et al., 2007) at every
simulation step.

This cost function (4.10) can be represented in the matrix formulation:

J = xxxT
−→k+1

Q xxx−→k+1
+uuuT
−→k

R uuu−→k
(4.11)

where Q =CT QxC, Qx � 0 which means that the output vector y is required to be regu-
lated to the reference, the subscript arrow denotes a set of predictions, xxx−→k+1

represents
the state prediction vector of x beginning from k+ 1 to k+Np sample interval. The
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predicted state sequence for the linear state-space model (4.9) is illustrated in a more
compact way (Rossiter, 2003):

xxx−→k+1
= MMMxk +PPP uuu−→k

+EEEuuud−→k
(4.12)

where

xxx−→k+1
=


xk+1|k
xk+2|k

...
xk+Np|k

 ,MMM =


A
A2

...
ANp

 (4.13)

PPP =


B 0 · · · 0

AB B · · · 0
...

... . . .
ANc−1B ANc−1B · · · B

 , uuu−→k
=


uk|k

uk+1|k
...

uk+Nc|k



EEE =


Bd 0 · · · 0

ABd Bd · · · 0
...

... . . .
ANd−1B ANd−1Bd · · · Bd

 ,uuud−→k
=


vdk|k

vdk+1|k
...

vdk+Nd |k


where uuu−→k

denotes the optimal input vector between k and k+Nc sampling time. xk

denotes the current and past measurements. The optimal control signal is assumed to be
unchanged beyond Nc. The size of PPP depends on the length of Nc, which is flexible and
can be changed. The effective wind vector within the preview range of Nd samples acts
as the disturbance term uuud−→k

, which is predicted by the designed GP model (introduced
in the Section 4.4). Note that the preview horizon Np is normally considered larger
than the wind speed prediction horizon Nd , which implies the future wind speed is
considered unchanged beyond the Nd sample.

Substituting xxx−→k+1
(4.12) into (4.11) and collecting similar terms, the achieved formu-

lation is given by:

J = uuu−→k
T H uuu−→k

+2 xxx−→k
T FT

1 uuu−→k
+2vvvd−→k

T FT
2 uuu−→k

+G (4.14)
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with

H = PPPT Q̃PPP+ R̃,F1 = PPPT Q̃MMM,F2 = PPPT Q̃EEE (4.15)

Q̃ =


Q1 0 · · · 0
0 Q2 · · · 0
...

... . . . ...
0 0 · · · QNp

 , R̃ =


R1 0 · · · 0
0 R2 · · · 0
...

... . . . ...
0 0 · · · RNc



G = xxx−→
T
k

MMMT Q̃MMM xxx−→k
+ xxx−→

T
k

MMMT Q̃EEEvvvd−→k
+ vvvd−→k

T EEET Q̃MMM xxx−→k
+ vvvd−→k

T EEET Q̃EEEvvvd−→k
(4.16)

From (4.16), it can be seen that G is independent of the control input sequence and can
be neglected during the process of finding the optimal control input. Q̃ and R̃ represent
the expanded sets of weighting matrices Q and R in the preview horizon Np and control
horizon Nc, respectively.

In the proposed MPC-IPC system, the minimisation of the performance index J turns
out to be an optimization problem consisting of the pitch control activity, the gener-
ator power output regulation and the blade asymmetric load mitigation, restricted by
the limits of pitch angle and rate that can be calculated using a standard quadratic
programming method. For the purpose of optimisation, the interior-point-convex al-
gorithm is adopted in the simulation and implemented by the "quadprog" command in
the MATLAB.

Guaranteeing the closed-loop feasibility and stability of the proposed MPC controller
with physical constraints is quite important. It has been demonstrated that the linear
system MPC can maintain the nominal stability by introducing terminal weights in
the performance index and the use of terminal constraints (Mayne et al.,2000; Feng,
2014). In this Chapter, the wind turbine model used is linear and stable. Meanwhile,
no state constraints are introduced. Therefore, the proposed MPC could keep stable
without the terminal cost and constraints with the help of sufficiently large preview
horizon Np (Körber and King, 2010). Given that the excessive constraint requirements
are not included, the proposed MPC strategy is shown to be unaffected by the infeasible
problem.
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4.4 Gaussian Wind Speed Prediction

4.4.1 Rotor Effective Wind Speed

The LiDAR system is a mature technique for prediction of remote wind field proper-
ties as well as for rotor effective wind speed (EWS) forecasting (Raach et al., 2014).
Nonetheless, the raw LiDAR measurements only provide the line-of-sight wind infor-
mation and this is disturbed by directional bias errors. The prediction accuracy de-
pends closely on the obtained LiDAR data and the adopted reconstruction approaches
to model the wind characteristics in the interested locations (Guillemin et al., 2018).
Different wind reconstruction approaches are proposed to obtain the wind field charac-
teristics including future effective wind speed, direction, horizontal and vertical linear
shear etc. It has be demonstrated that a potential technique can be used to obtain the de-
tailed and reliable prediction knowledge of the oncoming wind speed especially gusts
for contributing to enhanced wind turbine fatigue and extreme load mitigation from the
typical nacelle-mounted LiDAR measurements with the synthesis of a Kalman filter
(Towers and Jones, 2016). The work by Borraccino et al. (2017) proposes a model-
fitting wind field reconstruction technique providing wind speed estimations designed
to be suitable for power performance verification. The nominal LiDAR strategy for
the EWS prediction is represented in Fig. 4.3. However, LiDAR is known to be an
expensive technique and not available for commercial wind turbine operation. There-
fore, it is natural to attempt to find some alternative method to obtain the future wind
characteristics instead of LiDAR.

Generally, the wind speed measurement is achieved by an anemometer located at the
hub of wind turbine system (Riahy and Abedi, 2008; Jena and Rajendran, 2015). This
measured wind speed fails to denote the effective wind flow affecting the complete
rotor and also suffers from high disturbances. Therefore, there is an increasing de-
mand for the estimation of rotor EWS. Currently, there are several model-based meth-
ods including Kalman filtering and unknown input observers (Soltani et al., 2013) are
proposed to estimate the precise EWS with the help of some common wind turbine
measurements such as the turbine power output.

In this Chapter, the rotor EWS is achieved from the TurbSim wind flows with a discrete
weighting function at each sampling interval. The achieved EWS is the weighted av-
erage of the matrix elements rather than a direct average over the rotor range (Schlipf
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Figure 4.3: Nominal LiDAR strategy for the EWS prediction

et al., 2013). The original wind flows from the TurbSim simulator [ui, vi, wi] are
characterized by a 3-D matrices of wind components, including the vertical, lateral
and horizontal wind portions in the Cartesian coordinate system. The horizontal wind
component ui is employed to obtain the rotor EWS. A weighted average method in the
polar coordinates (r,φ) is adopted here considering the effects of root and tip losses
(Schlipf, 2016) and the rotor EWS is represented as:

v0 =

√√√√√√√
∫ 2π

0

∫ R

0
u2

i
∂Cp

∂ r
(r)rdrdφ∫ 2π

0

∫ R

0

∂Cp

∂ r
(r)rdrdφ

(4.17)

where R means the turbine rotor radius, r ∈ [0,R] denotes the distance from the hub
centre, R∂Cp

∂ r function represents the power output span-wise change with the effects of
root and tip losses. The adopted R∂Cp

∂ r model (Burton et al., 2011) is illustrated in Fig.
4.4, compared with the case without tip and root loss 32

27
r
R . The 32

27
r
R function denotes

the maximum power output with the Betz efficiency limit of 16
27 (Soltani et al., 2013).

In the discrete wind conditions, (4.17) is reduced to (4.18):
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v0 =

nR

∑
j=1

CP, jui, j

nR

∑
j=1

CP, j

, with CP, j =
∂Cp

∂ r
(r j) (4.18)

where CP, j evaluated at the distance r j from the hub.

The full field wind profile is not available/measurable for the evaluation of the field
tests. So here the EWS at the current time interval is calculated from the (4.18) based
on the measurements from the FAST. This estimated rotor EWS is adopted as a basis
for providing the future wind speed over the required simulation time by the proposed
GP prediction model in the next section. An EWS prediction strategy is used in this
thesis as illustrated in Fig. 4.2. The used GP model is illustrated in Section 4.4.2.

4.4.2 Gaussian Prediction Model

A Gaussian process is a non-stationary stochastic modelling procedure in which set(s)
of Gaussian random variables change with time. Any limited quantity of which presents
a joint Gaussian distribution relationship (Chen et al., 2014; Deisenroth, 2010). A ran-
dom function f (x) could be defined by a GP distribution with a mean function (nor-
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mally supposed to be zero) and covariance function (also known as kernel function),
constituting a prior (Williams and Rasmussen, 2006), is shown in

f (x)∼ GGGPPP(m(x),k(x,x∗))

m(x) = E[ f (x)]

k(x,x∗) = cov( f (x), f (x∗))

(4.19)

where x ∈ R denotes an arbitrary input, f (x) and f (x∗) are random variable pairs in-
dexed by different inputs x and x∗. k(x,x∗) means a covariance function with different
forms and is parametrized by several specific parameters θ . The kernel function defines
the behaviour of a process and describes the proximity between any arbitrary points of
the random function, which is used by the GP algorithm to achieve the prediction of
both value and uncertainty knowledge for an unknown required point from the training
set (Wilson and Adams, 2013).

For regression problems solved by GPs, a set of training data DDD = (X ,y) is considered
with X ,y denoting observations of the input sequence and corresponding scalar outputs.
GPs realize the exploration of implicit functional relations between the inputs and out-
puts for the specified training dataset, and then acquire an a posterior distribution over
the overall function f (x).

A joint Gaussian distribution exists in any combination of function values f (xi) (Wil-
son and Adams, 2013):

[ f (x1), f (x2), · · · , f (xn)]
T ∼N (µ,K +σ

2I) (4.20)
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where n denotes the index number, covariance function K = Ki j = k(xi,x j) with size
of n ∗ n, as well as mean function µ = µi = m(xi). The type of covariance function
turns out to be important for a GP regression model dominating the kernel function’s
performance including smoothness and periodicity (Williams and Rasmussen, 2006).
The specific task of the GP is to select an appropriate type of covariance function and
obtain the corresponding θ parameters by optimization methods.

Considering the obtained wind speed measurement is a physical process suffering from
unknown uncertainties, the kernel function of Matérn class (Roberts et al., 2013) is
adopted here, is defined by

k(xi,x j) = h2 1
Γ(ν)2ν−1 (2

√
ν
|xi− x j|

λ
)Bν(2

√
ν
|xi− x j|

λ
) (4.21)

where h,Γ,B,λ represent the output scale, the standard Gamma, a second-order im-
proved Bessel function and the input scale defining how far away the two points x and
x’ are where there is a significant influence between each other, respectively. In this
kernel function, the parameter ν denotes the differentiability order of the achieved GP
regression model (here ν = 1

2 ) with ν + 1
2 times differentiable. The remaining learning

hyperparameters θθθ = (h,λ )T can be estimated by the optimization of the log marginal
likelihood function (Williams and Rasmussen, 2006):

log p(y|θ) =−1
2

log |K|− 1
2

yT K−1y− n
2

log(2π) (4.22)

The goal is to forecast the target output f ∗ for a new system input X∗ according to
the achieved GP posterior distribution from the associated training dataset DDD. The
augmented joint distribution by (X∗, f ∗) is represented as:

[
f ∗

y

]
∼

[
m(X∗)
m(X)

]
,

[
k(X∗,X∗) k(X∗,X)
k(X ,X∗) K +σ2I

] (4.23)

with k(X∗,X) = k(X ,X∗)T = [k(X1,X∗), · · · ,k(Xn,X∗)]. With the help of mathematical
manipulation, the prediction result for the new input X∗ is defined by (Williams and



4.5. Simulation Results 79

Rasmussen, 2006):

µ( f ∗) = m(X∗)+ k(X∗,X)[K +σ
2I]−1(Y −m(X))

var( f ∗) = k(X∗,X∗)− k(X∗,X)[K +σ
2I]−1k(X ,X∗)

(4.24)

Finally, the GP regression model is complete. From the above explanations, the Gaus-
sian prediction model for the EWS is proposed. The forecast performance is evaluated
by Root Mean Square Error (RMSE) (Draxl et al., 2015):

RMSE =

√
1
n

n

∑
t=1

(vt− v̂t)2 (4.25)

where vt , v̂t mean the actual and predicted wind speed, n denotes the quantity of avail-
able prediction pairs.

4.5 Simulation Results

The designed strategy is assessed by the 5MW NREL turbine simulator with the main
DOFs activated in the above rated wind condition. In this Chapter, the initial realistic
3D wind flow characterized by the mean value of 18 m/s, 14% turbulence intensity and
a vertical power law exponent of 0.2 is achieved from the TurbSim software (Jonkman,
2009).

4.5.1 Very Short-term Wind Speed Forecasting using GP

According to the analysis in Section 4.4.1, the EWS achieved from TurbSim is adopted
as the wind disturbance input. The obtained EWS record vd has a length of 1200s with
a sampling interval of 0.0125s. The comparison between the wind speed at the hub-
height and the estimated rotor EWS is shown in Fig. 4.6. The EWS is composed of two
parts including Part I during [0,200]s which is used as the training dataset for fitting
the GP model and Part II over [200,1200]s requiring prediction and for the simulation
of MPC-IPC controller.
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Figure 4.6: Comparison between the wind speed at the hub-height and the rotor EWS

The proposed GP wind speed prediction scheme for a very short-time range includes
the following steps, which is shown in Fig. 4.7. Given that the proposed MPC con-
troller performed with a frequency of 5 Hz (explained in the next section), the pre-
diction step length is 0.2s. Then, the beginning 200s record of wind speed (namely
Part I in Fig. 4.6) are employed as the training dataset for GP model-fitting. With
the help of this step, the final GP model (posterior) is achieved from the initial GP
model (prior) through updating the related hyper-parameters. Moreover, the subse-
quent 1000s of wind data (i.e. Part II) are utilised for both the prediction tests and
the next MPC-IPC simulation work. In the proposed GP prediction model, the 50 data
points preceding each point to be predicted in Part II are used as inputs. Determining
the prediction length of future wind speed is quite important. The longer the prediction
time, the larger workload, and the more complex the model for MPC. Here, a maxi-
mum predicted length of 5s for the wind speed is studied. The resulting RMSEs for the
1000s wind speed of Part II with several prediction time are illustrated in Table 4.1.
Specifically, the wind speed prediction with preview time of 0.2s and 1s are illustrated
in Fig. 4.8 and Fig. 4.9. The grey area represents uncertainties of the predicted points.
From the simulation results, it can be concluded that the prediction error of wind speed
is increasing with the prediction length. The results verify the feasibility and validity
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Figure 4.7: Proposed GP wind speed prediction scheme

of the designed GP predictor for very short-term wind speed forecasting.

Table 4.1: RMSE of the wind speed forecasting by proposed GP model

Preview Time (s) 0.2 1 2 3 4 5
RMSE (m/s) 0.3255 0.4162 0.5201 0.6861 0.9122 1.096

4.5.2 MPC-IPC Load Mitigation with Wind Preview

It is of great significance to decide the following MPC parameters containing the sam-
pling interval Ts, control horizon Nc, output preview horizon Np together with wind
prediction horizon Nd to obtain the trade-off between the system complexity, simula-
tion speed and result accuracy (Spencer et al., 2013).

• The sample interval Ts is usually as small as possible to demonstrate the natural
frequencies of principal turbine structural DOFs and it is set as 0.2s here.

• The preview horizon Np should be large enough to maintain the nominal stabil-
ity of the proposed MPC for the stable wind turbine system (Körber and King,
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Figure 4.8: Comparison between the real and wind speed prediction by proposed GP
(1s ahead)
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2010). Here, Np = 15 which results in a preview period of 3s presenting the main
dynamics of the wind turbine.

• The control horizon Nc is related to the system computation complexity. The
larger the Nc is, the more complex the computation is. Here, Nc = 5 (1s) aims at
achieving a balance between the forecasting accuracy and system computational
burden.

• The wind prediction horizon Nd is flexible, which is decided by the user. Ex-
cessive future wind information will slow the MPC operational process and the
exaggerated wind speed errors may generate counter-productive effects. Accord-
ing to the work (Spencer et al., 2013), the proposed MPC with the knowledge of
wind speed prediction exceeding 1s fail to improve the control effect obviously.
In order to obtain a trade-off between the accuracy and complexity, the wind
preview horizon of 1s is carried out with the proposed MPC controller. Given
that the MPC operates at 5 Hz, the prediction step for future wind speed used by
MPC should be at intervals of 0.2s. So Nd = 6 is selected here requiring 1 to 5
steps ahead of wind speed prediction.

The considered constraints for the MPC-IPC controller includes the blade pitch angle
restrictions [0◦,90◦] and pitch rate limits [−8◦/s,8◦/s]. The tuned weighting matrices
Qx, R are designed properly and have the same parameters in the different simulation
cases (Table 4.2). The proposed MPC controller is evaluated under the wind condition
(Part II). The performance measures contain standard deviations (STD) of the blade
1 flapwise bending moments M1, pitch rate θ̇ and generator power P. The calculation
is from 230s to 1200s to avoid the effects of starting transients. The rainflow counting
approach is used to estimate the lifetime damage-equivalent load (DEL) with different
material-specific parameters of 4 and 10 for steel and composite materials (Selvam,
2007) for evaluating the fatigue damage level of wind turbine components. Here, a
Matlab-base tool MLife designed by the NREL lab is adopted to generate the wind
turbine lifetime DEL (Hayman and Buhl Jr, 2012).

The detailed simulation results are represented in Table 4.2 and Figs. 4.10 - 4.12, which
contain the baseline CPC controller (expressed as, Baseline), PI case representing the
IPC using PI controller, together with (MPC) meaning the MPC controller without
any wind speed previews (i.e. all the future wind speed values are assumed to be
0), (MPC+wr) denoting the MPC has ideal wind speed previews, and the MPC with
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achieved wind forecasting called as (MPC+wp) where wp represents the wind speed
forecasting explained in Section 4.5.1.

Table 4.2: Comparisons between different pitch controllers

Parameters Baseline PI MPC MPC+wp MPC+wr

std(M1)[kNm] 2051.3 1405.6 1390.5 1310.2 1341.3
std(θ̇ ) [deg/s] 0.43 2.50 3.05 3.27 3.84
std(P) [KW] 91.5 98.9 76.4 64.1 69.5

DEL(M1)[m=4] 2800 2290 2120 2000 2020
DEL(M1)[m=10] 7690 7560 6550 5530 5520
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Figure 4.10: Flapwise bending moments of blade 1

From the above simulation results, it is shown that the designed MPC controller with-
out wind preview knowledge obtains 32.2% loading mitigation of the blade flapwise
bending moments (compared with Baseline case) and 16.5% drop of power output
oscillation during the simulation running time, which is impressively better than the
PI case with enhanced power fluctuation. Meanwhile, the results are improved by a
further 3.9% for loads mitigation and by a further 13.4% drop for generator power
fluctuations with the condition of perfect wind speed prediction. It should be noted
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that the life DEL also decreases most in the (MPC+wp) case. Nonetheless, while the
blade unbalanced loading reduction performs best in the (MPC+wp) case, the pitch ac-
tuation motion is excessive compared to the baseline CPC. The reason for achieving the
smoother power output is the performance index for the MPC controller including the
weighting knowledge for generator power. Due to the inclusion of future wind speed
information, the wind turbine model used for proposed MPC strategy is closer to the
real turbine. In this sense, the MPC controller could have more optimal control outputs
based on the future knowledge. It is worth noting that MPC with predicted wind speed
achieves marginally better results compared with the case when adopting ideal wind
speed forecast, which shows that the accuracy of 1s wind speed forecasting is good
enough. Overall, the simulation results demonstrate the validity of designed strategy
and the load mitigation performance is less sensitive to the rotor effective wind speed
forecasting errors. Further investigations are under way to include more wind charac-
teristics (including vertical shear, wind direction etc.) in the MPC controller model in
future.

4.6 Conclusion

In this Chapter, an innovate GP model with Matérn class kernel for very short-term
wind speed forecasting is designed for the control purpose. This is further combined
with the MPC-based IPC system, constituting a wind turbine preview control aiming at
blade loading mitigation. The detailed simulation results on the NREL 5MW turbine
simulator verify the effectiveness of designed strategy. Since no additional hardware
system is needed, this method is suggested to serve as a promising alternative technique
to the pricey LiDAR in terms of providing future wind knowledge. That is, it could
be used without extra LiDAR measurements. It is worth noting that the sensitivity
between wind speed forecasting and the MPC-based IPC load reduction performance
is relatively low. The designed scheme sheds new light on the study of combining
very short-term wind speed forecasting and preview control for blade unbalance load
mitigation without the LiDAR system.

From the simulation results, it can be concluded that the pitch movements have been
enhanced due to the extra pitch angle introduced by the MPC-based IPC system, which
will increase the possibility of pitch system faults. Therefore, it is important to design
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effective and robust fault tolerant control strategies to compensate the pitch faults in
the IPC system, which is studied in Chapter 5.



Chapter 5

Fault-tolerant Individual Pitch
Control using Adaptive Fault
Estimation

5.1 Introduction

As described in Chapter 1, the significance of combined analysis of the fault tolerant
control (FTC) strategy with individual pitch control (IPC) has been emphasized, which
is exactly the focus of this Chapter. Two traditional IPC systems for blade load reduc-
tion and incipient pitch actuator faults (including hydraulic leakage, high oil content,
pump wear) are combined and studied, observing different IPC system performance
under the same fault condition and the robustness of FTC strategy in different IPC
systems.

Fault estimation (FE) and FTC are demonstrated to achieve incipient fault estimation
and compensation for fault effects. In FTC it is important for the system to give a
warning when faults first develop and before they become serious or even malfunc-
tions (Patton, 2015; Blanke et al., 2006; Gao et al., 2015a; Zolghadri et al., 2014). The
FTC concept is introduced in Section 3.2.3 where more description is given. This de-
tection and isolation of early or "incipient" faults is an important by-product of an FTC
strategy, providing potential fault information to the operators. Faults which are not se-
vere are compensated in the FTC system in order to maintain the control performance,
so even when some faults occur the FTC system can maintain energy production oper-
ation until a maintenance event is planned.
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As discussed in Section 3.2.3, FTC is divided into two strategies (1) Passive FTC which
is none other than the use of robust control without any action to reconfigure or com-
pensate for faults, and (2) Active FTC which is concerned with active configuration of
the control system, subsequent to fault occurrence and detection/estimation. This work
makes use entirely of the Active FTC approach and Fig. 3.5 shows a classification
of these methods. This Chapter is concerned with the fault hiding and compensation
strategy illustrated in Fig. 3.5 by the red line.

It is of great value to combine FTC with designs used for load mitigation, i.e. making
use of IPC control methods (PI, etc). Within this framework, the FTC strategy based on
FE has been proven to be suitable for achieving the pitch actuator fault reconstruction
compared to the FDI technique (Chen et al., 2013; Shi and Patton, 2015). Nonetheless,
the research involving IPC in wind turbines combined with FTC in the presence of
faults (referred to as "fault-tolerant individual pitch control") are rarely considered. A
fault diagnosis and accommodation technique for enabling or disabling the IPC algo-
rithm according to the fault detection result of the azimuth angle sensor is proposed in
the work (Fogh Odgaard et al., 2015). A fault detection strategy for blade root bending
moment sensor faults with the help of LIDAR technique is integrated to the existing
IPC system (Stotsky, 2014). Although these two sensors are important measurements
requiring for the IPC system, the pitch actuator system faults are equally important.
A fault detection and diagnosis (FDD) and automatic signal correction algorithm for
a pitch actuator fault within an IPC scheme is proposed in another paper (Badihi and
Zhang, 2018) which focuses on one hydraulic oil leak fault (giving rise to a pressure
drop). There are two main weaknesses of that work: (1) it uses an FDI-based FTC
which is exceedingly complex to implement in real practice and involves switching
delay and detection delay all of which are very much affected by uncertainty, (2) the
FTC design is only tested for one simulated wind condition, which is unrealistic for
practical application since the wind conditions are constantly varying.

On the other hand this Chapter proposes a universal and robust fault-tolerant IPC strat-
egy based on FE scheme for large wind turbines which aims to mitigate for bending
blade moment variations caused by uneven wind loading. It is planned to make the load
mitigation system also tolerant to pitch system faults and hence the work describes a
combination of the use of IPC with FE-based FTC. The idea of using IPC is that the
3 pitch actuators can form a type of actuator redundancy (actually dissimilar redun-
dancy) with resulting different pitch angles enabling a re-balancing of the rotor to be
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established. There are actually two forms of wind loading that act on the rotor, sym-
metrical and asymmetrical loads. In the symmetrical case the loading acts equally on
the three rotors blades and this may be the case for low wind speeds, e.g. in Region 2
operation. At higher wind speeds, in Region 3, the loading across the blades become
more asymmetrical due to turbulence and vortex effects. More description of these
phenomena are given in Section 2.3. In fact the symmetrical loading can be handled
well using conventional Collective Pitch control (CPC) as for lower wind speeds in Re-
gion 3 but still close to the critical speed the wind flow into the rotor is more uniform.
At higher wind speed as the turbulence increases the asymmetrical loading should be
compensated using the IPC actuator redundancy.

The forces and moments acting on the rotor are rotating and to facilitate a procedure
of analysis and design for IPC it is conventional to use the so-called Coleman Trans-
formation (Bossanyi, 2005) (see also Section 2.4). This transforms the periodic system
forces and moments into a fixed coordinate axis system. It is fortuitous that this mathe-
matical operation also separates the effects of the symmetrical and asymmetrical force
and moment components to enable the appropriate compensation (for asymmetrical
loads) to be applied through appropriate IPC control action.

Hence, of the various IPC strategies, Coleman transformation-based IPC attenuates the
non-rotating tilt and yaw loads from the blade load projection effectively. The most
commonly used control approach for IPC is Proportional-Integral (PI) control which
has the advantage of ease of implementation (Bossanyi, 2005; Van Engelen, 2006). A
second IPC approach H∞ loop-shaping control can be used for comparison with IPC
based on PI control (Lu et al., 2015).

Section 1.4.1 discusses how the scenario of load mitigation is analogous to the FTC
problem because the action of rotor bending (caused by wind loading) and considered
as a component fault effect (Patton, 2015). An extension to this can be considered for
tower bending, or even a combination of both (see Chapter 6 for more discussion). The
idea of considering all the "fault effects" acting in the rotor system fits well with the
work described in this Chapter. Hence, work on FTC is a valid contribution in this
context of handling blade loading and actuator faults, as these various effects can be
handled together.

As a review, this Chapter initially provides some general insight into the concept of
unbalanced blade load deterioration based on the use of different IPC control methods



5.2. Problem Statement 91

for the pitch actuator faulty case. Issues considered are: how they can be affected
by three different pitch actuator system faults, and how the undesirable effects are
compensated by a suitably designed FE-FTC strategy. The proposed FE based FTC
strategy integrating with different IPC schemes is validated on the NREL 5MW turbine
simulator in two different wind conditions in order to evaluate important robustness
properties.

This Chapter is constructed as follows. Section 5.2 gives a detailed illustration of
the issue being considered. In Section 5.3, two Coleman transformation bsed IPC
systems using PI and H∞ loop-shaping control methods are proposed. Next, a step-
by-step sliding mode observer (SMO) (Lan et al., 2018) strategy is adopted to obtain
the estimation of pitch system states and faults. Furthermore, it also presents the FE-
based FTC scheme to compensate the faults. Finally, the detailed simulation results
and conclusions are presented in Section 5.4 and Section 5.5, respectively.

5.2 Problem Statement

In this Chapter all the work focuses on Region 3 operation (above the rate wind speed
of 11.2 m/s). More description about the so-called baseline CPC system is given in
Section 2.2.4. The CPC strategy is shown in Fig. 5.1. wg,r, βr represent rated values
of the generator speed and three collective pitch angles, respectively. wg, β denote the
real measurements, respectively.
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Figure 5.1: Nominal pitch system strategy by CPC

An extra pitch angle generated by the designed IPC system is then added to the collec-
tive pitch angles individually in order to mitigate the blade unbalanced loading. The
nominal pitch system with the IPC strategy is shown in Fig. 5.2.
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Figure 5.2: Nominal pitch system strategy by IPC

The hydraulic pitch system is modelled as (see Section 2.2.2):

β (s)
βr(s)

=
w2

n
s2 +2ξ wns+w2

n
. (5.1)

where wn and ξ are the nominal natural frequency and damping ratio parameters, re-
spectively. In the case without faults, wn = 11.11 rad/s and ξ = 0.6. Some potential
faults of hydraulic pitch systems contain the oil leakage due to improper management
of hydraulic fluids, the pump damage resulting from continuous pump operation, as
well as the high air content in oil. These will lead to that the blade pitch system has
changed dynamics (ξ and wn), causing slow pitching performance and unstable wind
turbine outputs. The open-loop performance of various faulty cases are evaluated and
shown in Fig. 5.3.

The faulty parameters with changed dynamics can be modelled as convex combinations
of ξ wn, w2

n and the fault level f , illustrated as (Liu et al., 2018a):

w2
n = w2

n0
+(w2

n f
−w2

n0
) f ,

ξ wn = ξ0wn0 +(ξ f wn f −ξ0wn0) f .
(5.2)

where ξ0 and wn0 are the nominal pitch actuator damping ratio and frequency respec-
tively, whilst ξ f and wn f denote the dynamic parameters in the faulty case. Parameter
f ∈ [0,1] represents the fault level. Table 5.1 illustrates the corresponding dynamic
parameters with different pitch system faults.
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Table 5.1: Pitch system parameters in different conditions

Fault type Dynamic parameters Reversible
Fault-free wn0 = 11.11 rad/s, ξ0 = 0.6 N/A
Hydraulic leakage wn f = 3.42 rad/s, ξ f = 0.9 ×
Pump wear wn f = 7.27 rad/s, ξ f = 0.75 ×
High air content wn f = 5.73 rad/s, ξ f = 0.45

√

The fault of pump wear will cause 25% pressure reduction from the rated hydraulic
pressure as a consequence of approximately 20 years’ operation. This fault is irre-
versible and requires manual maintenance. Hydraulic leakage resulting in low hy-
draulic pressure normally occurs quicker than the pump wear. If the flow pressure
turns out to be too low, the pitch system will fail in pitching the corresponding blade
to the required position. This will lead to the pitch actuator stuck fault (namely blade
seize, see more in Section 3.4), requiring reparation during wind turbine shut-down
(Naik, 2017). The high air content in the oil can restore the nominal air content level
without any repair, but will cause transient response overshoot in the open-loop sys-
tem (Luo et al., 2014). It should be noted that these three faults are characterized by
incipient faults and causing variations (even uncertainty) in the pitch system dynamics,
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which could be treated together. Therefore, it is important to compensate for the pitch
actuator faults on-line and recover the nominal pitch system performance quickly.

5.3 FTC-IPC System Design

The diagrammatic sketch of the proposed FTC-IPC system is illustrated in Fig. 5.4,
which contains the following systems (i) a baseline pitch control (CPC) system for
regulating the power output (see Section 2.2.4), (ii) an IPC scheme using PI or H∞

loop-shaping control approach aiming at the mitigation of asymmetrical blade loading,
(iii) observers using SMO for the fault estimation of three different pitch actuator faults,
and (iv) FTC schemes for pitch actuator fault compensation.
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Figure 5.4: Fault-tolerant pitch system

5.3.1 Traditional IPC Strategy for Load Mitigation

The concern of this Chapter is focused on combining the IPC with FTC and discussing
the pitch actuator fault effects on different IPC systems, with the blade bending mo-
ments considered as separate fault effects (see more in Section 1.4 and Section 5.1).
Therefore, the traditional Coleman transformation-based IPC strategy using two dif-
ferent control approaches including PI and H∞ loop-shaping control is studied to com-
pensate the main bearing tilt and yaw moments, and thus reducing the rotor blade
unbalanced loading.
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Assuming the 1st blade is in the horizontal direction, the Coleman P−1(ϕ) and inverse
Coleman transformations P(ϕ) for 1P are illustrated by:


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with

PPP(((ϕϕϕ))) =


1 cos(ϕ) sin(ϕ)

1 cos(ϕ + 2π

3 ) sin(ϕ + 2π

3 )

1 cos(ϕ + 4π

3 ) sin(ϕ + 4π

3 )

 (5.4)

where o,c,s denote the collective, cosine, sine components respectively, ϕ means the
blade azimuth angle. The relationships between the three azimuth angles are illustrated
in (5.5) (Van Engelen, 2006):

ϕ1 = ϕ; ϕ2 = ϕ +
2π

3
; ϕ3 = ϕ +

4π

3
(5.5)

The designed Coleman transformation-based IPC strategy is illustrated in Fig. 5.5,
where g contains the wind inflow conditions and generator torque reference etc. It can
be seen from the Fig. 5.5, a notch filter is proposed to remove the 3P-harmonics of the
yaw and tilt moments, thus avoiding the enhancement of 3P loading on the fixed wind
turbine components. Meanwhile, a low-pass filter with cut-off frequency of 1.2 Hz is
adopted to smooth the generated additional individual pitch angle β11(t),β12(t),β13(t)

(coming from the IPC system) before being combined with the pitch angle reference
βc(t) from the CPC system, thereby reducing the potential pitch actuator movements
at high frequency.

First of all, the PI-based IPC system is studied. Two single-input-single-output (SISO)
pitch control loops with same PI parameter values are designed for the main-bearing tilt
and yaw moment compensation. The PI controller parameters are tuned manually and
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Figure 5.5: The designed IPC system for load mitigation

appropriately by trial and error. In this study, extra pitch angles from the IPC system
are typically with frequency more than 0.1Hz. The frequency of collective pitch angles
from the CPC is less than 0.1Hz. In this sense, the IPC strategy is decoupled from
the CPC system, thereby avoiding the impact of additional introduced pitch angles on
generator power instability.

The achieved PI-IPC control system can be illustrated by

CPI−IPC(s) =
w2

l

s2 +2ξlwls+w2
l︸ ︷︷ ︸

Low-pass filter

P(ϕ)︸ ︷︷ ︸
Inverse ColemanKp +

Ki,yaw
s 0

0 Kp +
Ki,tilt

s


︸ ︷︷ ︸

PI controller

s2 +2ξn1wn +w2
n

s2 +2ξn2wn +w2
n︸ ︷︷ ︸

3P-notch filter

P−1(ϕ)︸ ︷︷ ︸
Coleman

(5.6)
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So as to have a more comprehensive study of fault effects and the robustness of the
later designed FE-FTC system in different IPC cases (explained in Section 5.3.2), an
alternative control technique with the same design layout (Fig. 5.5) is required. Here,
an H∞ loop-shaping method with better robustness is selected to be combined with
the conventional IPC system (Panagopoulos and Åström, 2000). The H∞ loop-shaping
approach aims to achieve a controller that provides robustness to system uncertainties
and minimizes the effects of external disturbances and noise (Mendiratta and Jayapal,
2010). A linear wind turbine model G(s) describing the connection between pitch angle
fluctuations and flapwise bending moment perturbations is adopted for the controller
design (Lio et al., 2017), illustrated as:

G(s) = Ga(s)Gb(s) (5.7)

where Ga(s), Gb(s) represent the blade pitch actuator system (same with (5.1)) and the
blade dynamics (defined as (5.8)), respectively.

Gb(s) =
dM f lap

dθ

2π fb
2

s2 +2πdb fbs+2π fb
2 (5.8)

The design procedure includes the following two main steps (Lio, 2018):

• Propose a appropriate pre-compensator W (s) for shaping the singular values of
targeted loop shape Gs(s) = G(s)W (s), which should have relative large loop
gain at the target frequency and small gain at higher frequency for better noise
suppression.

• Synthesize Ks(s) and obtain the greatest robust stability margin of Gs(s), then
the complete loop-shaping controller KH(s) =W (s)Ks(s).

Considering the frequency splitting problem and the objective of 1P flapwise bending
moments mitigation, an H∞ loop-shaping based IPC system is proposed to mitigate the
main bearing tilt and yaw loads at 3P frequency. Hence, the pre-compensator W(s) is
designed as a combination of a PI controller and a 3P inverse notch filter:

W (s) = (Kp +
Ki

s
)
s2 +2ξ1w+w2

s2 +2ξ2w+w2 (ξ1 > ξ2) (5.9)
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The wind turbine model parameters and designed controller parameters including PI-
based IPC and H∞ loop shaping-based system are given in Table 5.2.

Table 5.2: Designed system parameters

Description Parameter Value
PI controller (PI-IPC)

Proportional gain Kpyaw 0.00002
Proportional gain Kptilt 0.00002
Integral gain Kiyaw 0.00001
Integral gain Kitilt 0.00001

3P-notch filter (PI-IPC)
Frequency wn 2π ∗0.6 rad/s
Damping ratio 1 ξn1 0.3
Damping ratio 2 ξn2 1

Low-pass filter (both)
Frequency wl 2π ∗1.2 rad/s
Damping ratio ξl 0.7

PI controller (H∞ loop-shaping)
Proportional gain Kp 0.000003
Integral gain Ki 0.000005
Frequency w 2π ∗0.2 rad/s
Damping ratio 1 ξ1 0.5
Damping ratio 2 ξ2 0.01

Wind turbine model parameters
Differentiation between flapwise bending & pitch angle

dM f lap
dθ

−1.5e6 Nm/◦

Natural frequency of blade 1st flapwise mode fb 0.7 Hz
Aerodynamic damping ratio db 0.47

The H∞ loop-shaping controller could be obtained with the help of MATLAB by using
command ncfsyn.m . The final synthesised controller KH(s) is represented as:

KH(s) =

0.00022s5 +0.00509s4 +0.06698s3

+0.3946s2 +0.8909s+0.6623
s5 +72.3s4 +2641s3 +60040s2 +93070s

(5.10)
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5.3.2 FE-based FTC Design for Fault Compensation

5.3.2.1 FE Design

The complete faulty pitch system encompassing (5.1) and (5.2) can be illustrated as

ẋ1 = x2

ẋ2 = G0(x)+B0u+F(x) f

y = x1

(5.11)

where x = [x1 x2]
> = [β β̇ ]>, G0(x) = −w2

n0
x1− 2ξ0wn0x2, B0 = w2

n0
and fault distri-

bution function F(x) = (w2
n0
−w2

n f
)(x1−u)+2(ξ0wn0−ξ f wn f )x2.

The fault distribution F(x) is shown to be a time-varying matrix that inevitably in-
creases the complexity of observer design. An adaptive step-by-step SMO (Lan et al.,
2018) is adopted to achieve the estimation of pitch system states and faults simultane-
ously, represented as (5.12).

˙̂x1 = x̂2 + v1

˙̂x2 = G0(x̂)+B0u+F(x̂) f̂ + v2

˙̂f = η f sign(e f )

(5.12)

where x̂, f̂ denote the estimates of states and faults, respectively. v1, v2 are the proposed
SMO switching functions and ex1 , ex2, e f are the estimation errors of two states and
actuator fault, designed as:

v1 = ηv1sign(ex1),v2 = ηv2sign(x̃2− x̂2)

ex1 = x1− x̂1

ex2 = x2− x̂2

e f = f − f̂

(5.13)

where x̃2 = x̂2+v1. ηv1, ηv2, η f are designed positive parameters. In order to guarantee
the observer stability for achieving the asymptotic estimates, ηv1 , ηv2 , η f are defined
by:
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ηv1 = σv1‖ex1‖+ εv1,ηv2 = σv2‖ex2‖+ εv2,η f = σ f ‖e f ‖+ ε f (5.14)

where σv1 ,σv2,σ f are positive learning rates, and εv1,εv2,ε f are small positive con-
stants.

By defining G̃0 = G0(x)−G0(x̂) and F̃ = F(x)−F(x̂), the estimation error system by
subtracting (5.12) from (5.11) can be represented as

ėx1 = ex2− v1

ėx2 = G̃0 + F̃ f +F(x̂)e f − v2

ė f = ḟ −η f sign(e f )

(5.15)

By designing an appropriate sliding surface for observer and a suitable Lyapunov func-
tion, ėx1, ėx2, ė f will approach 0 during the reaching phase of the sliding mode. Ac-
cording to the equivalent output injection concept (Edwards et al., 2000), the estimates
of x1, x2, f can be obtained. The detailed proof for the existence of designed SMO
observer could be referred to the work of Lan (2017).

Remark 5.1 The discontinuity in the sign function will introduce high frequency chat-
tering effects which deteriorate the performance of sliding mode observer. In order to
ensure a smooth control action, the above sign function sign(s) will be approximated
by the sigmoid-like function as shown in (5.16), which is often referred to as pseudo-
sliding (Zinober, 1990):

sign(s) =
s

‖s‖+δ
(5.16)

where δ denotes a small positive scalar.

Therefore, the SMO design parameters include σv1, σv2, σ f , εv1, εv2, ε f , δ . These
constant positive parameters are tuned off-line by trial and error. It is worth noting that
the designed SMO with the same parameters should be effective for different incipient
pitch actuator faults considered in this Chapter.
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5.3.2.2 FTC Design

The faulty pitch system (5.11) can be represented as

ẋ1 = x2

ẋ2 = G0(x)+w2
nu+F1(x) f

(5.17)

where F1(x) = (w2
n0
−w2

n f
)x1 +2(ξ0wn0−ξ f wn f )x2.

After obtaining the fault information, an FTC controller is designed for the pitch actu-
ator fault compensation (5.17), designed as

u = kiβr +u f (5.18)

where βr is the sum of baseline collective pitch angle and the additional pitch angle
from the proposed IPC strategy, u f is the reconfigurable controller for fault compen-
sation, and ki is proposed to modify the reference signal βr and hence is referred to as
a "modification parameter". The designed active FTC strategy has been illustrated in
Fig. 5.4.

The modification matrix ki with the help of an asymptotic fault estimate is designed as

ki =
w2

n0

ŵ2
n
=

w2
n0

w2
n0
+(w2

n f
−w2

n0
) f̂

(5.19)

The compensating controller u f is proposed as

u f =−
F1(x̂) f̂

ŵ2
n

(5.20)

where F1(x̂) = (w2
n0
−w2

n f
)x̂1 +2(ξ0wn0−ξ f wn f )x̂2. The state estimates x̂1, x̂2 and the

fault estimation f̂ can be achieved by the proposed observer (5.12). More detailed
explanation about the proposed FE-based FTC scheme can be referred to the work
(Lan et al., 2018).
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Clearly, as can be seen from the above, the modification parameter k = 1 corresponds
to the fault-free case. The compensating controller u f is active if and only if a fault
f occurs. The performance of the proposed FTC system relies on the accuracy of FE
action. According to the FTC performance analysis in the work (Lan et al., 2018), the
proposed FTC controller (5.18) can compensate the faults effectively which enables the
faulty pitch system to operate as a normal pitch system, which will be further verified
in Section 5.4.2.

5.4 Simulation Results

The validity of designed FTC-IPC system is performed on the NREL 5MW turbine
simulator, with the simulation step set as 0.0125s. The simulation is achieved in Mat-
lab. Though there exists some difference when system changes from continuous to
discrete time. If the simulation step is selected to be small enough, the simulation
results will be very close to the reality. The simulation is performed under 1000s
above-rated wind speed condition. Two stochastic and full-field turbulent wind speed
flows are obtained by TurbSim (Jonkman, 2009). The first wind flow has the mean
wind speed value of 18 m/s at the hub-height, with turbulence intensity 14% and ver-
tical shear exponent 0.2, illustrated in Fig. 3.7. The second wind flow has the mean
wind speed 23m/s, turbulence intensity 18%, and a vertical shear exponent of 0.2. For
brevity and ease of readability, the resulting figures in Section 5.4.1 and Section 5.4.2
correspond to the first wind condition - Wind I (mean wind speed 18m/s) and the re-
sults under the second wind flow - Wind II (mean wind speed 23m/s) is just reflected
in Table. 5.4 and Fig. 5.13.

5.4.1 Load Reduction in the Fault-free Case

The effectiveness of the proposed IPC systems by PI and H∞ loop-shaping ap-
proaches have been validated for the two wind conditions (Wind I and Wind II),
reflected in Table. 5.4. The time domain results of the generator power output, and the
flapwise bending moments of blade 1 and the yaw moment of the hub bearing system
under the Wind I condition are illustrated in Fig. 5.7, Table 5.4 and Fig. 5.14. The
simulation results represent an up to 32% load reduction of blade 1 flapwise bending
moments using PI-IPC can be achieved in the Wind I condition. It is shown that similar
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results for load reduction by PI and H∞ loop-shaping based IPC systems with maintain-
ing the stable generator power output. However, from Fig. 5.6, it can be seen that there
exists an extra requirement for the pitch actuator movements in the PI-IPC case (same
in the H∞ loop-shaping based IPC) to achieve the blade load reduction, which could
cause potential pitch system fatigue and failure. As listed in Table 5.4, the pitch travel
has increased impressively, by nearly 400%. Furthermore, from Fig. 5.7 and Fig. 5.14,
the case of PI-IPC slightly outperforms the H∞ loop-shaping based IPC case to reduce
the blade flapwise bending, as well as the main bearing yaw and tilt moments. These
improvements come at a cost of increased pitch motions in two wind conditions. It can
be concluded that the PI-based IPC system has slightly better load mitigation results
compared to the H∞ loop-shaping based IPC case, with the designed specific controller
parameters described in Section 5.3.2.
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Figure 5.6: Comparison between pitch angle 1 (CPC) and the three pitch angle vaules
in the PI-IPC case under the Wind I condition

5.4.2 Load Reduction in the Faulty Case

The situation when all 3 pitch actuator systems suffer from different incipient faults
(resulting in changing dynamics) is considered here. More information of considered
faults is illustrated in Table 5.3.

The pitch measurements usually suffer from disturbance and uncertainties, modelled
as a zero mean white Gaussian noise with a variance of 1.0e-7. The proposed SMO
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Table 5.3: Considered incipient pitch actuator faults

Fault class Occurrence time Place Type
F1 t ∈[200,800]s Pitch actuator 1 Hydraulic leakage
F2 t ∈[0,1000]s Pitch actuator 2 Pump wear
F3 t ∈[0,1000]s Pitch actuator 3 High air content

variants are σv1 = 0.3,σv2 = 0.2,σ f = 0.1,εv1 = 0.01,εv2 = 0.01,ε f = 0.05,δ = 0.001,
which are tuned by trial and error. Seven different cases are considered in this Chapter.
CPC denotes that only the baseline collective pitch controller is involved, PI-IPC and
H-IPC are the control systems containing both CPC and the proposed IPC using PI
or H∞ loop-shaping approach. PI-IPC-f and H-IPC-f represent the PI-IPC and H-IPC
cases suffering from 3 pitch actuator faults. PI-IPC-FTC and H-IPC-FTC system refer
to the PI-IPC and H-IPC cases with the proposed FTC scheme.

The standard deviation (STD) knowledge of different measurements is adopted to
compare the load reduction results. Moreover, the concept of absolute pitch travel
(
∫ t

0 | dβ/dt | dt) is adopted to approximate the fatigue exerted on the blade pitch sys-
tem due to excessive pitching movements. Therefore, the STD of blade 1 flapwise
bending moment, the STD of main bearing tilt/yaw moments and the STD of generator
output power as well as the pitch travel under two different wind conditions are rep-
resented in Table 5.4. The performance calculations range from 20s to 1000s in order
to avoid the start-up transients. Detailed simulation results of PI-based IPC system
compared with CPC case in the fault-free and faulty cases under the Wind I condition
are illustrated in Figs. 5.8 - 5.13. The simulation results associated with blade 1 and
one of the tilt and yaw moments are presented for the sake of brevity. The comparison
between results of PI-IPC and H∞ loop-shaping approach is presented in Fig. 5.14.

Firstly, the incipient pitch actuator fault effects are explained. As we can see from
Fig. 5.8 and Fig. 5.9, the dynamics of pitch system 1 represent sluggish movements
during the occurrence time range of the fault F1. It is interesting to note that owing to
the other 2 actuator faults (F2 & F3), pitch actuator 1 shows slow movements even with
no fault present in this actuator. The pitch travel increases slightly in the faulty case,
showing that the faults give rise to larger pitch actuator motion with potential actuator
malfunction, after long periods of operation. Due to the undesirably slow pitching
response, the pitch angles also present more deviations, which lead to an enhanced
imbalance of these 3 pitch actuators. As a consequence, the increasing imbalance
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Table 5.4: Standard deviation of the simulation results in 7 cases

Parameters CPC PI-IPC PI-IPC-f PI-IPC-FTC H-IPC H-IPC-f H-IPC-FTC

Wind I – Mean wind speed (18m/s)

Flapwise M1 (KN·m) 2041.1 1410.8 1533.4 1410.0 1444.2 1536.6 1420.5
Yaw (KN·m) 1107.1 746.3 788.4 745.3 807.6 823.5 766.6
Tilt (KN·m) 942.0 686.8 732.5 685.9 763.5 777.2 717.3

Gen-power (KW) 88.8 90.9 98.2 90.8 90.3 97.2 90.3
Pitch 1 travel (rad) 6.7 36.6 38.1 36.6 32.5 35.6 33.1

Wind II – Mean wind speed (23m/s)

Flapwise M1 (KN·m) 2733.4 1860.2 2040.4 1860.2 1949.3 2026.5 1879.1
Yaw (KN·m) 1759.4 1247.5 1364.5 1247.5 1382.6 1381.1 1281.0
Tilt (KN·m) 1694.7 1306.7 1416.2 1306.8 1390.4 1404.1 1300.6

Gen-power (KW) 133.5 136.7 143.2 136.7 134.8 141.0 134.8
Pitch 1 travel (rad) 7.2 52.1 54.5 52.1 42.7 45.9 43.7

between three pitch systems has amplified the asymmetric blade root loading, which
implies the yaw and tilt moments are enhanced greatly, illustrated in Fig. 5.10. Hence,
this amplification of flapwise bending moments results in enhanced blade fatigue as
shown in Fig.5.11. Furthermore, it can be seen that the generator power fluctuation is
more intense in the pitch actuator faulty case from Fig. 5.12.

From Table 5.4 and Fig. 5.14, it can be concluded that the pitch incipient actuator faults
have similar negative effects on the blade asymmetric loading and generator power.
However, the H∞ loop-shaping based IPC system shows slightly better performance
in maintaining the nominal load mitigation performance compared with the PI-IPC in
the faulty actuator case. It is interesting to note that the H-IPC is equivalent to a form
of passive FTC (to some extent) in which the effects of faults are reduced by using
appropriate feedback action. See Section 3.2.3 for the definition of passive FTC.

Secondly, it is also very important that the designed FE strategy can function well
with different wind fields and different actuator faults. Therefore, the proposed
SMO performance is validated in both PI and H∞ loop-shaping based IPC systems
under two different wind conditions, shown in Table 5.4. It is clear that the 3 faults
(F1 & F2 &F3) can be estimated very well in both IPC cases under these two wind
conditions. Furthermore, the fault estimation results under the Wind I condition are
shown in Fig. 5.13. It is shown that the fault estimation results are good in both
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Figure 5.8: Pitch angle of blade 1 under the Wind I condition
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Figure 5.9: Pitch rate of blade 1 under the Wind I condition
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Figure 5.10: Tilt moment of main bearing system under the Wind I condition

100 200 300 400 500 600 700 800 900 1000

0

5000

10000

Flapwise bending moment of blade 1 (KNm)

400 405 410 415 420 425 430 435 440 445 450

Time (s)

0

5000

10000

CPC
PI-IPC
PI-IPC-f
PI-IPC-FTC

Figure 5.11: Flapwise bending moment of blade 1 under the Wind I condition
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Figure 5.12: Generator power output under the Wind I condition

cases of PI-IPC and H-IPC with the same SMO parameters. This serves to validate the
strong robustness of the proposed SMO strategy. However, it is interesting to say that
the fault estimation performance in the PI-IPC case is marginally better than that in
H-IPC (still acceptable), especially when the fault changes. Furthermore, the potential
reason for the better fault estimation performance in the PI-based IPC case is that the PI
method is dealing with the average error of the reference signal while H∞ loop-shaping
method minizes the maximum error (i.e. the worst possible case). In this sense, the
performance in the PI-based IPC is comparably stable. In conclusion, the proposed
SMO parameters do not depend on the turbine operation point and are valid for the
studied incipient pitch actuator faults (including high air content, hydraulic leakage,
pump wear). Hence, the tuning of the SMO parameters can be made off-line.

Finally, the FE-based FTC strategy should compensate the different pitch ac-
tuator fault effects in these two wind conditions. Assisted by Table 5.4, the de-
signed FTC strategy can recover the nominal pitch action and effectively compensate
the above negative effects due to three different pitch actuator faults. With the pro-
posed FTC controller, further fatigue damage to the blade and main bearing are thus
avoided. It can be seen that the nominal pitch system performance is recovered. The
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Figure 5.13: Fault estimation results of three pitch systems in the PI-IPC case and H∞

loop-shaping-based IPC case under the Wind I condition

fault effects are removed from the generator output power and the imbalanced blade
loads. Fig. 5.14 gives a clear comparison of the percentage performance of these two
IPC system in the fault-free and pitch actuator faulty case. From Fig. 5.14, H-IPC
performs marginally better in restoring the generator power performance with the help
of the proposed FTC strategy compared with the PI-IPC case. Similarly, the simulation
results under Wind II summarized in Table 5.4 verify the robustness of proposed FTC
strategy.

5.5 Conclusion

In this Chapter, a robust SMO-based FTC scheme is combined with a Coleman trans-
formation based IPC system using PI or H∞ loop-shaping approach, verifying the ef-
fectiveness of both the FE-based FTC system and the proposed IPC system. In the
meanwhile, mechanisms by which and how much the blade asymmetrical loading re-
sponds to the pitch actuator incipient faults within different IPC systems are analysed.
This topic is seldom discussed in the current research about IPC system.

From the simulation results, it is concluded that the unbalanced pitch systems due
to the incipient actuator faults have adverse impacts on the blade vibrations and then
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Figure 5.14: Comparison results of STD for blade 1 flapwise bending moments, main
bearing tilt/yaw moments and generator power under the Wind I condition

deteriorate the main bearing asymmetrical loading. The proposed FTC-IPC scheme
has been verified to maintain the nominal pitch system performance and compensate
for the fault effects on the generator power and unbalanced loading in the presence of
pitch actuator faults. The robustness of designed FE based FTC strategy is validated
in different wind operating conditions and for various IPC scenarios. Combined with
the previous study on implementing the proposed FTC scheme within the CPC system
(Lan et al., 2018), it is concluded that this adaptive SMO-based FTC system can be
a universal FTC strategy for offshore wind turbine pitch systems. It can be further
deducted that the PI-based IPC strategy performs better in the fault-free case, but H∞

loop-shaping based IPC strategy performs better in terms of maintaining its own load
mitigation performance in the faulty case and also in the case with fault compensation
by designed FE-based FTC system. It is worth noting that H∞ loop-shaping based IPC
strategy has more potential to keep good load reduction results compared with PI-based
IPC.

However, this Chapter only considers the traditional IPC system for blade load reduc-
tion and the incipient dynamic changing faults of a pitch actuator system. On the one
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hand, given that the inherent couplings between blade and tower system, it is reason-
able to investigate a multivariable control-based IPC system for both blade and tower
load mitigation. On the other hand, pitch sensors also suffer from different faults which
exert non-negligible influence on the IPC load reduction performance, requires the use
of a suitable FTC system. Chapter 6 is motivated by this study and continues to work
on these problems.



Chapter 6

Rotor and Tower Structural Load
Mitigation in Presence of Pitch Sensor
Fault

6.1 Introduction

It has been shown that the maintenance cost for tower and foundations contributes up
to 12% of the cost of energy due to the harsh sea conditions (Malcolm and Hansen,
2006). As summarized in Chapter 5, blade fatigue load mitigation and tower vibration
control turn out to be important to reduce the maintenance and operation costs as well
as reducing fatigue and increasing expected lifetime. Furthermore, given that pitch
sensor faults can cause negative effects on the pitch system performance (especially
individual pitch control, IPC), physical redundancy and fault-tolerant control (FTC)
scheme for wind turbine (WT) pitch system is strongly suggested. Chapter 5 focusses
on the load mitigation problem together with FTC for the rotor system. However, this
Chapter is an extension of the idea of considering all the "fault effects" together acting
in the rotor and tower system including the blade & tower bending reduction and pitch
sensor fault compensation, which is introduced in Section 1.4.1 and Section 5.1.

Extensive research has been conducted to suppress the tower fore-aft and side-to-side
vibrations ( Wright et al., 2007; Perrone and Kühn, 2015; Kumar et al., 2016a). A
common approach for achieving the tower load alleviation is to modulate the collec-
tive blade pitch angle (CPC) based on the tower acceleration measurements (Bossanyi,
2000). The tower structural bending moments can be compensated by additional col-
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lective pitch angle variations occurring at a higher frequency (frequency band depend-
ing on the tower structure natural frequency). In Evans et al. (2015), a robust model
predictive control system is designed for the fore-aft tower damping of WTs. Good
simulation results for the reduction of tower base bending moments is achieved by a
passive viscous damper system in Carcangiu et al. (2011). An active generator torque
controller with the tower fore-aft vibration measurements for tower loads mitigation is
represented by Zhang et al. (2014b). However, as shown in Leithead et al. (2004), due
to couplings between the blade flap mode and tower mode, a simple feedback signal
proportional to the tower acceleration can be counter-productive, which increases the
tower fatigue loading rather than the reduction.

It is clear that a general limitation for the currently understood load mitigation schemes
is that the blade asymmetrical loading and the tower bending are handled using separate
controllers. The goal of the active tower damping controller is to reduce the tower fluc-
tuations. However, this approach fails to exert an effective impact on the blade fatigue
loading alleviation, or even make it worse (Darrow et al., 2011; Wright et al.,2007;
Namik and Stol, 2010). On the other hand, the fatigue loading on the rotor blades and
yaw bearings are reduced by the designed IPC system, while it comes with no effec-
tive tower vibration mitigation. The tower loading can even be enhanced (Bossanyi
et al., 2013; Chen and Stol, 2014). Therefore, it is very appealing to integrate the tower
damping and blade load reduction into one advanced multi-input multi-output (MIMO)
control system.

However, the above load mitigation strategy inevitably exacerbates the pitch system
movements, which requires pitch actuators to provide extra damping rate to alleviate
the unbalanced loading. It is important to smooth the gap between the requirement for
structual loading mitigation and heavy pitch commands. In other words, the negative
effects of the tower & blade load reduction need to be reduced. It is thus important
to consider the negative effect that pitch sensor faults can have on the load mitigation
system performance. An FTC strategy for achieving this is described in this Chapter
which whilst based on the work of Chapter 5 nevertheless encapsulates some modifi-
cations to account for (i) the pitch sensor faults and (ii) the tower bending.

In this Chapter the pitch position sensor faults are shown to have a significant effect on
Region 3 wind turbine performance. These sensor faults will affect the pitch position
reference if not handled correctly since the pitch controller is using the measured pitch
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position (Naik, 2017). Several research papers are proposed to deal with the pitch sen-
sor faults. In Shi and Patton (2015), the faults considered are estimated by an extended
state observer to achieve FTC within a linear parameter-varying (LPV) wind turbine
system description. For that study an offshore WT generator speed/pitch sensor faults
and generator torque fault are considered. Another paper (Chen et al., 2013) presents
an adaptive observer to obtain the fault estimation of pitch sensor fixed fault together
with hydraulic system component fault in the presence of disturbance. The model used
for both studies is the WT benchmark model of (Odgaard et al., 2009). It is clear that
the fault estimation signals from the above two strategies suffer from considerable er-
rors, mostly to do with the fact that the problem descriptions are too general, i.e. are
not focussed closely enough on the actual WT problem. In other words insufficient
care has been taken to include the true wind induced fluctuations. In this thesis the
FAST software Turbsim is included to give a more faithful representation of the effect
of wind speed variations and their impact on measurement noise (see Section 2.2 for
further explanation). In Cho et al. (2016), a model-based fault detection scheme is
designed for WT pitch system fault scenarios by using a Kalman filter for residual gen-
eration. Furthermore, it describes an unknown input observer (UIO) strategy to detect
and accommodate the WT rotor and generator sensor faults in Odgaard and Stoustrup
(2010). However, the above two papers fail to provide useful information about the
fault magnitude, which is deemed to be an inadequacy of their work. Furthermore,
a robust fault reconstruction strategy for the simultaneous pitch system faults using a
modified sliding mode observer is shown to have good fault estimation accuracy in the
work (Rahnavard et al., 2019). A similar fault-tolerant tracking control system with
a descriptor sliding mode observer for simultaneous WT pitch actuator/sensor fault
estimation and compensation is proposed by Wang et al. (2017).

None of the above studies make use of physical redundancy among the sensors. In
the realistic WT system application this redundancy is present. The above studies are
verified only for the so-called "baseline" pitch control case and do not consider the
IPC strategy used in this thesis. The significance of this is that these studies do not
consider the mutual effects between pitch sensor faults and the IPC system. These
studies also do not consider cases of total sensor failures and multiplicative (compo-
nent) and hydraulic faults are also not considered (e.g. oil leaks, pump wear, high air
content). However, the hydraulic fault types are considered in Chapter 5. This Chapter
actually considers 4 fault types (Bias sensor, stuck sensor, sensor failure [total fault],
multiplicative - a partial sensor fault), see Section 6.2.2 for more information.
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This Chapter addresses a multi-objective design strategy: the primary goal is to pro-
pose a linear quadratic regulator (LQR)-based IPC control strategy for simultaneously
reducing the blade and tower loading. A further task is to design a robust UIO-based
FE system for accurate sensor fault estimation in the presence of measurement noise
and unmodelled system uncertainties, which are decoupled and attenuated by the H∞

optimization. The hardware redundancy of pitch sensor system is considered here. The
fault estimates are used for pitch sensor fault compensation, completing the design of
pitch sensor FTC scheme. The ultimate purpose is to combine the LQR-based IPC sys-
tem and the sensor FTC scheme together, obtaining a more comprehensive interactive
evaluation of the proposed strategy, which aims to enhance the reliability of WTs.

The remainder of this Chapter is summarised as follows. The WT structural load anal-
ysis and the pitch system mathematical modelling with different sensor faults are pre-
sented in Section 6.2. Following this, Section 6.3 illustrates the proposed strategies
including the LQR-based IPC approach for both blade and tower loading mitigation
and a robust fault estimation method using UIO and then the pitch sensor fault effects
are compensated by a FTC scheme. Finally, the detailed simulation results and conclu-
sions are illustrated in Section 6.4 and Section 6.5, respectively.

6.2 Problem Formulation

6.2.1 Wind Turbine Structual Load Analysis

From Fig. 2.4 in Section 2.4, it is shown that tower fore-aft bending couples with the
blade flapwise bending moments as well as the tower side-side bending interconnects
with the blade edgewise bending moments. The tower fore-aft and side-side bending
moments contribute to most of the tower bottom fatigue damage, of which the contri-
bution of tower fore-aft bending exceeds 99% (Duckwitz and Shan, 2014). Therefore,
the analysis in this Chapter focuses on the damping of 1st flapwise bending moments
and 1st fore-aft tower vibrations together using multivariable control design.

Generally, different control structures (in terms of choice of actuators, e.g. pitch only
or combined pitch and generator) result in various combinations of effective forces
acting on the tower top. Table. 6.1 and Fig. 6.1 show the various possibilities of WT
structural load mitigation, depending on actuator strategies:
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Table 6.1: Different variants for structural load mitigation

Controlled Variant Blade Flapwise Tower Fore-aft Tower Side-side
Collective Pitch Angle ×

√
×

Individual Pitch Angle
√ √ √

Generator Torque × ×
√

(i) Collective pitch angle (ii) Individual pitch angle (iii) Generator torque

Figure 6.1: Effective forces on the tower top for structural load mitigation (Fischer and
Shan, 2013)

An extra generator torque can be used to mitigate the tower side-side mode from the
tower side-side acceleration. The most general approach for the standard tower load
mitigation controller is to design a decentralized feedback loop with the measured
tower top fore-aft oscillations, this is referred to as active tower damping (Shan et al.,
2013) (see more information in Section 2.4).

From Table. 6.1 and Fig. 6.1, we can see that the traditional active tower damping for
tower fore-aft bending moments is achieved by obtaining an additional collective pitch
angle from the measured tower fore-aft acceleration. The proposed controller output is
an additional collective pitch reference, complementary and analogous to the standard
pitch angle command from CPC. The effectiveness of this approach requires (i) the
tower feedback control loop should be decoupled from the CPC loop, and (ii) the tower
acceleration signal should contain only tower fore-aft mode (Leithead and Dominguez,
2005). Some success of tower fore-aft bending alleviation using this method is shown
in (Bossanyi, 2000; Wright and Fingersh, 2008), whereby it is probably because of
smaller WT used where the couplings between the turbine blade flap motion and the
tower fore-aft motion are less significant.
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Nonetheless, with the increasing height of tower for multi-megawatt offshore WTs,
the couplings between the blade flap motion and the tower fore-aft motion become
more impressive, making it difficult to achieve good results of tower mitigation (Mo-
hammadi et al., 2018). It turns out to be important to design a multivariable control
strategy that can achieve both the blade load reduction and tower fore-aft loading mit-
igation. Moreover, according to Table. 6.1 and Fig. 6.1, individual pitch control
can provide three individual pitch angles which can deal with the first blade flapwise
bending moment, first tower fore-aft and tower side-side bending moments together
by using the feedback from the useful measurements including the tower top fore-aft
and side-side accelerations and flapwise bending moments. Therefore, this Chapter
focuses on proposing a multivariable IPC scheme for both tower fore-aft bending load
reduction and blade flapwise bending moments together. It is worth noting that the
frequency band of the extra pitch angle fluctuations for load alleviation should be kept
separate from the bandwidth of the generator speed control loops (CPC).

6.2.2 Pitch System Modelling with Sensor Faults

The WT pitch actuator is adjusted by an internal pitch controller (CPC, or the com-
bination of CPC and IPC) and equipped with pitch sensors for the end pitch angle
position feedback of rotor blades. Using the information from sensors (see Fig. 1.4),
the pitch control system guarantees that each rotor blade is in the reference position,
thereby completing the closed-loop control loop. Pitch sensors require a high level of
reliability (through redundancy) and should provide accurate blade position feedback,
given that the offshore WTs are subject to the challenging climatic circumstance and
constantly changing wind conditions.

Potential pitch sensor faults are caused by a combination of (i) blade pitch bearing mal-
adjustment, (ii) excessive dust on the digital encoder disk, (iii) unreasonable temper-
ature (iv) humidity variations and (v) inaccurate calibration (Cho et al., 2016). These
sensor faults will result in incorrect pitch position readings, further exerting bad effects
on the pitch control system. The pitch control system is critical in this role as the op-
timal pitch reference is based on reliable pitch position measurements. If the sensor
faults are not handled correctly the WT closed-loop dynamics and stability will be af-
fected. Poor closed-loop action and decreased stability will in turn induce increased
load effects. Hence, the choice of appropriate FTC scheme considering pitch sensor
faults will have a significant role in enhancing the WT sustainability.
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As summarised in Section 6.1, four different types of sensor faults are considered and
illustrated as follows:

• Bias sensor fault. This is a common drift fault for analogue sensors belonging
to the additive type. The measured sensor reading has an extra constant or time-
varying offset caused by sensor temperature variations or calibration issues.

• Stuck with fixed sensor fault. The sensor output becomes stuck at a constant
value and the reading remains fixed after this fault occurs.

• Total sensor fault. This is referred to as a hard sensor fault, which is a form of
catastrophic system fault or "failure". A sensor fault manifests itself as a sudden
cessation of operation, maintaining a constant zero output, which is often caused
by electrical issues (e.g. loss of contact or broken wires) (Heredia et al., 2008).

• Multiplicative-type (partial) sensor fault. A gain reduction acts on the nominal
sensor output and thus the sensor measurement is scaled.

Each hydraulic pitch actuator system is modelled as a second-order system (see Section
2.2.2). The pitch sensor system in the fault-free condition is modelled as:

βm(t) = β (t)+ds(t) (6.1)

where ds(t) denotes the measurement noise.

The bias sensor fault is illustrated by adding an additional term βbias to the measured
output

βm(t) = β (t)+βbias(t)+ds(t) (6.2)

A fixed sensor fault means that the measured sensor output maintains a constant value
β f ixed , described as

βm(t) = β f ixed +ds(t) (6.3)

The total sensor fault is modelled as:

βm(t) = β (t)−β (t)+ds(t) = ds(t) (6.4)

The multiplicative sensor fault with gain f is defined as:

βm(t) = f β (t)+ds(t) = β (t)+( f −1)β (t)+ds(t) (6.5)
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In this study, the hardware redundancy of two sensors for each pitch system is consid-
ered to test the potential of designed FE-based FTC system. The measurement of each
rotor blade is considered as an average of the two existing pitch sensors. Considering
the system modelling uncertainty d, with measurement noise ds (for both sensors 1 &
2, therefore ds ∈ 6×1) and sensor faults fs, three pitch actuator systems (2.2) can be
modelled as:

ẋ(t) = Ax(t)+Bu(t)+Dd(t)

ym1(t) =Cx(t)+Fs fs(t)+Es1ds(t)

ym2(t) =Cx(t)+Es2ds(t)

ym(t) =
1
2
(ym1(t)+ ym2(t))

=Cx(t)+
1
2

Fs fs(t)+Esds(t)

(6.6)

where

fs(t) =


βbias, Biased fault
−β (t)+β f ixed , Fixed output
−β (t), Total failure
( f −1)β (t), Multiplicative fault

(6.7)

where x ∈ Rn, u ∈ Rm and y ∈ Rp represent the state matrix, control inputs and system
outputs, respectively. d ∈ Rl represents a combined effect of unknown disturbance and
modelling uncertainty. fs ∈ Rs and ds ∈ Rr denote assumed sensor faults and measure-
ment noise, respectively. The constant matrices A ∈ Rn×n, B ∈ Rn×m, D ∈ Rn×l, C ∈
Rp×n, Fs ∈ Rp×s, and the sensor noise distribution matrices Es1,2 ∈ Rp×r are known
with n = 6, m = 3, l = 1, p = 3, s = 3, r = 6. The measurement noise is assumed to
be the same for each pitch sensor. Therefore, Es = Es1 is used in ym(t) after the average
of these two measurements. The details are illustrated as:

A =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

−123.43 0 0 −13.332 0 0
0 −123.43 0 0 −13.332 0
0 0 −123.43 0 0 −13.332


,
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B =



0 0 0
0 0 0
0 0 0

123.43 0 0
0 123.43 0
0 0 123.43


, C =

 1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

 , D =



0.1
0.1
0.1
0.1
0.1
0.1


,

Fs =

 1 0 0
0 1 0
0 0 1

 , Es =

 1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0


It is assumed that the pitch system dynamics (6.6) satisfy the following assumptions to
guarantee the feasibility of the designed UIO (in Section 6.3.2).

Assumption 6.1 The pair (A,C) is observable and the pair (A,B) is controllable.

Assumption 6.2 The faults fs are assumed to be differentiable and thus can be ex-
tended into a new (augmented) system state. fs = 0 stands for a fault-free case. Un-
known input d is supposed to be bounded by L2[0,∞).

Given that the closed-loop pitch actuator is modelled as a linear system, the error
caused by a fault on the blade pitch position measurement moves to the corresponding
pitch actuator reference. Therefore, the sensor faults can be modelled as changes in the
blade pitch references accordingly (Odgaard et al., 2013), illustrated as:

βr f ,i = βr,i−
∆βm,1 +∆βm,2

2
, ∆βm, j = βm, j−βm f , j (6.8)

where i∈{1,2,3}, j∈{1,2}, βr f ,i is the new pitch reference angle containing the sensor
fault, βr,i is the nominal pitch reference, ∆βm, j means the change of pitch angle, βm, j

is the nominal pitch angle measurement, βm f , j is the pitch angle measurement with the
pitch sensor fault.

In this Chapter, one of the two sensors of the pitch system 1 which suffers from sensor
faults is studied. The final pitch system with the considered sensor fault fs is repre-
sented in Fig. 6.2.

The above analysis completes the following problem.
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Figure 6.2: Considered pitch system with sensor redundancy

Problem 6.1 Given the pitch system (6.6) subject to bounded sensor faults, unknown
uncertainties and measurement noise, a robust FE-based FTC strategy is required to
obtain the fault knowledge and compensate for the sensor fault effects to recover the
nominal pitch system performance in the event of sensor faults.

6.3 Proposed strategy

In this Section, the framework of the proposed UIO and FTC compensation strategy
is shown in Fig. 6.3, which includes: (i) a baseline collective pitch control (CPC) for
generator power output regulation (see Section 2.2.4), and (ii) an LQR-based individual
pitch controller (IPC) for both blade and tower load mitigation, and (iii) a robust UIO-
based fault tolerant strategy for pitch sensor fault estimation & compensation with
unknown disturbance and measurement noise. For better comparison, the PI-based
IPC controller designed in Section 5.3.1 is also considered.

6.3.1 LQR-based IPC for Blade and Tower Load Mitigation

The FAST linearisation property is carried out under a specific wind condition to
achieve the reduced-order linear wind turbine model from the nonlinear FAST 5MW
NREL wind turbine simulator for controller design (see Section 4.2.1). Here, the lin-
earized wind turbine is obtained under the wind condition with a hub-height mean
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Figure 6.3: Proposed UIO framework

value 18 m/s and a vertical shear exponent of 0.2. Six degrees of freedom (DOFs)
including generator rotational flexibility, drive-train rotational mode, first blade flap-
wise mode for each blade and first fore-aft tower bending mode are activated. Five
outputs including generator speed, flapwise bending moments (mean, sine and cosine
components) and tower fore-aft acceleration are selected as the system outputs. Three
individual pitch angles are set as the inputs of this WT system.

The LQR controller is applicable and efficient for multivariable linearised systems,
which aims to optimize a controller by optimizing a specific quadratic cost function
with well-designed weighting factors (Duriez et al., 2017). The objective function
J is typically a combination of perturbations of desired states and input variables,
parametrized by two weighting matrices (i.e. Q and R). The LQR controller attempts
to achieve the optimal control inputs by deriving the algebraic Riccatti equation based
on the state-space linear model (Li et al., 2008). In this Chapter, the LQR controller
with assumed full-state feedback is proposed to mitigate the tower 1st fore-aft bending
moment and 1st blade flapwise bending moment simultaneously as well as maintain
the maximum generator power output.

Based on the linear WT model from the FAST linearization process, defined as

ẋ(t) = Asx(t)+Bsu(t) t ≥ 0, x(0) = x0

y(t) =Csx(t)
(6.9)

where x(t),u(t) represent the system state and input vector, respectively. As ∈ R11×11,



6.3. Proposed strategy 124

Bs ∈ R11×3, Cs ∈ R5×11 are the related wind turbine system matrices. The azimuth
angle state is ignored here. The definition of 11 state variables is shown in Table. 6.2:

Table 6.2: Definition of 11 state variables

State variable Definition
x1 Displacement of 1st tower fore-aft bending mode DOF (m)
x2 Displacement of drivetrain rotational flexibility DOF (rad)
x3 Displacement of 1st flapwise bending mode DOF of blade 1 (m)
x4 Displacement of 1st flapwise bending mode DOF of blade 2 (m)
x5 Displacement of 1st flapwise bending mode DOF of blade 3 (m)
x6 Velocity of 1st tower fore-aft bending mode DOF (m/s)
x7 Velocity of variable speed generator DOF (rad/s)
x8 Velocity of drivetrain rotational flexibility DOF (rad/s)
x9 Velocity of 1st flapwise bending mode DOF of blade 1 (m/s)
x10 Velocity of 1st flapwise bending mode DOF of blade 2 (m/s)
x11 Velocity of 1st flapwise bending mode DOF of blade 3 (m/s)

These state variables are assumed known here, which are not always measurable in
reality and can be estimated by a well-designed state estimator. The pair (As,Bs) is
controllable. It is required to find the optimal state feedback control law matrix K ∈
R3×11,

u(t) =−Kx(t) (6.10)

which can ensure the closed-loop system robustly stable and minimize the infinite-time
quadratic objective function, shown as

J(t) =
∫

∞

0
[xT (t)Qx(t)+uT (t)Ru(t)]dt (6.11)

The selection of Q and R matrix plays a significant role in deciding the performance of
designed load reduction controller. Q is a positive semi-definite diagonal matrix that
evaluates the penalty for system state deviations from equilibrium, here Q = CT

s Q1Cs

is selected to penalize the system output perturbations from the reference values. R
is usually a positive definite matrix that adjusts the degree of emphasis on the control
input (Wright, 2004). The larger these parameter values are, the more these signals are
penalized. If the parameters in Q are larger, the accurate state (or output) regulation
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turns out to be more significant and the system allows for more aggressive control, and
vice versa. The following LQR design steps are implemented to achieve the optimal
feedback law through pole placement (Kumar and Jerome, 2013):

Step 1: Solve the associated Algebraic Riccati Equation (ARE), return the solution S

AT
s S+SAs−SBsR−1BT

s S+Q = 0 (6.12)

Step 2: The optimal control matrix K is derived from S using

K = R−1BT
s S (6.13)

Step 3: Hence from (6.10) and (6.13), the optimal full-state feedback control law for
the WT system is

u∗(t) =−R−1BT
s Sx(t) (6.14)

Different weights Q1 and R are tuned to obtain the optimal control performance by trial
and error. Q1 = blkdiag(0.1, 1e−8, 6e−8, 6e−8, 0.4), R = blkdiag(100, 100, 100)
are selected here. In this case, the open-loop and closed-loop pole locations using LQR
of the wind turbine system (6.9) are shown in Table. 6.3 and Fig. 6.4:

Table 6.3: Open-loop & Closed-loop pole locations

DOF
Open-loop Poles Closed-loop Poles

(rad/s) (rad/s)
Generator speed -0.242 -0.382

Drive-train 1st torsion −0.734±14.077i −0.737±14.073i
1st Flapwise blade mean value −2.589±4.046i −3.1057±4.475i

1st Flapwise blade sine component −2.654±4.9924i −3.687±5.737i
1st Flapwise blade cosine component −2.644±2.500i −3.6763±3.234i

Tower 1st fore-aft −0.149±2.088i −0.516±1.877i

This results in increased damping for the tower first fore-aft motion and blade first
bending motion as well as generator speed output, given that the corresponding real
parts of these poles move further to the left part of the complex plane. Only a small
weighting is put on the output that related with the drive-train torsion. From the tuning
procedure, it can be found that there exists strong couplings between the blade first
flapwise mean value and the tower first fore-aft bending motion, which should be dealt
with carefully.
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Figure 6.4: Pole locations of the open-loop and closed-loop system (with designed
LQR controller) of the 5MW NREL wind turbine

6.3.2 FE-based FTC using Robust UIO

To solve Problem 6.1, the 1st order derivative of the sensor faults ḟs is augmented as a
disturbance and the time index is omitted for simplicity, thus completing the extended
pitch system as:

˙̄x = Āx̄+ B̄u+ D̄d̄

y = C̄x̄+Esds
(6.15)

where

Ā =

[
A 000
000 000

]
, B̄ =

[
B
000

]
, D̄ =

[
D 000
000 I

]
, C̄ =

[
C 1

2Fs

]

x̄ =

[
x
fs

]
, d̄ =

[
d
ḟs

]
(6.16)

where x̄ ∈ Rn+s, u ∈ Rm, y ∈ Rp, d̄ ∈ Rl+s and Ā ∈ R(n+s)×(n+s), B̄ ∈ R(n+s)×m, D̄ ∈
Rn×(l+s), C̄ ∈ Rp×n+s.
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Remark 6.1 For all s ∈ C with s 6= 0, Re(s)≥0, due to (A,C) is observable,

rank

[
sIn−A

C

]
= n, (6.17)

therefore, for the augmented system 6.15,

rank

[
sIn+s− Ā

C̄

]
= rank

 sIn−A 0
0 sIs
C Fs

= n+ s (6.18)

Thus, system (6.15) is observable.

To estimate the augmented state vector x̄, the following UIO structure (Chen et al.,
1996) is proposed.

ż = Mz+GB̄u+Ly

ˆ̄x = z+Hy
(6.19)

where z ∈ Rn+s denotes observer states, and x̂ ∈ Rn+s is the estimate of x̄. M ∈
R(n+s)×(n+s), G ∈ R(n+s)×(n+s), L ∈ R(n+s)×p and L ∈ R(n+s)×p are the designed UIO
matrices.

Definition 6.1 The observer (6.19) is termed as a robust and stable UIO for the pitch
system (6.15), if the state estimation error ex = x̄− x̂ asymptotically approaches zero
during the finite time, in the presence of bounded unknown system disturbance, mea-
surement noise and sensor faults.

Using (6.15) and (6.19), the estimation error dynamics are expressed by:

ėx =(ΞĀ−L1C̄)ex

+(ΞĀ−L1C̄−M)z

+[(ΞĀ−L1C̄)H−L2]y

+(Ξ−G)B̄u

+ΞD̄d̄−L1Esds−HEsḋs

ey =C̄ex +Esds

(6.20)

where
Ξ = In+s−HC̄

L = L1 +L2
(6.21)
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To guarantee the stability of proposed observer, the following necessary conditions are
proposed for the error dynamics (6.20):

M is Hurwitz (6.22)

ΞĀ−L1C̄−M = 0 (6.23)

(ΞĀ−L1C̄)H−L2 = 0 (6.24)

E−G = 0 (6.25)

Remark 6.2 In Sun and Patton (2013), so as to obtain the decoupling between the
disturbance and system, the matrix H is solved from ΞD̄ = 0 with satisfying the rank
demand: rank(C̄D̄) = rank(D̄). Nonetheless, this restrictive rank requirement fails to
be satisfied in this case due to the occurrence of external sensor faults with rank(C̄D̄) =

3 6= rank(D̄) = 4. Therefore, a robust and more general UIO strategy is proposed for
the pitch system with released rank demand inspired by the work in Lan and Patton
(2015). Here, the effects of disturbances and measurement noise are attenuated under
a certain level by the H∞ optimization.

By satisfying these conditions (6.21)-(6.25), the error dynamics (6.20) become

ėx = (ΞA−L1C̄)ex +ΞD̄d̄−L1Esds−HEsḋs

ey = C̄ex +Esds
(6.26)

If all the eigenvalues of the system matrix M = ΞA−L1C̄ can be assigned to the left
half plane of complex plane, ex will converge to zero when all the disturbances are zero.
From (6.26), it is shown that the measurement noise ds and disturbance d̄ in (6.26)
exert negative effects on the state and output estimate errors as well as deteriorate the
FE performance. The H∞ optimization is employed to achieve the attenuation of the
effects from ds and d̄, thus enhancing the UIO robustness and stability.

Theorem 6.1 If there exists a symmetric positive definite matrix P ∈ R(n+s)×(n+s),
and matrices M1 ∈ R(n+s)×s and M2 ∈ R(n+s)×s, such that the error system (6.26) is
robustly stable with H∞ performance satisfying ‖ey‖∞ < γ‖wd‖∞ for any disturbance
wd ∈L2(0,∞) and a specific constant parameter γ ,
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
Π11 (P−M1C̄)D̄ −M2Es +C̄T Es −M1Es CT

? −γ2I 0 0 0
? ? ET

s Es− γ2I 0 0
? ? ? −γ2I 0
? ? ? ? −I

< 0 (6.27)

where Π11 = He(PĀ−M1C̄Ā−M2C̄), disturbance matrix wd = [d̄ ds ḋs]
T . ? repre-

sents the transpose of matrix elements in symmetric positions. It is worth noting that
the matrices L1 and H are obtained firstly with the proposed matrices P, M1,M2, and
then M, G, H and L2 can be achieved.

Proof 6.1 Consider the following Lyapunov function V = eT
x Pex and P is a symmet-

ric positive definite matrix. Combined with the error dynamics (6.26), the first time
derivative of V is represented as:

V̇ = ėT
x Pex + eT

x Pėx

= eT
x MT Pex + d̄T D̄T

Ξ
T Pex−dT

s ET
s LT

1 Pex

− ḋT
s ET

s HT Pex + eT
x PMex + eT

x PΞD̄d̄

− eT
x PL1Esds− eT

x PHEsds

=


ex
d̄
ds
ḋs


T 

MT P+PM PΞD̄ −PL1Es −PHEs
? 0 0 0
? ? 0 0
? ? ? 0




ex
d̄
ds
ḋs


(6.28)

The H∞ performance of the output estimation error ‖ey‖∞ < γ‖wd‖∞ is illustrated as

J =
∫

∞

0
(eT

y ey− γ
2wT

d wd)dt < 0 (6.29)

With assumed zero initial conditions, it holds that

J =
∫

∞

0
(eT

y ey− γ
2wT

d wd +V̇ )dt−
∫

∞

0
V̇ dt

=
∫

∞

0
(eT

y ey− γ
2wT

d wd +V̇ )dt−V (∞)+V (0)

≤
∫

∞

0
(eT

y ey− γ
2wT

d wd +V̇ )dt

(6.30)
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One sufficient condition for (6.29) is satisfied is shown as

J1 = eT
y ey− γ

2wT
d wd +V̇ < 0 (6.31)

Combining (6.28) with (6.31), the following formula can be obtained:


ex
d̄
ds
ḋs


T 

MT P+PM+C̄TC̄ PΞD̄ −PL1Es +C̄T Es −PHEs
? −γ2I 0 0
? ? ET

s Es− γ2I 0
? ? ? −γ2I




ex
d̄
ds
ḋs

< 0 (6.32)

Note that PL1, PH in (6.32) are nonlinear, therefore M1 = PH, M2 = PL1 are defined
for convenience. With the use of Schur Complement Lemma (Boyd et al., 1994), the
following LMI can be achieved:


He(PĀ−M1C̄Ā−M2C̄) (P−M1C̄)D̄ −M2Es +C̄T Es −M1Es CT

? −γ2I 0 0 0
? ? ET

s Es− γ2I 0 0
? ? ? −γ2I 0
? ? ? ? −I

< 0,P > 0

(6.33)
This completes the proof of Theorem 6.1.

With satisfying the LMI (6.27), the stability and availability of designed UIO has been
guaranteed. In addition to this, optimizing the observer dynamic response is also es-
sential to guarantee an acceptable observer performance. It can be achieved by plac-
ing all the eigenvalues of observer system matrix within a appropriate sub-domain in
the complex plane including discs, vertical strips, conical regions etc. (or combina-
tions thereof) by the LMI optimisation toolbox (Chilali and Gahinet, 1996). So as to
achieve the satisfied closed-loop system time response performance of proposed UIO,
the LMI regional ploe placement complement is adopted to place the observer (6.27)
poles within the suitable vertical strip regions.

Here, the observer poles (6.27) can be placed to the vertical region D : a < Re(λ )< b

with given negative scalars a and b (a < b), such that
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[
He(PĀ−M1C̄Ā−M2C̄)−2bP 0

? −He(PĀ−M1C̄Ā−M2C̄)+2aP

]
< 0 (6.34)

Therefore, by designing suitable positive constant γ , negative parameters a, b and
solving the LMIs (6.27) and (6.34), P, M1, M2 can be achieved. According to H =

P−1M1, L1 = P−1M2 and (6.21)-(6.25), the matrices M, G, H, L are obtained subse-
quently. In conclusion, Problem 6.1 can be solved by the above analysis and design of
a robust UIO system.

Finally, the FTC system for fault compensation is realized by subtracting the achieved
fault estimate from the proposed robust UIO, shown in

βFTC = βm f − f̂s (6.35)

where the fault compensation quality is related to the accuracy of the sensor fault esti-
mation f̂s, that is whether the estimate error fs− f̂s approaches zero.

6.4 Simulation Results

6.4.1 Structural Load Reduction in Fault-free Case

The proposed LQR-based IPC strategy is validated on 5MW NREL WT simulator un-
der the three-dimensional turbulent wind field with a hub-height mean speed 18 m/s,
turbulence intensity 14% and a vertical shear exponent of 0.2, shown in Fig. 3.7. Com-
parisons are carried out between the baseline pitch controller (CPC) and LQR-based
IPC as well as the PI-based IPC case. The performance measures including standard
deviations (STD) of generator power P, pitch rate θ̇ , the blade 1 flapwise bending mo-
ments M1, tower fore-aft bending moment Tf and tower side-side bending moment Ts

calculated from 30s to 1000s are used to compare these three control strategies, illus-
trated in Table 6.4.

Figs. 6.5 - 6.6 present an overview of the simulation results of three different pitch
controllers in the time domain. As can be seen from Table 6.4, compared with the
CPC case, the proposed LQR-IPC controller can improve the smoothness of gener-
ator power fluctuation by approximately 42% whilst the PI-IPC enhances the power
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Table 6.4: The STD of simulation results in the time domain

Cases P (KW) θ̇ (rad/s) M1 (kNm) Tf (kNm) Ts (kNm)
CPC 88.8 0.0081 2041.1 7816.8 2867.4

PI-IPC 90.9 0.0445 1410.8 8135.7 2981.9
LQR-IPC 51.3 0.0496 1535.0 6778.7 2496.8

vibration by 1.1%. Furthermore, the LQR-IPC achieves nearly 24.8% mitigation of
blade flapwise bending moments as well as 13.3% reduction of tower fore-aft bending
moments, without the expense of enhanced tower side-side bending moments. The
PI-based IPC controller achieves a marginally better performance on the mitigation of
blade unbalanced loads (6% more compared with LQR-IPC) but with increased fluc-
tuations of the tower fore-aft (4.1%) and side-side bending moments (4.0%). Figs. 6.5
- 6.6 also validate the aforementioned conclusions. It is apparent from Table 6.4 that
both PI-IPC and LQR-IPC controllers represent some similarities with the enhanced
pitching motion to achieve the goal of structual load reduction, which will lead to po-
tential pitch system faults.
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Figure 6.5: Comparisons between three pitch controllers in terms of blade 1 flapwise
bending moment M1 and generator power output P
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Figure 6.6: Comparisons between three pitch controllers in terms of tower fore-aft
bending moments Tf and tower side-side bending moments Ts

The frequency analysis of the blade 1 flapwise bending moments M1 and tower fore-
aft bending moment Tf are represented in Figs. 6.7 – 6.8. It can be seen that the
most prominent component of the blade asymmetrical loads is the first harmonic of
frequency 1P whilst the most significant part of tower fore-aft loading is 0.3Hz. It is
shown that the PI-IPC can obtain better 1P blade loading mitigation than the designed
LQR-based IPC, whilst the LQR-IPC can mitigate the unbalanced blade loads around
0.1Hz. Furthermore, some enhancements of the higher frequency blade loading com-
ponents have been noted in the both cases. On the other hand, the LQR-IPC controller
is observed with notable mitigation of tower fore-aft bending moments near 0.3Hz.

6.4.2 Fault Estimation Results

Here, the measurement noise is modelled as white Gaussian Process noise with power
1e-6. The unknown disturbance d and four different fault cases fs1 for sensor 1 of blade
pitch system 1 (thus sensors for the other pitch systems are fault-free) are defined as
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d(t) = 0.01sin(t)

Case 1, Changing bias fault: fs1 =

{
0, 0≤ t ≤ 700
8sin(t), 700 < t ≤ 1000

Case 2, Fixed fault at 23.3◦: fs1 =

{
0, 0≤ t ≤ 700
−β (t)+23.3, 700 < t ≤ 1000

Case 3, Total failure: fs1 =

{
0, 0≤ t ≤ 700
−β (t), 700 < t ≤ 1000

Case 4, Changing multiplicative gain: fs1 =

{
0, 0≤ t ≤ 700
(0.001t +0.8−1)β (t), 700 < t ≤ 1000

By solving proposed LMIs (6.27) and (6.34) using the Matlab LMI Toolbox with γ =

0.85, a =−80, b =−2.15, the observer gains for proposed UIO are calculated as:

G =



1.0042 0.0042 0.0042 0 0 0 0.0042 0.0042 0.0042
0.0042 1.0042 0.0042 0 0 0 0.0042 0.0042 0.0042
0.0042 0.0042 1.0042 0 0 0 0.0042 0.0042 0.0042
−0.1361 −0.1361 −0.1361 1 0 0 −0.1361 −0.1361 −0.1361
−0.1361 −0.1361 −0.1361 0 1 0 −0.1361 −0.1361 −0.1361
−0.1361 −0.1361 −0.1361 0 0 1 −0.1361 −0.1361 −0.1361
−0.5067 −0.0067 −0.0067 0 0 0 0.4933 −0.0067 −0.0067
−0.0067 −0.5067 −0.0067 0 0 0 −0.0067 0.4933 −0.0067
−0.0067 −0.0067 −0.5067 0 0 0 −0.0067 −0.0067 0.4933



L =



0.1381 0.1381 0.1381
0.1381 0.1381 0.1381
0.1381 0.1381 0.1381
−1.3499 −1.3499 −1.3499
−1.3499 −1.3499 −1.3499
−1.3499 −1.3499 −1.3499
1.5489 −0.0790 −0.0790
−0.0790 1.5489 −0.0790
−0.0790 −0.0790 1.5489


, H =



−0.0042 −0.0042 −0.0042
−0.0042 −0.0042 −0.0042
−0.0042 −0.0042 −0.0042
0.1361 0.1361 0.1361
0.1361 0.1361 0.1361
0.1361 0.1361 0.1361
0.5067 0.0067 0.0067
0.0067 0.5067 0.0067
0.0067 0.0067 0.5067


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M =



−0.0005 −0.0005 −0.0005 1.0042 0.0042
−0.0005 −0.0005 −0.0005 0.0042 1.0042
−0.0005 −0.0005 −0.0005 0.0042 0.0042
−123.4288 0.0012 0.0012 −13.4681 −0.1361

0.0012 −123.4288 0.0012 −0.1361 −13.4681
0.0012 0.0012 −123.4288 −0.1361 −0.1361
−3.2555 0.0002 0.0002 −0.5067 −0.0067
0.0002 −3.2555 0.0002 −0.0067 −0.5067
0.0002 0.0002 −3.2555 −0.0067 −0.0067

· · ·

· · ·

0.0042 −0.0005 −0.0005 −0.0005
0.0042 −0.0005 −0.0005 −0.0005
0.0042 −0.0005 −0.0005 −0.0005
−0.1361 0.0012 0.0012 0.0012
−0.1361 0.0012 0.0012 0.0012
−13.4681 0.0012 0.0012 0.0012
−0.0067 −3.2555 0.0002 0.0002
−0.0067 0.0002 −3.2555 0.0002
−0.5067 0.0002 0.0002 −3.2555


For the simplicity and comparison, the sensor fault effects and fault estimation simu-
lation results with the CPC or LQR-IPC pitch controller are illustrated in Figs. 6.9 -
6.13. The comparison between the three pitch measurements in the faulty blade (blade
1) pitch corresponding (1) Sensor bias (2) Fixed output (3) Total failure (4) Multiplica-
tive fault are shown in Fig. 6.9 and Fig. 6.12, where the red line is the faulty pitch
angle 1 as well as the blue and black lines correspond to the other two pitch angles.
From Fig. 6.9 and Fig. 6.12, due to the existence of dual sensors for each pitch sys-
tem, it is clear that the fixed output and total failure fault of sensor 1 of pitch system
1 fs1 do not cause the pitch sensor measurement to the fixed value or zero readings.
The same situation occurs when the sensor bias and multiplicative-type fault occurs.
In this sense, the physical redundancy of the pitch sensor indeed increases the turbine
system reliability. The fault estimation results using the designed robust UIO and for
the considered sensor faults are explained in Fig. 6.10 and Fig. 6.13. Where the blue
line denotes the actual fault signal and the red one is the fault estimation result by the
proposed UIO method. A more detailed zoom-in figure of sensor bias fault estimation
in the CPC case is also provided in Fig. 6.11. It can be seen that the FE results in the
CPC case are slightly better than those in the LQR-IPC case. This is the case as the
extra pitch angles from the designed LQR-IPC have increased the system complexity
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and impose a strong robustness requirement on the FE scheme. In other words the CPC
system has simpler dynamics compared with the IPC case (which is actually a complex
combination of both the IPC and the CPC).
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Figure 6.9: Sensor faults in the CPC case

From the above figures, it can be concluded that the designed UIO with H∞ optimiza-
tion theory can obtain the decoupling between unknown uncertainties and sensor faults
as well as minimise the influence of measurement noises on the FE signal, to achieve
a precise sensor fault estimation result in both the CPC and LQR-IPC cases. In this
sense, it validates the robustness of proposed FE approach.

6.4.3 Combination between Load Reduction with FE-based FTC

The considered sensor fault occurs in the sensor 1 of blade pitch system 1. With the
sensor fault estimation by the UIO strategy, the incorrect measurements is then com-
pensated with the FTC system, completing the proposed FE-based FTC strategy. The
simulation results in terms of the standard deviation of the WT power and load per-
formance in the presence of 4 different sensor faults with 3 kinds of pitch controllers
(i.e. 27 cases in total) are illustrated in Table 6.5. The CPC_bias denotes the baseline
pitch controller, considering the bias faults of sensor 1. CPC_bias_FTC means the case



6.4. Simulation Results 138

700 800 900 1000
-5

0

5

fa
ul

t f
1
 (

°)

Sensor bias = 8sin(t)

700 800 900 1000
-10

0

10

20
Fixed output = 23.3°

700 800 900 1000

Time (s)

-10

-5

0

fa
ul

t f
1
 (

°)

Total failure = 0

700 800 900 1000

Time (s)

-2

0

2

4

6

8
Multiplicative fault = 0.001t+0.8

Figure 6.10: Fault estimation results by designed UIO in the CPC case
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Figure 6.11: A zoom-in figure of sensor bias fault estimation in the CPC case

of CPC_bias with the designed UIO-based FTC system. Similar explanations follow
for the other cases. Furthermore, the corresponding spider figures for the normalized
performance are illustrated in Figs. 6.14 - 6.16 to provide much clearer comparisons.

From Figs. 6.14-6.16, it can be seen that there are some similarities between the stud-
ied pitch controllers in the event of sensor faults. When sensor 1 of pitch system 1
suffers from faults (especially a fixed fault), the standard deviation of the pitch rate has
increased by different levels. This shows that the pitch actuator 1 has to work harder to
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Table 6.5: Summary of simulation results

Cases P (KW) θ̇ (rad/s) M1 (kNm) Tf (kNm) Ts (kNm)

CPC 88.8 0.0081 2041.1 7816.8 2867.4

PI-IPC 90.9 0.0445 1410.8 8135.7 2981.9

LQR-IPC 51.3 0.0496 1535.0 6778.7 2496.8

CPC_bias 89.5 0.0083 2083.3 8063.7 2985.5

CPC_bias_FTC 88.8 0.0081 2043.3 7814.7 2859.6

CPC_fixed 92.1 0.0095 2431.6 9199.7 4031.6

CPC_fixed_FTC 89.2 0.0082 2046.4 7835.8 2866.1

CPC_total 95.5 0.0086 3029.6 9930.4 5324.0

CPC_total_FTC 89.2 0.0082 2045.8 7841.1 2869.6

CPC_multi 85.8 0.0082 2365.6 8265.3 3727.7

CPC_multi_FTC 88.6 0.0081 2043.1 7792.4 2925.4

PID_bias 91.6 0.0446 1959.8 9420.2 3053.6

PID_bias_FTC 91.7 0.0445 1417.2 8190.3 2968.9

PID_fixed 92.9 0.0469 1648.5 8985.1 3542.8

PID_fixed_FTC 91.5 0.0447 1417.6 8173.9 3031.2

PID_total 101.6 0.0462 2105.3 10363 5468.5

PID_total_FTC 91.4 0.0447 1416.4 8174.6 3008.4

PID_multi 88.6 0.0441 1549.3 8450.4 3507.7

PID_multi_FTC 90.7 0.0444 1408.2 8125.8 2984.6

LQR_bias 66.6 0.0521 1601.0 8323.8 2804.2

LQR_bias_FTC 52.1 0.0500 1541.3 6780.2 2501.5

LQR_fixed 85.7 0.0613 1860.0 8544.4 3225.2

LQR_fixed_FTC 60.9 0.0530 1598.1 6825.4 2550.7

LQR_total 58.9 0.0499 2350.8 8699.5 3824.2

LQR_total_FTC 53.6 0.0508 1570.1 6792.3 2523.4

LQR_multi 56.8 0.0538 1727.9 7976.1 3147.3

LQR_multi_FTC 51.8 0.0501 1539.4 6782.4 2499.1
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Figure 6.12: Sensor faults in the LQR-IPC case
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Figure 6.13: Fault estimation results by designed UIO in the LQR-IPC case
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Figure 6.14: Spider figure of normalized performance comparison under 4 different
faults of pitch sensor 1 with CPC controller

achieve the reference pitch angle from the associated pitch controller in the presence
of sensor faults. Furthermore, it can be seen that different sensor faults have varying
degrees of impact on the WT system. Considering the fault levels described in this
Chapter, the example of total failure of the pitch sensor shows the greatest influence on
the blade and tower loading unbalance. This total failure also has a considerable effect
on the generator power.

From Table 6.5, the robustness and effectiveness of the proposed UIO-based FTC strat-
egy is validated. Based on the sensor fault estimation results, the proposed FE-based
FTC stategy is feasible and robust to compensate the fault effects in different condi-
tions. For example, the case of CPC_bias_FTC have similar results with the CPC case.
Similar results follow for the other cases with the designed FTC strategy. It can be seen
that the simulation results in the cases of LQR_fixed_FTC and LQR_multi_FTC after
the fault compensation are marginally worse than the baseline LQR-IPC case. This is
due to fact that the fault estimation results for these two cases are not as accurate as in
other cases. Recall that the quality of the designed FTC scheme relies on the accuracy
of the fault estimates generated by the UIO system. The proposed LQR-based IPC sys-
tem is demonstrated to perform better than the PI-based IPC in terms of reducing the
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Figure 6.15: Spider figure of normalized performance comparison under 4 different
faults of pitch sensor 1 with PID-IPC controller
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fluctuations of generator power, as well as blade and tower loading both in the absence
of faults and in the sensor fault case. However, improved load reduction performance
comes with the cost of higher pitch rates. The increased pitch usage is still reasonable
in the LQR-IPC case, given that the additional pitch angle is aimed at the asymmetrical
load mitigation.

Therefore, it is important to consider the performance of the designed load reduction
controller for the fault cases to have better all round performance evaluation for the pro-
posed controllers. It can be concluded that the LQR-based IPC system demonstrates
an improved performance compared with the PI-based IPC on the whole, including:
(i) a better load mitigation performance in reducing the blade and tower bending mo-
ments together; (ii) attenuate the negative effects of pitch sensor faults on the turbine
structural loading and power output.

6.5 Conclusion

This Chapter proposes the following strategies: i) an LQR-based IPC control strategy
for mitigating the blade asymmetrical loads and tower fore-aft loading simultaneously.
ii) by considering the hardware redundancy of the pitch sensors, a robust UIO-based
FTC system combined with H∞ optimization theory for accurate sensor fault estima-
tion and compensation is designed. The design also ensures decoupling of the effects
of unknown system disturbance and measurement noise from the FE signal. iii) the de-
signed IPC system and sensor FE/FTC strategy are combined together to validate the
robustness and achieve a more comprehensive performance evaluation of the proposed
strategy.

It is clear that the robust UIO can achieve the sensor fault estimation even when the
different pitch controllers are used. The fault estimation results in the CPC case outper-
form the results for other candidate pitch controllers because the extra pitch angles from
the IPC increase the system complexity, hence requiring enhanced robustness. The de-
tailed simulation results verify the effectiveness and robustness of proposed LQR-based
IPC and UIO-based FTC strategies. It is concluded that the proposed LQR-based IPC
system has a better performance than PI-based IPC not only in mitigating the tower
and blade unbalanced loading when it is fault-free but also in the case with pitch sen-
sor faults. This Chapter completes the contribution made by this thesis. A summary of
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the research study in this thesis is provided in Chapter 7.



Chapter 7

Summary and Future Work

7.1 Summary

In this thesis, fault tolerant control (FTC) strategies for pitch systems are combined
with the individual pitch controller (IPC) for offshore wind turbines in a system level,
i.e. considering all the "fault effects" in the rotor or both the rotor and tower systems
together aim to:

• Guarantee the mitigation of unbalanced loading in both the fault-free and faulty
pitch system, and

• Detect, estimate and compensate some common pitch actuator/sensor fault ef-
fects, and

• Reduce the operation & maintenance costs, enhance the lifetime and reliability
of offshore wind turbines (OWTs).

The study is based on the (Fatigue, Aerodynamics, Structure and Turbulence) FAST
5MW NREL wind turbine simulator, which is a variable-speed, variable-pitch wind
turbine representing the commercial modern wind turbines. This makes it possible to
guarantee the effectiveness and reliability of the proposed strategies when applied to a
real wind turbine system. This research study contributes to this aim via the following
four aspects:

(1) Proposal of a potential candidate for the expensive and non-universal LiDAR sys-
tem in the preview control-based IPC strategy.
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Due to the inherent delay before the incoming wind exerts effects on WT system, there
is growing interest in the preview control, which uses the future knowledge of wind
field to enhance the IPC load reduction performance. Model predictive control (MPC)
automatically incorporates a feed-forward property and handles system constraints in a
systematic way, which makes it popular in the WT preview control scheme. As stressed
in the Challenges of Chapter 1, LiDAR can be used to estimate the future wind infor-
mation but with its limitations (e.g. high operating costs for individual WT, difficult to
analyse complex collected data etc.). Therefore, it is worthwhile to investigate popular
data-driven methods (i.e. Gaussian process, GP) to obtain very short-time effective
wind speed prediction from historical data for the purpose of control and combine this
wind prediction with MPC-based preview control. The effectiveness of this strategy is
investigated and verified in Chapter 4.

From the simulation results, it can be seen that the MPC-based preview control system
with the wind speed forecasting based on the proposed GP model can achieve similar
results compared with the ideal future wind speed. This can be compared with another
candidate scheme using a cascaded control-based IPC system with additional local
blade inflow measurements (Jones et al., 2018). The GP model combined with MPC-
based preview control (see Section 4.3 & 4.4) does not require an additional hardware
system and can also achieve reasonable results. Therefore, this method can be an
alternative to the use of LiDAR when the preview control strategy is considered for the
rotor blade load reduction.

(2) Investigation of a multivariable LQR control system for blade and tower loading
mitigation.

The importance of reducing the rotor blade and tower unbalanced loading for offshore
WTs has been emphasized in this thesis. As discussed in the Challenges of Chapter 1,
the current load mitigation technologies for wind turbines generally consider these two
problems in separate control loops. There exists strong couplings between the blade
flapwise and tower fore-aft bending moments, which are the main source for the blade
and tower fatigue. Hence, an LQR-based IPC system is proposed in Section 6.3.1 to
reduce these two types of loading simultaneously. This is compared with the alternative
two pitch control system which either uses combined collective pitch control (CPC)
and PI-IPC control, or simply uses CPC. The promising simulation results validate the
feasibility and effectiveness of the proposed LQR-based IPC strategy.
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(3) Proposal of different on-line fault monitoring strategies for different pitch system
faults.

As discussed in the Challenges of Chapter 1, the introduction of the IPC scheme to
offshore WTs achieves the mitigation of not only the rotor blade loading but also the
tower loading. However, this strategy inevitably enhances the pitch system movements
and increases the possibility of potential pitch system faults. In this thesis, 8 differ-
ent possible hydraulic pitch system faults are considered and the corresponding fault
monitoring strategies are proposed and studied. These are summarised as follows.

• Pitch actuator stuck (PAS) fault.

This is studied in the Section 3.4. The PAS fault means the faulty pitch system
fails to regulate the pitch of a particular rotor blade. This is a serious WT actuator
fault which is usually caused by valve or pump blockages. A fault detection and
isolation (FDI) strategy using the Kalman filter is studied to detect the PAS fault
and provides an early-stage alarm for operators to implement an emergency shut-
down if there is no hardware redundancy available. Furthermore, the impact of
PAS on the turbine loading and power output is also discussed. It is interesting
to note that this impact of PAS depends on the angle at which the faulty blade is
stuck. If the value of the stuck pitch angle is far away from the nominal required
pitch angle, this will result in significant fluctuations of structual loading and
generator power output. On the other hand if the stuck pitch angle is close to the
required angle, the fluctuations will not be severe.

• Pitch actuator dynamics changing fault.

In this fault mode, three different situations including hydraulic leakage, pump
wear and high air content are considered for a fault which essentially comprises
changes of the actuator dynamics (see Section 5.2). These faults are often re-
ferred to as actuator component faults. These three pitch actuator faults are
slow and so-called incipient (hard to detect) and result in pitch actuator dynamic
variations, which will affect the accuracy and effectiveness of blade pitching sys-
tem. Here, an observer-based approach using an adaptive sliding mode observer
(SMO) is used to obtain the estimation of three different pitch actuator faults. An
FTC strategy is designed to compensate for the fault effects.

• Pitch sensor fault.
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Four different types of sensor faults including bias fault, stuck with fixed sensor
fault, total sensor fault and multiplicative-types of sensor fault are considered
in Section 6.2.2. These sensor faults arise from harsh environmental conditions,
man-made maladjustment etc., which lead to the incorrect pitch position readings
and further affect the accuracy of the pitch controller (including CPC and IPC).
Here, a robust unknown input observer (UIO)-based fault tolerant strategy for
the pitch system sensor faults is proposed to estimate and compensate the sensor
fault effects, taking into account unknown input disturbances and measurement
noise. Moreover, the sensor system physical redundancy is also considered as
a way of enhancing the sustainability of the proposed control strategy, for real
application.

(4) Combined analysis of fault estimation (FE)-based FTC strategy with IPC system.

The pitch system faults will in turn deteriorate the load reduction performance intro-
duced by the IPC system. As discussed in the Challenges of Chapter 1, it is important
to integrate the fault-tolerant pitch system with the IPC at a higher level in the sys-
tem. This is important to verify the robustness and effectiveness of these two systems
acting together as well as separately. This goal is investigated in Section 5.4.2 and
Section 6.4.3. In these Sections the following are observed: (i) if the different IPC
strategies present the same ability to maintain the load reduction performance when
the same fault occurs? (ii) does the proposed FE-based FTC strategy have the same
performance when different IPC systems are used?

In Section 5.4.2, two traditional Coleman transformation-based IPC systems using PI
and H∞ loop-shaping control approaches are combined with the SMO-based FTC sys-
tem for pitch actuator component faults. The simulation is verified in two different
wind speed conditions of Region 3 with hub-height wind speed 18m/s and 23 m/s,
respectively. From the simulation results, the PI-based IPC strategy performs better
in the fault-free case. However, the H∞ loop-shaping based IPC strategy gives better
performance in maintaining the load mitigation with respect to incipient pitch actuator
faults and also when the FTC scheme is based on FE-based fault compensation. It is
interesting to note that the proposed SMO-based FE strategy presents slightly better
results in the PI-IPC case compared with the H∞ loop-shaping based case. Therefore,
it can be concluded that the H∞ loop-shaping based IPC strategy presents better overall
benefit compared with the PI-based IPC, both in considering the maintenance of the
load mitigation performance in the pitch actuator fault case as well as in restoring the
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load mitigation performance (after the fault) with the SMO-based FTC strategy, refer-
ring to Fig. 5.14. Moreover, the robustness of this SMO-based FTC strategy has been
verified, with reference to Fig. 5.13.

In Section 6.4.3 the proposed LQR-based IPC system is combined with the UIO-based
FTC system for four different pitch sensor faults. For comparison, the PI-based IPC
system and the CPC pitch system are also combined separately with the UIO-based
FTC system. It can be concluded that LQR-IPC performs better than other two pitch
systems in mitigating the fluctuations of generator power output, rotor blade and tower
loading either in the fault-free or faulty cases, with reference to Figs. 6.14 - 6.16.
Moreover, the proposed UIO-based FTC can estimate and compensate different sensor
faults in different IPC systems robustly and accurately, with reference to Figs. 6.12,
6.13 and Table 6.5.

7.2 Recommendations for Future Research

In order to make the proposed strategies applicable on the real OWT systems, some
further research can be explored to ensure their satisfactory performance:

(1) To further verify the performance of proposed strategies in this thesis, Monte Carlo
simulations should be adopted to evaluate the reliability and robustness of proposed
load reduction and FTC systems. Furthermore, the proposed strategies could be per-
formed under more wind conditions including the extreme wind flows (i.e. gusts).

(2) The effectiveness of IPC has been verified in Chapters 5 & 6 for rotor and tower
load reduction but with the sacrifice of high pitch movements which result in a higher
potential for the development of pitch system faults. As introduced in Section 2.5.3,
the interest is increasing in more advanced load control strategies with built-in intelli-
gent actuators located directly in the blades, named as "smart rotor control". This idea
provides some advantages over the IPC system: (i) as only small masses will be reg-
ulated and not the total blade mass, and (ii) the extra pitch movements will be saved.
This could be a potential topic for future research to make a comparison between the
smart rotor control and the IPC system proposed in this thesis.

(3) Strain gauge and optic fibre sensors are nowadays used to measure the blade mo-
ments. However, similar to the pitch sensor faults considered in Section 6.2.2, blade
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load sensors suffer from a high-rate of fault development due to high blade strains and
harsh environmental factors. These faults will exert bad effects on the IPC load miti-
gation performance. Therefore, it would be interesting to also consider the blade load
sensor faults in the IPC system.

(4) Condition monitoring (CM) is an essential component of an OWT maintenance
program. As stated in Section 1.4.1, CM systems normally provide off-line monitor-
ing and basic measurements by sensors to analyse the WT operating status. Control
system-based fault monitoring (e.g. FDI/FE-based FTC strategy) operates at a higher
system level compared with CM, which could achieve on-line fault diagnosis. How-
ever, it would be interesting to make a thorough comparison of the respective advan-
tages and disadvantages of these two monitoring approaches, considering a carefully
defined benchmark study focussed on a real OWT application.

(5) Generally, in a wind turbine fault-tolerant system, one fault mode could be recov-
ered by different controllers whilst one scheme could recover several fault modes. For
example, as discussed in Section 6.1, the pitch sensor faults can be handled with differ-
ent strategies, such as Kalman filter, UIO, SMO etc. Moreover, different pitch sensor
modes could be estimated using the UIO scheme illustrated in Section 6.3.2. Similarly,
a linear parameter-varying (LPV) observer-based active FTC strategy has been pro-
posed for pitch or generator speed sensor faults as well for generator torque actuator
faults (Shi and Patton, 2015). The following aspects have not received full attention:

• Optimising the selection of different control-based fault monitoring strategies for
suitability for real application, and

• Methods to increase the technology readiness level (TRL) of these techniques.



Appendix A

Baseline controllers

The baseline generator torque controller implemented in MATLAB/Simulink is shown
as Fig. A.1 and Fig. A.2. Furthermore, the baseline pitch controller using PI method
implemented in MATLAB/Simulink is shown as Fig. A.3 and Fig. A.4:

Figure A.1: Baseline Torque Controller in MATLAB/Simulink (continued with Fig.
A.2)
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Figure A.2: The detailed torque controller designed in MATLAB/Simulink

Figure A.3: Baseline Pitch Controller in MATLAB/Simulink (continued with Fig. A.4)

Figure A.4: The detailed pitch controller in MATLAB/Simulink



Appendix B

Frequency Splitting of Coleman
transformation

According to the Fourier series expansion, the flapwise bending moments of three
blades can be mathematically represented by the sum of fundamental component and
high harmonic components (Van Engelen, 2006), shown as follows:

M1 (ϕ1) = M0p1 +
n

∑
j=1

[
M11 jp cos( jϕ1 +θ1 j)

+M12 jp sin( jϕ1 +θ1 j)
]

M2 (ϕ2) = M0p2 +
n

∑
j=1

[
M21 jp cos( jϕ1 +θ2 j)

+M22 jp sin( jϕ2 +θ2 j)
]

M3 (ϕ3) = M0p3 +
n

∑
j=1

[
M31 jp cos( jϕ3 +θ3 j)

+M32 jp sin( jϕ1 +θ3 j)
]

(B.1)

where M0p1 , M0p2 , M0p3 are the direct components of three flapwise bending mo-
ments, respectively. M11 jp , M12 jp , M21 jp , M22 jp , M31 jp , M32 jp are the Cosine compo-
nents and Sine compenents of high harmonic component jP ( j = 1,2, ...,n)( j time the
rotational frequency) content of flapwise bending moments of blade 1,2,3 respectively.
θ1 j, θ2 j, θ3 j are the initial phase angles of jP content of flapwise bending moments of
blade 1, 2, 3.
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For wind turbines with well-balanced blades, the magnitudes and initial phase angles
of all the harmonic components of the three flapwise bending moments are assumed
to be same, namely M0pi = M0p, Mi1 jp = Mc jp , Mi2 jp = Ms jp , θi j = θ j, (i = 1,2,3 &
j = 1,2, ...,n).

It follows from the Coleman transform (5.3), inverse Coleman transform (5.4), azimuth
angle (5.5) and also (B.1), so that


Mtilt =

3

∑
i=1

Mi(ϕi)sinϕi

Myaw =
3

∑
i=1

Mi(ϕi)cosϕi

(B.2)

The most significant part of structural loading causing the blade fatigue is 1P, and its
multiples (0P, 2P, 3P,..., nP). The impact of all the harmonic components on the tilt and
yaw moments can be obtained from (B.1) and (B.2).

a. The impact of the direct components of flapwise bending moments:


Mtilt =

3

∑
i=1

M0p(ϕi)sinϕi = 0

Myaw =
3

∑
i=1

M0p(ϕi)cosϕi = 0

(B.3)

b. The impact of the 1P component of flapwise bending moments:


Mtilt =−

3
2

Mc1p sinθ1 +
3
2

Ms1p cosθ1

Myaw =
3
2

Mc1p cosθ1 +
3
2

Ms1p sinθ1

(B.4)

b. The impact of the 2P component of flapwise bending moments:


Mtilt =

3
2

Mc2p sin(3ϕ +θ2)−
3
2

Ms2p cos(3ϕ +θ2)

Myaw =
3
2

Mc2p cos(3ϕ +θ2)+
3
2

Ms2p sin(3ϕ +θ2)

(B.5)
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c. The impact of the 3P component of flapwise bending moments:

{
Mtilt = 0

Myaw = 0
(B.6)

d. The impact of the 4P component of flapwise bending moments:


Mtilt =−

3
2

Mc4p sin(3ϕ +θ4)+
3
2

Ms4p cos(3ϕ +θ4)

Myaw =
3
2

Mc4p cos(3ϕ +θ4)+
3
2

Ms4p sin(3ϕ +θ4)

(B.7)



Appendix C

Lemmas in the Thesis

C.1 Schur Complement

For a symmetric matrix M(p+q)×(p+q) with the following structure of (Boyd et al., 1994)

M =

[
Ap×p Bp×q
Cq×p Dq×q

]
(C.1)

if A and B are reversible, so that the following properties establish:

(1)M ≺ 0⇐⇒ A≺ 0 and D−CA−1B≺ 0;

(2)M ≺ 0⇐⇒ D≺ 0 and A−BD−1C ≺ 0.
(C.2)

C.2 LMI Regional Pole Placement Complement

Assume D be a sub-region in the left-half part of the complex plane. A system ẋ = Ax

is termed D−stable if all its poles (i.e. eigenvalues) of the state matrix A lie in D.
Furthermore, A is also referred to as D−stable (Chilali and Gahinet, 1996).

Remark C.1 Assume D is a vertical strip area with a < Re(λ ) < b, where λ are the
eigenvalues of matrix A with a and b are negative limits. The dynamic system ẋ = Ax

is called D−stable with the premise of existing a symmetric positive definite matrix P

and satisfying the following LMI equation:[
He(PA+AT P)−2bP 0

? −He(PA+AT P)+2aP

]
< 0 (C.3)
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