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1 INTRODUCTION

ABSTRACT

We extend the non-equilibrium model for the chemical and thermal evolution of diffuse
interstellar gas presented in Richings et al. to account for shielding from the UV radiation
field. We attenuate the photochemical rates by dust and by gas, including absorption by H1,
H,, He1, He n and CO where appropriate. We then use this model to investigate the dominant
cooling and heating processes in interstellar gas as it becomes shielded from the UV radiation.
We consider a one-dimensional plane-parallel slab of gas irradiated by the interstellar radiation
field, either at constant density and temperature or in thermal and pressure equilibrium. The
dominant thermal processes tend to form three distinct regions in the clouds. At low column
densities, cooling is dominated by ionized metals such as Siu, Feu, Feur and C 1, which are
balanced by photoheating, primarily from H1. Once the hydrogen-ionizing radiation becomes
attenuated by neutral hydrogen, photoelectric dust heating dominates, while C 1 becomes
dominant for cooling. Finally, dust shielding triggers the formation of CO and suppresses
photoelectric heating. The dominant coolants in this fully shielded region are H, and CO. The
column density of the H 1-H, transition predicted by our model is lower at higher density (or at
higher pressure for gas clouds in pressure equilibrium) and at higher metallicity, in agreement
with previous photodissociation region models. We also compare the H1—H, transition in our
model to two prescriptions for molecular hydrogen formation that have been implemented in
hydrodynamic simulations.

Key words: astrochemistry —molecular processes—ISM: atoms—ISM: clouds—ISM:
molecules — galaxies: ISM.

The radiative cooling rate depends on the chemical abundances in
the gas, including the ionization balance, and hence on its chemical

The thermal evolution of gas is an important component of hy-
drodynamic simulations of galaxy formation as it determines how
quickly the gas can cool and collapse to form dense structures, and
ultimately stars. The star formation in such simulations can be lim-
ited to the cold phase of the interstellar medium (ISM) if we have
sufficient resolution to resolve the Jeans mass (M7 o« p~'/2T%/?) in
the cold gas. It is desirable to include a multiphase treatment of
the ISM, as this will produce a more realistic description of the
distribution of star formation within the galaxy, along with the re-
sulting impact of stellar feedback on the ISM and the galaxy as a
whole (e.g. Ceverino & Klypin 2009; Governato et al. 2010; Halle
& Combes 2013; Hopkins et al. 2013). Therefore, it is important
that we correctly follow the thermal evolution of gas between the
warm (T ~ 10* K) and cold (T < 100 K) phases of the ISM in these
simulations.

* E-mail: richings @strw.leidenuniv.nl

evolution. However, following the full non-equilibrium chemistry of
the ISM within a hydrodynamic simulation can be computationally
expensive, as it requires us to integrate a system of stiff differential
equations that involves hundreds of species and thousands of reac-
tions. Therefore, many existing cosmological hydrodynamic sim-
ulations use tabulated cooling rates assuming chemical (including
ionization) equilibrium. For example, the cosmological simulations
that were run as part of the OverWhelmingly Large Simulations
project (Schaye et al. 2010) use the pre-computed cooling functions
of Wiersma, Schaye & Smith (2009), which were calculated using
cLoupy! (Ferland et al. 1998, 2013) as a function of temperature,
density and abundances of individual elements assuming ioniza-
tion equilibrium in the presence of the Haardt & Madau (2001)
extragalactic UV background. However, this assumption of ioniza-
tion equilibrium may not remain valid if the cooling or dynamical
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time-scale becomes short compared to the chemical time-scale (e.g.
Kafatos 1973; Gnat & Sternberg 2007; Oppenheimer & Schaye
2013a; Vasiliev 2013) or if the UV radiation field is varying in time
(e.g. Oppenheimer & Schaye 2013b).

In the first paper of this series (Richings, Schaye & Oppenheimer
2014; hereafter Paper I), we presented a chemical network to follow
the non-equilibrium thermal and chemical evolution of interstellar
gas. Using this model, we investigated the chemistry and cooling
properties of optically thin interstellar gas in the ISM and identified
the dominant coolants for the gas exposed to various UV radiation
fields. We also looked at the impact that non-equilibrium chem-
istry can have on the cooling rates and chemical abundances of
such gas.

In this paper, we extend our thermochemical model to account
for gas that is shielded from the incident UV radiation field by
some known column density. We focus on physical conditions
with densities 1072 cm™ < ny,, < 10*cm™ and temperatures of
10°K < T < 10*K. This is most relevant to gas that is cooling
from the warm phase to the cold phase of the ISM. We apply our
model to a one-dimensional plane-parallel slab of gas that is irra-
diated by the Black (1987) interstellar radiation field to investigate
how the chemistry and cooling properties of the gas change as it
becomes shielded from the UV radiation, both by dust and by the
gas itself. The spectral shape of the radiation field will change with
the depth into the cloud as high-energy photons are able to penetrate
deeper. Hence, the major coolants and heating processes will vary
with column density. Such one-dimensional models are commonly
used to model photodissociation regions (PDRs) and diffuse and
dense clouds (e.g. Tielens & Hollenbach 1985; van Dishoeck &
Black 1986, 1988; Le Petit et al. 2006; Visser, van Dishoeck &
Black 2009; Wolfire, Hollenbach & McKee 2010).

It has been suggested recently that the star formation rate of
galaxies may be more strongly correlated to the molecular gas con-
tent than to atomic hydrogen (Wong & Blitz 2002; Schaye 2004;
Kennicutt et al. 2007; Bigiel et al. 2008, 2010; Leroy et al. 2008),
although the more fundamental and physically relevant correlation
may be with the cold gas content (Schaye 2004; Krumholz, Leroy
& McKee 2011; Glover & Clark 2012). Motivated by this link be-
tween molecular hydrogen and star formation, a number of studies
have implemented simple methods to follow the abundance of H,
in numerical simulations of galaxies (e.g. Pelupessy, Papadopoulos
& van der Werf 2006; Gnedin, Tassis & Kravtsov 2009; McKee
& Krumholz 2010; Christensen et al. 2012). We compare the H,
fractions predicted by some of these methods to those calculated
using our model to investigate the physical processes that determine
the H1—H, transition and to explore in which physical regimes these
various prescriptions remain valid.

This paper is organized as follows. In Section 2, we summarize
the thermochemical model presented in Paper I, and in Section 3,
we describe how the photochemical rates are attenuated by dust
and gas. We look at the photoionization rates in Section 3.1, the
photodissociation of molecular species in Section 3.2 and the pho-
toheating rates in Section 3.3. In Section 4, we apply this model
to a one-dimensional plane-parallel slab of gas to investigate the
chemistry and cooling properties of the gas as it becomes shielded
from the UV radiation field, and we compare these results with
croupy. In Section 5, we compare the time-dependent molecular
H, fractions predicted by our model with two prescriptions for H,
formation taken from the literature that have been implemented
in hydrodynamic simulations. Finally, we discuss our results and
conclusions in Section 6.
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2 THERMOCHEMICAL MODEL

In this section, we give a brief overview of the chemical and thermal
processes that are included in our model. These are described in
more detail in Paper L.

We follow the evolution of 157 chemical species, including 20
molecules (H,, Hf , HY, OH, H,0, C,, O,, HCO*, CH, CH,, CHY,
CO, CH*, CHJ, OH*, H,0%, H;0", CO*, HOC* and OF ) along
with electrons and all ionization states of the 11 elements that
dominate the cooling rate (H, He, C, N, O, Ne, Si, Mg, S, Ca
and Fe). The rate equations of these species and the equation for the
temperature evolution give us a system of 158 differential equations
that we integrate from the initial conditions with cvopg (a part
of the suNpIALs® suite of non-linear differential/algebraic equation
solvers), using the backward difference formula method and Newton
iteration.

2.1 Chemistry

Our chemical network contains 907 reactions, including the
following.

Collisional reactions. We include the collisional ionization, ra-
diative and di-electronic recombination and charge transfer reac-
tions of all ionization states of the 11 elements in our network. The
rate coefficients of these reactions were tabulated as a function of
temperature by Oppenheimer & Schaye (2013a) using cLouDY (they
use version 10.00, but they have since produced updated versions
of these tables using version 13.01 of cLoupy®). We also include
reactions for the formation and destruction of molecular hydrogen
taken from Glover & Jappsen (2007), Glover & Abel (2008) and
others, and the CO network from Glover et al. (2010) with some
small modifications (see section 2.5 of Paper I).

Photochemical reactions. We compute the optically thin pho-
toionization rates using the grey approximation cross-sections of
each atom and ion species for a given UV spectrum, which we cal-
culate using the frequency-dependent cross-sections from Verner &
Yakovlev (1995) and Verner et al. (1996). We also include Auger
ionization, where photoionization of inner shell electrons can lead
to the ejection of multiple electrons by a single photon. For these we
use the electron vacancy distribution probabilities from Kaastra &
Mewe (1993). We assume that the optically thin photodissociation
rate of molecular hydrogen scales linearly with the number density
of photons in the energy band 12.24 < hv < 13.51 eV, normalized
to the photodissociation rate in the presence of the Black (1987)
interstellar radiation field calculated by cLouDY (see section 2.2.2 of
Paper I). For the remaining molecular species, we use the photoion-
ization and photodissociation rates given by van Dishoeck, Jonkheid
& van Hemert (2006) and Visser et al. (2009) where available, or
Glover et al. (2010) otherwise. In Paper I, we only considered op-
tically thin gas. In Section 3, we describe how we modify these
optically thin rates for shielded gas.

Cosmic ray ionization. The primary ionization rate of H1 due to
cosmic rays, ¢y, is a free parameter in our model. We use a default
value of ¢y, = 2.5 x 1077 s~! (Williams et al. 1998), although
recent observations suggest that this could be an order of magnitude
larger (e.g. Indriolo & McCall 2012). In Paper I, we consider the
impact that increasing or decreasing our default value of ¢y, by a

2 https://computation.linl.gov/casc/sundials/main.html
3 These updated tables are available on the website: http:/noneq.strw.
leidenuniv.nl
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factor of 10 can have on the abundances in fully shielded gas (see
fig. 6 in Paper I).

The cosmic ray ionization rates of the other species are then
scaled linearly with ¢y,. The ratio of the ionization rate of each
species with respect to H1 is assumed to be equal to the ratio of
these ionization rates given in the UMIST data base* (Le Teuff,
Millar & Marwick 2000) where available. For species that do not
appear in this data base, we calculate their cosmic ray ionization
rate with respect to ¢y, using Lotz (1967), Silk (1970) and Langer
(1978). For the molecular species, we use the cosmic ray ionization
and dissociation rates from table B3 of Glover et al. (2010), again
scaled with Zy;.

Dust grain reactions. The formation rate of molecular hydrogen
on dust grains is calculated using equation 18 from Cazaux &
Tielens (2002). We take a constant dust temperature Ty, = 10 K,
which we find has a negligible impact on our results, and we assume
that the abundance of dust scales linearly with metallicity. We also
include a small number of recombination reactions on dust grains,
taken from Weingartner & Draine (2001b).

2.2 Thermal processes

For a complete list of cooling and heating processes in our model,
see table 1 of Paper I. Below, we summarize some of the cooling
and heating mechanisms that are most important in the diffuse ISM.

Metal-line cooling. Oppenheimer & Schaye (2013a) tabulate the
radiative cooling rates of all ionization states of the 11 elements
in our chemical network as a function of temperature, calculated
using cLoupy (as for the rate coefficients, they use version 10.00,
but they have since produced updated versions of these tables using
version 13.01 of cLoupy?). We use these cooling rates for most metal
species in our model. However, these rates assume that the radiative
cooling is dominated by electron—ion collisions. For a small num-
ber of species, this assumption can break down at low temperatures
(T < 103 K). We therefore found it necessary to calculate the cool-
ing rates of O1and C1 as a function of temperature and of Hi, Hu
and electron densities, using the same method as Glover & Jappsen
(2007). This enables us to follow the radiative cooling rates of these
species in regimes that are dominated by collisions with H1 or H1,
as well as when electron—ion collisions dominate. We also tabulated
the cooling rates of C1, N1, Sin and Fe 1 as functions of temper-
ature and electron density using version 7.1 of the CHIANTI data
base® (Dere et al. 1997; Landi et al. 2013).

H, rovibrational cooling. We use the H, cooling function from
Glover & Abel (2008), assuming an ortho-to-para ratio of 3:1. This
includes collisional excitation of the rovibrational levels of molec-
ular hydrogen by H1, Hu, H,, He1 and electrons.

Photoheating. We calculate the average excess energy of ionizing
photons for each species, given the incident UV spectrum, using
the frequency-dependent cross-sections from Verner & Yakovlev
(1995) and Verner et al. (1996). We then multiply these by the
corresponding photoionization rate to obtain the photoheating rate
for each species. See Section 3.3 for a description of how we modify
these optically thin photoheating rates for shielded gas.

Photoelectric heating. The absorption of UV photons by dust
grains can release electrons, and the excess energy that is ab-
sorbed by the electrons is quickly thermalized, which heats the gas.

4 http://www.udfa.net
3 http://www.chiantidatabase.org/chianti.html
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We calculate the photoelectric heating rate from dust grains using
equations 1 and 2 from Wolfire et al. (1995).

3 SHIELDING PROCESSES

In Paper I, we considered only optically thin gas. However, for
shielded gas, we need to consider how both the intensity and the
shape of the UV spectrum change as the radiation field becomes
attenuated by both dust and the gas itself. The photochemical rates
presented in Paper I involve integrals over photon frequency, but
these are expensive to compute. For the optically thin rates, we use
the grey approximation to obtain the average cross-section of each
species, weighted by the frequency-dependent radiation field, so that
these integrals do not need to be re-evaluated at every timestep in
the chemistry solver. However, this approximation becomes invalid
if the shape of the UV spectrum is no longer invariant.

In the following sections, we describe how we modify the op-
tically thin rates of photoionization, photodissociation and photo-
heating for gas that is shielded by a known column density. To
implement these methods in a hydrodynamic simulation, we would
need to estimate this column density for each gas particle/cell. This
is typically done by assuming that shielding occurs locally over
some characteristic length-scale L, so that the column density V; of
a gas cell with density n; can be estimated from local quantities as

N,' =l’l,'L. (31)

If the macroscopic velocity gradient dv/dr is large with respect
to local variations in the thermal line broadening, for example in
turbulent molecular clouds, we can use the Sobolev length (Sobolev
1957), which gives the length-scale over which the Doppler shift of
a line due to the velocity gradient is equal to the thermal width of
the line:

Uth

|dv/dr|’

where vy, is the thermal velocity. This method is applicable to
the shielding of individual lines, for example in the self-shielding
of molecular hydrogen. Gnedin et al. (2009) use a Sobolev-like
approximation to estimate the column density using the density
gradient rather than the velocity gradient:

P
Vol

By integrating column densities along random lines of sight in
their cosmological simulations, in which they are able to resolve
individual giant molecular complexes, Gnedin et al. (2009) confirm
that this approximation reproduces the true column density with
a scatter of a factor of ~2 in the range 3 x 10 cm™ < Ny, +
2Ny, <3 x 10% cm™2 (see their fig. 1).

An alternative approach is to assume that shielding occurs locally
on scales of the Jeans length, Lye.,s (Schaye 2001a,b; Rahmati et al.
2013). For example, Hopkins et al. (2013) integrate the density out
to Ljeuns for each particle to obtain its shielding column density,
which they use to attenuate the UV background.

Wolcott-Green, Haiman & Bryan (2011) use these three methods
to estimate the self-shielding of molecular hydrogen and compare
them to their calculations of the radiative transfer of Lyman—Werner
radiation through simulated haloes at redshift z ~ 10. They find that
using the Sobolev length (equation 3.2) is the most accurate method
based only on local properties, compared to their radiative transfer
calculations.

Our chemical model could also be coupled to a full 3D radiative
transfer simulation, in which the shielding of the UV radiation

LS()h = (32)

(3.3)

Lsop,p =
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is computed by the radiative transfer solver rather than using the
methods that we describe below. However, to include the impact
of shielding on the shape of the UV spectrum, we require multiple
frequency bins, as the spectral shape is assumed to remain constant
within individual frequency bins. Such a calculation is likely to
be computationally expensive. In a future work, we shall compare
our methods described below, with different approximations for
the column density, to radiative transfer calculations to investigate
in which physical conditions these various approximations can be
applied in hydrodynamic simulations.

3.1 Photoionization

The incident UV radiation field is attenuated by both dust and gas.
The factor by which dust reduces the photoionization rate of a
species can be written as

Sy =exp(—yjAy) = exp (—4.0 x 107 2y{ Ny, Z/Zg), (34

where we can express this factor in terms of the visual extinc-
tion A, or the total intervening hydrogen column density Ny, =
Ny, + Ny, + 2Ny,. Following Krumholz et al. (2011), we use
Ay/Ny,, = 4.0 x 1072 Z/Z magem?, which is intermediate be-
tween the values from the models of Weingartner & Draine (2001a)
for the Milky Way (with a visual extinction to reddening ratio
R, = 3.1 or 5.5), the Large Magellanic Cloud and the Small Mag-
ellanic Cloud, and assumes that the dust content of the gas scales
linearly with its metallicity. The factor , is a constant that is dif-
ferent for each species and depends on the range of photon energies
that ionize that species. This factor accounts for the fact that the
absorbing cross-section of dust grains varies with photon energy, so
the effective dust column density depends on which energy range we
are interested in. We use the values for y; calculated for the Draine
(1978) interstellar radiation field from table 3 of van Dishoeck et al.
(2006) where available, or from table B2 of Glover et al. (2010)
otherwise. Since Ca1 and Can were not included in either refer-
ence, we simply use the value of y; from species that have similar
ionization energies (Mg1 and C1, respectively).

While dust is the dominant source of absorption of UV radiation
below 13.6 eV, above this limit UV radiation is strongly absorbed
by neutral hydrogen, since photons at these energies are able to
ionize hydrogen, which has a much higher cross-sectional area
on (~107"7cm? at 1 Ryd) than the dust. Neutral helium can also
significantly attenuate the UV radiation at energies above 24.6 eV.

To illustrate how different components impact the spectrum at
different energies, we show in Fig. 1 the Black (1987) interstellar
radiation field and the resulting spectrum after it has passed through
a total hydrogen column density Ny, = 1.6 x 10?! cm™ at solar
metallicity, including an H1column density Ny, = 1.2 x 10 cm ™2
and an He1 column density Ny, = 1.6 x 10%° cm~2, as calculated
by cLouby. We then compare these to a spectrum attenuated by
only Hi, by Hiand He 1, and by H1, He1 and dust, calculated using
the frequency-dependent cross-sections of Verner et al. (1996) and
the dust opacities from Martin & Whittet (1990). We see that at
energies just below 1 Ryd the UV radiation is suppressed by dust
absorption, while the strong break above 1 Ryd is caused by neutral
hydrogen. Comparing the green curve to the blue and yellow curves,
we also see that absorption by neutral helium is important at higher
energies, from a few Rydbergs up to 100 Ryd, while dust absorption
is relatively unimportant at these higher energies. Note that the
attenuated spectrum calculated by cLoupy (the red curve) includes
thermal emission from dust grains, which is why it is slightly higher
than the incident spectrum at low energies £ < 10~* Ryd.
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Figure 1. The effect of dust and gas shielding on the radiation spectrum. The
incident spectrum of the Black (1987) interstellar radiation field is shown
by the black curve, and the coloured curves show the resulting spectrum
after it has passed through a total hydrogen column density Ny, = 1.6 x
102! em~2 at solar metallicity, as calculated by cLoupy, and the spectrum
attenuated only by Hi, by Hirand He1, and by H1, He1 and dust.

Throughout this paper, we use the Black (1987) interstellar radi-
ation field, which consists of the background radiation field from IR
to UV of Mathis, Mezger & Panagia (1983), the soft-X-ray back-
ground from Bregman & Harrington (1985) and a blackbody with a
temperature of 2.7 K. However, several of the photoionization and
photodissociation rates that we use for molecular species were cal-
culated using the Draine (1978) interstellar radiation field (e.g. van
Dishoeck et al. 2006; Visser et al. 2009). We normalize these rates by
the radiation field strength in the energy band 6 eV < hv < 13.6¢eV,
but the shape of these UV spectra are different. This will introduce
an additional uncertainty in our results.

While the column densities considered in the above example are
typical of cold, atomic interstellar gas, there are certain regimes
in which we also need to include the attenuation by additional
species. For example, once the gas becomes molecular, the H, col-
umn density can be greater than the neutral hydrogen column den-
sity. Furthermore, at the high temperatures and low densities that
are typical of the circumgalactic medium (for example 7 ~ 10° K,
nu,, ~ 107* cm™3), helium is singly ionized and shielding of radia-
tion above 54.4 eV by He 11 can be important. Therefore, to calculate
the shielded photoionization rates of species with ionization ener-
gies above 13.6 eV, we need to account for the attenuation by four
species: H1, Hy, He1 and He 11. For an incident spectrum with inten-
sity J, per unit solid angle per unit frequency, the photoionization
rate of species i, I'; wick, 1S then given by

4

mJ,

l—‘i.lhick = / A exp(_NHlav,Hl - NHzaU.HZ
Vo,i v

_NHeIUv,Hel - NHenUv.HeII)Uv,i dV’ (35)

where o, ; and v ; are, respectively, the frequency-dependent cross-
section and the ionization threshold frequency of species i.
Calculating these integrals at every timestep in the chemistry
solver would be too computationally expensive, so instead we need
to pre-compute them and tabulate the results. However, this would
require us to tabulate the optically thick rates in four dimensions,
one for each of the attenuating column densities, for every species.
Such tables would require too much memory to be feasible. To
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reduce the size of the tables, we note that the H, cross-section can
be approximated as

3.000, 1, hv > 15.4eV = hyyu, (3.6)
0, ~ .
i 0 otherwise.
Similarly, the He 11 cross-section can be approximated as
0.750, 5er hv > 54.4eV = hvy ey
Uu,Heu ~ . (37)
0 otherwise.

Using these approximations, we can divide the shielded pho-
toionization rates into three integrals as follows:

Yo Aq ],
I thick = / 7 > exp(—Ny,0,1,)0,,; dv
; v

0.i

V0, Hen 47TJ\I off
+ TV exp(—NH Oy Hi — NHC10U,HC|)JV,i dv

0.H,

© AnJ . .
* / hvv exp(=Nyi 011 — Nije 0y e)o. i dv
V

'0,He 11

= T in(Sgas 1 (V1) + St o (Vs Nise)

+S5s s (NI Njzo)), (3.8)
where the effective hydrogen and helium column densities are
N§" = Ny, + 3.00Ny,, (3.9)
1\"[?12f = NHeI +0'75NHEH' (310)

These effective column densities also account for the attenuation
by H, and He 1, respectively. Note that equation (3.8) is valid for
species with an ionization threshold frequency vy ; < vo n,.If vo; >
Vo,H,» the first integral will be zero. Similarly, the second integral in
equation (3.8) will also be zero if vo; > Vo pen-

By using these approximations, we only need to create tables
of Sgas, {123} in up to two dimensions, which greatly reduces the
memory that they require. This approach is not exact, but we find
that it introduces errors in I'; wicx of at most a few tens of per cent,
and typically much less than this. In Appendix A, we show the
relative errors in the photoionization rates of each species that are
introduced by these approximations. For each species i, we use
equation (3.8) to tabulate the integrals S‘éas, (N, S;',as_z(Nf,ﬂ, Nie))
and S, ;(Ni', Ni) as a function of the given column densities
from 10" to 10** cm™? in intervals of 0.1 dex. Added together,
these integrals give the ratio of the optically thick to the optically

thin photoionization rate of species i, S;as(NH[, Nu,, Nier, Nien)-

3.2 Photodissociation

The photodissociation rates of molecular species are attenuated by
dust according to equation (3.4), where we take the values of y;
calculated for the Draine (1978) interstellar radiation field from
table 2 of van Dishoeck et al. (2006) where available, or from table
B2 of Glover et al. (2010) otherwise. In addition to dust shielding,
the absorption of Lyman—Werner radiation (i.e. photon energies
11.2 < hv < 13.6eV) by molecular hydrogen allows H, to become
self-shielded. An accurate treatment of this effect would require us
to solve the radiative transfer of the Lyman—Werner radiation and
to follow the level populations of the rovibrational states of the H,
molecule, which would be computationally expensive. However,

MNRAS 442, 2780-2796 (2014)

we can approximate the self-shielding of H, as a function of H,
column density. For example, the following analytic fitting function
from Draine & Bertoldi (1996) is commonly used in hydrodynamic
simulations of galaxies and molecular clouds (e.g. Glover & Jappsen
2007; Gnedin et al. 2009; Glover et al. 2010; Christensen et al. 2012;
Krumholz 2012):

H, 1 — oy, wH,

= —8.5x 107*(1 12
self (1 +X/b5)a (1 +x)1/2 exp( X ( +.X) )7

(3.11)

where x = Ny, /(5 x 10 ecm™2), wy, and o are adjustable pa-
rameters (Draine & Bertoldi 1996 use wy, = 0.035 and o = 2),
bs = b/(10°cms™") and b is the Doppler broadening parameter.
This function was introduced by Draine & Bertoldi (1996) and was
motivated by their detailed radiative transfer and photodissociation
calculations. The suppression factor S:lff initially declines rapidly
(indicating increased shielding) with Ny, as individual Lyman—
Werner lines shield themselves. However, once these lines become
saturated, the shielding is determined by the wings of the lines, lead-
ing to a shallow power-law dependence ~N,;]/ 2, Finally, at high
column densities, the lines overlap, creating an exponential cutoff
in the self-shielding function.

Some authors have used equation (3.11) with different values
for some of the parameters. For example, Gnedin et al. (2009) and
Christensen et al. (2012) adopt a value wy, = 0.2, as this gives better
agreement between their model for H, formation and observations
of atomic and molecular gas fractions in nearby galaxies.

Wolcott-Green et al. (2011) also investigate the validity of equa-
tion (3.11) and compare it to their detailed radiative transfer calcula-
tions of Lyman—Werner radiation through simulated haloes at high
redshift (z ~ 10). They find that equation (3.11), with wy, = 0.035
and a = 2, as used by Draine & Bertoldi (1996), underestimates the
value of S:ellzf (i.e. it predicts too strong self-shielding) by up to an
order of magnitude in warm gas (with T = 500 K). They argue that
this discrepancy arises because the assumptions made in Draine &
Bertoldi (1996) are only accurate for cold gas in which only the
lowest rotational states of H, are populated. However, they obtain
better agreement with their calculations (within ~15 per cent) if
they use equation (3.11) with @ = 1.1.

We have compared the H, self-shielding function of Draine &
Bertoldi (1996) and the modification to this function suggested by
Wolcott-Green et al. (2011), with « = 1.1, to the ratio of the op-
tically thick to optically thin H, photodissociation rates predicted
by crLoupy in primordial gas. Details of this comparison can be
found in Appendix B. We find that neither function produces sat-
isfactory agreement with cLouby. For example, both overestimate
Silz,- compared to cLoupy by a factor of ~3 at H, column densi-
ties Ny, > 107 cm~2 in gas with a temperature T = 100 K (see
Fig. B1). We also find that the temperature dependence of Siff
predicted by cLoupy is not accurately reproduced by the modi-
fied self-shielding function from Wolcott-Green et al. (2011). Fur-
thermore, Wolcott-Green et al. (2011) only consider gas in which
the Doppler broadening is purely thermal. However, if it is dom-
inated by turbulence then equation (3.11) will be independent
of temperature.

To obtain a better fit to the H; self-shielding predicted by cLoupy
(with its ‘big H2” model), we modified equation (3.11) as follows.

H, 1 — oy, (T)

Seelt = (0 Fx' /sy exp(—5 x 1077(1 +x'))
5

op,(T) 4 n1/2
TR exp(—8.5 x 1074(1 + x)'/?), (3.12)
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where x’ = Ny, /Neie(T). To reproduce the temperature depen-
dence of S::]zf that we see in cLouDy, we fit the parameters wy, (T),

a(T) and Ni(T) as functions of the temperature 7. We obtain the
best agreement with cLOUDY using

T 137 /13 T 14.6
T)=0013 |1+ [ ——— (L ,
o, (T) + (27001() exp |: (3900K)
(3.13)
1.4 T < 3000K
a(T) =14 (z0=) """ 3000 < T < 4000K (3.14)
11 T > 4000K,
: 13 [1+ (he)™] T <3000K
Ncril(T _ _38
0% em2 — | (ama0x) 3000 < T < 4000K
2.0 T > 4000K.
(3.15)

The H; self-shielding factor that we obtain with equations (3.12)—
(3.15) agrees with cLoupy to within 30 per cent at 100 K for Ny, <
10?! cm~2, and to within 60 per cent at 5000 K for Ny, < 10?° cm ™2
(see Appendix B).

Doppler broadening of the Lyman—Werner lines suppresses self-
shielding. In a hydrodynamic simulation, there are a number of
ways we can estimate b (see Glover & Jappsen 2007 for a more de-
tailed discussion of some of the approximations that have been used
in the literature). In this paper, we shall include turbulence with a
constant velocity dispersion of 5 km s~! (unless stated otherwise),
which corresponds to a turbulent Doppler broadening parameter of
by = 7.1kms™!, as used by Krumbholz (2012). We also include
thermal Doppler broadening byerm, Which is related to the temper-
ature T by

2kgT
blhsrm = 2 B (316)

my,

where my, is the mass of an H, molecule. The total Doppler broad-
ening parameter is then

b= \/M- (3.17)

CO has a dissociation energy of 11.1 eV, which is very close to
the lower energy of the Lyman—Werner band. Therefore, photons
in the Lyman—Werner band are also able to dissociate CO. CO is
photodissociated via absorptions in discrete lines (dissociation via
continuum absorption is negligible for CO), so it can become self-
shielded once these lines are saturated, but it can also be shielded
by H,, as its lines also lie in the Lyman—Werner band. The shielding
factor of CO due to H, and CO (S5Q;,) has been tabulated in
two dimensions as a function of Ny, and Nco by Visser et al.
(2009) for different values of the Doppler broadening and excitation
temperatures of CO and H,. High-resolution versions of these tables
can be found on their website.® We use their table calculated for
Doppler widths of CO and H, of 0.3 and 3.0kms~!, respectively,
and excitation temperatures of CO and H, of 50.0 and 353.6 K,
respectively, with the elemental isotope ratios of carbon and oxygen
from Wilson (1999) for the local ISM.

© http://home.strw.leidenuniv.nl/~ewine/photo
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Additionally, dust can shield CO, where the dust shielding factor
is given by equation (3.4) (with y{© = 3.53).

To summarize, the optically thick photodissociation rates of H,
and CO are

H,y thick = FHg.lhinSZ]_IZ(NHmu Z)Sslsz(NHz)s (3.18)

T'cotick = T'co.minS§C (N Z)SSC&HZ(NCO, Nu,), (3.19)

while the photoionization and photodissociation rates of the remain-
ing species are

i ik = IS, (3.20)

where S = S{(Nn,,, Z) if the ionization energy is below 13.6 eV,
or S‘gas(NHI, NH,, NHei, Nuen) otherwise.

To calculate the optically thick rates, we thus need to spec-
ify the column densities of H1, He1, Hen, H;, Hy, and CO, and

the metallicity.

3.3 Photoheating

The photoheating rate of a species is the photoionization rate I';
multiplied by the average excess energy of the ionizing photons
(€; ) (see equations 3.5 and 3.6 from Paper I). As the gas becomes
shielded, the shape of the UV spectrum changes, as more energetic
photons are able to penetrate deeper into the gas; thus, (¢; ) increases.
In particular, species that have an ionization energy above 13.6 eV
may be strongly affected by absorption by Hi1, H,, He1 and Hen
(see Section 3.1). For UV radiation attenuated by column densities
Nui, Nu,, Nue: and Ny, the average excess energy of ionizing
photons for species i is

*© 4md,
(ei.thick> = I exp(_NH[Gv,H[ - Nﬁzau.Hg - NHCIGU.HCI
Vo,i

- NHe[IGV,HeII)(hU - th,i)au,i dv:l /

© 4mJ,
hU exp(_NH[01>,H[ - NHQGV.HZ - NHC[GV,HEI
V0,i

- NHCIIUU,HSII)G\).i dv:| . (321)

To pre-compute these integrals, we would require four-
dimensional tables. However, as described in Section 3.1, we can
use the approximations in equations (3.6) and (3.7) to reduce the
size of these tables. With these approximations, equation (3.21)
becomes

YoMy 47t ],
(€i thick) = [/ i exp(—Ny,0,,1)(hv — hvy ;)o,; dv
Vo,i

V0, Hen 47-[‘]17
+ / exp(_Nf{ffav,H[

V0, Hy hv

—NHe 10y, He)(hY — hvg 1)o, ; dv

© 4ml, off
+ exp(—=Ny 0,1
V0,He nt h
—Niieoume)(hv — hvg )0, ; dv] /
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VoHy 47t ],
/ . exp(_NHIJV,H[)Uv.i dv
Vo,i hU

V0,He 47t~]\) off
+ hv eXp(_NH Oy H1 — NHSIGU.HEI)GU,f dl)

V0,H,

x4
7J, it
eff eff
+/ v eXP(—NH OvH1 — NHSO-V,HEI)O-\)J dv|,
v

0,He 1t

(3.22)

where the effective hydrogen and helium column densities, N&" and
Nﬁfef, are given in equations (3.9) and (3.10), and account for the
attenuation by H, and He 11, respectively.

For each species with an ionization energy above 13.6 eV,
we tabulate the six integrals in equation (3.22) as a function of
the given column densities from 10" to 10** cm~2 in intervals
of 0.1 dex.

4 CHEMISTRY AND COOLING
IN SHIELDED GAS

In this section, we look at gas that is illuminated by a radiation
field that is attenuated by some column density. We consider a
one-dimensional plane-parallel slab of gas with solar metallicity
that is illuminated from one side by the Black (1987) interstellar
radiation field. Throughout this paper, we use the default solar abun-
dances assumed by cLouDy, version 13.01 (see for example table 1
in Wiersma et al. 2009). In particular, we take the solar metallicity
tobe Zx =0.0129. The slab is divided into cells such that the total
hydrogen column density from the illuminated face of the slab in-
creases from 10'* to 10%* cm™? in increments of 0.01 dex. Using the
methods described in Section 3, we then use the resulting column
densities to calculate the attenuated photoionization, photodissoci-
ation and photoheating rates and hence to solve for the chemical
and thermal evolution in each cell.

The thermochemical evolution of a cell will depend on the chem-
ical state of all cells between it and the illuminated face of the slab,
since H1, He 1, He 11, H, and CO contribute to the shielding of certain
species. We therefore integrate the thermochemistry over a timestep
that is determined such that the relative change in the column den-
sities of H1, He1, He 11, H, and CO in each cell will be below some
tolerance € (which we take to be 0.1), as estimated based on their
change over the previous timestep. In other words, the timestep At
is given by

4.1

€N; APV
At = min ( ) s

where N; is the column density of species i and AN is the change
in N; over the previous timestep Af*™'. We take the minimum over
the five species that contribute to shielding and over all gas cells.
¥ is a small number that is introduced to prevent division by zero
— we take ¥ = 10740, At the end of each timestep, we then update
the column densities of these five species for each cell.

4.1 Comparison with CLOUDY

We use cLoupy version 13.01 to calculate the abundances and the
cooling and heating rates in chemical equilibrium as a function of
the total hydrogen column density, Ny, , and compare them to the
results from our model. These were calculated for a number of
temperatures and densities, which were held fixed across the entire
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gas slab for this comparison. We add turbulence to the cLoupy
models with a Doppler broadening parameter by, = 7.1kms™!, in
agreement with the default value that we use.

cLoupy has two possible models for the microphysics of molec-
ular hydrogen. Their ‘big H2’ model follows the level populations
of 1893 rovibrational states of molecular hydrogen, and the pho-
todissociation rates from the various electronic and rovibrational
transitions via the Solomon process are calculated self-consistently.
However, as this is computationally expensive, cLoupy also has a
‘small H2’ model in which the ground electronic state of molecular
hydrogen is split between two vibrational states, a ground state and a
single vibrationally excited state, following the approach of Tielens
& Hollenbach (1985). These two states are then treated as separate
species in the chemical network. The photodissociation rates of H,
in the small H2 model are taken from Elwert et al. (2005) by default
(although there are options to use alternative dissociation rates).
We primarily focus on the big H2 model for this comparison, as it
includes a more complete treatment of the microphysics involved,
although we also show the molecular abundances from the small
H2 model to illustrate the differences between these two cLouDYy
models.

The comparison with cLoupy is shown in Fig. 2 for gas at solar
metallicity with a constant density ny; = 100cm ™ and a tempera-
ture 7'= 300 K. More examples at other densities and temperatures
can be found on our website.” In the top two panels, we compare
some of the equilibrium molecular and ionization fractions. Com-
pared to the big H2 model in cLouDy, the H 1-H} transition occurs at
a somewhat lower column density in our model, with a molecular
hydrogen fraction xy, = 0.5 at Ny, ~ 8.1 x 10'° cm™2, compared
to Ny, ~ 2.8 x 102°cm~2 in cLoupy. Below this transition, the
molecular hydrogen fraction tends towards a value xg, ~ 5 x 107>
in our model. This fraction is sufficiently high for the H, to shield
itself from the Lyman—Werner radiation before dust shielding be-
comes important (with S}f 2 ~0.lat A, = 0.6), as the self-shielding
is significant at relatively low H, column densities (with S:;ff ~0.1
at Ny, ~ 6 x 10" cm 2, as defined in equation 3.12). The H, frac-
tion in the photodissociated region is xg, ~ 3 x 107> for cLouDY’s
big H2 model, which is slightly lower than in our model. This ex-
plains why the gas becomes self-shielded at a somewhat higher total
column density in cLoupy than in our model. This discrepancy oc-
curs because we use a different photodissociation rate. As discussed
in Paper I, the dissociation rate of H, via the Solomon process de-
pends on the level populations of the rovibrational states of H,.
This is calculated self-consistently in the big H2 model of cLoupy,
whereas we must use an approximation to the photodissociation
rate, as we do not follow the rovibrational levels of H,. We there-
fore miss, for example, the dependence of the photodissociation rate
on density, which affects the rovibrational level populations.

For comparison, we also show the molecular hydrogen abundance
predicted by the small H2 model of cLoupy in the top panel of Fig. 2
(black double dot—dashed line). The H1—H, transition in the small
H2 model is closer to our model than the big H2 model, with
xu, = 0.5 at Ny, ~ 1.1 x 10 cm~2. However, the transition in
our model is somewhat steeper than in cLoupy’s small H2 model.

While the H1—H, transition in this example, with constant tem-
perature and density, is caused by H, self-shielding, we would not
expect temperatures as low as 300 K in the photodissociated region,
nor would we expect densities as high as 100 cm™—3. This exam-
ple therefore overestimates the importance of H, self-shielding. In

7 http:/noneqism.strw.leidenuniv.nl
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Figure 2. Chemistry and cooling properties of a one-dimensional plane-
parallel slab of gas illuminated by the Black (1987) interstellar radi-
ation field, plotted as a function of the total hydrogen column den-
sity into the gas cloud, assuming solar metallicity with constant density
ny = 100cm= and constant temperature T = 300 K. The correspond-
ing dust extinction is marked on the top x-axis, where we have used
Ay/Np, =4 x 1022 magem? for a solar metallicity gas (see Section 3.1).
We compare our model (solid lines) to cLoupy using its big H2 model
(dashed lines) and its small H2 model (double dot—dashed lines; top panel
only) in chemical equilibrium. Top panel: equilibrium molecular fractions
(2nu, /nH» nco/nc,, and nou/no,,); second panel: equilibrium ioniza-
tion fractions; third panel: equilibrium cooling rates; bottom panel: equi-
librium heating rates. The small discontinuity in the electron abundance
at Ny, ~ 3 x 10'7 ecm~2 is due to the recombination of hydrogen, which
switches from case A to case B when the H1 optical depth is unity.

Section 4.3, we address this issue by considering a cloud that is in
thermal and pressure equilibrium.

After the H1—H, transition, the neutral hydrogen abundance xy,
tends to xp, ~ 0.01 at Ny, = 10”2 cm~2 in our model, compared
to xy, & 0.05 in cLoupy. This difference arises because the cosmic
ray dissociation rate af H, that we use in our model, which is based
on the rates in the UMIST data base, is an order of magnitude lower
than that used in cLouDY.

The onset of the H1—H, transition leads to a rise in the CO abun-
dance, although most carbon is still in C1 at this transition. At
higher column densities, the dust is able to shield the photodisso-
ciation of CO, which becomes fully shielded at Ny, > 10*> cm~2.
This second transition also corresponds to a drop in the abun-
dances of singly ionized metals with ionization energies lower than
1 Ryd, such as Cu and Si 11, whose photoionization rates are atten-
uated by dust rather than by neutral hydrogen and helium. These
species become shielded at a slightly higher column density in our

ISM chemistry and cooling — I1. Shielded gas
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model than in cLoupy (for example, C1u has an ionization frac-
tion xc, = 0.1 at Ny, ~ 7 x 10?! cm~2 in our model, compared to
Nig &4 x 10%! cm™ in cLouDY).

Previous models of PDRs have demonstrated that molecules such
as H,O will freeze out at large depths, with visual extinction A, 2
10 (e.g. Hollenbach et al. 2009, 2012). However, we do not include
the freeze-out of molecules in our model (and we also exclude
molecule freeze-out in cLoupy for comparison with our model). This
will affect the gas phase chemistry, so the abundances predicted by
our model in Fig. 2 are likely to be unrealistic at the highest depths
shown here (A, 2 10).

In the bottom two panels of Fig. 2, we show the total cooling
and heating rates for this example, along with the contributions
from selected individual species. Before the H1—H, transition, the
cooling is dominated by Sin, Fen and C1i, with heating coming
primarily from the photoionization of neutral hydrogen. After this
transition, the photoheating rates drop rapidly, with the main heating
mechanism being photoelectric dust heating, while the total cooling
rates are lower and are primarily from molecular hydrogen. Once
dust shielding begins to significantly attenuate the UV radiation
field below 13.6 eV at a column density Ny, ~ 10*' cm~2, the
photoelectric heating rate falls sharply. For Ny, = 10?2 cm~2, the
heating rates are dominated by cosmic rays. In our model, this
is primarily from cosmic ray ionization heating of H,. However,
cLoupy only includes cosmic ray heating of Hi; hence, the total
heating rates in our model are higher than cLoupy in this region.
The most important coolants in the fully shielded gas are molecular
hydrogen and CO.

We have also compared our abundances and cooling and heating
rates with cLouDy at densities of 1 and 10* cm~, and a temperature
of 100 K. These results can be found on our website. We generally
find good agreement with cLouDy, although we sometimes find that
the abundances of singly ionized metals with low-ionization ener-
gies, such as Sin and Fe1, are in poor agreement in fully shielded
gas, once carbon becomes fully molecular. This occurs at the highest
densities that we consider, although we begin to see such discrep-
ancies in the Sin abundance in Fig. 2. In this regime, the ionization
of these species is typically dominated by charge transfer reactions
between metal species, the rates of which tend to be uncertain.
Moreover, a significant fraction of Si is found in SiO in the cLoupy
models and, because our simplified molecular network does not
include silicon molecules, we are unable to reproduce the correct
silicon abundances in fully shielded gas. Since the abundances of
other low-ionization energy ions such as Fe i1 and Mg 1 are depen-
dent on Siu due to charge transfer reactions in this regime, these
species will also be uncertain in fully shielded gas. However, the
predicted abundances of molecules such as H, and CO are in good
agreement with cLouDyY in this regime.

4.2 Importance of turbulence for H, self-shielding

In the previous section, we found that the small H, abundance in
the photodissociated region can be sufficient to begin attenuating
the photodissociation rate of molecular hydrogen via self-shielding
before dust extinction becomes significant. However, the presence
of turbulence in the gas can suppress self-shielding due to Doppler
broadening of the Lyman—Werner lines. In this section, we inves-
tigate the impact that turbulence can have on the H1—H, transition
by repeating the above calculations for three different values of the
turbulent Doppler broadening parameter: by, = 0, 7.1 (our default
value) and 14.2 km s~!. The thermal Doppler broadening parameter

MNRAS 442, 2780-2796 (2014)
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Figure 3. Comparison of the chemical properties of a one-dimensional
plane-parallel slab of gas for three different Doppler broadening param-
eters, corresponding to different levels of turbulence in the gas, with
b = 1.6kms™! corresponding to pure thermal broadening. Top panel: equi-
librium molecular fractions (2nm, /nH,» nco/nc,, and nou/noy,); bot-
tom panel: equilibrium ionization fractions. These were calculated at solar
metallicity, a constant density ny = 100cm™ and a constant temperature
T=300 K. The strongest turbulence shown here (b = 14.3 kms™!) increases
the column density at which the hydrogen starts to become molecular by
more than an order of magnitude compared to pure thermal Doppler broaden-
ing, although its impact on the transition column density at which xy, = 0.5
is less significant.

at 300 K is byerm = 1.6 kms™'; thus, the total Doppler broadening
parameters are b = 1.6, 7.3 and 14.3kms™!.

In Fig. 3, we show the molecular and ionization fractions for these
three Doppler broadening parameters at a constant density ny,, =
100cm™ and a constant temperature 7 = 300 K. We find that,
while the ion fractions are hardly affected, increasing the turbulent
Doppler broadening parameter from 0 to 14.2 km s~! increases the
column density at which the hydrogen starts to become molecular by
more than an order of magnitude, as it suppresses H, self-shielding.
However, the transition also becomes sharper for higher values of b,
so the change in the column density at which half of the hydrogen
is molecular is less significant, increasing from Ny, =~ 3.3 x 10¥
to &~ 1.4 x 10%° cm~2. The transition to molecular hydrogen is still
caused by H; self-shielding in these examples, even for the highest
value of b that we consider here.

4.3 Atomic to molecular transition in thermal
and pressure equilibrium

The previous sections considered gas at a constant temperature of
300 K, but Fig. 2 showed that the heating and cooling rates vary
strongly with the column density into the cloud. Furthermore, we
assumed a constant density throughout the cloud, which is unreal-
istic as gas at low column densities will be strongly photoheated
and will thus typically have lower densities. It would therefore be
more realistic to consider a cloud that is in thermal and pressure
equilibrium. To achieve this, we first ran a series of models with
different constant densities that were allowed to evolve to thermal
equilibrium, from which we obtained the thermal equilibrium tem-
perature on a two-dimensional grid of density and column density.
Then, for each column density bin, we used this grid to determine
the density that will give the assumed pressure. Finally, we imposed
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Figure 4. Chemistry and cooling properties of a one-dimensional plane-
parallel slab of gas that is in thermal and pressure equilibrium with a pressure
P/kg = 103 cm™3 K, plotted as a function of the total hydrogen column
density into the gas cloud, assuming solar metallicity in the presence of the
Black (1987) interstellar radiation field. Top panel: equilibrium molecular
fractions (2ny, /nH,» co/ncy, and noH/no,,): second panel: equilibrium
ionization fractions; third panel: equilibrium gas temperature and density;
fourth panel: equilibrium cooling rates; bottom panel: equilibrium heating
rates. The vertical dashed line in the third panel indicates the column density
at which the gas becomes Jeans unstable. To the right of this dashed line, we
would expect the gas cloud to become self-gravitating, and the density profile
that we have imposed assuming pressure equilibrium will underestimate the
typical densities corresponding to these column densities. At low column
densities, the total cooling rate in the fourth panel is dominated by O m and
S 1 (not shown here).

this isobaric density profile on the one-dimensional plane-parallel
slab of gas and evolved it until it reached thermal and chemical
equilibrium. This scenario is more typical of the two-phase ISM, in
which gas is photoheated to higher temperatures, with lower densi-
ties, at low column densities, and then cools to a much colder and
denser phase once the ionizing photons have been attenuated and
molecular cooling becomes important.

In Fig. 4 we show the results for a cloud with a constant pressure
P/kg = 10° cm™3 K, assuming solar metallicity. The equilibrium
molecular and ionization fractions of some species are shown in the
top two panels of Fig. 4 as a function of the total column density
Nu,,» the equilibrium gas temperature and density are shown in
the middle panel and the equilibrium cooling and heating rates are
shown in the bottom two panels.

We see that the gas is more strongly ionized in the photodissoci-
ated region compared to the constant temperature and density run
in Fig. 2. This is due to both the higher temperature and the lower
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density. Furthermore, the molecular hydrogen fraction is much
lower in this region, and the H, self-shielding is thus weaker. Hence,
the H1—H, transition occurs at a higher column density compared
to Fig. 2 (xp, = 0.5 at N, & 1.5 x 10*! cm~? in Fig. 4, compared
to Ny, ~ 8.1 x 10" ecm~2 in Fig. 2). The H, fraction first rises at
Nu,, ~ 2 x 10* cm~2 due to a corresponding rise in the H1 abun-
dance, which is required to form H,. The H1 abundance increases
because it is able to shield itself against ionizing radiation above
1 Ryd (the H1 column density here is ~10'” cm~2). However, the
H fraction still remains low after this initial increase (xp, ~ 1077).
The Hi-H, transition at Ny, ~ 1.5 x 10?! cm~2 is initially trig-
gered by the increasing density, which enhances the formation rate
of H, on dust grains with respect to the photodissociation rate. How-
ever, H, self-shielding then becomes significant and is responsible
for the final transition to a fully molecular gas. When we repeat this
model without H, self-shielding, we find that the H1-H, transition
occurs at a factor of ~5 higher column density, with xy, = 0.5 at
Ny, ~ 7.2 x 10?2 em™2,

In Fig. 4, CO becomes fully shielded from dissociating radiation
at Ny, > 10%> cm~2. Like in the constant density run in Fig. 2, this
transition is determined by dust shielding. However, the fraction of
carbon in CO in the fully shielded region is <5 per cent in Fig. 4,
compared to ~40 per cent in Fig. 2, with most of the remaining
carbon in C1 (not shown in the figures). This lower abundance of
CO in the isobaric run is due to the lower density, which is a factor
of ~10 lower than the constant density run in the fully shielded
region.

Observations of diffuse clouds at low column densities find abun-
dances of CH that are several orders of magnitude higher than that
can be explained using standard chemical models (e.g. Federman
et al. 1996; Sheffer et al. 2008; Visser et al. 2009). This also leads
to predicted CO abundances that are lower than observed in such
regions, as CH™ is an important formation channel for CO. Various
non-thermal production mechanisms for CH' have been proposed
to alleviate this discrepancy. For example, Federman et al. (1996)
suggest that Alfvén waves that enter the cloud can produce non-
thermal motions between ions and neutral species, thus increasing
the rates of ion—neutral reactions.

To see what effect such suprathermal chemistry has on our chem-
ical network, we repeated the models in Figs 2 and 4 with the
kinetic temperature of all ion—neutral reactions replaced by an ef-
fective temperature that is enhanced by Alfvén waves, as given by
the prescription of Federman et al. (1996) with an Alfvén speed
of 3.3kms™!. Following Sheffer et al. (2008) and Visser et al.
(2009), we only include this enhancement of the ion—neutral reac-
tions at low column densities, Ny, < 4 x 10 cm~2. In the model
with a constant density ny,, = 100cm™ and constant tempera-
ture T = 300K, we find that the CH" abundance is increased
by up to four orders of magnitude at intermediate column densi-
ties 5 x 10" em™2 < Ny, < 10*! em~2, which is consistent with
previous studies (e.g. Federman et al. 1996). However, the CO
abundance is only enhanced by up to a factor of 6 in this same
region, which is less than the enhancements in CO abundance
seen in Sheffer et al. (e.g. 2008), who find that the CO abun-
dance increases by a factor of ~100 for an Alfvén speed of
3.3kms~!. We see similar enhancements in the model with a con-
stant pressure P/kg = 10°cm™> K, but only at column densities
102'em™2 < Ny, <3 x 10 cm™2, as the temperature at lower
column densities is much higher than in the constant density model
(T > 1000 K).

At low column densities, the cooling rate in Fig. 4 is determined
by several ionized species including Si1, Fen, Femr and C1, along
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with N1, O, Neur and S 1 (not shown in Fig. 4). Heating at low
column densities is primarily from dust heating and photoionization
of Hi and Hel. At Ny, ~ 2 x 10 cm~2, the cooling rates from
Sin and Fe i1 peak as Sint and Fe i1 recombine, creating a small dip
in the temperature profile. The photoheating rate then drops sharply
as the ionizing radiation above 1 Ryd becomes shielded by H1, and
the total heating rate becomes dominated by the dust photoelectric
effect. The thermal equilibrium temperature reaches a minimum
of 30 K at Ny, ~ 4 x 10*! cm~2 as the dust photoelectric heating
becomes suppressed by dust shielding, leaving heating primarily
from cosmic ray ionization of H,. However, after this point, the
carbon forms CO and the cooling becomes dominated by molecules
(CO and H;). These species are less efficient at cooling than C1i,
so the thermal equilibrium temperature increases to 60 K. Hence,
the temperature in the fully molecular region is higher than the
minimum at Ny, ~ 4 x 10* cm~2.

We note that the assumption of pressure equilibrium in these
examples will be unrealistic at high column densities, where the
gas becomes self-gravitating. The vertical dashed line in the middle
panel of Fig. 4 indicates the column density at which the size of the
system, Ny, /nu,,, becomes larger than the local Jeans length, at
Ny, ~ 2 x 10* cm~2. Thus, we would expect the fully molecular
region in these examples to have a higher density than we have
used here.

We also considered a gas cloud with a pressure that is a fac-
tor of 100 larger than is shown in Fig. 4. This results in higher
densities in the fully shielded region that are more typical of molec-
ular clouds (ng,, ~ 10° cm~?), although the densities in the pho-
todissociated region are then higher than we would expect for the
warm ISM. The cumulative H, fractions for the two pressures are
shown in Fig. 5 (see Section 5). The top panels are at the lower
pressure (P /kg = 103 cm™ K), and the bottom panels are at the
higher pressure (P /kg = 10° cm™ K). In the left-hand panels, we
use a metallicity 0.1 Z), and in the right-hand panels we use solar
metallicity. We find that in all of these examples H, self-shielding
is again important for the final transition to fully molecular hy-
drogen, reducing the column density of this transition by up to
two orders of magnitude compared to the same model without H,
self-shielding.

We thus find that the effect of H, self-shielding can be weaker
in a cloud that is in thermal and pressure equilibrium due to the
lower densities at low column densities compared to a model with a
constant density and temperature. However, H, self-shielding still
determines the final transition to fully molecular hydrogen. Further-
more, H; self-shielding will be even more important if the pressure
(and hence densities) are higher. This trend with density agrees with
previous models of PDRs and molecular clouds (e.g. Black & van
Dishoeck 1987; Krumholz, McKee & Tumlinson 2009).

Fig. 5 also demonstrates the dependence of the transition column
density on pressure and metallicity. The H1—H, transition occurs at
a lower column density for higher pressure and higher metallicity.
Both of these trends are driven by H, self-shielding because the
H, fraction in the dissociated region is higher at higher pressure
(due to the increased density) and at higher metallicity (due to
the increased formation of H, on dust grains, and also due to the
increased cooling from metals, which results in a lower temperature
and a higher density at a given pressure). These trends with pressure
(or density) and metallicity have also been seen in previous studies
of the H, transition in PDRs (e.g. Wolfire et al. 2010).

We also see the time evolution of the molecular hydrogen fraction,
starting from neutral, atomic gas, in Fig. 5. In the low-pressure run
at a metallicity 0.1Z¢, (top-left panel), the H, abundance in the
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fully shielded region takes ~1 Gyr to reach equilibrium. This time-
scale is shorter in the high-pressure runs and at higher metallicity.
At the high pressure and solar metallicity (bottom-right panel), the
H, abundance already reaches equilibrium after ~1 Myr.

5 COMPARISON WITH PUBLISHED
APPROXIMATIONS FOR H; FORMATION

The connection between gas surface density and star formation
rate density is well established observationally, both averaged over
galactic scales (e.g. Kennicutt 1989, 1998) and also in observa-
tions that are spatially resolved on ~kpc scales (Wong & Blitz
2002; Heyer et al. 2004; Schuster et al. 2007), although at smaller
scales, comparable to giant molecular clouds (< 100 pc), this rela-
tion breaks down (e.g. Onodera et al. 2010). It has emerged more
recently that star formation correlates more strongly with the molec-
ular than with the atomic or total gas content (e.g. Kennicutt et al.
2007; Bigiel et al. 2008, 2010; Leroy et al. 2008), although the more
fundamental correlation may in fact be with the cold gas content
(Schaye 2004; Krumholz et al. 2011; Glover & Clark 2012).

This important observational link between molecular gas and
star formation has motivated several new models and prescriptions
for following the H, fraction of gas in hydrodynamic simulations.
These studies aim to use a more physical prescription for star for-
mation and to investigate its consequence for galactic environments
that are not covered by current observations, such as very low metal-
licity environments at high redshifts. Some of these prescriptions
utilize very simple chemical models that include the formation of
molecular hydrogen on dust grains and its photodissociation by
Lyman—Werner radiation to follow the non-equilibrium H, fraction
(e.g. Gnedin et al. 2009; Christensen et al. 2012). Others use approx-
imate analytic models to predict the H, content of a cloud from its
physical parameters such as the dust optical depth and incident pho-
todissociating radiation field (e.g. Krumholz, McKee & Tumlinson
2008; Krumholz et al. 2009; McKee & Krumholz 2010), which can
then be applied to gas particles/cells in hydrodynamic simulations
(e.g. Krumholz & Gnedin 2011; Halle & Combes 2013).

In this section, we compare the molecular hydrogen fractions
predicted by some of these models with our chemical network.
We begin by introducing the molecular hydrogen models from the
literature that we will compare our chemical network to, and then
we present our results.

5.1 Gnedin09 model

Gnedin et al. (2009) present a simple prescription to follow the
non-equilibrium evolution of the molecular hydrogen fraction in
hydrodynamic simulations, which has been implemented in cos-
mological adaptive mesh refinement (AMR) simulations (Gnedin &
Kravtsov 2010), and was also adapted by Christensen et al. (2012)
for cosmological smoothed particle hydrodynamics (SPH) simu-
lations. This model includes the formation of H, on dust grains,
photodissociation by Lyman—Werner radiation, shielding by both
dust and H, and a small number of gas phase reactions that be-
come important in the dust-free regime (we use the five gas phase
reactions suggested by Christensen et al. 2012; see below). The
evolution of the neutral and molecular hydrogen fractions, xy, and
XH,, can then be described by the following rate equations:

xHI = R(T)nean - deleHI - CHle[ne - 2XH2’ (51)
).CHZ = RdnHm(xHI(xHI + Ztz) - SdS:{IZfF[I:[\ZM + xa‘;- (52)
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Following Christensen et al. (2012), we have also included the col-
lisional ionization of H1, Cy,, in the above equations, even though
it was omitted by Gnedin et al. (2009). R(T) is the recombination
rate of Hn, 'y, is the photoionization rate of H1 and I'f" is the
photodissociation rate of H, by Lyman—Werner radiation. For the
gas phase reactions, )’cflz, we include the five reactions suggested
by Christensen et al. (2012): the formation of H, via H™ and its
collisional dissociation via H,, H1, Hu and e, with the abundance
of H™ assumed to be in chemical equilibrium, as given by equation
27 of Abel et al. (1997).

Gnedin et al. (2009) use the H, self-shielding factor S'z: from
Draine & Bertoldi (1996), albeit with different parameters. They
find that using wy, = 0.2 and a constant Doppler broadening pa-
rameter of b = 1kms™' in equation (3.11), along with the original
value of @ = 2, produces better agreement between their model and
observations. This choice of parameters results in weaker H, self-
shielding compared to our temperature-dependent self-shielding
function (equations 3.12-3.15) for the same value of b. However,
in our fiducial model, we include a turbulent Doppler broadening
parameter of by, = 7.1kms™!, which makes the self-shielding
weaker in our model than in the Gnedin09 model at intermediate
H, column densities (10" cm™2 < Ny, < 10 cem™2).

The dust shielding factor Sy is given in equation (3.4), except
that Gnedin et al. (2009) use an effective dust area per hydrogen
atom of oy = ¥, 2 Ay/Ny,, = 4 x 1072 cm?. This is a factor of
2.7 larger than the value that we use. Also, unlike us, they use the
same dust shielding factor for both H, and H1.

For the rate of formation of H, on dust grains (R,), Gnedin et al.
(2009) use a rate that was derived from observations by Wolfire
et al. (2008), scaled linearly with the metallicity and multiplied
by a clumping factor C, that accounts for the fact that there may
be structure within the gas below the resolution limit, and that
molecular hydrogen will preferentially form in the higher density
regions:

Ri=35x10"2/25C,cm’s™". (5.3)

Gnedin et al. (2009) use a clumping factor C,, = 30, but in our com-
parisons we consider spatially resolved, one-dimensional simula-
tions of an illuminated slab of gas. Therefore, for these comparisons
we shall take C, = 1. For gas temperatures 10K < T < 10° K, the
rate in equation (5.3) is within a factor of ~2 of the value used in
our model, taken from Cazaux & Tielens (2002) with a dust tem-
perature of 10 K. However, above 10% K, the H, formation rate on
dust grains in our model decreases. This temperature dependence is
not included in the Gnedin09 model.

Finally, the abundances of electrons and Hu can be calculated
from constraint equations.

Gnedin & Kravtsov (2011) expand the Gnedin09 model to in-
clude the helium chemistry. There are also other examples in the
literature of methods that follow the non-equilibrium evolution of
H, using simplified chemical models. For example, Bergin et al.
(2004) present a model for the evolution of molecular hydrogen
that includes the formation of H, on dust grains and its dissociation
by Lyman—Werner radiation and cosmic rays, although they do not
include the gas phase reactions (see their equation A1). The model
of Bergin et al. (2004) has been used to investigate the formation
of molecular clouds in galactic discs (e.g. Dobbs & Bonnell 2008;
Khoperskov et al. 2013). We only consider the Gnedin09 chemical
model in this section.
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5.2 KMT model

Krumholz et al. (2008, 2009) and McKee & Krumholz (2010) de-
velop a simple analytic model that considers a spherical gas cloud
that is immersed in an isotropic radiation field. By solving approxi-
mately the radiative transfer equation with shielding of the Lyman—
Werner radiation by dust and H, to obtain the radial dependence
of the radiation field, and then balancing the photodissociation of
molecular hydrogen against its formation on dust grains, they de-
rive simple analytic estimates for the size of the fully molecular
region of the cloud, and hence for its molecular fraction in chemical
equilibrium.

We use equation 93 of McKee & Krumholz (2010) to calculate
the mean equilibrium H; fraction, fy,, of a gas cloud as

3 s
() — 5.4
fie (4) 140255 4

where s is given by their equation 91 as

In(1 + 0.6 + 0.01x?)
S =
0.6,

where x and t. are dimensionless parameters of their model, which
represent a measure of the incident Lyman—Werner radiation field
and the dust optical depth to the centre of the cloud, respectively.
They are given by their equations 9 and 86 as

) (5.5)

04— G,
x=71( e ) — (5.6)
Ri.—165/) (nu/cm—3)
3 Eod
=3 ( i ) = ol o7
where 04 5 = 04/1072' cm?, o4 is the cross-sectional area of

dust grains available to absorb photons (Krumholz et al. 2009 use
04 =10"'Z/Zc cm?), and Ry, _165 = Rq/107' cm?s~!, where
Ry is the rate coefficient for H, formation on dust grains. For the lat-
ter, McKee & Krumbholz (2010) use an observationally determined
value from Draine & Bertoldi (1996), multiplied by the metallicity:
Ry, —165 =Z/Z¢ . Krumholz & Gnedin (2011) also boost Ry, —16.5 by
the clumping factor C,, whereas Krumholz (2013) multiply 7. by
the clumping factor, but we take C, = 1. G;) is the number density of
dissociating photons in the Lyman—Werner band, normalized to the
value from Draine (1978) for the Milky Way. For the Black (1987)
interstellar radiation field that we consider here, Gé) = 0.803. ny is
the total hydrogen number density, py is the mean mass per hydro-
gen nucleus, X is the average surface density of the spherical cloud
and Ny, is the total hydrogen column density from the edge of the
cloud to its centre.

Krumholz et al. (2009) and Krumholz (2013) demonstrate that
the molecular gas content predicted by this model is in agreement
with various extragalactic observations and with observations of
molecular clouds within the Milky Way, for particular values of
the clumping factor C, and assumptions about the radiation field
and/or density. For example, Krumholz et al. (2009) assume that
the ratio of the radiation field to the density, Gé) /nu, is set by the
minimum density of the cold neutral medium required for the ISM
to be in two-phase equilibrium. As shown in their equation 7, the
ratio Gé) /np then depends only on metallicity under this assumption.
Krumholz (2013) extends the approach of Krumholz et al. (2009)
by assuming that, as G'0 — 0, the density ny reaches a minimum
floor, which is required to ensure that the thermal pressure of the
ISM is able to maintain hydrostatic equilibrium in the disc. This
becomes important in the molecule-poor regime. In contrast, the
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runs that we present below use a constant incident radiation field
(the Black 1987 interstellar radiation field) and assume a density
profile such that the gas pressure is constant throughout the cloud.

Krumholz & Gnedin (2011) implement this model in cosmologi-
cal AMR simulations to estimate the equilibrium H, fraction of each
gas cell. Halle & Combes (2013) also implement the KMT model
in SPH simulations of isolated disc galaxies to investigate the role
that the cold molecular phase of the ISM plays in star formation
and as a gas reservoir in the outer disc.

5.3 Results

In Fig. 5, we compare the molecular abundances from our model
(coloured solid curves) with the simpler Gnedin09 (coloured dashed
curves) and KMT (black solid curves) models described above.
These were calculated using temperature and density profiles that
are in thermal and pressure equilibrium. We use two different pres-
sures, P/kg = 10° cm ™3 K (top row) and P/kg = 10° cm 3 K (bot-
tom row), and two metallicities, Z = 0.1 Z, (left-hand column) and
Z (right-hand column). The colour encodes the time evolution in
our model and the Gnedin09 model, starting from fully neutral,
atomic gas (KMT is an equilibrium model). In Figs 2—4, we showed
the abundances in each gas cell, but Fig. 5 shows the cumulative
molecular fraction, i.e. the fraction of all hydrogen atoms that is in
H; up to a given column density. This allows us to compare our
results to the KMT model, in which the specified column density is
measured to the centre of a spherical cloud, and then the H, frac-
tion, fy,, is the fraction of gas in the entire cloud that is molecular,
rather than the fraction of molecular gas at that column density.
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Figure 5. Comparison of the cumulative molecular hydrogen fraction, plot-
ted as a function of total hydrogen column density, as predicted by our chem-
ical model (solid coloured curves), the Gnedin09 model (dashed coloured
curves) and the equilibrium KMT model (solid black curve). The coloured
lines show the non-equilibrium evolution measured at logarithmic time in-
tervals, as indicated by the colour bars, until the simulation reaches chem-
ical equilibrium (red curves). Each run was calculated with a density and
temperature profile in pressure and thermal equilibrium, with a pressure
P/kg = 10 cm ™3 K (top row) and P/kg = 10° cm~> K (bottom row). We
used a metallicity 0.1 Z@ (left-hand column) and Z@ (right-hand column).
At low pressure, the agreement between the different models is good, except
that in the low-metallicity run (top-left panel), cosmic ray dissociation of
H,, which was not included in the KMT and Gnedin09 models, reduces the
equilibrium H; fraction by a factor of 2 in the fully shielded region. At high
pressure, the differences between the models are substantial.

MNRAS 442, 2780-2796 (2014)

€202 J9qWIaAON /Z U0 1sanB Aq £0€Z01/08.Z/E/Z/2I01ME/SEIUW/ W0 dNoo1Wapeoe//:Sdjly WO papeojumod



2792  A.J. Richings, J. Schaye and B. D. Oppenheimer

However, this is still not entirely equivalent to our model as we as-
sume a plane-parallel geometry, whereas the KMT model assumes
a spherical geometry.

In the low-pressure runs, the final molecular fractions pre-
dicted by our model generally agree well with both the Gnedin09
and the KMT models. The time evolution of the H, fraction in
our model and the Gnedin09 model are also in good agreement.
The largest discrepancy in the equilibrium abundance is in the
fully shielded region at low metallicity (top-left panel of Fig.
5), where the equilibrium H, fraction in our model is a factor
of 2 lower than that predicted by the Gnedin09 and KMT mod-
els. This is due to cosmic ray dissociation of H,, which lowers
the H, abundance but is not included in the Gnedin09 or KMT
models.

In the high-pressure runs, the H 1-H, transition occurs at a slightly
lower column density than in the KMT model. For example, at solar
metallicity (bottom-right panel of Fig. 5), we predict that fy, = 0.5
at Ny, = 2.2 x 10" cm~2, compared to Ny, = 3.0 x 10" cm™2
for KMT. In the Gnedin09 model, the Hi—H, transition is notice-
ably flatter at high pressure than in our model or in the KMT
model. The H, fraction starts to increase at a lower column den-
sity in the Gnedin09 model than in the other two models, but
the column density at which fy, = 0.5 is higher, e.g. Ny, =
5.6 x 10" cm™? at solar metallicity. This difference is due to the
different H, self-shielding function that is used in the Gnedin09
model.

Krumholz & Gnedin (2011) compare the KMT and Gnedin09
models in a hydrodynamic simulation of a Milky Way progenitor
galaxy. For the Gnedin09 model, they include the changes described
in Gnedin & Kravtsov (2011), which adds helium chemistry to
the chemical network, and uses the simpler power-law H, self-
shielding function given in equation 36 of Draine & Bertoldi (1996).
They find that the molecular fractions predicted by the two models
are in excellent agreement for metallicities Z > 1072 Z¢), with
discrepancies at lower metallicities likely due to time-dependent
effects. This is consistent with what we find in the top row of Fig. 5
for the low-pressure runs. In contrast, the high-pressure runs in
the bottom row of Fig. 5 show poor agreement between the KMT
and Gnedin09 models. However, this high pressure was chosen to
reproduce densities typical of molecular clouds (ny,, ~ 10° cm~—2)
in the fully shielded region, and it produces unusually high densities
in the low-column-density region (ny,, ~ 10cm~2). Such regions
of high density and low column density were not probed by the
simulation of Krumholz & Gnedin (2011), and are likely to be rare
in realistic galactic environments. Therefore, the discrepancies that
we see in Fig. 5 do not contradict the results of Krumholz & Gnedin
(2011).

In all three models, the H1-H, transition occurs at a lower column
density at higher metallicity and at higher pressure. As described in
Section 4.3, these trends are driven by H, self-shielding, because
the H, fraction in the photodissociated region is higher at high
metallicity and at high pressure. These trends have also been seen
in previous models of PDRs (e.g. Wolfire et al. 2010). From the
colour bars in each panel of Fig. 5, we also see that the molecular
fractions reach chemical equilibrium faster at higher metallicity and
higher pressure.

To confirm the impact that H, self-shielding has on the H1-H,
transition in our model, we repeated the above calculations with H,
self-shielding switched off. We find that the total hydrogen column
density of the Hi—-H, transition, at which fy, = 0.5, increases sig-
nificantly when H, self-shielding is omitted, for example by a factor
of ~5 and ~300 in the low- and high-pressure runs, respectively, at
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solar metallicity. This confirms that the H1—H, transition is deter-
mined by H, self-shielding in all of the examples shown in Fig. 5.
The importance of H, self-shielding for the H1—H, in PDR models
has previously been studied by e.g. Black & van Dishoeck (1987),
Draine & Bertoldi (1996) and Lee et al. (1996).

6 CONCLUSIONS

We have extended the thermochemical model from Paper I to ac-
count for gas that becomes shielded from the incident UV radiation
field. We attenuate the photoionization, photodissociation and pho-
toheating rates by dust and by the gas itself, including absorption
by Hi, H,, He1, Hen and CO where appropriate. For the self-
shielding of H,, we use a new temperature-dependent analytic ap-
proximation that we fit to the suppression of the H, photodissoci-
ation rate predicted by cLouDy as a function of H, column density
(see Appendix B). Using this model, we investigated the impact
that shielding of both the photoionizing and the photodissociat-
ing radiation has on the chemistry and the cooling properties of
the gas.

We have performed a series of one-dimensional calculations of
a plane-parallel slab of gas illuminated by the Black (1987) inter-
stellar radiation field at constant density. Comparing equilibrium
abundances and cooling and heating rates as a function of column
density with cLoupy, we generally find good agreement. At ny,, =
100 cm™3, solar metallicity and a constant temperature T = 300 K,
we find that the H1—H, transition occurs at a somewhat lower col-
umn density in our model than in cLoupy’s big H2 model, with a
molecular hydrogen fraction xu, = 0.5 at Ny, &~ 8.1 x 10" cm™
in our model, compared to Ny,, ~ 2.8 x 10°°cm~2 in cLouDY (see
Fig. 2). However, cLoupY’s small H2 model predicts an H1-H, tran-
sition column density that is closer to our value, with xy, = 0.5 at
Ny ~ 1.1 x 102 cm™2.

In the examples shown here, the H1—H, transition is determined
by H, self-shielding in our model, as the residual molecular hy-
drogen fraction in the photodissociated region at low column den-
sities is sufficient for self-shielding to become important before
dust shielding. As the photodissociation rate is slightly lower in
our model than in the big H2 model of cLoupy, the H, fraction
at low column densities is slightly higher in our model. This ex-
plains why the transition column density is somewhat lower in our
model compared to the cLoupy big H2 model. The importance of H,
self-shielding also means that the molecular hydrogen transition is
sensitive to turbulence, which can suppress self-shielding. The tran-
sition for carbon to form CO is primarily triggered by dust shielding
and thus occurs at a higher column density, Ny, ~ 10> cm™2.

We also consider gas clouds with temperature and density profiles
that are in thermal and pressure equilibrium, which is more realistic
for a two-phase ISM than a gas cloud with constant temperature and
density throughout. The effect of H; self-shielding is weaker in these
examples due to the lower densities in the photodissociated region
(see Fig. 4). However, the H1—H, transition is still determined by
self-shielding, which becomes more important in runs with higher
pressure (and hence higher densities). This trend with density is
consistent with previous studies that have looked at the importance
of H, self-shielding for the Hi—H, transition(e.g. Black & van
Dishoeck 1987; Draine & Bertoldi 1996; Lee et al. 1996; Krumholz
et al. 2009).

The H1-H, transition occurs at a lower total column density for
higher density (or equivalently, for higher pressure if the cloud is
in pressure equilibrium) and for higher metallicity (see Fig. 5), in
agreement with previous models of PDRs (e.g. Wolfire et al. 2010).
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These trends are due to the H, self-shielding, because an increase
in the density and/or metallicity will increase the H, fraction in
the photodissociated region, and hence decrease the total column
density at which the H, becomes self-shielded. The time evolution of
the H, fraction is also dependent on the density (or pressure) and the
metallicity. For a gas cloud with pressure P /kg = 10° cm™ K and
metallicity 0.1 Z¢), the molecular hydrogen abundance in the fully
shielded region only reaches equilibrium (starting from neutral,
atomic initial conditions) after ~1 Gyr. This time-scale decreases
as the pressure and/or the metallicity increase.

We compare the dominant cooling and heating processes in our
low-pressure example (P /kg = 10’ cm—3 K) at solar metallicity,
and we find that they form three distinct regions (see Fig. 4). At
low column densities, where the dissociating and ionizing radiation
flux is still high, cooling is primarily from ionized metals such as
Sin, Feu, Fem and Cu, which are balanced by photoheating, pri-
marily from H1. At column densities above Ny, ~ 2 x 10 cm~2,
the hydrogen-ionizing radiation above 1 Ryd becomes signifi-
cantly attenuated by neutral hydrogen. This reduces the photoheat-
ing rates, making photoelectric dust heating the dominant heating
mechanism, while C1 starts to dominate the cooling rate above
Ny, ~ 10*' cm~2. It is also in this region that hydrogen becomes
fully molecular, driven initially by an increase in the H1 abundance
and the rising density, and ultimately by self-shielding. Finally,
dust shielding attenuates the radiation flux below 1 Ryd at column
densities above Ny, ~ 10*' cm™2, which strongly cuts off the dust
heating rate and also allows CO to form. In this fully shielded re-
gion, heating is primarily from cosmic rays, while cooling is mostly
from CO and H,.

Finally, we compare the H1-H, transition predicted by our one-
dimensional plane-parallel slab simulations in thermal and pres-
sure equilibrium with two other prescriptions for molecular hy-
drogen formation that are already employed in hydrodynamic
simulations: the simpler non-equilibrium model of Gnedin et al.
(2009, Gnedin09), and the analytic equilibrium model developed
in Krumholz et al. (2008, 2009) and McKee & Krumholz (2010,
KMT); see Fig. 5.

At low pressure (P/kg = 10° cm ™3 K), the equilibrium H, frac-
tions predicted by all three models generally agree well, as does
the time evolution of the H, fraction predicted by our model and
the Gnedin09 model. However, at low metallicity (0.1 Z)), cosmic
ray dissociation of H; reduces the H, fraction in the fully shielded
region by a factor of 2 in our model, but cosmic ray dissociation is
not included in the KMT or the Gnedin09 models. At high pressure
(P/kg = 10° cm~3 K), the H1-H, transition predicted by our model
in chemical equilibrium occurs at a slightly lower column density
than in the KMT model (e.g. fu, = 0.5 at Ny, = 2.2 x 10" cm~2
at solar metallicity, compared to Ny, = 3.0 x 10" cm~2 in the
KMT model). Furthermore, the H1—H, transition at this high pres-
sure is flatter in the Gnedin09 model than in our model or the
KMT model, due to the different H, self-shielding function that
they use.
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APPENDIX A: SHIELDING APPROXIMATIONS

In Section 3, we described how we calculate the photoionization
and photoheating rates after the radiation field has been attenuated
by a total column density Ny,,. To compute the attenuation of the
radiation by gas, we include absorption by H1, H,, He1 and He 1.
However, to reduce the number of dimensions in which we tabulate
the attenuated rates, H, and He 11 absorption are included as follows.
We assume that the H, cross-section is three times the H1 cross-
section above the H, ionization energy (15.4 eV), and similarly that
the He 11 cross-section is 0.75 times the He 1 cross-section above the
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Figure A1. Contours of the relative errors in the ratio of optically thick to
optically thin photoionization rates of all species in our chemical network
introduced by our approximations for absorption by H, and Hen, as given
by equations (3.6)—(3.8), in the presence of the Black (1987) interstellar
radiation field. These contours are plotted against the threshold energy of
each species, Einresh, On the x-axis, and the exact ratio of the optically
thick to optically thin rates, Sexact, on the y-axis. A value of 10g Sexact = 0
corresponds to the optically thin limit, and a value of 10g Sexact = —00
corresponds to the fully shielded limit. The top panel shows the errors
if the radiation is absorbed purely by H, and the bottom panel shows if
the radiation is absorbed purely by Hen. The largest errors that we see
are ~60 per cent, but these are rare and are typically found at Sexaet < 1073,
where the photoionization rate is already strongly suppressed and so the
errors are less important.

He 11ionization energy (54.4 eV). In this section, we show the errors
that these approximations introduce to the photoionization rates.
For every species included in our chemical network, we calculate
the ratio of the optically thick to optically thin photoionization rates,
Sgas, from the Black (1987) radiation field after it has been attenuated
purely by H,. We calculate this exactly using equation (3.5), then
we calculate it with our approximation using equation (3.8). In
the top panel of Fig. Al, we show contours of the relative error
in Sy, that is introduced by our approximation for H, absorption,
plotted against the threshold energy of each species, Eiyesh, On the
x-axis, and the exactratio of the optically thick to optically thin rates,
Sexact, ON the y-axis. Blue contours indicate where our approximation
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underestimates the photoionization rates and red contours indicate
where we overestimate them.

The largest errors seen in the top panel of Fig. Al are seen in
the blue contours, which show that we underestimate the photoion-
ization rates of some species by up to 60 percent at Seyoe < 1073
However, since these errors are found at low values of Sey,, the
photoionization rates have already been suppressed and so are un-
likely to be important in the chemical network. The more significant
errors in this example are shown by the red contours in the top-left
corner of the top panel of Fig. Al. These show that we overestimate
the photoionization rates of species with Eyesn ~ 20 eV by up to
40 per cent at Sexaer ™~ 10-".

We also calculated the relative errors in the photoionization
rates when the radiation field is attenuated purely by He 1. These
are shown in the bottom panel of Fig. Al. For species with
Enresn < 100 eV, the errors are below 20 percent. Larger errors
are seen for species with higher threshold energies and mostly in
the strongly shielded regime (Sexae; < 1073). However, species with
such high ionization energies are unlikely to be found in shielded
gas.

The errors in the optically thick photoionization rates shown
in Fig. Al were calculated for absorption purely by H, or He .
However, in practice, the radiation will typically be absorbed by
a combination of the four species that we consider in Section 3,
including H1 and He1, which we treat exactly. Therefore, Fig. Al
represents upper limits on the actual errors.

APPENDIX B: H, SELF-SHIELDING FUNCTION

In this section, we look at the accuracy of the H, self-shielding
function that we use, as described in Section 3.2, by comparing it to
the ratio of the optically thick to optically thin H, photodissociation
rates predicted by cLoupy as a function of H, column density. We
consider a plane-parallel slab of gas with primordial abundances
that is illuminated from one side by the Black (1987) interstellar
radiation field.

Fig. B1 shows the suppression factor of the H, photodissociation
rate due to self-shielding, Siﬁ-, plotted against H, column density
for five different temperatures in the range 100K < T < 5000 K
(shown in the different rows). The left-hand panels were calculated
using purely thermal Doppler broadening, while the right-hand
panels include turbulence with a Doppler broadening parameter
bu = 7.1kms~!. The black circles show the results from cLouDy,
while the coloured curves show different analytic approximations to
the H, self-shielding function. The yellow dot—dashed curves show
the self-shielding function from Draine & Bertoldi (1996, DB96),
as given in equation (3.11) with wy, = 0.035 and o = 2, and the
blue dotted curves show the suggested modification to this function
given by Wolcott-Green et al. (2011, WG11), with o = 1.1. We
see that, in the absence of turbulence, the WGI11 function gives
weaker self-shielding than the DB96 function at intermediate col-
umn densities (10° cm™2 < Ny, < 107 cm™2), by up to a factor
of ~6. However, both of these functions underestimate the strength
of the self-shielding in cold gas compared to cLouDy. For example,
at 100 K, the value of S::]zf predicted by cLoupy is a factor of ~3
lower than the DB96 and WGI11 functions at column densities
Ny, 2 107 cm=2.

To improve the agreement with cLoupy, we modified the self-
shielding function of Draine & Bertoldi (1996) as shown in equa-
tion (3.12), then we fitted the parameters wy, (T'), a(T) and N (T)
to the suppression factor S:;ff predicted by cLoupy as a function of
H, column density for each temperature separately, including only
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Figure B1. The ratio of the optically thick to optically thin H, photodisso-
ciation rates, Silzf, plotted against the Hy column density, N]_I2 , as predicted
by cLoupy (black circles), the self-shielding function of Draine & Bertoldi
(1996, DBY6; yellow dot—dashed curves), the self-shielding function of
Wolcott-Green et al. (2011, WG11; blue dotted curves), our self-shielding
function fitted to cLoupy at all temperatures (as given in equations 3.12—
3.15; red solid curves) and our self-shielding function fitted to cLoupy at
only 100 K (green dashed curves). Each row shows gas at different temper-
atures in the range 100 K < 7' < 5000 K. In the left-hand column, Doppler
broadening is purely thermal, while the right-hand column includes turbu-
lence with a Doppler broadening parameter of by, = 7.1kms™!. In the
absence of turbulence, the DB96 and WG11 functions overestimate S::fr
by up to a factor of ~3 at low temperatures, and they do not reproduce
the temperature dependence of Ssl:ff that is seen in cLoupy. Our best-fitting
self-shielding function agrees with cLoupy to within 30 per cent at 100 K
for Ny, < 102! cm~2, and at 5000 K it agrees to within 60 per cent for
Ny, < 10?0 cm~2. The agreement between our best-fitting self-shielding
function and cLoupy is poorer when turbulence is included, as it was fit-
ted to the purely thermal Doppler broadening case. However, the DB96
and WG11 functions overestimate Ssl:]zf in cold gas by a larger factor when
turbulence is included.

thermal broadening. To reproduce the temperature dependence of
Siff seen in cLouDY, we then fitted analytic formulae to these three
parameters as a function of temperature. These are given in equa-
tions (3.13)—(3.15).

Our best-fitting self-shielding function is shown by the red solid
curves in Fig. B1. In the absence of turbulence, this function agrees
with cLoupy to within 30 per cent at 7= 100 K for column densities
Ny, < 10*' cm~2, and to within 60 per cent at 7 = 5000 K for
N, < 10%cm—2.

To highlight the temperature dependence of S:;,zf, we also show
our best-fitting function using the parameters wy,(T), o(T) and
Nei(T) fixed at T = 100 K. These are indicated by the green dashed
curves in Fig. B1. This represents the self-shielding function that we
would get if we only fitted equation (3.12) at 100 K. Note that the
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green curves in each panel of Fig. B1 are not identical as they use the
thermal Doppler broadening parameter for the given temperature.

Comparing the red and the green curves in Fig. B1, we see that
the self-shielding is weaker at temperatures 500K < 7' < 3000 K
when we use our full temperature-dependent function (red curves),
compared to the function fitted only at 100 K (green curves). This
agrees with the trend seen by Wolcott-Green et al. (2011). However,
at T = 5000 K, the shape of the self-shielding function changes,
and it becomes steeper than at lower temperatures for high column
densities. This results in stronger self-shielding at Ny, > 10! cm—2
compared to the fit at 100 K.

Our self-shielding function was fitted to the predictions from
cLoupy for gas with purely thermal Doppler broadening. To confirm
that our best-fitting self-shielding function is also valid for turbulent
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gas, we repeated this comparison for gas that includes a turbulent
Doppler broadening parameter by, = 7.1 kms~!. This comparison
is shown in the right-hand panels of Fig. B1.

When we include turbulence, the agreement between our best-
fitting self-shielding function and cLouby is poorer. For example, at
100K, we overestimate S::lzf by up to 90 per cent compared to CLOUDY
for 10" cm™2 < N, < 10%° cm~2. However, this agreement is still
much better than that between cLouby and the DB96 and WG11
functions. For example, in the same range of column densities, the
WGT11 function overestimates S:;ff by up to an order of magnitude
at 100 K.
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