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Forewords

The need for effective approaches to carbon
dioxide (CO2) from the atmosphere (or ‘CDR’)
has become an important part of climate
policy for nations to meet their net zero
climate targets. With global deployment of
CDR the order 10‒20 billions of tonnes CO2

per year by mid-century. CDR includes a
range of technologies, such as direct air
capture, blue carbon, biochar, and
afforestation. One particular pathway
gaining increasing attention is geochemical
CDR, which uses alkaline minerals to
remove and store CO2. Research suggests
geochemical CDR technologies could make
substantial contributions to CDR over the
coming decades, possibly scaling to billions
of tonnes CO2 per year. However, important
challenges remain for their safe and
effective deployment. Regulatory hurdles
and limited demand could potentially
impede the large-scale deployment of
geochemical CDR, and robust methods of
monitoring, reporting, and verification are
required. This is particularly important for
industry and regulators who will need to
develop confidence in robust certification
and viable business models to accelerate
widely implementation of these
approaches.

This report was coordinated by researchers
as part of the Industrial Decarbonisation
Research and Innovation Centre (IDRIC,
http://www.idric.org). Based in the UK and
launched in 2021, IDRIC is a key player
pioneering whole system decarbonisation
solutions, providing evidence on their
effectiveness to industry and policymakers.
It is doing this by accelerating the green

industrial revolution through collaboration
with over 200 partners and stakeholders.
These include academic institutions,
industry, community representatives and
policymakers who are all striving to address
urgent innovation priorities. IDRIC is part of
the UK Industrial Decarbonisation
Challenge and funded by the UK Research
and Innovation (UKRI). The Challenge
provides £210 million, matched by £261
million from industry, to enable the delivery
of a wide range of projects to ensure four
decarbonised clusters by 2030 and one
net-zero industrial cluster by 2040.

Collaboration among experts from various
fields will be essential for the international
validation, verification, and enhancement
of geochemical CDR. This guide's aim is to
provide a tangible resource that bridges
theory and practice, offering tools to
support the ongoing efforts to counteract
the impacts of climate change. I am
confident that this guide represents a key
step to accelerate the pace and scale of
deployment of geochemical CDR to meet
our global climate targets.

Prof.MercedesMaroto-Valer, FRSE
Director for the Industrial Decarbonisation Research
and Innovation Centre
Heriot-Watt University, Edinburgh, United Kingdom,
September 2023

The inspiration behind this document was
initially in response to the numerous
enquiries we often receive from industry on
suitable methods of accounting for carbon
dioxide removal in alkaline wastematerials.
While we were putting together this report,
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it became increasingly clear that this
information is required for all
geochemical-based carbon dioxide removal
approaches, particularly to support the
ongoing work in developing robustmethods
of monitoring, reporting, and verification.
As such, the scope of the document was
expanded to cover a wide range of
measurement approaches. While this is not
exhaustive, we believe that this is the most
comprehensive account of collated
measurement techniques for geochemical
CDR (as standard operating procedures,
SOPs). These SOPs are intended to offer
guidance for specialists both in academia
and industry, encompassing sampling of
solids and liquids, analysis of physical
characteristics of alkaline materials,
determination of elemental composition,
examination of mineralogy, quantification
of stored mineralised CO2, and
measurement of alkalinity generation in
waters/solutions. These SOPs are designed
to provide general methods while
highlighting potential pitfalls, offering a
practical foundation for measurement
activities in the realm of geochemical CDR.

We hope that this 1st Edition, which we have
made freely available to the community, will
be further developed and improved in
response to the needs of the geochemical
CDR field. We are eternally grateful to our
co-authors who have brought diverse
expertise in geochemical CDR to this project
and have made outstanding contributions
to the document, without whom this report
would not have been possible. We welcome
anyone from the community who has
comments or thoughts on this Edition, or
who would like to contribute to further
editions, to contact us.

Prof. Phil Renforth andDr James Campbell
Lead Authors
Heriot-Watt University, Edinburgh, United Kingdom,
September 2023

Interest, research, and investment in
geochemical carbon dioxide removal (CDR)
is accelerating rapidly. Effective deployment
of CDR will require rigorous measurement,
reporting, and verification (MRV), but much
work remains to ensure that geochemical
measurements are used effectively. We are
excited by the release of the first edition of
“Measurements in Geochemical Carbon
Dioxide Removal”, which provides a timely
synthesis of technical best practices and is
freely accessible to the public.

Although the field of CDR as a whole is still
nascent, a handful of resources have been
developed to help teach and guide the
science. The CDR Primer, for example,
provided a high-level synthesis of CDR
science across a range of pathways, creating
a shared knowledge base for scientists and
practitioners from different disciplines. We
see this new report serving a similar
function, but at a more detailed level,
providing a much-needed summary of
“what can we measure” and “how can we
measure it” for geochemical CDR. While it
might seem obviously useful, detailed
resources that fully connect the “what,” the
“why,” and the “how” of scientific
measurements are rare. Journal articles, for
example, often say what was measured, but
assume the reader knows about the
underlying analytical techniques.
Alternatively, they go into the details of a
measurement method but without giving
context for why it matters. This report
should serve as a resource for all members
of the geochemical CDR community,
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helping them learn about relevant
analytical techniques and make more
effective and informed decisions about
implementation and deployment.

Regardless of the CDR pathway, planning for
the future requires solid technical
foundations. By synthesising geochemical
measurement best practices, this resource
helps build that foundation for geochemical
CDR. We hope that “Measurements in
Geochemical Carbon Dioxide Removal” will
support the development and
implementation of rigorousMRV standards,
and that similar efforts might emerge
across other CDR pathways in the future.

DrTylerKukla, Freya Chay, andDr JeremyFreeman
CarbonPlan
September 2023
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Executive summary

Geochemical carbon dioxide removal (CDR) technologies capture and store carbon dioxide
(CO2) from the atmosphere using alkaline materials that are rich in calcium (Ca) and
magnesium (Mg). Alkaline materials include natural rocks such as basalt, industrial
by-products such as steel slag, or artificially generated and industrially produced materials
such as lime. Geochemical CDR technologies speed up the reactions of such materials with
air or other CO2-bearing gases, and convert the CO2 into solid carbonate minerals or
dissolved inorganic carbon in the ocean. Gigatonne (Gt) scale removal is potentially possible
with geochemical CDR owing to the abundant quantities of alkalinematerials, in addition to
durable carbon storage over thousands of years.

Interest in geochemical CDR has expanded considerably over the past 5 years, as
researchers and practitioners explore its feasibility. However, further research,
development, and deployment of geochemical CDR may be limited by a lack of robust and
standardised approaches to measurement. In this work, aspects of measurement in
geochemical CDR are considered with the objectives of i) accounting for carbon
accumulation in amaterial or solution, ii) assessing the capacity of thematerial to react with
CO2, iii) understanding how material properties may impact the speed of reaction with CO2,
iv) collecting sufficient information on a material to aid in the design of a reaction process,
and v) collecting sufficient information such that risks associated with a mineral can be
assessed. In order to help meet these objectives, materials properties must be collected via
analytical techniques.

Here we present guidance for the application of these analytical techniques in the form of
standard operating procedures (SOPs), tailored to meet the needs of geochemical CDR
projects. The collection of accurate data obtained through standardised methods could
facilitate project feasibility, design and operation, carbon accounting, and foster regulatory
confidence in the industry. Given the often-heterogeneous nature of alkalinematerials and
the range of technologies that might facilitate their reaction with CO2, this document is for
guidance only and the protocols should be adapted to suit the needs of the user. As the field
innovates, we anticipate updating this report with additional operating procedures, and
welcome such contributions to future editions.
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1. Introduction

Owing to the increasing concentration of atmospheric carbon dioxide (CO2) of
anthropogenic origin and its connection with climate change, there is a need for
technologies which can capture and store CO2 from the air (termed carbon dioxide removal,
CDR). There are several pathways for CDR including direct air capture (DAC), blue carbon,
biochar, afforestation, reforestation, soil carbon sequestration, and ocean fertilisation (Bui
and Mac Dowell, 2022; National Academies of Sciences, Engineering, and Medicine, 2021;
Wilcox et al., 2021).

Geochemical CDR refers primarily to those approaches which use abundant alkaline
minerals as part CO2 removal or storage (Campbell et al., 2022). These include ‘in situ’, ‘ex
situ’, and surficial CO2 mineralisation, enhanced weathering (EW) in soils, and ocean
alkalinity enhancement (OAE) (see Section 2 for a primer on geochemical CDR).
Geochemical CDR may also encompass forms of DAC that utilise alkaline materials such as
magnesia (McQueen et al., 2020), lime (Lackner et al., 2001) ormine tailings (Kelemen et al.,
2020) in a series of carbonation/calcination cycles to produce high concentration CO2 for use
or storage. Together, geochemical CDR technologies have the potential to remove and
permanently store large quantities of CO2 as carbonate minerals or dissolved ocean
bicarbonate (Maesano et al., 2022).

Over the next few decades, geochemical CDR technologies have the potential to grow from
(kilotonne) kt CO2 yr-1, toward (megatonne)Mt CO2 yr-1, and possibly to (gigatonne) Gt CO2 yr-1

removal (Maesano et al., 2022). However, for geochemical CDR, limiting factors for upscaling
may result from a lack of demand, or from prohibitive regulation (e.g., OAE), rather than
technological barriers or material scarcity. Addressing both demand and regulatory
progress requires robust measurement, verification, and reporting (MRV) frameworks, as
also highlighted in a recent “CDR Knowledge Gap Database” (Frontier, 2022). Buyers (be it
public or private) should be satisfied that carbon credits purchased from geochemical CDR
companies provide durable, net greenhouse gas (GHG) removals, and that any negative
externalities (and co-benefits) are well understood.

Although recent work considers MRV for soil EW (PuroEarth, 2022; Wolf et al., 2023), in situ
(subsurface) CO2 mineralisation (Ratouis, 2022), CO2 mineralisation in concrete (Verified
Carbon Standard, 2019), DAC (Pretorius, 2022), and best practice guides for OAE research (Ho
et al., 2023), there is a need for a reference document which specifically discusses
measurement aspects relevant toMRV frameworks.

To address part of this gap, aspects of measurement relevant to geochemical CDR are
extensively covered with the goal of providing a reference guide to geochemical CDR
measurement. It is intended that this volume will provide new specialists (both in industry
and academia) with the tools to be able to construct systems of measurement for
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geochemical CDR experiments or field trials. Specifically, we consider the following, aided by
‘standard operating procedures’ (SOPs):

1. Sampling of solids and liquids.
2. Physical characteristics of solid alkaline materials, e.g., porosity (SOP 1), particle size

(SOP 12) and surface area (SOP 13), which are needed to assess rates of reactionwith
CO2.

3. Elemental composition, e.g., cation measurement, which is necessary to understand
themaximumpotential of the feedstock to capture and store CO2 (SOP 2‒5, and 11).

4. Mineralogy ‒ which is useful for understanding the rate of reaction of the feedstock
and identifying the types and stability of carbonatemineral products (SOP 6‒8).

5. Quantification of the stored mineralised CO2 which may be crucial in determining or
proving the total CO2 that has been captured and stored (SOP 9‒11).

6. Measurement of waters/solutions for determination of alkalinity generation and thus
potential for CO2 capture and storage in the form of dissolved bicarbonate (SOP 3‒5
and 14‒16) or the contribution of a range of other anions (SOP 17).

SOPs are procedures specific to an operation that describe the activities necessary to
complete tasks in accordancewith industry regulations, provincial laws, or within a business
or organisation. Many of the SOPs provided in this document have been used for decades,
but have been tailored to meet the needs of geochemical CDR. Further, these SOPs have, in
some cases, been updated to include the accumulated experience of the authors and any
recent advances and state of the art instrumentation. Although the SOPs take the analyst
through the entire analytical procedure, they are not instrument specific. Thus, the exact
procedures usedwill differ between instruments. Furthermore, sample preparationwill also
differ depending on the nature of the material. For example, potential asbestos-hosting
materialsmay need special sampling and preparationmethods for safety purposes.

The main purpose of the SOPs in this document is to provide guidance on geochemical CDR
measurements while highlighting potential pitfalls. To achieve this, the SOPs are not overly
prescriptive. In addition to the SOPs, we contextualise measurements relevant to
geochemical CDR, including carbon accounting, life cycle assessment (LCA), and sampling.
The SOPs provided here are the first attempt to provide measurement advice and will be
updated and refined over time, particularly in response to evolving experience and demand
of the emerging geochemical CDR industry. The international validation, verification, and
updating of these SOPs will require collaboration from a number of experts working in
different fields.

Although this document is focussed on CDR i.e., CO2 that has been captured directly, or
indirectly (e.g., DAC), from air, the SOPs may also be relevant for permanent storage of CO2

that would otherwise be emitted (emissions reduction) e.g., mineralisation of CO2 fromflue
gases into alkaline materials. Many of the SOPs contained in this document are applicable to
geochemical CDR technologies generally (e.g., carbon mineralisation, EW, OAE, some DAC
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processes) as described in the primer (see Section 2). However, subsurface (in situ) CO2

mineralisation is only briefly considered in this document. For in situ CO2 mineralisation, a
combination of reactive and non-reactive tracers, mass balances, and geochemical
modelling, rather than frequent physical sampling, are likely to dominate measurement
activity (Matter et al., 2016). Thus, this document is predominantly designed for geochemical
CDR technologies taking place at the Earth’s surface.

1.1 How to use this document

This document provides an overview of geochemical CDR approaches (Section 2) and how
these are considered within MRV protocols (Section 3). An introduction tomaterials and site
investigation is also provided (Section 4), and those objectives that relate to geochemical
measurements are expanded upon (Sections 5, 6 and 7). SOPs are included within the
Supplementary Information but are summarised in Figure 1.

Figure 1. An overview of geochemical CDR measurement SOPs and how these relate to the objectives of a site or

material investigation (see Section 4 for an overview of objectives).
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2. Geochemical CDRprimer

2.1 Introduction

Geochemical CDR is a group of technologies that remove CO2 from air, directly or indirectly,
using (large) quantities of alkaline (Ca- and Mg-rich) materials which include natural
alkaline rocks (e.g., peridotite, basalt, or limestone), or artificial materials such as industrial
by-products and wastes (e.g., mine tailings and slags), or tailored alkaline materials (e.g.,
lime). These technologies include in situ, ex situ, and surficial CO2mineralisation (see Figure
2), where CO2 is stored as solid carbonate minerals; OAE, where CO2 is stored as dissolved
ocean bicarbonate; and EW, where CO2 can be stored as dissolved bicarbonate (in the ocean,
eventually), but also as carbonate minerals in soil. Geochemical CDR may also encompass
some forms of DAC (e.g., those that use ambient carbonation of solid alkalinematerials).

In carbonate mineral formation (e.g., Eq. 1), in theory, 1mole of CO2 can be removed for every
1 mole of alkaline metal, creating one molecule of a highly stable carbonate mineral with
storage times on the order of >106 years.

Eq. 1𝑀𝑔
2
𝑆𝑖𝑂

4(𝑠)
+ 2𝐶𝑂

2(𝑔)
→ 2𝑀𝑔𝐶𝑂

3(𝑠)
+ 𝑆𝑖𝑂

2(𝑠)

For bicarbonate creation (e.g., Eq. 2), in theory, 2 moles of CO2 can be removed for every
alkaline cation (and one mole for each alkali cation, e.g., Na), with storage times on the order
of 104 to 105years.

Eq. 2𝑀𝑔
2
𝑆𝑖𝑂

4(𝑠)
+ 4𝐶𝑂

2(𝑔)
+ 4𝐻

2
𝑂

(𝑙)
→  2𝑀𝑔

(𝑎𝑞)
2+ + 4𝐻𝐶𝑂

3(𝑎𝑞)
− + 𝐻

4
𝑆𝑖𝑂

4(𝑎𝑞)

The longevity of the CO2 stored via geochemical CDR could be attractive to buyers of CO2

removal credits who are concerned about the durability of CO2 storage. MRV protocols for
CO2 mineralisation technologies ought to be more straightforward than for EW and OAE,
given that products are in their immobile solid form and unlikely to be highly dispersed in
the environment. Regardless, all geochemical CDR approaches will have their own unique
MRV challenges.

2.2 Resources

Natural alkaline rocks and minerals. A mineral is an inorganic solid with distinctive
composition, atomic structure, and physicochemical properties, whereas rocks are natural
assemblages of minerals. Natural alkalineminerals are often silicate-basedminerals, which
are rich in alkaline earth metal cations such as Ca and Mg. Other natural Mg- and Ca-rich
alkaline minerals may include carbonates and aluminosilicates, and less so oxides and
hydroxides. These minerals are found in alkaline rocks, including: (i) igneous rocks, such as
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basalt and peridotite, (ii) metamorphic rocks, such as serpentinite, and (iii) sedimentary
rocks such as limestone or dolomite. Basic igneous andmetamorphic rocks typically contain
15–28% MgO, 1–15% CaO, and 46–54% SiO2 (among other minor components), whereas
ultrabasic rocks typically contain 35–46% MgO, 5–15% CaO, and 42–48% SiO2 (Sen, 2014).
Rocks such as these are primarily mined and processed by the construction aggregates
industry, whose annual capacity exceeds 50 Gt (Sverdrup et al., 2017), suggesting that
marginal increases in production would be sufficient to reach the Mt CO2 yr.–1 scale using
geochemical CDR technologies.

Artificial alkaline materials can also be used for geochemical CDR. These typically include
wastes or by-products of industrial processes, such as landscaping or quarrying, or even
artificial materials tailored for specific industrial applications (Dijkstra et al., 2019). It is often
more appropriate to use ‘materials’ than ‘minerals’ as not all of these are crystalline. On a
global scale, it is estimated that 7 Gt of these alkaline material by-products and wastes are
produced annually, with a combined potential to capture and store 2.9–8.5 Gt CO2 yr.−1 by
2100 (Renforth, 2019). These materials generally have little commercial value and are often
deposited in managed heaps, submerged in ponds, or buried. While weathering takes place
slowly without intervention, most legacy deposits may be only partially reacted with CO2,
suggesting substantial potential for additional CO2 removal. For example, 40–140 years after
the deposition of a 30 Mt slag deposit in Consett, UK, only ∼3% of its CO2 sequestration
potential has been achieved (Mayes et al., 2018; Pullin et al., 2019). The reactivities of artificial
alkalinematerials are typically greater than naturalminerals, partly caused by larger surface
areas and higher crystal disorder (La Plante et al., 2021). These materials may be less
abundant than natural rocks and contain potentially toxic metals, limiting the applicability
of some materials to uncontrolled weathering in the open environment. Artificial materials
may also include tailored minerals, for example lime (CaO) and magnesia (MgO) which are
produced via the calcination of their respective carbonate rocks, i.e., limestone and dolomite.
These have even higher reactivities than slags and mine tailings and can be used in some
geochemical CDR approaches (Kheshgi, 1995; McQueen et al., 2020).

2.3 CO2mineralisation

Ex situ mineralisation. Ex situ CO2 mineralisation involves reaction of high surface area
alkaline materials with CO2-rich gases in reactors (Gerdemann et al., 2007; Lackner et al.,
1995). For this, alkaline material feedstocks are usually transported to a site of CO2

production. While ex situ processes could be integrated with existing sources of
concentrated CO2 (e.g., industry), co-deployment with DAC may also be possible. Lab and
pilot tests have been performed using crushed rocks rich in olivine (Kwon et al., 2011),
serpentine (Nduagu et al., 2012; Park and Fan, 2004; Wang and Maroto-Valer, 2011), and
wollastonite (Daval et al., 2009; Huijgen et al., 2006) as well as mine tailings (Bodénan et al.,
2014) and iron and steel slags (Yadav and Mehra, 2017). High temperatures and pressures,
high CO2 partial pressures, additives, and mechanical or heat activation are often needed to
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enhance the rate of reactionwith CO2 (Domingo et al., 2006; Fabian et al., 2010; Farhang et al.,
2019; Krevor and Lackner, 2011; Li et al., 2019; Li andHitch, 2018).

Figure 2. Schematic of threemain approaches for achieving CO2mineralisation.

Ex situ processes can be broadly categorised as either “direct” or “indirect.” Direct ex situ CO2

mineralisation occurs in one single step, as a gas-solid (Kwon et al., 2011; Liu et al., 2018) or
as a gas-liquid-solid process (Benhelal et al., 2019b; Li et al., 2019). Indirect ex situ CO2

mineralisation involves multiple steps, including the extraction of Mg and/or Ca from the
mineral feedstock, followed by reactionwith CO2. Multistep approaches usually involve some
pH swing using chemical reagents such as hydrochloric acid (Ferrufino et al., 2018; Lackner
et al., 1995), acetic acid (Kakizawa et al., 2001), ammonium salts (Highfield et al., 2012;Wang
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and Maroto-Valer, 2011), ammonia and brine (based on solvay process) (Huang et al., 2001),
or molten salt (MgCl2.nH2O) (Wendt et al., 1998). Direct mineralisation requires pure CO2 for
reaction (necessitating integration with DAC, or bioenergy with carbon capture and storage
(BECCS), or another process that directly or indirectly captures atmospheric CO2 for CDR),
whereas some indirect processes produce reactive alkaline hydroxides thatmay be suitable
for direct reaction with atmospheric CO2. Ex situ approaches can also produce useful
carbonated products (Fernández Bertos et al., 2004; Hills et al., 2020; Qiu, 2020).
Quantification of the stored CO2 for ex situ processes, which typically occur on a smaller
scale than other geochemical CDR technologies within closed reactors, should be relatively
straightforward by simple mass balances. Concrete curing type processesmay requiremore
involvedMRV protocols (Verified Carbon Standard, 2019).

In situ mineralisation. In situ CO2 mineralisation involves the injection of CO2 (as a gas, or
pre-dissolved in water) into subsurface alkaline geological rock formations such as basalt or
peridotite, where the CO2 reacts with alkaline earth metal cations (namely Mg2+, Ca2+, Fe2+),
forming stable carbonate minerals (Kelemen et al., 2020; Kelemen and Matter, 2008;
Ratouis, 2022). In situ CO2 mineralisation requires careful site selection, monitoring, and
engineering to ensure that the injected CO2 remains trapped in mineral form and does not
lead to unintended environmental or geological consequences. Drill cores can be used to
obtain physical solid samples. However, relatively small amounts of carbonateminerals are
precipitated compared to the surrounding rock formation, limiting the representativeness
of physical sampling. Geochemical monitoring can be achieved by installing sensors within
boreholes that can offer real-time data on various parameters such as pressure,
temperature, and chemical composition. Tracer techniques involve injecting a known
quantity of a traceable substance alongwith the CO2 during the injection process. As the CO2

reacts with minerals and forms carbonates, the tracer substance's movement and
distribution can be tracked. This helps researchers determine the extent of CO2 spread, the
reaction rates, and the overall progress of CO2 mineralisation. Tracers may be reactive such
as Ca isotopes, or 14CO2 (radiocarbon), or non-reactive tracers (e.g., SF6) (Matter et al., 2016).
For example, certain Ca-isotope ratios rapidly increase with pH and calcite saturation state,
indicating calcite precipitation. Geophysical methods involve using various techniques to
measure changes in the physical properties of the storage site, which can provide valuable
information about the behaviour of stored CO2. For example, seismic surveys use sound
waves to create images of subsurface structures, helping to track the movement and
distribution of CO2 within the geological formations. Gravity measurements can detect
changes in the density of rocks due to CO2 injection andmineralisation, offering insight into
the extent of carbonation. Remote sensing can help monitor surface deformation,
temperature changes, and even chemical interactions between the stored CO2 and the
geological formations. These satellite-based observations contribute to the overall
understanding of the carbonation process over larger spatial scales. The aforementioned
approaches to monitoring can provide real physical data that can be fed into computational
models to simulate the complex interactions between CO2, minerals, and fluids within the

13



geological formations. These models integrate geological, hydrological, and geochemical
data to predict how the stored CO2 will evolve over time. They assist in estimating reaction
rates, potential migration pathways, and the long-term stability of mineralised carbon.
Model predictions can then be compared to real-world monitoring data for validation and
refinement.

Surficial mineralisation. This form ofmineralisation involves reaction of air, or CO2-bearing
gases or fluids, with high surface area natural alkaline rocks, mine tailings or other alkaline
industrial by-products/wastes, in large piles, heaps, or in controlled spaces such as closed
ponds or greenhouses, forming carbonate minerals. Surficial processes occur more slowly
than ex situ processes and they generally require less intensive reaction conditions, with
carbon removal occurring over weeks to months, rather than minutes or hours. Surficial
approaches allow minerals to be carbonated near to their site of mining (natural rocks) or
production (artificial materials), thus reducing mineral transportation costs. Like ex situ
approaches, surficial approaches enable the sale of the carbonated materials, for example,
as aggregates for the building and construction sector (Huntzinger et al., 2009a; Huntzinger,
et al., 2009b; Liu et al., 2021). One surficial methodwas investigated by (Myers andNakagaki,
2020) who proposed a gas-solid reaction of crushed basalt, or slag, spread thinly in vertical
tiers in a greenhouse. Solar panels drive fans which continuously supply fresh air over the
layers of material and trays of water provide the necessary humidity. Other surficial
approaches have investigated carbonation of existing mafic and ultramafic mine tailings
(Kelemen et al., 2020; Mervine et al., 2017, 2018; Power et al., 2010, 2013, 2020; Wilson et al.,
2014) and industrial wastes such as slag (Stolaroff et al., 2005). In general, most industrial
wastes and by-products present certain advantages for surficial mineral carbonation due to
their wide availability, relatively low cost, and good reactivity (Renforth, 2019). CO2

availability is often the limiting factor in ambient weathering of mine tailings and other
industrial alkaline wastes (Pullin et al., 2019; Wilson et al., 2009). Therefore, increasing the
CO2 supply in surficial processes using DAC to provide a more concentrated stream of CO2

(e.g., 1–10 %) could lower overall costs compared to reliance on ambient air (Kelemen et al.,
2020). [While higher purity CO2 could theoretically be used, significant losses could occur in
open systems]. The availability of humidity in the air could also be limiting in some cases,
with some studies quoting a minimum requirement of 55–60% relative humidity required
for carbonation reactions to take place (Erans et al., 2020; Samari et al., 2020). Surficial
mineral carbonation of anthropogenic waste materials may serve a dual purpose, since
waste management can be materialised (via a reduction in liability associated with
hazardous materials) in addition to CO2 removal. This may be achievable at greater scale,
and lower cost, compared to ex situ approaches. Carbonation reduces the pH of these
wastes, and potentially reduces the mobility of toxicmetals (Mayes et al., 2008) and destroys
(and potentially encapsulates) some of the hazardous asbestiformminerals of relevantmine
tailings (Bobicki et al., 2012). Measurement work related to surficial mineralisation is slowly
emerging based on standard analytical techniques as well as some more novel approaches
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(Knapp et al., 2023; MacDonald et al., 2023; Mayes et al., 2018; Turvey et al., 2017;Wilson et al.,
2006).

2.4 Enhancedweathering in soils

Over the past two decades, research on EW has grown exponentially (Minx et al., 2017). The
body of literature encompasses several mesocosms (Amann et al., 2020; Buckingham et al.,
2022; Haque et al., 2019; Jariwala et al., 2022; Reershemius et al., 2023; ten Berge et al., 2012;
Vienne et al., 2022), laboratory (Renforth et al., 2015; Renforth and Manning, 2011) and
modelling (Beerling et al., 2020; Cipolla et al., 2021; Kantzas et al., 2022; Kanzaki et al., 2022;
Strefler et al., 2018; Taylor et al., 2017) studies. However, these studies report varied results
for the weathering rate of different minerals, and in consequence, broad estimations on the
CO2 sequestration potential (Larkin et al., 2022).

There are currently ongoing and planned field trials (Bijma et al., 2021; Haque et al., 2020;
Vink et al., 2022), which aim to test the feasibility of EW and develop MRV protocols. For
example, inorganic carbon uptake via EW can be assessed by measuring the alkalinity
content in soil pore solution for smaller-scale trials, and alkalinity runoff to the catchment
area for large-scale deployments. However, frequent alkalinity sampling and analyses can
be expensive and time consuming. It has been suggested that electrical conductivity could
be a good predictor for alkalinity, simplifying the monitoring process (Amann and
Hartmann, 2022). Nevertheless, to successfully calibrate these two variables, a
comprehensive database for different combinations of soil type, climate, vegetation cover
and diversity, topography, and hydrology is needed. Other studies focus on determining the
physical and chemical properties of the rock used for EW by investigating aspects such as
mineralogy, particle size and surface area of the rock, and using 1D reactive transport
models of soil processes to simulate inorganic CDR potential via cation flux (Kemp et al.,
2022; Lewis et al., 2021). Zhang et al. (2022) suggest that a more realistic estimation of the
CDR potential of EW can be achieved by accounting for processes that occur in the drainage
waters, since the cations derived from weathering could potentially be precipitated in
drainage waters resulting in CO2 release into the atmosphere. Reershemius et al. (2023)
quantify weathering rates by focusing on mass-balancing within the soil, i.e., bymeasuring
the difference in feedstock concentration before and after weathering. Both the sampling
and the timescales of CO2 sequestration via EW can vary significantly depending on
site-specific conditions. As such, the MRV framework must report site and time specific
rates of feedstockweathering, while being cost effective andminimally invasive.

As well as investigating the rate of weathering and CO2 uptake, MRV protocols for EW should
also include monitoring the potential environmental impact, including the release of heavy
metals (Haque et al., 2020; ten Berge et al., 2012) and feedstock run-off into waterways which
can increase turbidity impacting aquatic ecosystems (Morgan, 1987; Pulido et al., 2012;Wyatt
and Stevenson, 2010).
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2.5 Ocean alkalinity enhancement

The ocean's carbonate system consists of dissolved inorganic carbon (DIC) species, including
carbon dioxide (CO2(aq)), bicarbonate ions (HCO3

-), and carbonate (CO3
2-) ions, which exist in

equilibrium with one another. By adding alkali or alkaline substances, this equilibrium can
be shifted from CO2(aq) towards bicarbonate and carbonate ions, thus enabling further CO2

drawdown from the atmosphere (Renforth and Henderson, 2017). This process is referred to
as ocean alkalinisation or OAE. There are several different substances that can be added to
the ocean to achieve OAE: i. sodium hydroxide (NaOH(aq)) ‒ produced by electrochemical
splitting of brines (de Lannoy et al., 2018), ii. lime (CaO(s)), slaked lime (Ca(OH)2(s)), and brucite
(Mg(OH)2(s)) ‒ produced by mining, grinding and calcination of limestone and dolomite
(Kheshgi, 1995; Renforth et al., 2013), iii. ikaite (CaCO3.6H2O) ‒ produced by hydration of
limestone (Renforth et al., 2022), iv. mined and crushed natural minerals such as olivine
which are added to high energy beaches and coastal shelves where they undergoweathering
(Hangx and Spiers, 2009). Other methods include acceleratedweathering of limestone (Rau
et al., 2007). OAE pathways are summarised in Figure 3.

Figure 3. Summary of OAE approaches where each coloured arrow represents a different pathway (adapted from
Eisaman et al. (2023)).

While this document is relevant for the analysis of OAE approaches, a comprehensive best
practice guide for measurement of the ocean carbonate system has already been produced
for ocean acidification research (Dickson et al., 2007), a recent review of OAEwas included in
a consensus report (National Academies of Sciences, Engineering, andMedicine, 2021), and
a best practice guide is being developed for research in this field (Oschlies et al., 2023).

16



3.Monitoring, reporting, and verification

3.1 Introduction

Principles. Monitoring, reporting, and verification, sometimes referred to asmeasurement,
reporting, and verification and popularly known as MRV, is an evolving and contested term.
Broadly, it refers to processes for measuring GHG emissions reduction or removal activities
and reporting the results of those activities to regulators, market participants, or other
institutions or stakeholders, for example communities local to where the activities being
measured are taking place. Various actors have proposed a range of principles or criteria for
what effective CDR practices should achieve. Again, this is an evolving area of debate, but
there is broad agreement and well-grounded arguments for carbon removal operations to
assess:

Life cycle carbon emissions or carbon penalty: Effective CDR approaches must
remove more CO2 from the atmosphere than the carbon dioxide equivalent
(CO2eq) they release during all steps of their setup, operation, and
decommissioning.

Additionality: Determination of human-induced atmospheric CO2 drawdown
resulting from a given operation, against a counterfactual scenario without
human involvement.

Durability:Approximate duration of carbon storage, post operation.

Leakage: Assessment of reversal of stored carbon to be re-released into the
atmosphere as CO2, during operation. For geochemical CDR, leakage can
occur when dissolved bicarbonate is removed from solution through
carbonate precipitation, or if dissolved bicarbonate or precipitated carbonate
minerals interact with strong acids.

Environmental impacts: Assessment of the positive and negative impacts on
the surrounding environment as a result of an operation.

Social and community impacts: Evaluation of both positive and negative social,
economic, and public health impacts of an operation that can affect local
communities.

Importance of confidence in MRV. The role of MRV in geochemical CDR serves to establish
net GHG negativity for any given carbon removal project using state-of-the-art techniques
underpinned by rigorous science, and to provide a framework for, and verification against, a
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set of standards and accepted practices in order to meet the needs of other stakeholders
across society, and to substantiate an overall societal benefit. MRV provides confidence to
private and/or public funders of CDR activities. Done well, MRV can address concerns about
the efficiency of geochemical CDR approaches and their capacity for safely and durably
removing atmospheric CO2. Public trust is essential in scaling up CDR, and while previous
disputes (Greenfield, 2023) surrounding carbon credits may not be directly applicable to
geochemical processes, as a novel approach to drawing down CO2 from the atmosphere,
commercialisation of geochemical CDR projects is still reliant on proving itself credible.

Geochemical CDR activities are expected to be funded initially through voluntary carbon
markets, and eventually through compliance markets and government procurement
(Maesano et al., 2022), where the unit of sale is one carbon credit, represented by 1 metric
tonne of carbon dioxide equivalent (CO2eq). Thus, projects need to determine costs per tonne
of atmospheric CO2 removed, requiring reliable quantification to properly assess the overall
net negativity of a project, accounting for the parameters described above. This
quantification must be externally verified and certified in order to qualify for purchase by
the majority of buyers of carbon credits. From a legal perspective, MRV is also essential as
buyers of carbon removal credits are transferring carbon liability to the removal
operator/developer.

Though MRV is necessary to support geochemical CDR as a growing industry, its application
in the field is not straightforward. The group of stakeholders involved in creating, validating,
verifying, and certifying carbon credits is large and varied, while the details of the process
can be obscure and even the terms ‘monitoring’ or ‘measurement’, ‘reporting’, and
‘verification’ can mean different things to different stakeholders. Further confusion can
arise when ‘measurement’ refers to modelled results, or ongoing monitoring, rather than
discretemeasurement activities.

Beyond the quantification itself, embedded into theMRV process is adherence to standards,
ensuring the quality and validity of a removal project. Such qualitymetrics include durability
of carbon storage and additionality of the removal activity, but also bounds on
environmental and social impacts. Ideally, an additional level of governance, one that sits
outside of the carbon credit value chain, sets these standards and addresses accounting
challenges.

This section seeks to introduce MRV, as well as highlight the carbon accounting practices
that are necessary for CDR measurement. Reporting and verification will be discussed only
briefly to provide context. As this document focuses on geochemical CO2 removal, this
chapter assumes that carbon removal credits are derived from such processes and therefore
does not consider carbon credits derived from avoidance or reduction activities, nor does it
consider potential nuances of other forms of CDR. Discussion of both standards for quality,
as well as the market mechanisms of purchasing and trading carbon credits or offsets, are
outside the scope of this report.
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3.2 Fromcarbon removal to carbon credits

MRV is the means by which excess atmospheric CO2 transitions to a commoditized product.
In general, creating carbon credits requires a multi-step process tomeasure,model, and/or
monitor the total amount of CO2eq that is removed over a period of time, report these
findings, and finally, have them verified by an accredited third party before obtaining
certified carbon credits. This process has been developed through the voluntary carbon
market (World Bank, 2022) for carbon credits that relate primarily to emissions reduction,
not removal (Lovell, 2010), and is now being applied across CDR (Arcusa and
Sprenkle-Hyppolite, 2022). MRV for geochemical CDR is expected to follow a similar
procedure.

A high-level depiction of the carbon crediting process is given in Figure 4. Once a CDR
developer is confident their process can quantifiably remove CO2, independent assessment
is required to validate their process, verify, and certify the credits. This independent
assessment is conducted primarily through the use ofmethodologies, which are documents
that lay out requirements and procedures to establish boundaries for the project, assess
baselines, and determine additionality, as well as to quantify movement of CO2 and lay out
which parameters need to be measured and how they should be reported. Through the
development of methodologies, the methodology proponent is challenged to demonstrate
the parameters, criteria, and operations theywill use to calculate removals for their process,
as well as how it complies with accepted standards and practices. These methodologies are
usually specific to a particular type of project and are essentially guides for how, and under
which conditions, to conduct certain types of carbon removal operations.

The full MRV process can be lengthy and goes beyond CO2 measurement. Even the creation
of methodologies involvesmultiple parties across theMRV process chain as shown in Figure
4. Methodologies must be validated by an accredited validation and verification body (VVB)
before projects proceed with operations in order to ensure that the methodology ‒ and any
projects that use it ‒ adhere to best practices and environmental standards. A VVB is also
needed to verify that the methodology was followed during and after operations, and in
some cases to scientifically corroborate quantitative results with additionalmeasurements.
Once verified, a certifying body is then able to issue a specific number of credits
corresponding to the tonnage of net CO2 removed. Credits can then be listed on a registry,
allowing them to be sold.
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Figure 4. High level overview of the steps required to create carbon removal credits from a CDR process.
Methodologies are created to provide a how-to guide for the entire carbon removal operation, ideally according
to accepted standards. Methodologies must be validated by an external party before it is implemented and
carbon removal takes place. External parties are also required to verify that the methodology, and all protocols
within, have been complied with, at which point credits can be certified and registered for sale.

It is tempting to think of MRV as a process that starts with quantitativemeasurement, flows
into reporting of those measurements, and endswith a verification of thosemeasurements,
as the name implies. However, MRV is doing several things: Ensuring technical aspects are
up to date and acceptable in practice, ensuring adhesion to standards, ensuring compliance
with local laws, assessing baselines and additionality, defining measurement procedures,
tolerances, and uncertainties, defining monitoring procedures and timelines, as well as
establishing reporting and data requirements. While arduous, project compliance with the
overall MRV procedure is important in order to establish trust and to safeguard against
potential risks and unforeseen issues. While still new, there are a handful of emerging
methodologies that cover geochemical processes, such as CO2 mineralisation in concrete
(Verified Carbon Standard, 2019), enhanced weathering (PuroEarth, 2022) and more are
expected as new companies begin to implement geochemical CDR for the purpose of
generating carbon credits.

It is, indeed, the quantity of net CO2 removed that matters most in the context of keeping
within climate change targets. But in order for a CDR project to confer an overall net benefit
to communities, and to effectively operate under the inherent uncertainty associated with
deployment conditions and other limiting factors, the measurement, reporting, and
verification steps all need to fall within a wider procedure, one that also ensures
environmental and human safety.

Given that the MRV process contains so many opportunities for uncertainties to propagate
(CarbonPlan, 2022), robust and accurate measurements are important. As science and
technology advances, MRV methodologies will need to be continually reviewed and updated.
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This document is focused on the current state of the art of measurement techniques used
within geochemical CDR, as well as relevant carbon accounting practices, that are
embedded into methodologies. MRV for carbon reduction, and particularly removal
ventures, is a complicated and evolving process withmany degrees of freedom. However, for
some geochemical processes, it is possible to have a clear understanding of how CO2 is
drawn down and stored, and quantificationmay be reassuringly straightforward.

3.3 Carbon accounting

Carbon accounting is the means by which quantities of removed CO2 are balanced against
any GHG emissions that occurred as a result of implementing the removal process. A
generic approach to carbon accounting in geochemical CDR would include the following
steps:

1. Full LCA to quantify the CO2eq that is emitted by the CDR operation, including the
emissions arising after its lifespan (e.g., during decommissioning and future
monitoring activities).

2. Robust assessment of baseline carbon removal to support assessments of
additionality, and CO2 drawdown rates as a function of time.

3. Ensure that the durability of the storage and the associated leakages are those
considered in project planning and the LCA, in order to ensure no additional carbon
emissions will enter the atmosphere during the lifespan of the geochemical CDR
activity.

There is a need for standardised practices for both qualitative and quantitative
measurements to enable companies and regulators to determine the amount of CO2 that
has been captured and stably stored asminerals. There will be losses in the supply chain and
uncertainty limits and tolerances need to be defined.

For a geochemical CDR activity to be net negative, i.e., remove more carbon than it emits
during its life cycle, the amount of CO2eq that is removed and stored and/or avoidedmust be
larger than the amount of CO2eq that is emitted from its full supply chain (Eq. 3). For
geochemical CDR activities, the main focus is the CO2eq stored component, which is the
amount of carbon that is removed from the atmosphere and stored as solidminerals and/or
dissolved ocean bicarbonate. This is in contrast to the avoided emissions components, which
are the amounts of (additional) fossil carbon that are prevented from entering the
atmosphere in the first place.

It is possible for a CDR activity to also result in avoided emissions, and therefore both carbon
removal and avoidance should be accounted for, though separately. However, in both
removal and avoidance cases the life cycle carbon emissions, along with other emissions
that are attributed to the entire lifespan of the geochemical CDR activity (see Section 5)
should be accurately quantified and accounted for.
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The total impact on atmospheric CO2 concentrations can be defined as:

Eq. 3𝐸
𝑡𝑜𝑡𝑎𝑙

 = [ 𝐸
𝑟𝑒𝑚𝑜𝑣𝑒𝑑

+ 𝐸
𝑎𝑣𝑜𝑖𝑑𝑒𝑑

− 𝐸
𝐿𝐶

] 

where

● Etotal = net CO2eq removed and/or avoided, which is the amount of all GHG emissions
that have been removed and/or avoided and permanently stored by the mineral
carbonation activity.

● Eremoved = CO2eq removed from the atmosphere and stored as new stable carbonate
minerals and dissolved forms such as carbonate alkalinity.

● Eavoided = CO2eq prevented from entering the atmosphere as a result of the activity
(certified emissions reductions).

● ELC = life cycle carbon emissions generated from all activities undertaken during and
after the lifespan of the carbonation activity.

All terms are expressed inmass units, e.g., t CO2eq.

When presenting the values from Eq. 3, it is important to distinguish between Eremoved and
Eavoided (both should be reported) given that they pertain to separate climate targets (Wilcox et
al., 2021). Calculating Eremoved usually begins with estimating the uptake potential (‘Cpot’
mineral carbonate and ‘Epot’ bicarbonate, see Section 6, Eq. 5 and 6) of the material under
study, which is the theoretical amount of carbon that the material (minerals) can store per
unit of mass before reaction with CO2. This value must be adjusted based on efficiency,
taking into account the inefficiencies of the engineering system under study, as well as any
physical and chemical limitations that affect reaction rates. The amount of carbon that
might be lost in the short-term (e.g., shortly after carbonatemineral or alkalinity formation,
some CO2 might be re-emitted to the atmosphere) must be subtracted to account for
possible losses, aka leakage (Eq. 4).Xpot (=Cpot or Epot), as well as any losses (e.g., CO2 evasion in
drainage waters), can be estimated using the SOPs described in this document and will not
be elaborated on in this section. How measurement systems are employed to estimate
efficiency (conversion extent) is beyond the scope of this document.

Eq. 4𝐸
𝑟𝑒𝑚𝑜𝑣𝑒𝑑/𝑎𝑣𝑜𝑖𝑑𝑒𝑑

= [ 𝑋
𝑝𝑜𝑡

* 𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝑒𝑥𝑡𝑒𝑛𝑡] − 𝐿𝑜𝑠𝑠𝑒𝑠 (𝑎𝑘𝑎 𝑙𝑒𝑎𝑘𝑎𝑔𝑒)

Time dependence of the carbonation or enhanced weathering potential of the proposed
feedstockminerals is also relevant in terms of determining a carbon credit.

Different protocols can be employed to quantify the CO2eq that is permanently removed
and/or avoided, as well as the life cycle emissions of the geochemical CDR activity (Table 1).
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Table 1. Summary of commonly used protocols for carbon accounting.

Protocol Description Reference

GHGProtocol Global standard framework jointly developed by theWorld Resources
Institute and the World Business Council for Sustainable
Development for quantifying and reporting greenhouse gas
emissions from the private or/and public sectors.

GHGProtocol (2023)

ISO 14064 Specifies the principles and requirements, at the organisation and
project levels, for GHG emissions quantification and reporting
guidelines on accounting and reporting.

ISO (2018b)

ISO 14067 Quantifies and reports GHG emissions at the product level. ISO (2018a)

ISO 14040 &
ISO 14044

The LCA methodology provides a systematic and robust analysis for
the quantification of the GHG emissions as well as of other
environmental impacts.

ISO (2006a, 2006b)

For estimating the life cycle carbon emissions (ELC) of the geochemical CDR activity and also
estimating the emissions reductions and removals, the GHG Protocol, which is a standard
for corporate accounting (quantification) and reporting of GHG emissions, can be used
(GHGProtocol, 2023). The GHG Protocol discerns emissions into three different Scopes.
Specifically, direct emissions produced from the CDR developer’s owned or controlled
sources are classified as Scope 1 and these include emissions from stationary and mobile
(vehicles) combustion, along with fugitive and process emissions. Indirect emissions, those
not produced by the CDR developer, can include those from energy purchases (electricity,
steam, heat/cooling), which fall under Scope 2 (only the emissions from energy generation
itself and not transmission and distribution losses and upstream emissions are considered,
i.e., generation-only emission factors are used). All other indirect emissions fromupstream
and downstream activities fall under Scope 3, which discerns between 15 categories such as
the emissions from capital goods and from fuel- and energy-related activities that are not
Included in Scope 1 or Scope 2 (GHGProtocol, 2023).

Alternatively, the ISO 14064 standard, which specifies principles and requirements for GHG
quantification and reporting at the organisation and project level and provides the
principles, requirements, and guidelines for validating and verifying the estimated GHG
emissions, can be used (ISO, 2018b). Although less extensive than the GHG Protocol in
identifying indirect emissions, as it does not make a distinction between Scope 2 and Scope
3, the ISO 14064 Standard provides a level of formal verification by including guidance for
independent validation.

Similarly to ISO 14064, the ISO 14067 standard also provides carbon footprint verification,
but additionally allows for the analysis of full or partial life cycle stages and also includes
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reporting of stored biogenic carbon (ISO, 2018a). It does not, however, cover delayed
emissions or delayed removals, and treats all GHG emissions as released or removed at the
beginning of the assessment.

For this reason, LCA, which is a robust and versatile framework for estimating carbon and
environmental footprints, can be used as it allows for both spatial and temporal
differentiation of the characterisation model, i.e., delayed emissions and/or removals can be
included in the analysis. This is of prime concern inmany geochemical CDR activities, since
carbon mineralisation and EW can be slow processes and therefore time to full (maximum
capacity) conversion of themineralmight extend to decades or even hundreds of years.

The LCA framework has been detailed in ISO 14040 and ISO 14044 (ISO, 2006a, 2006b), with
the first describing the principles and framework and the second specifying requirements
and providing guidelines. Furthermore, apart from the carbon footprint, LCAs can also
estimate additional environmental impacts, such as impacts on eutrophication and
(eco)toxicity. This is of major importance for some geochemical CDR activities, since, for
example, certain minerals can include in their matrix (heavy) metals, which, if released to
the environment, can induce toxicity impacts that are not captured by carbon accounting
alone. Other approaches and frameworks, such as ISO 14080 (ISO, 2018c) which provides
guidance for GHG management and related activities, and national carbon footprint
standard such as PAS 2050 (UK) and BP X30-323 (France), have also been developed, but
their detailed discussion is beyond the remit of this document.

In LCA, environmental impacts, including the carbon footprint, are quantified using life
cycle impact assessment (LCIA) methods. Determining ELC through LCA requires a detailed
analysis of all energy and materials flows of the geochemical CDR system and their
transformation using LCIA methods, to carbon balances and other environmental impacts
using emissions factors. For this reason, a system boundary must be clearly defined,
preferably conducting a ‘cradle to grave’ assessment, i.e., full LCA, that includes all main
inputs, outputs, and process steps. For example, for processes using mined rocks, GHG
emissions from mining, crushing, and grinding must be accounted for. On the other hand,
where the feedstock minerals are industrial wastes, such as slag, GHGs released by their
production can be outside the LCA boundary and therefore do not need to be accounted for.

In more detail, a system boundary for an ex situ carbon mineralisation system would
include mineral mining and processing (e.g., crushing), transportation of materials, as well
as the reactor itself and all relevant emissions, whereas for surficial mineral carbonation,
the boundary could be restricted to the reactor itself, particularly whenwastematerials are
used, which are not attributed the environmental burdens of their production process. In
both cases, transport and other possible emissions should be also included in the analysis. If
the mineral is further valorised (CCU), then avoided emissions could also be credited to the
system, as long as additionality is ensured, and the valorisation pathway does not cause the
release of the captured carbon back to the atmosphere (durability).
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A full LCA for the geochemical CDR activity, following the guidelines of the ISO 14040/44 is
the responsibility of the CDR developer, however LCAsmay be conducted by external parties
if in-house expertise is not available. The LCA should include all GHG emissions for the
process and for consistency, results should be reported in CO2eq removed/avoided. LCIA
methods that include awide range of impacts are preferable.

Additionality should also be considered, as minerals may already be weathering naturally,
albeit slowly, and this CO2must be subtracted during the accounting process (andmeasured
through establishing a baseline of background weathering e.g., (Bach, 2023)). Furthermore,
double counting must be avoided by drawing the system boundaries carefully, so that an
emission or the removal itself is not accounted for or credited twice e.g., in EW carefully
accounting for the fraction of stored carbonate minerals in soil and the fraction of
bicarbonate ions that will reach the oceans versus simply summing up the theoretical
potential for both.

3.4 Standardisation in geochemical CDR

As a prerequisite to MRV, an agreed upon set of standards, by which practitioners should
operate, should be developed by a financially disinterested party. In this regard, a relevant
standard by the International Organisation for Standardisation (ISO), where technical and
scientific open questions are addressed, could be helpful, since this could set up the best
practices forMRV.

While ISO standards exist for GHG emissions and removals and for LCA (Table 1), there is as
yet no set of standards focused on best practices for implementing CDR (CarbonPlan, 2023)
or MRV (Ausra, 2023). Such standards may be the most effective if they are specifically
tailored for CDR projects and include requirements on durability, additionality, leakages,
environmental impacts, as well as measurement uncertainty tolerance (Stripe, 2023). In the
absence of such robust standards, current buyers of CDR credits are left to determine their
own standards and quality metrics regarding the origin and robustness of the CDR credits
based on ideals and preferences. This requires a level of expertise and good will, which is
neither realistic for a growingmarket nor conducive to its growth.

Despite the lack of market standards, carbon removal credits are still being developed and
sold through the voluntary carbon market or directly fromCDR companies to buyers (Smith
et al., 2023). The pressure for CDR credits to be robust is especially high given the current
level of scrutiny of carbon credits more generally and accusations of greenwashing
(Greenfield, 2023; Song and Temple, 2021). Diligent MRV can ensure such quality and
generate trust in the overall system, which is imperative if carbonmarkets are necessary to
fund CO2 removal activities.
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4. Site andmaterial investigation, design, and
sample acquisition

Deployment and monitoring of geochemical CDR will occur at a specific location or ‘site’.
There are established commercial protocols for acquisition of samples for geotechnical and
geoenvironmental site investigation (British Standards Institution, 2015). The objectives of
these protocols are to ascertain the suitability of a site for development, aid in the design
and construction, and predict risks. While these protocols are not directly transferable for
geochemical CDR, they provide a useful framework for the assessment and ongoing
monitoring of a location for deployment. The scope and depth of the work should extend
only so far as the requirements needed for CDR monitoring and verifying and other
socio-environmental impacts, and thus must be tailored to the geochemical CDR approach.
Adapting from the BS5930 framework (British Standards Institution, 2015), we propose the
following objectives for a site, material, or project investigation for geochemical CDR:

1. Carbon accumulation anduptake. To assess howmuch CO2 has accumulated (as new
carbonate minerals) or removed and transported in drainage waters (as dissolved
bicarbonate) as a result of reactionwith thematerial.

2. Carbon dioxide removal potential of alkaline materials. To assess the maximum
potential of the feedstock alkalinematerial for reactionwith CO2.

3. Mineralogy of the material. To assess material properties (particularly the
mineralogy) thatmight impact themaximum rate of accumulation.

4. Design. To enable, if required, the adequate and economic design of a process/project
in which additional CO2 may be sequestered. This may include the acquisition of
material in which to base the design and location of a pilot experiment, or develop a
baseline for site characteristics prior to treatment.

5. Risk. To evaluate, if required, the possible risks associated with additional reaction
with CO2. This may include assessing the environmental impact of potential
leachates on local surface and groundwaters, geotechnical risks from carbonation,
and possible hazards to human health.

The first three pertain to all sites (and are discussed in Sections 5, 6 and 7), whereas #4 and
#5 may be appropriately applied to sites in which further reaction with CO2 is planned.
Similar to BS5930, we propose that site investigation be carried out in two stages:

Stage 1: Desk study and site reconnaissance. This should be undertaken at the beginning of
the investigation, with the purpose of describing, in as much detail as necessary, the
geoenvironmental context of the site (geological setting, existing data, inferred or possible
drainage water geochemistry, inferred or possible solid material mineralogy/geochemistry,
site hydrology/hydrogeology) and include anything that may constrain activity in Stage 2
(risks associated with contamination, environmental, ecological, or social considerations).
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Stage 1 should conclude with the development of a conceptual/observational
ground/ocean/sediment model that has been supported by site reconnaissance, and
recommendations should be made for Stage 2. While it is possible that the scope of a site
investigation may be less encompassing for distributed geochemical CDR (e.g., EW, ocean
liming) when deployed at scale, carefully curated site information will be essential for pilot
research and development during the calibration and verification of groundmodels.

Stage 2: Detailed investigation. This should include solid and/or liquid sampling (described
in detail below), but potentially including topographic, hydrographic, or geophysical
surveying. A protocol for how samples are collected needs to be established (we provide an
overview of sample requirements in SOP 1). This protocol is a predetermined procedure for
selection, withdrawal, preservation, transportation, and preparation of the samples. How a
sampling protocol is exercised will depend on the nature of the project and should consider
the number, size, and location of samples, as well as instructions for the compositing or
reductions of these samples for laboratory analysis. Sample collection and choice of
analytical method will depend on the acceptable level of uncertainty in the results. Sample
collection will depend on the nature of the alkaline material. For example, mine tailings are
often stored in large tailings storage facilities andmay be deposited as dewatered paste, dry
stacks, or slurries (Davies, 2011; Davies et al., 2010; Fourie, 2009; Furnell et al., 2022) and
certain sampling approaches are recommended (Amacher and Brown, 2000; Blight, 2009).
For carbonation of minerals in controlled reactors, samples could be withdrawn at periodic
intervals for analysis, in combination with real time monitoring equipment, as is the case
with any continuous or batch industrial processes.

Samples should be stored with a unique identification ‒ a number or code, and data
management practices implemented to ensure traceability between sample metadata and
results. Samples should be stored such that there is no possible contamination. Plastic bags
or containers are recommended for storage. The samples’ sensitivity towards light, heat,
moisture, air, and other chemical and physical effects should be considered for appropriate
storage. Many alkaline materials, such as slag and mine tailings, are stable under ambient
conditions and basic storage is sufficient. Formore reactivematerials, such as lime, samples
must be stored in conditions of low humidity (< 20% RH) and low CO2 so that hydration and
carbonation is negligible prior to analysis. Desiccant materials such as silica gel or zeolites
can be used to create the necessary atmosphere. Even under such conditions, a holding time
should be determined. The holding time is defined as themaximumperiod of time that can
pass from sampling to measurement before the sample has changed significantly (3
standard deviations less than the initial value) (Prichard and Barwick, 2007). Ideally, samples
should be analysed as soon as possible after collection/receipt. Where appropriate,
refrigeration can be used to minimise the impact of biological activity during prolonged
storage. Samplesmust be disposed of in accordancewith local or regional regulations.
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4.1 Solids sampling

Sampling of solid material is the process of taking a small portion of material in order to
infer characteristics of the whole or ‘bulk’ material. In commercial ground investigation it is
typical to sample <2% of the bulk material. While the analytical result may depend on the
analysis method, it will always depend on the sampling procedure. Improvements to the
analytical methods used may not improve analytical outcomes if the uncertainty or error
introduced by sampling is large.

There are four types of sample: i) representative, that which is typical of the parentmaterial
ii) selective, that which has been deliberately chosen iii) random, that which has an equal
chance of being obtained, and typically employed when less is known about the bulk
material and iv) composite, which is a combination of the above and may provide
statistically meaningful results while focusing collection on only a part of the bulkmaterial.
For example, legacy deposits of alkaline materials such slag and mine tailings can range
from 10s to 1000s of metres in length and 10s to 100s of metres in depth. Such legacy
deposits may exhibit physical and chemical heterogeneity, owing to the compositional
variations in the original rock feedstocks and other input fluxes, as well as operating
conditions during their industrial processing and variation in weathering during storage. As
such, each sample may represent a snapshot in time and thus one or two samples are highly
unlikely to be representative of the bulk deposit. Instead, multiple samples should be
obtained which span the full extent of the deposit. This can be performed by randomly
selecting collection points (unbiased), or by separating the deposit into multiple cells and
taking a sample from each cell (biased). Random or unintelligent sampling can miss “hot
spots” of high or low carbonation, which may be possibly detected through selective
sampling.

If the component of interest is low concentration and the material is heterogeneous, then
more samples will be needed to be representative of the bulk. The rate of carbonation will
determine how frequently samples must be withdrawn. For some “rapid” mineralisation
processes, samples will need to bewithdrawn frequently; whereas for slowermineralisation
processes samples can be taken at intervals of weeks to months. A separate sampling plan
may need to be devised after completion of the mineral carbonation activity for the
purposes of ensuring long-term stability of themineralised CO2.

For deeper deposits, coring or drilling may be needed to collect buriedmaterial, especially if
the topmost few cm’s are likely to be highly weathered. Soil and vegetation may need to be
removed from the surface of alkalinematerial deposits during shallow sampling.

For some analytical methods, several grams of subsample are needed, and sincemore than
one analytical method is usually performed, some with several repeats, collecting 100 g of
sample or greater is recommended. Depending on the sensitivity of the analytical
techniques then more or less sample mass may be required. For legacy deposits, samples of
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greater than 100 g are recommended, from which subsamples can be withdrawn for
analysis (see SOP 1 formore information on sample sizes).

The particle size of the deposit should also be considered when sampling. For example, the
smallest fraction (often the fraction < 2 mm) usually determines the material’s reactivity.
This fraction will likely provide the “best-case” scenario for carbonation potential of the
deposit. On the other hand, finer material may already be altered and contain secondary
minerals, which the larger grains do not. Thus, the analyst may wish to also collect larger
fractions, in which case a greatermass of sample will be needed.

4.2 Solution sampling

Similar to solid sampling, water samples represent only a small fraction of the totalmaterial,
and chemistry and characteristics are inferred. In advance of sampling, non-reactive
sample containers should be cleaned and dried. Sample containers and their method of
preparation are constrained by the analyte (Table 2). Sample sizes on the order of 50‒100mL
are usually sufficient for most analysis, although additional samples may be required for
highly dilute trace metals. For best practice for seawater sampling and measurement, see
Dickson et al. (2007).

Gloves should be worn to avoid contamination, and as personal protection when sampling
hazardous waters. It is essential to consult the specific requirements of the laboratory
conducting the analysis, as they may have bespoke recommendations for sample bottle
types andmaterials.

The appropriate sampling locations based on the study objectives should be selected, and
consider hydrology, geology, land use, and potential sources of contamination. The sampling
campaign should aim for representative sampling by selecting sites that reflect the range of
conditions or variables of interest.

Groundwater sampling. Fretwell et al. (2006) outlines a useful guide to implementing a
groundwater monitoring programme including design, construction, maintenance, and
decommissioning. Extraction of water from a borehole can be achieved using a bailer,
submersible pump, or dedicated groundwater well. Purging the pump or well before
sampling to remove any stagnant water or residue is recommended.

Surface water sampling. Automated water sampling units can be installed to obtain liquid
samples in real-time, and can be programmed to do this for fixed intervals of flow or time
(‘composite sampling’, (British Standards Institution, 2018, 2023)). Samples can be
periodically retrieved, with the interval depending on the stability of the analyte in the
sample. Alternatively, ‘spot’ samples can be hand collected. Spot samples should be collected
in clean containers, which have been rinsed at least three times with water at the sampling
location. Sampling containers should be fully submerged to reduce air contact, and care
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should be taken to minimise head space in the container. Sampling near shorelines, where
water quality may differ from the main body of water, should be avoided. When collecting
composite samples, a depth-integrating sampler could be used or multiple samples at
different depths could be taken.

Porewater sampling. A range of methods can be employed for sampling water from
granular materials (Di Bonito et al., 2018). Rhizon sampler is a common ‘tension’ method,
which uses a porous tube that is gently inserted into the soil at the desired sampling depth.
A syringe is attached to the Rhizon sampler. The syringewill create negative pressure when
it is drawn which will extract the soil pore water (~1 mL min-1). The negative pressure will
draw the soil pore water into the sampler through its porousmembrane. Thismay need to be
repeated until sufficient sample volume is collected.

River sampling. River chemistry can vary significantly along stream due to various inputs
from tributaries and point sources. When selecting a possible sampling site, it is important
to consider these inputs as they can cause misinterpretation of the chemical data obtained.
Sampling along a downstream transect, as well as these additional input sources, can be
valuable for obtaining information about chemical change with distance. Identifying the
flow rate at the sampling site may also be required if the concentration data obtained from
sampling (often in mmols L-1 or mg L-1) must be converted to flux estimates (mmols s-1 ormg
s-1). It may be helpful to select a sampling site close to a known flow monitoring station, if
available.

Samples should be retrieved from a flowing section of the river, away from the shoreline (or
large confluences if appropriate), and any potential point sources or large confluences that
might influence chemistry. As with surface water samples, water should be collected using
clean containers which have been rinsed at least three times with local river water, and if
possible, filtered on site using syringes, also pre-rinsedwith river water. Some researchmay
also require the collection of suspended sediment during a river sampling campaign. This
can be retrieved as a ‘spot’ sample in a clean, large container to be filtered off site, typically
using electric filtration devices. Alternatively, Van Dorn samplers can be used to capture the
compositional heterogeneity of suspended sediment with depth (Wren et al., 2000).

Effective solution sampling plans will also measure and record field parameters at the time
of sampling, including temperature, pH, electrical conductivity, dissolved oxygen, and
turbidity, using the appropriate portable metres. These parameters provide contextual
information and can help in data interpretation. There is also benefit tomeasuring alkalinity
in the field using either a portable spectrophotometer (expensive), or titrating using the
gran method (inexpensive) (see SOP 14). Samples that have been stored for a while prior to
alkalinity titration can evolve from that measured in the field for various reasons (i.e., due to
exchange with the head space within the container, or the precipitation of secondary
carbonates).
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Quality control measures should be included to ensure data reliability. For instance,
duplicate samples, field blanks (unused containers exposed to the sampling environment),
and reference standards for calibration purposes should be collected. These measures help
identify and account for any potential contamination or analytical errors.

Table 2. Sample vessel, preparation and preservationmethods for a range of common analyte types.

Analyte Storage vesselmaterial Vessel preparationmethod Sample preservation
method

General water
chemistry

Polyethylene (HDPE) or glass
bottles: Used for general water
chemistry analysis, including
pH, conductivity, and alkalinity.

Rinse in deionised orMQ
water at least three times
and oven dry.

Filtration (<0.45 µm), fill
container so that no head
space remains.

Major cations
and dissolved
Metals

Acid-washed, HDPE bottles:
pre-cleaned bottles are
typically used to remove
potential contaminants.

(i) Rinse inMQ-water and
oven dry. (ii) leave a 2‒5%
nitric acid solution in the
container for ~24 hours. (iii)
final rinse inMQ-water and
dry.

Filtration (<0.45 µm), fill
container so no head space
remains. Acidify +
refrigeration.

Major anions/
nutrients (i.e.,
nitrate,
phosphate)

HDPE bottles: Formost
nutrient analysis, light
sensitive amber HDPE bottles
are suitable. For ultra-low-level
analyses, specialised
trace-metal-clean containers
may be required.

Rinse bottles with DI orMQ-
water at least three times
and dry.

Filtration (<0.45 µm), fill
container so that no head
space remains.
Refrigeration.

Tracemetals
andmetal
isotopes

For tracemetal analysis at low
concentrations, acid-cleaned
HDPE bottles or fluoropolymer
bottles (e.g., Teflon).

Bottles rinsedwith 2‒5%
nitric acid to remove
contaminants. For highly
dilute analytes, distilled acid
may be required.

Filtration (<0.45 µm). Fill the
container so that no head
space remains. Acidify +
refrigeration.

Organic
compounds
(e.g., volatile
organic
compounds)

Amber glass bottles with
Teflon-lined caps are
commonly used to store water
samples for organic compound
analysis. The amber glass
provides protection against
light-induced degradation,
while the Teflon-lined caps
prevent contamination.

Checkwith the laboratory
performing the analysis as
themethodmay differ. Some
laboratories will provide
pre-cleaned bottles ready
for sampling.

Do not filter. Fill the
container so that no
headspace remains. Add two
drops of HCl and cap. Agitate
and check that there are no
air bubbles. Chill
immediately on sampling.
For detailed information, see
(Shelton, 1997).

Microbiological
analysis

Sterile polyethylene bottles to
minimise the risk of bacterial
or fungal contamination.

Typically autoclave at
120‒130°C, 100‒200 kPa for
15‒30minutes.

Refrigeration.
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5. Objective #1: Carbon accumulation anduptake

5.1 Carbonatemineral identification and quantification

Mass of carbonate and its mineralogy. Solid products of mineral carbonation include
carbonate minerals such as calcite (CaCO3), magnesite (MgCO3), dolomite ((CaMg)(CO3)2), and
various hydrated magnesium carbonates, e.g., hydromagnesite (Mg5(CO3)4(OH)2·nH2O), and
nesquehonite (MgCO3.3H2O). These are stable enough to be stored for long time periods.
Other carbonate minerals such as siderite (FeCO3), dawsonite (NaAl(CO3)(OH)2), and ankerite
(Ca(Fe,Mg,Mn)(CO3)2) can act as stores of carbon, but are usually only stable in subsurface
environments (Hellevang et al., 2005; Snæbjörnsdóttir et al., 2014; Yu et al., 2020). Common
carbonates ofMg and Ca are given in Table 3, alongwith their free energies and enthalpies of
formation. Other elements may also form stable carbonate minerals (e.g., strontium,
barium, cadmium, cobalt, copper, lead, manganese, nickel, uranium, zinc) but their
abundance, stability, or toxicity limit their application for large-scale reactionwith CO2.

Table 3. Metal carbonates with formula masses, Gibbs free energies of formation, enthalpies of
formation and the temperature range of CO2 release during heating.

Mineral Formula MolarMass ΔGf ΔHf Calcination temp. (°C)*

Calcite CaCO3 100.09 -1128.5 -1207.4 800‒950

Dawsonite NaAl(CO3)(OH)2 143.00 -1786.0 -1964.0 >800**

Dolomite CaMg(CO3)2 184.41 -2161.3 -2324.5 600‒800

Hydromagnesite Mg5(CO3)4(OH)2.4H2O 546.54 -5864.16 -6514.9 ‒

Magnesite MgCO3 84.32 -1029.5 -1113.3 620‒650

Monohydrocalcite CaCO3.H2O 118.11 -1361.6 -1498.3 ‒

Nesquehonite MgCO3.3H2O 138.38 -1723.8 -1977.26 ‒

Rhodochrosite MnCO3 114.95 -819.1 -892.9 >480***

Siderite FeCO3 115.86 -682.8 -755.9 >500☨

Strontianite SrCO3 147.63 -1137.6 -1218.7 924‒1233

Tricarboaluminate Ca6Al2(CO3)3(OH)12.26H2O 1147.11 -14536.0 ‒ ‒

Witherite BaCO3 197.34 -1132.2 -1210.9 800‒1300

*Temperatures of calcination in a furnace are dependent on the heating rate, gas composition and the purge
gas flow rate, as well as the samplemass, surface area, and the type and quantity of impurities **Lundvall et al.
(2019) ***Tu et al. (2022)☨Luo et al. (2016)

32



A range of analytical techniques can be used for carbonate mineral identification and
quantification, some of which are summarised in Table 4, however, there is no ideal
approach. The suitability of a method will depend onwhat degree of accuracy and precision
is required in the measurement and the availability and cost of analytical instrumentation.
For example, is quantification of the total inorganic carbon (TIC) sufficient, or more
information is needed on the types and quantities of carbonate minerals? Is the carbonate
material being sold, e.g., as aggregates for the construction sector, and thereforemustmeet
certain criteria? The cost and environmental impact of the analysis will also need to be
considered. It may be necessary to use two or more techniques to provide assurance in the
accuracy of the measurement. Data may also be needed on the origin of the carbonate
minerals e.g., are these a result of captured anthropogenic CO2 or are they formed as a result
of precipitation from pre-existing natural sources of DIC? The main approaches for
identification and quantification of carbonateminerals are summarised below.

Thermogravimetric analysis (TGA) uses the same principle as loss on ignition (LOI) except
that the mass of the sample is measured continuously and precisely in real time.
Furthermore, greater control of the furnace environment (temperature, gas type and flow) is
possible with modern TGA instruments. Small masses (few mg) minimise heat and mass
transfer effects compared to LOI. By numerically differentiating the mass with respect to
time (or temperature) the discrete stages of the decomposition can (usually) be observed.
These data can in some cases be used to help identify carbonate minerals due to their
characteristic decomposition temperatures ranges.

Powder X-ray diffraction is perhaps the most common technique for identification of solid
powdered materials. It is non-destructive andworks best formaterials which are crystalline
(carbonate minerals will often have well-defined crystal structures enabling easy
identification in most cases). Themethod involves firing of X-rays of a particular wavelength
at a sample and recording the diffracted X-rays that are detected at a specific angle, which
will be determined by the identity of crystalline minerals present in the sample. It may be
difficult to identify carbonate minerals when they are in small quantities (<1000 ppm)
(Kemp et al., 2022). It can also be used for quantitative analysis (see Supplementary
Information ‒ Box 6.1), but this requires far more niche expertise than other methods
(Turvey et al., 2017; Turvey et al., 2018b;Wilson et al., 2006).

Fourier transform infrared (FTIR) spectroscopy is another useful technique for carbonate
mineral identification. Thismethod allows a good preservation of the sample withminimum
preparation. Furthermore, all the carbonate bands are easily identifiable in themid-infrared
region, hence are very distinguishable from other minerals (Kim et al., 2021). FTIR can also
be used to provide quantitative results if necessary. Diffuse reflectance infrared Fourier
transform spectroscopy (DRIFTS) is a type of FTIR which allows identification and
quantification of calcite and dolomite (Bruckman andWriessnig, 2013; Tatzber et al., 2007). It
is not necessary to dilute the sample in infrared transparent material, which is time-saving
in the preparation of the sample and the latter is not destroyed after analysis (So et al., 2020).
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Traditionally, the quantity of mineralised CO2 has been determined by measuring the
amount of CO2 gas created during acid, or heat decomposition.

Volumetric calcimetry is a method in which samples are digested in strong acid and the
volume of CO2 released is determined from its proportionality to a change in the height of
the water level in the column of the calcimetry apparatus (see Supplementary Information ‒
SOP 9). This method has considerable shortcomings, particularly its inability to distinguish
between organic and inorganic carbon, leading to significant overestimates. However, it is a
straightforward, low-tech, and inexpensive technique that may be useful when the sample
under consideration is simple, low in organic matter, and already well-characterised by
othermethods.

Loss on ignition (LOI) is another straightforward approach, whereby samples are heated in a
furnace: first, to 500°C to estimate weight loss due to organic combustion; then, to 900°C to
determine weight loss due to carbonate mineral decomposition. This method may provide
better estimates of the inorganic carbon content than volumetric calcimetry. However,
results can still be significantly inaccurate (Kemp et al., 2022). This is due to a number of
factors: mass change due to release of water, dehydroxylation of clays and other minerals,
etc. Furthermore, several carbonate minerals, e.g., magnesite, may decompose in the same
range as organic combustion, and redox reactions of metal oxides may further complicate
the analysis. LOI is useful for analysis of many samples simultaneously which are well
characterised, or have a few components (e.g., limestone).
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Table 4. Summary of analytical tools for identification and quantification ofmineral carbonates.

Analytical
tool

Identification
(I) or
Quantification
(Q)

Description Sensitivity Advantages, disadvantages anduse case

TGA
(SOP 10)

Q Continuousmeasurement of
mass vs. time/temperature
while heating the sample. As
the sample heads upminerals
decompose and release
volatiles at certain
characteristic ranges. The TGA
records themass change that
occurs at these events, which
can then be used to infer the
startingmass of the
decomposingminerals.

<1000 ppm
CaCO3

Manipulation of control variables such as heating rate, gas flow rate, and
gas type (CO2, Air, O2 or N2) (Kemp et al., 2022;Warne, 2005) can aid in peak
(dm/dt vs. t) separation, helping to distinguish simultaneous reactions and
thus aid in identifying and quantifying carbonateminerals. However, a CO2

atmosphere could cause carbonation <600°C, observed asmass gain, and
lead to overestimates of carbonate content at >600°C. The addition of
differential thermal analysis or differential scanning calorimetry provides
information on heat flow enabling identification of exothermic (e.g.,
combustion) and endothermic reaction (e.g., CaCO3 decomposition).
Dehydroxylation reactions (release of H2O) overlap with decomposition of
magnesite and potentially other carbonates in which case TGA-MSmay be
needed. TGAwith infrared heating can provide greater sensitivity than
traditional wire resistance heating due to better temperature control.

TGA-MS
(Box 10.2)

Q Continuousmeasurement of
mass vs. time/temperature
with analysis of gas
composition bymass
spectrometry.

<100 ppm
CaCO3

By addingmass spectrometry greater sensitivity is enabled (Haines, 2002;
Kemp et al., 2022; Sutter et al., 2017). High precision, good for quantification
of carbonateminerals in small quantities thus suitable for surficial CO2

mineralisation activities and enhancedweathering. Requires some skill in
interpretation.

XRD
(SOP 6)

I (and Q see
Box 6.1)

A rotating sample is hit with
an X-ray beam, an X-ray
detector is used to detect at
what angles X-rays are
diffracted from the sample. As
eachmineral has a unique set
of diffraction angles (due to its
composition and crystal
structure) they can be
identified and quantified.

<1000 ppm
depending
on nature of
the sample

Most commonly used tool for identification ofmajorminerals. Also useful
for quantification (Turvey et al., 2017; Turvey et al., 2018a, 2018b;Wilson et
al., 2006).
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Raman
(SOP 7)

I Raman spectroscopy is a
method based onmolecular
spectroscopy using the
interaction of light with
matter to characterise a
material.

‒ This is a techniquewhich preserves the sample withminimum sample
preparation. It is straightforward to distinguish carbonate from other
minerals with thismethod since the bands of the carbonates have distinct
positions. Mineralogical and geochemical studies have been conducted
with Raman analyses for a long time, but recently portable devices have
beenmade for new applications (Kim et al., 2021).

FTIR
(SOP 8)

Q and I The FTIR analysismethod
uses infrared light to scan test
samples and observe
chemical properties.

‒ FTIR is a fastmethod, which does not needmuch sample (~ 1mg) and
creates characteristic carbonate bands. Diffuse reflectance infrared Fourier
transform spectroscopy (DRIFTS) is a type of FTIRwhich allows
identification and quantification of calcite and dolomite (Bruckman and
Wriessnig, 2013; Tatzber et al., 2007). It is not necessary to dilute the sample
in infrared transparentmaterial, which is save-timing in the preparation of
the sample and the latter is not destroyed after analysis.

SEM-EDX
(SOP 11)

Q and I Amicroscopy technique that
combines high-resolution
imagingwith elemental
analysis. Firing a focused
electron beam at the sample’s
surface generates X-rays,
allowing for the identification
and quantification of its
elemental composition.

1 µm spatial
resolution,
~1000 ppm
detection
limit

Requires thin sections or polished blocks. Analysis can be expensive and
time consuming.

Volumetric
calcimetry
(SOP 9)

Q Measurement of volume of
evolved CO2.

1% CaCO3 No complex equipment necessary. Useful for quantifying the carbonate
content of large numbers of simple, well characterised samples with high%
of carbonateminerals, with low organicmatter content. H+ consumption by
non-carbonatemineralsmay lead to underestimates (Pillot et al., 2014;
Wang et al., 2012).

Loss on
ignition
(Box 10.3)

Q Pointmeasurement ofmass
loss vs time/temperature.

‒ Useful for quantifying the carbonate content of large numbers of simple,
well characterised samples with high% of carbonateminerals with high
decomposition temperatures e.g., CaCO3. Interference from
dehydroxylation.
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Isotopes of carbonate minerals. Carbon and oxygen isotopes can be used in the analysis of
mineral carbonates due to their natural abundance and distinct isotopic fractionation
behaviour during carbonation (e.g., Craig (1953); Hudson (1977)). Stable carbon isotopes (13C
and 12C) and oxygen isotopes (18O and 16O) exhibit isotopic fractionation, which reflects the
preferential incorporation of specific isotopes into carbonate mineral phases. In addition,
the variable concentration of these isotopes in the reactants can also be useful in
determining the provenance and formation environment (Andrews, 2006), which is
particularly important in distinguishing between newly formed carbonate and lithogenic
carbonate (e.g., limestone). Bymeasuring and comparing isotopic compositions, the sources
of CO2 can be discerned and the evolution of isotopic signatures during carbonation
reactions can be traced. Previous work has investigated consistent stable C and O isotopic
fractionations in carbonates formed in hyper alkaline materials and drainage waters
(Andrews et al., 1997; Dietzel et al., 1992; Gras et al., 2017; Krishnamurthy et al., 2003; Macleod
et al., 1991; O’Neil and Barnes, 1971; Renforth et al., 2009; Turvey et al., 2018a; Wilson et al.,
2010), which can be attributed to the uptake/diffusion, and hydroxylation, of atmospheric
CO2.

The radiogenic carbon isotope (carbon-14, 14C) is formed in the upper atmosphere through
the interaction of cosmic rays with nitrogen-14 (14N). It is then taken up by plants through
photosynthesis and enters the carbon cycle. The decay of the radiogenic carbon when it is
incorporated into organic carbon has been used to estimate the time since the organic
matter formed (e.g., Hajdas et al. (2021)). Similarly, radiogenic carbon in carbonateminerals
can be used to distinguish between new and old carbonate (e.g., limestone) (Knapp et al.,
2023;Washbourne et al., 2015;Wilson et al., 2010).

Metal isotope ratios are widely used in the analysis ofmineral carbonates to gain insight into
geological processes, environmental conditions, and dating of carbonateminerals. Common
isotope measurements in carbonates include strontium (Sr), Mg and Ca. Sr is a naturally
occurring element with four stable isotopes: 84Sr, 86Sr, 87Sr, and 88Sr (87Sr is radiogenic,
derived from the decay of rubidium-87). Variation in the ratio of Sr isotopes is primarily due
to the differences in the initial isotopic composition of the source material (e.g., Dart et al.
(2007)). Calcium has several stable isotopes, including 40Ca, 42Ca, 43Ca, 44Ca, and 46Ca, and 48Ca
with sufficient half-life to be considered stable for most analysis. Calcium isotope ratio can
be used to quantify biomineralisation, sediment diagenesis, and fluid-rock interactions
(Fantle and Tipper, 2014; Kump et al., 2013; Pogge von Strandmann et al., 2019). Magnesium
has three stable isotopes: 24Mg, 25Mg, and 26Mg. Magnesium isotope ratios are used in the
analysis of mineral carbonates due to their variation in source rock (Li et al., 2010), and their
sensitivity to environmental and biological processes (Black et al., 2006). This fractionation
can be influenced by factors such as temperature, pH, precipitation rates, and biological
activity (AlKhatib and Eisenhauer, 2017a, 2017b; Mavromatis et al., 2013; Opfergelt et al., 2014;
Pogge von Strandmann et al., 2019). Given that numerous multi-isotope transition metals
are incorporated into carbonates there is a range of isotope systems thatmay be analysed.
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Three possible methods of tracing carbon sources are compared in Figure 5. First is
measuring the stable C andO isotope composition (δ13C and δ18O) of carbonates. The premise
of this method is that the combined δ13C and δ18O composition ofmineralised CO2 (in CaCO3)
reflects a mixture between some modern source of CO2, i.e., what is intended to be
mineralised for CDR, and an old source of CO2, i.e., an additional source of DIC that is not
intended to be mineralised, e.g., dissolution of a limestone. Atmospheric CO2 (once
hydroxylated) and soil-respired CO2, have a distinctly negative δ13C and δ18O composition
(δ13C = -25 ‰ and δ18O = -20‰) when compared to more old sources of DIC such as
limestones, which generally reflect the δ13C and δ18O composition of the seawater within
which the carbonate was formed (δ13C = ~0 ‰ and δ18O = -2 to +1.5‰, (Hudson, 1977). The
disparity in δ13C and δ18O compositions of modern and old sources of DIC to a system
suggests that a simple mixing relationship between the different sources of carbon in a
system may be derived. However, previous attempts at doing this have yielded large
uncertainties (Falk et al., 2016; Knapp et al., 2023; Mayes et al., 2018; Renforth et al., 2009)
because δ13C and δ18O isotopes are unlikely to be solely influenced by conservative mixing
between two chemically distinct endmembers (Knapp et al., 2023). Instead, δ13C and δ18O are
influenced by a myriad of processes including non-equilibrium fractionation effects (i.e.,
kinetic fractionation), and partial DIC equilibration during CO2 hydroxylation into solution
(Falk et al., 2016). The result of these undesired effects is a large range in δ13C and δ18O isotope
composition of carbonates precipitated in soils (Renforth et al., 2009), and streams (Knapp
et al., 2023), producing large uncertainties during carbon source apportionment (e.g., Figure
5).

Figure 5: A comparison of three plausiblemodels for carbon source apportionment fromKnapp et al. (2023). The
different approaches were tested on authigenic CaCO3 deposits in Howden Burn, a stream draining a legacy iron
and steelmaking slag deposit at the ex-Consett steel works site in Consett, Co. Durham, UK.
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A secondmethod for carbon source apportionment is provenance tracing using 87Sr/86Sr and
trace metals relative to Ca (Sr/Ca). This method is particularly useful for discerning between
carbonate and silicate weathering in EW settings (Larkin et al., 2022). As previously
mentioned, the weathering of a carbonate lithology is half as impactful as weathering a
silicate lithology. Silicate and carbonate lithologies have a distinct 87Sr/86Sr and Sr/Ca
composition (Palmer and Edmond, 1992), owing to silicates being Sr-rich and derived from
the mantle, which is a radiogenic source of Sr, and carbonates being relatively Sr-poor and
derived from seawater, which is less radiogenic than themantle. Therefore, in a similar way
to δ13C and δ18O, a mixing relationship can be established between plausible water-rock
interactions, which have different implications for CDR. For creatingmixingmodels 87Sr/86Sr
presents a distinct advantage over δ13C and δ18O, as 87Sr/86Sr behaves conservatively during
mineral dissolution and carbonate precipitation reactions. This makes 87Sr/86Sr insensitive
to kinetic isotope effects. Because of this conservative behaviour, uncertainties related to
kinetic isotope effects are mitigated, and the main source of uncertainty is analytical error.
This reduces 2σ uncertainties 3-fold compared to δ13C and δ18O measurements (Figure 5).
However, a caveat of this approach is that all plausible mineral dissolution reactions in the
system must be known, and the 87Sr/86Sr composition of all materials contributing Sr to
solutionmust be characterised to satisfymass-balance.

The final approach to be discussed is measuring the radiocarbon activity of authigenic
CaCO3. This technique can be considered a ‘gold-standard’ for carbon source apportionment,
because radiocarbon simplifies a complicated set of water-rock interactions into a binary
set of endmembers ‒ modern or geological carbon. This makes proving additionality
substantially easier because i) baseline mixes of carbon can be straightforwardly compared
to post process mixes of carbon, and ii) achieving mass balance with respect to sources of
carbon is not necessary, assuming the carbon in the system is a homogeneous mixture. A
radiocarbon measurement of recent carbonate precipitates and waters provides a
substantially improved estimate of modern carbon (Figure 5). 2σ uncertainties are halved in
comparison to 87Sr/86Sr-Sr/Camixingmodels, and almost 8 times improved compared to δ13C
and δ18O mixing models. However, cost is critical for scaling MRV solutions. The clarity
provided by using radiocarbon must be squared against the cost of the analysis versus other
less costly solutions. Although radiocarbon measurements are relatively routine, costs are
still > $100 per sample, which is likely similar to a carbon credit certificate. It is
recommended that radiocarbon be used initially and then sparingly, to fully understand
carbon source apportionment during geochemical CDR and prove additionality, before
cost-effective alternatives to tracing additional carbon be used. A full synthesis of isotope
tracers in geochemical CDR can be found in Knapp et al. (2023).
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5.2 Quantifying CO2uptake duringweathering

Measurements of drainage waters to quantify natural weathering have been reported for
decades and remain the focus of a field of environmental sciences (Nesbitt et al., 1980).
Continental weathering has beenmeasured in river waters through variousmethods.

Major ion chemistry and alkalinity. Chemical elements such as Ca, Mg, Na, potassium (K),
silicon (Si), and HCO3

- are often released through weathering processes. By measuring the
concentrations of these ions in river waters, it is possible to estimate the extent of
continental weathering. The transport of these ions from theweathering environment (e.g.,
soils or material deposits) into drainage waters and rivers will be influenced by the complex
interaction of soil processes and water flow (Harrington et al., 2023; Knapp and Tipper,
2022). Weathering of alkaline minerals and materials results in an increase in alkalinity of
the drainage solutions. While a comprehensive definition of alkalinity includes the
concentration of numerous base pairs (see SOP 14), HCO3

-, and CO3
2- are the primary anions

in many alkaline natural or anthropogenic waters, although the contribution of other anions
may lower or limit the weathering efficiency (SOP 17).

Stable isotopes. Stable isotopes of a range of elements, such as oxygen (18O/16O), strontium
(87Sr/86Sr), magnesium (26Mg/24Mg) and lithium (7Li/6Li) can be used to measure artefacts of
continental weathering. Isotopic signatures of river waters can reflect the source and
history of the water, including the degree of interaction with weathering materials, or the
formation of secondary minerals in soils and drainagewaters (Pogge von Strandmann et al.,
2021; Tipper et al., 2012).

Sediment load. River waters transport sediments eroded from the continents, and the
composition of these sediments can indicate the degree of continental weathering. By
measuring the sediment load in river waters and analysing themineralogy of the sediments,
inferences on upstream weathering are possible (Lipp et al., 2020; von Blanckenburg, 2006).
Higher sediment loads and a greater presence of weatheredminerals suggestmore intense
continental weathering.

Solid-phase mass balance/measurements of cation loss from soils. The extent of
weathering of a rock feedstock can be calculated bymeasuring the difference in the amount
of a mobile element in the feedstock after weathering, relative to before weathering. Highly
mobile elements include alkali and alkaline earth metals (e.g., Ca, Mg, Na) that balance
bicarbonate ions in the silicate weathering reaction. The loss of these elements from
feedstocks can therefore be directly converted into an amount of initial CO2 uptake,
correcting for weathering by non-CO2-derived acidity (Beerling et al., 2023; Kantola et al.,
2023; Reershemius et al., 2023;Wolf et al., 2023).

This calculation relies on comparing equivalent quantities of rock feedstock in-situ, before
and after weathering. Samples of a representative soil baseline are collected from the field
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before mineral addition, and compared to the chemistry of the rock feedstock and to
samples of soil from the field aftermineral addition andweathering. These samples are first
homogenised. Then, a leach is performed to remove metal ions held at soil exchange sites.
Finally, a total digest is performed, and the concentration of elements is determined (using
inductively coupled plasma-mass spectrometry (ICP-MS and/or ICP-OES) for maximum
resolvability). In order to quantify the amount of feedstock present in a sample, an
elemental tracer is measured that is present in both soil and feedstock in resolvable
amounts, and that displays immobile behaviour during weathering – i.e. generally remains
in the solid phase, for example titanium (Ti) (Brimhall and Dietrich, 1987; Chadwick et al.,
1990; Esson, 1983).
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6. Objective #2: Carbondioxide removal potential
of alkalinematerials

Three main approaches for determining the elemental composition of solid alkaline
material feedstocks are considered here: 1. Energy dispersive X-ray fluorescence (EDXRF); 2.
Sample digestion in acid and analysis through inductively coupled plasma-optical emission
spectroscopy (ICP-OES); and 3. Sample digestion in acid and analysis through ICP-MS (see
Supplementary Information SOP 2‒5). Some of the main features of these analytical
techniques are compared in Table 5. The most suitablemethodwill depend on the nature of
the geochemical CDR activity, the accuracy and precision needed, the number of samples,
and the overall cost, among other things. Flame atomic absorption spectroscopy (AAS)
provides a cost-effective method for elemental analysis; however, it is not considered here
since its usage has declined due to greater sensitivity and faster sample throughput of the
abovementioned analytical techniques.

Determining the composition of the feedstocks mineral matter is crucial for assessing its
potential for CO2 removal and storage. It is also an input parameter for kinetic and mass
transfer models which predict the rate of carbonation. Depending on the type of activity, it
may also be necessary to understand the trace element concentrations, e.g., cadmium (Cd),
lead (Pd), nickel (Ni), etc, for environmental and human health purposes. The atomic
composition is also useful when determining the crystallography by powder X-ray
diffraction (PXRD) (See Supplementary Information ‒ SOP 6) and for corroborating the
results of thermogravimetric analysis-mass spectrometry (TGA-MS) (see Supplementary
Information ‒ SOP 10) viamass balances.

Solid samples can be analysed directly by XRFwith little to no sample preparation, although
melting the sample using a flux and creating a homogenised glass bead can improve
reproducibility (Ichikawa and Nakamura, 2016). For ICP-OES and ICP-MS, however, samples
must first be aerosolised. To achieve this, solids are commonly converted into solutions
using lithium borate fusion and digested in nitric acid.

Once obtained the elemental composition data (after conversion into their corresponding
oxides) can be fed into the extended Steinor equations (Eqs. 5 and 6) in order to determine
the maximum carbonation potential (Cpot) and enhanced weathering potential (Epot)
respectively (Renforth, 2019). [Note, these equations are not applicable to EW of alkali or
alkaline carbonates]. The maximum carbonation potential is the maximum theoretical
amount of CO2 that can become mineralised by a material and this is mainly dependent on
the Mg and Ca concentration of a material. The enhanced weathering potential (Epot) is the
maximum amount of carbon that can be removed and stored as HCO3

- in solution i.e., each
alkali cation (Na+, K+, etc) is charge balanced by one HCO3

- and each alkaline cation (Mg2+,
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Ca2+, ect) is charge balanced by two HCO3
-. [In reality, values are less than 2, owing to the

carbonate buffering system].

Table 5. Comparison of three analytical techniques for elemental analysis ofmaterials.

EDXRF ICP-OES ICP-MS

Destructive (D) or
non-destructive (ND)

ND (D if using a fusion) D D

Cost Low‒Moderate Moderate High

Cost per sample Low Moderate High

Dynamic range of
measurement

100% to sub ppm 10 ppb‒10,000ppm <1 ppt‒1000ppm

No. samples per day 50‒100
[>1000 for handheld

devices]

2000‒2500 1000

Sample preparation None (lithium borate
fusion can be used for
homogenisation)

Lithium borate fusion
and acid digestion

Lithium borate fusion
and acid digestion

Tolerance to dissolved
solids

‒ High Low

Number elements
measured

>100 74 86

Operator skill Low tomedium Medium High

Isotopic analysis No No Yes

Lab or Field Lab and field Lab Lab

CO2 mineralisation, also known as mineral carbonation, involves reaction of CO2 (and H2O)
with alkaline minerals to form solid carbonate minerals. A theoretical 1 mole of CO2 is
captured per mole of Mg or Ca. The carbonation potential (Cpot) is expressed in kg of CO2 per
tonne of alkaline solidmaterial (kg CO2 t-1):

Eq. 5𝐶
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where CaO, MgO, SO3, P2O5 are the elemental concentrations of Ca, Mg, sulphur (S), and
phosphorus (P), expressed as oxides,Mx is themolecularmass of those oxides; coefficients α,
β, γ and δ, consider the relative contribution of each oxide as a function of pH (see Figure. 6).
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The coefficients γ and δ are negative as the carbonation potential is reduced by stronger
acids of S and P, which are occasionally found in alkalineminerals (see Figure 6).

During mineral dissolution (without carbonate precipitation), CO2 and H2O react with
alkaline minerals to form dissolved species including bicarbonate. The enhanced
weathering potential (Epot) can be expressed in kg of CO2 per tonne of alkaline solidmaterial
(kg CO2 t-1):

Eq. 6𝐸
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where CaO, MgO, Na2O K2O, SO3, P2O5 are the elemental concentrations of Ca, Mg, Na, K, S,
and P, expressed as oxides, Mx is the molecular mass of those oxides; coefficients α, β, γ 𝜀, 𝜃 ,
and δ consider the relative contribution of each oxide as a function of pH (see Figure 6), and η
is the molar ratio of CO2 to divalent cation sequestered during enhanced weathering. Eq. 2
(See Section 2 Geochemical CDR Primer) implies that η=2; however, due to buffering in the
carbonate system, the value is likely between 1.4 and 1.7 for relevant environments, and
typical ranges of pCO2 and temperature (Hartmann et al., 2013).

As an example calculation for Cpot and Epot (Eq. 7‒10), the composition of redmud, relevant to
geochemical CDR, is CaO (5.7), MgO (0.3), Na2O (5.2), K2O (0.4) and SO3 (0.1) where values given
as % wt, coefficients are 1, 1, 1, 1, -1 at a pH of 7 for each of the elements respectively (see
Figure 6).

Eq. 7𝐶
𝑝𝑜𝑡

= 44 
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Eq. 8𝐶
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Eq. 9𝐸
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Eq. 10𝐸
𝑝𝑜𝑡

= 129. 4 𝑘𝑔𝐶𝑂
2
 𝑡−1 

For all materials, Epot>Cpot. However, for red mud, the difference between Epot and Cpot is
higher than other alkalinematerials because of the high concentration of Na present.
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Figure 6.Variation in coefficients used to calculate the carbonation (Cpot) and enhancedweathering (Epot)
potentials. A coefficient value greater than zero increases thematerial carbon sequestration potential whereas a
value less than zero reduces it. The value over the range of the dissolution environment pH is shown at a
standard temperature and pressure. Note for Na2O and K2O the coefficients ε and θ are = 1 for pH<12 (republished
with permission fromRenforth (2019)).
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7. Objective #3:Mineralogy of thematerial

While not as essential for MRV as carbonate mineral identification and quantification,
determining the bulk mineralogy of an alkalinematerial is still important for i) determining
the most suitable approach to carbonation, ii) estimating total carbon sequestration
potential and carbon sequestration rates, and iii) identifying the presence ofmineral phases
thatmay negatively impact the carbon sequestration efficiency of thematerial.

The bulk mineralogy of amaterial intended for use as a geochemical CDR feedstock is one of
the most fundamental controls on carbon sequestration potential. This is not only because
different minerals have a range of elemental compositions (controlling the total abundance
of divalent cations available for reaction), but because variability in their crystal structures
(how atoms are bonded together) causes them to havewildly different dissolution rates and
reaction kinetics. For example, 100 g of pure chrysotile (Mg3Si2O5(OH)4), a serpentine
mineral, has the same total mass and contains the same amount of Mg as amixture of 63 g
of brucite (Mg(OH)2) and 37 g of quartz (SiO2), but would not produce the same carbon
sequestration rate at Earth surface conditions due themuch greater reactivity of brucite (Lu
et al., 2022).

Bulk mineralogy is also important as certain carbon sequestration techniques will only be
appropriate for specific bulkmineralogies. Techniques that operate at low temperatures and
pressures have the advantage of minimising energy usage (important while theworld is far
from 100% renewable energy), but they tend to be the most selective in terms of their
required mineralogy, often relying on highly reactive minerals to achieve significant carbon
drawdown (Lu et al., 2022). Techniques that operate at higher temperatures and pressures,
or those that require additionalmaterials (such as strong acids), are less reliant on a specific
mineralogy but they have greater energy and material costs. Table 6 lists some of the most
common Ca- and Mg-minerals used in carbon sequestration feedstocks and lists theirmost
appropriate CDR technologies.

For determining the bulk mineralogy of a material, a variety of analytical tools can be used,
many of which are summarised below in Table 7. The most important consideration is
typically the time, resources, and access to the analytical techniques and expertise.
Assuming these considerations are not an issue, the analytical techniques that will provide
the most useful information are PXRD, quantitative X-ray diffraction XRD (qXRD) (see SOP 6)
and quantitative evaluation of materials by scanning electron microscopy (QEMSCAN).
These techniques are heavily automated, making analysis and interpretation time relatively
short. They can also provide bulk mineralogy of powdered samples (PXRD) or thin sections
(QEMSCAN). In many cases, either of these techniques will provide robust answers for the
main questions that bulk mineralogy can answer, including quantifying presence or
absence of reactive Ca/Mg minerals (e.g., lime, periclase, brucite, forsterite, serpentine),
pre-existing carbonateminerals, and any other phases of interest or concern.
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Table 6. Common Ca- andMg-richmineral sources for carbon sequestration and theirmost appropriate CO2 capture applications.

Mineral(s) Formula Feedstock Applications
Lime CaO Recycled cement DAC cycling (Chrissafis, 2007) ambient air capture; flue gas capture (Gupta and

Fan, 2002)
Portlandite Ca(OH)2 Recycled cement, industrial

wastes
DAC cycling (Nikulshina et al., 2007) EW; ambient air capture (Morales-Flórez et
al., 2011) flue gas, OAE (Caserini et al., 2021)

Wollastonite CaSiO3 Skarn EW (Haque et al., 2020; Stubbs et al., 2022) ambient air capture; flue gas capture;
acid leaching and carbonation, (Zhang et al., 2010); heat treatment and
carbonation (Huijgen et al., 2006).

Gypsum CaSO4•2H2O Evaporites, some porphyries Electrolytic carbonation (Lammers et al., 2023)
Periclase MgO Metamorphosed limestones

and dolomites
DAC cycling (McQueen et al., 2020); flue gas capture.

Brucite Mg(OH)2 Serpentinites, some
kimberlites

EW (Stubbs et al., 2022) ambient air capture (Turvey et al., 2018a), flue gas capture
(Hamilton et al., 2020; Lu et al., 2022)

Forsterite Mg2SiO4 Basalts, serpentinites EW (Stubbs et al., 2022) High temperature/pressure flue gas capture (Wang and
Dreisinger, 2022) acid leaching and carbonation; OAE (CEW) (Meysman and
Montserrat, 2017)

Serpentines Mg3Si2O5(OH)4 Serpentinites, kimberlites EW (Stubbs et al., 2022), Flue gas (Lu et al., 2022) acid leaching and carbonation
(Lu et al., 2022), heat treatment and carbonation (Benhelal et al., 2018; Benhelal et
al., 2019a).

Iowaite–
woodallite

Mg6Fe2Cl2(OH)16•4H2O
Mg6Cr2Cl2(OH)16•4H2O

Serpentinites EW; ambient air capture (Turvey et al., 2018a), flue gas capture (Lu et al., 2022),
acid leaching and carbonation; heat treatment and carbonation; anion exchange
(Turvey et al., 2018a).

Ca/Mg smectites
(e.g., saponite)

Mm+
x/mMg3(AlxSi4−x)O10(OH)2·nH2O

whereM is a labile interlayer
cation

Kimberlites, weathered
basalts, many sedimentary
rocks

Cation exchange (Zeyen et al., 2022)

Ca-feldspar CaAl2Si2O8 Basalts, gabbros Acid leaching and carbonation
Chlorites Mg5Al(AlSi3O10)(OH)8 Widespread inmultiple rock

types
Acid leaching and carbonation

Talc Mg3Si4O10(OH)2 Serpentinites, kimberlites Acid leaching and carbonation
Amphiboles nCa2Mg5Si8O22(OH)2

where n is an empty atomic
position

Widespread inmultiple rock
types

Acid leaching and carbonation
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Table 7. Summary of analytical tools for bulkmineralogy determination.

Analytical Tool Description Sensitivity Advantages Disadvantages Use Case

PXRD
(SOP 6)

A rotating sample interacts with
an X-ray beam, an X-ray detector
is used to detect the angles at
which X-rays are diffracted from
the sample. As eachmineral has
a unique set of diffraction angles
and intensities (due to its crystal
structure and composition) they
can be identified and quantified.

<1 wt. % in
complex
mineralogical
samples

Can be used on awide variety of
sample types including crushed
rock samples (tailings), slag and
soil.

Identification and determination
of relativemineral abundances is
fast and simple.

Relatively low
sensitivity, quantitative
analysis involving
complex samples
(especially those
containing amorphous
materials or clay
minerals) requires
specialised analytical
knowledge.

Typical analysismethod
formultiple crushed or
fine-grained samples.

TGA
(SOP 10)

Continuousmeasurement of
mass vs. time/temperature while
heating the sample. As the
sample is heatedminerals
decompose and release volatiles
at certain characteristic ranges
of temperature. The TGA records
themass change that occurs at
these events, which can then be
used to infer the startingmass of
the decomposingminerals.

<1000 ppm
CaCO3

Can provide highly accurate
quantification of abundances for
certain phases.

Cannot be used to
identifyminerals,
requires other
analytical techniques to
determine the bulk
mineralogy. Also
requires calibration
curves to be
constructedwhen
trying to quantify new
minerals.

Highly accurate
quantitative analysis for
specific important
minerals (e.g., brucite or
periclase, and
carbonates).

Optical
microscopy

Traditionalmicroscope that
creates amagnified image of the
sample using light. Minerals are
identified using their optical
properties.

1000⨯
magnification

Inexpensive and easily accessible.
Provides textural information.
Can be used to obtain
compositional information about
someminerals (e.g., feldspars).

Relatively low
magnification, cannot
be used to identify very
fine-grainedmaterials.
Challenging to obtain
quantitative abundance
information.

Need to get
mineralogical and
textural information
with limited access to
equipment or funding.

SEM
(SOP 11)

Amicroscope that uses a beam
of electrons instead of light to

1‒20 nm
resolution

Highermagnification than optical
microscopy.

Cannot give
quantitative abundance

Need textural
information to
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create amagnified image of the
target, produces higher
magnification images than a
traditional lightmicroscope.

information. supplement XRD data.

SEM-EDX
(SOP 11)

SEMwith energy dispersive
spectroscopy (EDX) capabilities.
EDXmeasures the energy of
emitted electrons from samples
and uses the characteristic
energy levels to determine the
elemental composition of the
sample.

1 µm spatial
resolution,
~1000 ppm
detection
limit

Can provide chemical
information for each of the
phases visible in the SEM image.

Only produces
information about
which elements are
present and their
relative abundances
Does not explicitly
identifyminerals. Can
be expensive and time
consuming.

Want to be able to infer
mineralogy from
elemental composition
of phases seen in SEM.

QEMSCAN A combined SEM, 4 X-ray
detectors and software
identification package that scans
and then automatically
identifiesminerals on a
pixel-by-pixel basis.

~4 µm spatial
resolution,
~1000 ppm
detection
limit

Highly automated, explicitly
identifiesminerals, determines
their abundances, and provides
textural context that can be useful
to assess reactivity.

Requires development
and calibration of
in-house databases for
mineral identification.
Can be expensive and
time consuming.

Highly detailed
mineralogical analysis
when time and cost are
not issues.
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8. Summary

Geochemical CDR has the potential to be deployed at significant scale and make a
meaningful contribution to meeting carbon removal goals in the coming decades. Essential
to effective implementation is the introduction of robust methods of monitoring carbon
dioxide removal or storage, which provides confidence in the efficacy of the approach, and
underpins its relationship with incentivisation strategies (e.g., compliance and voluntary
markets, government procurement schemes).

This document presented guidance for best-practice inmeasurements of geochemical CDR
approaches with the objectives of i) accounting for carbon accumulation in a material or
solution, ii) assessing the capacity of the material to react with CO2, iii) understanding how
material properties may impact the speed of reaction with CO2, iv) collect sufficient
information on a material to aid in the design of a reaction process, and v) collect sufficient
information to quantify risks associated with using a material. Methods of measurement
vary with approach, and this document is intended to support others that detail best
practices for research or protocols formonitoring, reporting and verification.

Methods for assessing material chemistry, mineralogy, and physical properties are included
through SOPs contained within the Supplementary Information. They represent the
approaches used by the authors to undertake research within geochemical CDR. It is
anticipated that these will be updated and supplemented as the field develops, and we
welcome collaboration for future editions of the document.
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SOP 1 ‒ Sample collection, preparation, and
physical properties

Methods of sample acquisition are described in Section 4, but the approximate quantities
needed for the range of analytical techniques described in the SOPs is presented in Table 1.1.

Table 1.1. Sample size requirements for a range ofmeasurement approaches used in geochemical
carbon dioxide removal.

Measurement/ preparationmethod Sample size required Notes

X-ray fluorescence (SOP 2) 10‒15 g ‒

Acid digestion/ sequential extraction
(SOP 3)

0.5 g ‒

ICP-OES (SOP 4) 1‒10mL Assuming an aspiration rate of ~1
mL s-1 for 1minutemeasurement
time. Lower aspiration rates/quicker
measurement rates are possible.

ICP-MS (SOP 5)
1‒10mL

Assuming an aspiration rate of ~1
mL s-1 for 1minutemeasurement
time. Lower aspiration rates/quicker
measurement rates are possible.

XRD (SOP 6) ~2 g Smaller grain size is best, coarse
samples will need to bemilled.

Raman spectroscopy (SOP 7) NA Laser spot size 10s µm, possible to
analyse single crystals.

FTIR (SOP 8) NA ‒

Volumetric calcimetry (SOP 9) 1‒10 g On the order of 50‒200mg of
carbonate.

TGA (SOP 10) ~50mg Smaller grain size is best, coarse
samples will need to bemilled.

SEM (SOP 11) 0‒10 g Amount ofmaterial varies from a
single particle of powder (micron to
mm), to something thatmay be
several cm in size.

Particle size determination (SOP 12) ~100 g For < 2mm, for larger particle sizes
morematerial is required.

BET (SOP 13) 50mg‒1 g Sufficient total surface area to
reduce pressure within the
instrument.

Total alkalinity (SOP 14) 20‒200mL, filtered solution Smaller sample sizes to 10smL are
possible with larger analytical error.

Stable and radiogenic carbonate
isotopes (SOP 15)

10smg of carbonate ‒

ID-ICP-MS (SOP 16) ‒ Sample procedure follows acid
digestion.

Ion chromatography (SOP 17) 1‒10mL ‒
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S1.1 Physical properties of solid samples

Bulk density. Bulk density is the total mass of a defined volume of mineral material. It
includes the volume occupied by solid, liquid, and gas of a material. It can bemeasured at a
field site by inserting a metal or plastic tube into amaterial (with known length and internal
diameter), removing the material, and weighing the contents. For materials that are
insufficiently cohesive to be extracted this way, a sand cone test (D18 Committee, 2016)may
be performed.

Moisture or water content. Water content (w) definition: the mass of water which can be
removed from the mineral sample by heating at 105°C, expressed as a percentage of the dry
mass (often referred to as ‘moisture content’). The water content is determined by oven
drying the material overnight at 105 – 110°C, for gypsum richmaterials a lower temperature
<80°Cmust be used.

Specific gravity. The specific gravity (Gs) is the ratio between the density of a solid and that of
water (sometimes referred to as ‘particle density’). The principle behind the determination
of Gs is to determine the volume of a knownmass of solid particles, and divide this density by
the density of water.

Gs is determined using two (or more) 50- or 100-mL density bottles (pycnometers) with
stoppers. Ensure the pycnometers and stoppers are clean and dry. Wash with a small
amount ofmethanol if required.Weigh the pycnometers and stoppers and record theirmass
(m1). Add a sample of oven-dried granular material until the pycnometer is around 1/3 full,
replace the stopper, and weigh (m2). Add deionised/distilled water until the solid sample is
completely submerged and place into a vacuum desiccator, depressurise and leave
overnight. Shake the bottle gently, and return to the vacuum desiccator for a further 24
hours. The aim of this procedure is to completely remove air thatmight be trapped between
the solid grains, which are the largest source of error. Remove the pycnometer from the
desiccator and fill to top with deionised water. Allow the sample to stand for an hour or so
before replacing the stopper. Replace the stopper and weigh (m3). Empty the contents of the
pycnometer, clean with deionised water, and refill with only deionised water. Replace the
stopper andweigh (m4). Specific gravity is calculated using Eq. 1.1.

Eq. 1.1𝐺
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Calculation of porosity and void ratio.While the volume of the void spacewithin a granular
mineral material can be measured, it is easier and usually more convenient to calculate it
from more easily measured parameters. The void ratio (the volume of voids per volume of
solid) is calculated using specific gravity (Gs), moisture content (w), and the relative density
of water to bulk density) (⍴w/⍴b) (Eq. 1.2).
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Porosity (n) can be determined from the void ratio (Eq. 1.3).

Eq. 1.3𝑛 =  𝑒
1+𝑒

The saturation ratio of the bulk material (Sr) can be determined using Eq. 1.4 (an Sr = 1
indicates that the volume of the voids is completely filled with water).

Eq. 1.4𝑆
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SOP2‒Energy dispersiveX-rayfluorescence
(EDXRF)

S2.1 Scope and field of the application

This SOP describes how to identify and quantify carbonate minerals contained within
alkaline materials using an analytical technique known as energy dispersive X-ray
fluorescence (EDXRF). There are two main types of X-ray fluorescence that are commonly
used for identification and quantification of minerals whose difference lies in the type of
detection system: Energy Dispersive (EDXRF) and wavelength dispersive X-ray fluorescence
(WDXRF). This SOP deals only with EDXRF (which enables simultaneous multi-element
detection, is lower-cost, more transportable, and used in the vastmajority of applications. In
contrast, WDXRF systems analyse one or a few elements at high resolution and sensitivity,
but are more expensive and less commonly used). Generally, elements lighter than Mg
cannot be detected. Field XRF is also discussed (see Box 2.1).

S2.2 Principle

EDXRF is a non-destructive analytical method that provides information on the elemental
composition via the interaction of radiation with the atoms of a mineral sample. When a
material is excited by X-ray radiation, an inner shell electron may be lost/ionised. An
electron in an outer electronic orbital moves to replace the missing inner electron, and in
doing so, releases energy (‘fluorescence’). The atomic electronic orbitals are known and
fixed, and thus produce unique characteristic fluorescent signatures. By analysing the
fluorescence emitted from the excited sample, the elemental composition can be
determined.

The importance of escape depths. When we irradiate a sample with X-rays, samples with
high average atomic number tend to absorb X-rays more strongly than samples with low
average atomic number. This influences the penetration depth of the primary X-ray. By the
same token, the fluorescent X-rays emitted within this penetration depth may be either
re-absorbed within the sample, or if generated from a shallower location than the ‘escape
depth’, may escape the sample and be detected. The escape depth can be calculated from the
rock density and chemical composition (Ichikawa and Nakamura, 2023) and varies with
atomic number. For example, in an average igneous rock, Mg Kα (fluorescent energy 1.04
keV) has an escape depth of 5 μm, while Ca Kα (3.69 keV) escape depth is 35 μm and Fe Kα
(6.4 keV) is 84 μm. Heavier elements like Sr Kα have amuch greater escape depth of 840 μm
(Ichikawa and Nakamura, 2023). As such, an XRF detector receives a greater proportion of
signal from higher energy fluorescent X-rays emitted by high atomic number elements
compared to lower energy fluorescent X-rays from low atomic number elements. For this
reason, standardmaterials are used to calibrate results and account for this effect.

57



Practically, it is important to consider escape depth for sample preparation. The smallest
escape depth is the limiting factor, and so for reliable XRF analysis, the sample should be
prepared such that it has a flat surface, and is homogenous with smaller particles than this
limiting depth. As this is challenging to achieve in practice, quantitative results for low
energy fluorescent elements should be consideredwithmore caution.

S2.3 Instrumentation

X-ray source. A vacuum X-ray tube generates X-rays with energies on the order of 20–60 kV
by accelerating electrons between a cathode and anode (see Figure 2.1). Common target
materials for the anode include tungsten, molybdenum, or rhodium. These materials
produce characteristic X-rays when bombarded by high-energy electrons acceleratedwithin
the tube. Higher energy sources (e.g., up to 50 keV) will allow detection of higher atomic
number elements (the irradiating X-rays must exceed the absorption energy of elements of
interest to generate fluorescence), however the use of a higher energy source comes at the
expense of sensitivity to low atomic number elements. High intensity low-energy X-ray
sources (e.g., 1-10 keV) are used to improve sensitivity to low atomic number elements. Some
instruments incorporatemultiple targetmaterials to provide a broader range of sensitivity.

Sample holder. The sample holder is a device that securely holds the sample during analysis
and ensures proper alignment with the X-ray source and detector. The holder may be
designed to accommodate different sample forms, such as powders, pellets, or liquids. It is
important to position the sample at a fixed distance and angle relative to the X-ray tube and
detector for consistent analysis.

X-ray detection system. The X-ray detection system is responsible for capturing the emitted
X-rays and converting them into measurable signals. Proportional counters are commonly
used in EDXRF instruments, e.g., silicon drift detectors (SDD), thatmeasure charge produced
when its atoms are ionised from incident X-rays emitted from the sample. When an X-ray
interacts with the SDD, it produces electron-hole pairs, generating an electrical signal
proportional to the energy of the incident X-ray.

Signal processing and analysis. The electrical signals from the detector are processed and
analysed using dedicated electronics and software. The detector signals are amplified,
digitised, and converted into a spectrum representing the X-ray energies detected. Signal
processing techniques, such as pulse height analysis, are employed to discriminate X-ray
signals from background noise and improve signal-to-noise ratio. Specialised software is
used to analyse the acquired spectrum, identify characteristic peaks, and quantify the
elemental composition of the sample based on calibration curves.
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Figure 2.1. Simplified diagram of energy dispersive X-ray fluorescence instrumentation in operation adapted
fromKhalid et al. (2011).

S2.4 Sample preparation

For XRF, sample preparation is a critical factor controlling the reliability and accuracy of
quantitative results. Having said that, the technique is often usedwithminimal or no sample
preparation in order to get quick, semi-quantitative information about the elemental
composition of a sample.

The two most common ways to prepare samples are as pressed powders or glass fusion.
Fused beads allow for the detection of major elements with the advantage of higher
repeatability. Drawbacks include greater time andmaterial preparation costs, the necessary
dilution of the sample for bead preparation, such that trace elements are often not
determined, and can pose a risk of loss of reactive elements (e.g., C, O, N).

Pressed powders allow for the detection of a wider range of elements, but care is required in
the preparation of the sample surface. Ideal samples exhibit fine and uniform particle size,
high degree of homogeneity, homogenous mixing with a binder agent (e.g., wax, cellulose,
boric acid, starch) at an appropriate ratio, and consistency in the amount of material used
and pressure applied to produce pellets with uniform thickness and surface roughness.

It is essential to appropriately calibrate the instrument. Check standards should be used to
confirm accuracy. Samples <10 mm in the smallest dimension and >2-mm thick are optimal
for EDXRF analyses (Davis et al., 1998; Lundblad et al., 2007). With recent developments in
digital EDXRF instrumentation and tube collimation, it is possible to analyse to sizes of 2
mm, e.g., ThermoScientific Quant’X EDXRF at Berkeley (see also Hughes et al. (2010))
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Typically, methods for XRF analysis on mineral materials using fusion beads (e.g., British
Standards Institution (2009); ISO (2010, 2021)) suggests mixing 5‒10 parts of lithium borate
flux with 1 part sample, and a releasing agent of ammonium iodide or lithium iodide. 100g of
sample should be milled and sieved to <150 µm, although only 5‒10g may be needed for
pellet creation (for reactive materials, this should be done as quickly as possible to avoid the
contact with the atmosphere), and heated to >1000°C in a platinum-gold,
platinum-rubidium crucible.

Excellent resources are available in the literature including detailed sample preparation
guides e.g., Ichikawa andNakamura (2023).

S2.5 Standards and calibration

When selecting standards for XRF analysis, it is crucial to consider factors such as
traceability, reliability, stability, and compatibility with the samplematrix. All standards and
samples should be presented for analysis in a reproducible and identical way, so standards
should ideally have similar physical and chemical characteristics to the samples (particle
size and homogeneity, composition (e.g., distribution of high and low absorbing elements),
and preparation style. It is also recommended to consult recognized organisations,
manufacturers, and scientific literature to identify appropriate standards for specific
applications and analytical needs.

Certified Reference Materials (CRMs). CRMs are highly characterised materials with known
and certified elemental compositions. They are produced and certified by reputable
organisations such as the National Institute of Standards and Technology (NIST) or the
International Atomic Energy Agency (IAEA). CRMs are routinely used for calibrating XRF
instruments, validating analytical methods, and verifying the accuracy and precision of
results.

Geological reference materials. Geological reference materials are specifically designed to
simulate geological samples and are commonly used in mineral exploration, mining, and
geosciences. These materials represent different geological matrices, such as ores, rocks,
soils, and sediments, and cover a broad range of elements and concentrations.
Well-established geological reference materials, such as those offered by the Geological
Survey of Canada (GSC) or the United States Geological Survey (USGS), are widely used in
themineral analysis industry.

Synthetic standards. Synthetic standards are artificially prepared materials that mimic the
elemental composition and matrix of the samples of interest. They are typically used when
certified reference materials are not available for a specific application or when a specific
matrix needs to be closely matched. Synthetic standards are particularly useful for
calibration, method development, and quality control purposes. If preparing these as
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pressed powder, good control over particle size, homogeneity, packing density is needed. In
contrast, the fusion bead processmakes synthetic standard preparation easier.

Internal standards. Internal standards are elements or compounds added to the sample or
calibration standards to compensate for matrix effects and instrumental variations. They
are typically elements present at known concentrations that are not of primary analytical
interest. They are less costly than CRMs and can be benchmarked at the beginning and
throughout analysis to check for drift and consistency ofmeasurements.

Calibration. Calibration should be performed approximately yearly or following
replacement of the source or detector. This is done by analysing CRMs that contain a broad
range of elements, and more than two standards per element are required (Yatkin et al.,
2015).

S2.6 Procedure

The exact operation and user interface may vary depending on the specific XRF analyser
model and manufacturer. It is advisable to consult the instrument's user manual and
guidelines for precise operating instructions. However, the following outlines a broad
method for operation:

1. Prepare the sample according to the recommended sample preparation procedures
(see above).

2. Place the sample in the appropriate sample holder, ensuring that it is aligned with
the X-ray source and detector for accurate analysis.

3. Access the control interface of the XRF analyser, which can be a software interface or
a control panel on the instrument.

4. Specify the measurement parameters, such as the analysis mode (e.g., spot analysis,
mapping, or line scan), measurement time, and any additional settings required for
the specific analysis. Some analysersmay offer pre-configured analysismodes based
on the sample type or application to simplify the setup process.

5. Initiate the measurement process, and the X-ray tube in the analyser emits X-rays
with specific energies (or wavelengths in the case ofWDXRF).

6. The X-rays penetrate the sample, causing the sample atoms to undergo X-ray
absorption and subsequent emission of characteristic fluorescent X-rays.

7. The X-ray detector captures the emitted X-rays and converts the X-ray energy into
electrical signals, which are then amplified and processed by the analyzer's
electronics.

8. Data is processed in a multichannel analyser that produces a data spectrum for
energies emitted from the sample, and converted to voltage pulses in the detector.
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S2.7 Data presentation

For alkaline materials, and geological samples generally, EDXRF results for major elements
are usually reported as common oxides (see Table 4.2 for examples) butmay also be given as
the elements. These common oxides include Al2O3, CaO, Cr2O3, Fe2O3, FeO, K2O, MgO, MnO,
Na2O, P2O5, SO3, SiO2, TiO2. It is common to includemass loss on ignition (LOI, see Box 10.3) in
the results. The sum of the oxide concentrations and the LOI should be 100% of themass of
the original sample. Trace elements are often reported as elements rather than oxides, and
the limit of detection for each element should be stated alongside the results.

Box 2.1 ‒ Field portableXRF

A portable XRF analyser is a compact and handheld instrument designed for on-site or
field-based elemental analysis (Kalnicky and Singhvi, 2001). It offers the capability to
determine the elemental composition of various materials quickly and
non-destructively. The X-ray tube is typically operated at low power and is designed for
safe and efficient operation in portable instruments. To initiate a measurement, the
user typically places the portable XRF analyser in contact with the sample surface or
holds it close to the sample. The analyser may have an adjustable measurement
window or a collimator to restrict the analysis area and focus the X-ray beam. The user
interface of the portable XRF analyser allows for easy setup and selection of analysis
parameters, such asmeasurement time, calibration settings, and analysismode.

Portable XRF analysers find applications in various industries, including mining,
environmental analysis, archaeology, alloy analysis, and quality control. Their
portability, ease of use, and rapid analysis capabilities make them ideal for on-site
measurements and non-destructive testing in diverse field settings.

S2.8 Advantages anddisadvantages

It is important to consider advantages and disadvantages in relation to the specific
analytical requirements, sample characteristics, and desired outcomes when deciding
whether XRF analysis is suitable for a particular application.

XRF analysis is a non-destructive technique, and the sample remains intact and can be
further utilised or preserved for other analyses. It can analyse a wide range of elements,
from low atomic number elements likemagnesium (althoughwith difficulty) to high atomic
number elements like uranium. It covers a significant portion of the periodic table, allowing
for comprehensive elemental analysis. The analysis can provide quantitative information
about the elemental composition of a sample. Calibration curves and standards can be used
to accurately determine elemental concentrations. XRF requires minimal sample
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preparation compared to some other techniques. For many applications, samples can be
analysed directly or withminimal grinding, reducing time and effort.

XRF is less accurate for the analysis of light elements (atomic number less than 11) due to
their weak X-ray emissions and overlap with background signals. Quantitative analysis of
light elements may require more advanced techniques or additional sample treatment. XRF
analyses only the surface layer of the sample, typically in the range of a fewmicrometres to
severalmillimetres. It may not provide information about the bulk composition or variations
within the sample. The analysis can be influenced by the matrix composition of the sample,
leading to potential interferences or inaccuracies. Correction algorithms or calibration
standards may be required to address these matrix effects. XRF analysis can be sensitive to
sample geometry, including the sample thickness, density, and homogeneity. Variations in
sample presentation can affect the accuracy and precision of results.

The difficulty in detecting Mg requires greater care in optimising both sample preparation
and analytical processes when using this technique to quantitatively measure Mg-rich
feedstocks or carbonated products. Calcium or other trace elements may be used as
elemental proxies.

Another important note is that XRF cannot measure carbonate, thus the reported metal
oxide abundances must be used in conjunction with other information (TGA, LOI, total
carbon analysis, XRD, etc) to constrain mass balance calculations when estimating the
abundance of existing carbonates in feedstock materials, and when assessing the
abundance and type of carbonate products (e.g. Ca, Mg and Fe carbonates whichmay also be
variably hydrated).

S2.9 Quality assurance

XRF should only be operated by those who have obtained appropriate training and, where
necessary, certification. Methods will be calibrated and checked against international
standards. The standards are used to calibrate trace elements. Elements without overlaps
are fitted (unconstrained) to a linear least squares fit. Multiple linear least squares fits are
used to align overlapping items. Compton ratioing is used in both cases to adjust thematrix
(Harvey and Atkin, 1985). According to the XRF-1 I User Guide, updating intensities from a
standard in the driver file allows for the calibration ofmain elements (Criss, 1985). Sources of
uncertainty that could exist include choosing a peak and background counting time on a
representative sample. The inaccuracy from counting statistics will grow if samples with
fewer of the constituent elements of interest are analysed, whichwill result in low precision.
Furthermore, the signal frommeasured elementsmay overlap unexpectedly or incorrectly.

63



SOP3‒Acid digestion and sequential extraction

S3.1 Scope and field of application

Acid digestion and sequential extraction has been used for decades to measure the
inorganic composition of mineral solids. The techniques involve completely or partially
dissolving a solid sample with a volume of corrosive solvent (Table 3.1), and analysing the
solvent using a method of solution analysis (see SOP 4, 5, and 15), and reviewed by (Hu and
Qi, 2014).

S3.2 Principle

Minerals are sparingly soluble in water (e.g., 10 mg of calcite in 1 L of pure water), and the
rate of dissolution is slow. Furthermore, the equilibrium of silicate minerals with water can
result in the supersaturation of secondary minerals (e.g., silica, clays, carbonates). Digesting
mineral solids in aqueous solvents overcomes these limitations, and given sufficient solvent,
it may be possible to completely dissolve a small quantity of solid. Subsequent chemical
analysis of the liquid will reveal the chemical constituent of the solid. Given that mineral
solids are typically composed of phases with variable solubility in different solvents, it is
possible to tailor the digestion to analyse the chemical composition of specific components
of the solid.

S3.3 Sample Preparation

Solids should be collected as described in SOP 1, oven dried (105°C to constant mass),
crushed and powdered to < 63 µm (Balaram and Subramanyam, 2022). While most (clean)
standard laboratory grinding apparatus are suitable for major element determination, it
may be a potential source of contamination for less abundant elements. Performing the
procedure with standard materials will help assess the suitability of the experimental
protocol.

S3.4 Procedure

A typical recipe for the digestion of silicate and carbonate rocks is as follows (from Totland et
al. (1992)). 0.5 g of powdered sample is placed into a beaker and moistened with 1‒2 mL of
deionized water. 10 mL of HF + 4 mL of HClO4 is added and the sample is oven dried (this
should be repeated 3‒4 times). 10 mL of 5 mol kg-1 HNO3 is added and gently heated, and
then transferred to a 50mL volumetric flask andmade upwith dilute HNO3.

It is possible to achieve complete mineral dissolution by melting the material at high
temperature and dissolving the resulting glass bead in a strong acid (Ingamells, 1970). For
silicate minerals, a flux is required (commonly lithium borate or metaborate). 0.1 g of
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powdered sample is mixed with 0.3 g of flux and placed into a non-wetting (5% gold)
platinum crucible and heated to 1050°C until the powder has completely melted (~15
minutes). The melt is then poured into 50 mL of 5 mol kg-1 HNO3, continuously stirred for
30‒60 min at 60°C to aid dissolution. Samples should be diluted as required for analysis
using ICP-MS or ICP-OES (see SOP 4 and 5).

Table 3.1.A summary of strong acids used to dissolveminerals/rocks for analysis, adapted fromHu
andQi (2014).

Acid Typical digestion
concentration (mol kg-1)

Notes

Nitric (HNO3) 16 Oxidising, decomposing carbonates and
sulphideminerals. Stablematrix for ICP-MS.

Perchloric (HClO4) 12 Oxidising and dehydrating, can form
insoluble salts of K, Rb, and Cs, highly
reactive with some salts and organic
material.

Hydrofluoric (HF) 29 Can break down Si-O bonds, but readily
forms insoluble salts. Highly corrosive and
toxic.

Aqua Regia (HNO3-HCl) 16 HNO3‒ 12HCl at a ratio
of 1:3

Strongly oxidising, and should be prepared
directly before use.

In addition to assessing the bulk composition of a material, it is often useful to determine
the chemical composition of specific phases or materials within a complex mixture.
Sequential leaching has been extensively used for this purpose (Tessier et al., 1979), which
involves exposing a solid material to increasingly stronger solvents and analysing the
resulting solution. Table 3.2 presents a typical set of extraction steps for metals bound to
exchange sites, carbonates, iron oxides, and organicmaterial.

Table 3.2.A summary of a sequential extraction procedure formineralmaterials, adapted from
Kumkrong et al. (2021).

Step Solvent (concentration) Notes

Exchangeable Sodium acetate (1mol kg-1) ~ pH 8 1 g of solid sample + 8mL of
solvent. 1 hr dissolution time + 30
min centrifuge.

Carbonate
Sodium acetate (1mol kg-1) ~ pH 5
(adjustedwith acetic acid)

8mL of solvent. 5 hr dissolution
time + 30min centrifuge.

Iron ormanganese Oxides Hydroxylammonium chloride (0.04
mol kg-1) in 25% acetic acid

20mL of solvent at 96°C for 6 hr +
30min centrifuge.

Organic/Sulphides Nitric acid (0.02mol kg-1) +
Hydrogen peroxide (30%) + at pH 2

3mL nitric acid + 5mL of hydrogen
peroxide. 15min idle + 3 hr at 85°C.

Residual HF +HClO4 As described above.
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SOP4‒ Inductively coupled optical emission
spectrometry (ICP-OES)

S4.1 Scope and field of the application

This SOP provides a thorough guide for analysis of solid (and liquid) samples by inductively
coupled plasma optical emissions spectroscopy (ICP-OES). ICP-OES is a term used
interchangeably with inductively coupled atomic emissions spectroscopy (ICP-AES).
ICP-OES is most suited for analysis ofmetals in concentrations greater than 5% bywt. If the
elements of interest are in lower concentration than the instrument's lower detection limit,
then ICP-MS may be preferable (see SOP 5). Thirty-nine elements can be quantified by
ICP-OES analysis including aluminium, antimony, arsenic, barium, beryllium, cadmium,
calcium, chromium, cobalt, copper, iron, lead, lithium, magnesium, manganese, mercury,
molybdenum, nickel, phosphorus, potassium, selenium, silica, silver, sodium, strontium,
thallium, tin, titanium, vanadium and zinc (see Briggs (2002)), bismuth, gallium, sulphur,
tungsten, yttrium and zirconium (see US-EPA (2007)).

S4.2 Principle

Plasma is the fourth state of matter and comprises a stream of highly energised, charged
particles. Inductively coupled plasma (ICP) is a type of plasma that is created by
electromagnetic induction by combining a high frequency RF radiation within an enclosed
metal coil, to a supply of a stable non-reactive gas (predominantly argon). After its formation
the plasma is stabilised at very high temperatures and can be sustained if the RF and gas
supplies are maintained. The plasma is particularly energetic, and as such provides an ideal
ion source for trace element mass spectrometry analysis, where nearly all elements are
atomized and ionised.

ICP-OES measures the atomic concentrations of a sample by studying its emitted light when
heated to high temperatures. The sample is converted into an aerosol, and the fine droplets
are ionised in an argon plasma. Once in their ionised state, the atoms or ions can decay to
lower energy levels through radiative emission. The light that is emitted by the energised
plasma is directed to a diffraction grating which separates it into its spectral lines. The
spectral lines and their intensities are characteristic of the types and concentrations of
elements in the sample. ICP-OES requires element standard solutions of a known
concentration. Samples must be in the aqueous phase, therefore insoluble solid samples
must be prepared via acid digestion (for rock and mineral samples this is usually with prior
lithium borate fusion, see SOP 3). OES uses only the visible and ultraviolet parts of the
electromagnetic spectrum (wavelengths of 130‒800 nm).
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S4.3 Instrumentation

Typical ICP-OES instruments are composed of several main components (see Figure 4.1). A
peristaltic pump withdraws liquid samples to the nebuliser which converts the solution into
a fine aerosol. The aerosol is sprayed into a high-energy argon plasma generated by high
power radio frequency or microwave which causes gas ionisation. Interactions between the
plasma and the sample result in degradation of the sample to its individual elements,
causing emission of a characteristic optical signal. The emitted light is sent to a diffraction
grating and prism which separates it into spectral lines picked up by the detector (see
(Levine, 2021)). Software converts the spectral lines into concentration units. The instrument
must be periodically purged. Prior to using the instrument, it is purged with argon gas for
30‒60 minutes, and periodically thereafter. Glassware should be checked daily, and pump
tubing should be replaced weekly. The background equivalent concentration should also be
checked on a daily basis. BEC is a ratio of the counts per second obtained by aspirating a
blank solution and the slope of the calibration curve.

Figure 4.1. Simplified schematic of ICP-OES instrumentation.

S4.4 Sample Preparation

Sample preparation will depend on the type of sample being analysed. Most importantly the
samples must be in liquid form with dissolved solids of no more than 30% (samples with
high dissolved solids should be diluted with deionized water prior to analysis). Aqueous
samples can be introduced into a plasma directly, and often without dilution. They are
typically acidified with nitric acid (HNO3) to ensure that their elemental components remain
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in solution. A nitric acid or aqua regia digest is often used for soil and sediment samples,
however rock or minerals will need a more robust digestion technique such as lithium
metaborate fusion (see SOP 3). For example, a 0.25 g olivine sample should be first milled
and mixed with 1.25 g LiBO2 and fused in a furnace (e.g., Katanax X-300 X-Fluxer). The
sample can be placed in the furnace at 1000oC for 6.5min before the resultingmelt is poured
into a beaker containing 8% HNO3. The sample dissolves in the dilute acid, which can be
transferred to a 250mL flask andmade up tomark.

S4.5 Procedure

Calibration. In order to calibrate the ICP-OES instrument for analysis, standard solutions
containing the elements of interest must be prepared, at concentrations that will
encompass the levels expected to be present in the samples. Standard and Quality Control
solutions should be made up from stock solutions that are traceable to reputable standards
(e.g., those supplied by NIST). However, a range of sources should be used for standard and
QC solutions. Multi-point calibrations can be plotted by diluting the most concentrated
standard. Standards should be matrix matched to the samples as much as possible to
account for nebuliser and plasma related effects. Limits of detection (LoDs) are routinely
calculated as three times the standard deviation of 10 blank analyses. This applies to both
ICP-MS (see SOP 5) and ICP-OES instrumentation.

Table 4.1. Limits of detection (mg L‒1) for Perkin Elmer NexION 2000 ICP-OES.

Element Limit Element Limit

Al 0.0009 Mn 0.00002

As 0.00001 Na 0.002

B 0.001 Ni 0.00005

Ca 0.007 P 0.001

Cu 0.00002 Pb 0.0001

Fe 0.005 Si 0.003

K 0.002 Sr 0.00002

Mg 0.0001 Zn 0.0004

For demonstration, an olivine sample was digested by LiBO2 fusion and analysed using the
Perkin Elmer AVIO 500 ICP-OES for Al, Ba, Ca, Cr, Fe, K, Mg, Mn, Na, P, Si, Sr, Ti. An argon
humidifier and nebuliser for high dissolved solids was used for this analysis due to the
nature of the matrix. Standard and QC solutions werematrix-matched to the samples. LODs
were not applied to this data and mg L-1 results were used to calculate and report both mg
kg-1 and oxide data. LODs are listed in Table 4.1. As samples were diluted x5 prior to analysis
any reported LODswill be x5 the LODs.
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Internal standards. Users are encouraged to utilise an internal standard to adjust for
variability between samples and variations in processing, particularly to remove unwanted
interferences before analysis. Scandium-32 and yttrium-33 are often used internal
standards given that their wavelengths do not coincide with those of other atoms in the
sample.

S4.6 Data presentation

Results of aqueous samples are usually expressed as mg L-1 or ppm, which for solid samples
that have been digested can be multiplied up tomg kg-1 results. For rock ormineral samples,
such as the olivine sample in this example, the % oxide values can be calculated by
multiplyingmg kg-1 data by oxide ratios (Table 4.2).

Table 4.2. Composition data for olivine sample determined through acid digestion and ICP-OES.

Element Concentration (mgkg-1) Element (expressed as an
oxide)

Concentration (wt.%)

Al 3839 Al2O3 0.73

Ba 20 BaO 0.002

Ca 1786 CaO 0.25

Cr 3377 Cr2O3 0.5

Fe 45870 Fe2O3 6.56

K 328 K2O 0.04

Mg 287523 MgO 47.7

Mn 707 MnO 0.09

Na 653 Na2O 0.09

Ni 2349 NiO 0.3

P ND P2O5 ND

Si 166088 SiO2 41.9

Sr 22 SrO 0.003

Ti 77 TiO2 0.01

Total n/a Total 98.2

The sample was analysed in triplicate and average values are reported. ND =Not detected
Concentration data (mg kg-1) was used to derive oxide concentrations.

S4.7 Advantages anddisadvantages

One major advantage of using ICP-OES over atomic absorption spectroscopy (AAS) is that
the plasma provides enough heat to ionise multiple elements simultaneously as well as all
atoms and ions emitting their characteristic radiation at the same time. This means that as
well as observing several elements at the same time, multiple wavelengths of the same
element can also be observed (Charles and Fredeen, 1997). ICP-OES is often compared to
ICP-MS (see SOP 5). Rather than using emitted light, ICP-MS separates the components of
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plasmolysed samples by their mass-to-charge ratio. ICP-MS instruments can obtain
concentrations as parts per trillion whereas ICP-OES is limited to parts per billion, but best
suited to ppm. Therefore, ICP-MS is preferred where the element of interest is in very low
concentration. However, ICP-OES has a higher tolerance for total dissolved solids (TDS) (up
to 30% TDS) than ICP-MS (up to 0.2%) and therefore sample dilution is often needed for
ICP-MS. Further, ICP-MS is usuallymore expensive and requires greater technical expertise.

S4.8 Quality assurance

Quality control samples need to be analysed to prove the validity of the sample preparation
as well as the analytical precision. Other concerns in analysing ICP-OES data relate to
potential interferents and their ability to compromise the system performance. If available,
a Certified Reference Material (CRM) should also be analysedwith the samples to check that
the chosen digestion process has worked correctly.
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SOP 5‒ Inductively coupled plasmamass
spectrometry (ICP-MS)

S5.1 Scope and field of the application

Inductively coupled plasma mass spectrometry (ICP-MS) is a powerful analytical technique
used to examine low-abundance elemental compositions in a sample. It is particularly
useful for the measurement of trace metals in a variety of sample types, where it can
accurately operate within a concentration window that spans over nine orders of
magnitude, in addition to providing detection limits below pg g-1 concentrations (e.g., the
rare earth elements). Many ICP-MS systems have the capability to analyse both solid and
liquid matrices, where the former is conducted by coupling the instrument with a laser
ablation unit. Laser Ablation ICP-MS is particularly useful for determining the spatial
distribution of trace and major elements in samples (Kang et al., 2004), and can also be used
to map such concentrations in a substrate, for example, in bio andmedical sciences (Becker
et al., 2010). Finally, certain ICP-MS systems can also be employed to simultaneously
measure different isotopes of a particular element. Known as Isotope ratio ICP mass
spectrometry, or Multi-Collector ICP-MS, this important technique will be discussed
separately (see SOP 15).

S5.2 Principle

In mass spectrometry ions are measured according to their mass-to-charge ratio (m/z). As
discussed above (SOP 4), the argon plasma transfers many elements into the mass
spectrometer in an ionised state, where it is important tominimise such oxidation reactions
to the release of more than one electron (i.e., to only transfer M1+ ions into the mass
spectrometer. This is normally controlled through careful optimisation of the plasma and
should be about 97% efficient.

When the ions enter the mass spectrometer they are focused and channelled towards the
mass filter for mass separation. Mass filtering is predominantly conducted using a
quadrupole: a device comprising four metal rods, two connected to a constant DC current
and two connected to a varying AC current. The AC current cycles over a period of a few
microseconds, where within each such succession individual masses, corresponding to a
particular element, are able to resonate without restriction through the four rods for a small
fraction of time. This fixed time is unique per mass and thus allows discrimination within
the mass spectrometer so that elemental concentrations can be determined for a particular
sample.
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S5.3 Instrumentation

Instrumentation supporting the ICP part of the ICP-MS is identical to ICP-OES (please see
Figure 4.1 in SOP 4). Ions enter the mass spectrometer via the interface, where themajority
of the M1+ ions pass through the centre orifice of the cones. Once inside the mass
spectrometer they are focused and, in many cases, deflected by the high voltage electronic
components, to eliminate the transfer of light and neutral species further into the
instrument. The channelled ion beam then enters the reaction/collision cell, which can be
filled with reactive or inert gases (namely NH3 and He respectively). These gases enable the
dissociation of undesirable molecules ‒ polyatomic ions that formwithin the cooler regions
of the plasma, which often cause interference on analyte M+ ions within the mass spectra.
After the enhanced ion beam has exited the cell, it is then directed towards the quadrupole
for mass filtering and then finally to the secondary electron multiplier for detection. The
software then converts the detector counts per second values into concentrations (Figure
5.1).

Figure 5.1.A simplified schematic of the operations of inductively coupled plasmamass spectrometry.
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Optimisation. Before any samples can be measured the instrument should be optimised to
check that the following criteria are met with a certified tuning solution (varies between
manufacturer):

1. Torch aligned tomaximum sensitivity.
2. Nebuliser gas optimised for the highest sensitivity, but to a rate that oxide production

is at an adequate rate. Indium is often used as a proxy element for determining the
maximum sensitivity and cerium for oxide production rate. Cerium’smost abundant
isotope has a mass of 140 AMU, so its oxide forms at AMU 156. By measuring both
masses the oxide formation rate by the ratio of 156/140 can be determined and
should be <0.03 for optimumperformance.

3. Tuned deflection and focusing voltages for optimum ion transfer through the mass
spectrometer.

4. Adequate stability checked from the measurement of at least 5 replicates from the
tuning standard. Normally the relative standard deviation from the five
measurements should be less than 3%.

S5.4 Procedure

Calibration. ICP-MS is not an absolute quantitative analytical technique, therefore it
requires calibration prior to use. As previously mentioned above ICP-MS is a type of mass
spectrometry that provides linear working ranges that are greater than nine orders of
magnitude. Therefore, linear regression calibrations are an ideal approach to convert
signals from the detector into concentrations in the samples. Calibrant solutions (n≥5)
should be prepared from NIST certified standards (e.g., Merck Certipur or Spex Certiprep)
and diluted to form a range of concentrations that encompass the likely concentrations
within the sample working solutions. Adequate linear regression lines drawn after the
calibration should achieve correlation coefficients >0.9995.

Internal standards. Plasma suppression/ enhancements often occur during analysis by
ICP-MS. Such measurement artefacts are caused by differences in the sample matrix and
can be a source of error if it is not corrected. Oneway tomitigate this is to ‘matrix-match’ the
blanks and standards to the samples (often known as standard addition). Thismethodology
works adequately when the matrix within a sample set is well defined and consistent (e.g.,
whenmeasuring seawaters), although in reality this is often not the case, where sample sets
may contain varying matrix compositions. Instead, internal standards are often used (note
this can also be adopted to the standard addition approach too).

Internal standards are elements that are doped into all of the samples, blanks and standards
at the same concentrations. These elements should not be present in the samples and
should be easily detectable by the ICP-MS.
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The following metals are frequently used as internal standards in ICP-MS: Indium, rhodium,
iridium and rhenium. These four elements are generally found in ultra-trace or negligible
concentrations in many environments/ applications and are also very sensitive by this
technique. This series of elements also comprise different first ionisation energies (energy
required to relinquish a valent electron and become an M+ ion), with indium imparting the
lowest value and iridium the highest: therefore, providing pairings based upon the element’s
first ionisation energy and mass. For example, rhodium has a similar first ionisation energy
to many of the first-row transition elements. As it is also similar in mass it will be an ideal
choice as an internal standard for these elements.

Once doped into all of the solutions to be measured in the analytical run the instrument
software will allow you to assign an element as the internal standard. Then any changes that
may occur to the plasma chemistry during the analytical run will be constrained by
corrections to the signal obtained in the nearest blank.

As previously highlighted it is important to ensure that the total dissolved solids of the
samples are within the acceptable range for ICP-MS analysis (i.e., less than 0.2%) to ensure
that any internal standard corrections are minimal. Generally, suppression/ enhancement
normalisations by the internal standards should be limited to ±25%.

S5.5 Results presentation

The results of ICP-MS are usually presented asmass spectrumwhich is a plot of intensity vs.
the mass-to-charge ratio. The instrument software can also adapt this layout to present
concentrations per sample, after converting counts per second data into concentrations,
providing blank subtractions and correcting for internal standards.

S5.6 Advantages anddisadvantages

Analyte sensitivity is one of themain advantages of this technique, wheremany instruments
are able to detect some heavy metal elements below pg g-1 concentrations. In order to
achieve such low detection performance, the mass spectrometer firstly operates at a high
vacuum, in order to maximise transmission along the flight tube. Coupling the high voltage
electronics and the high energy inductively-coupled plasma ‒ ICP-MS succeeds as being the
most sensitive inorganic analytical technique, where it is able to operate over nine orders of
magnitude. Therefore, this enables the instrument to determine concentrations accurately
and precisely for a sample set that may contain many elements distributed over wide
concentration ranges.

However, a noticeable limitation in ICP-MS is its ability to tolerate samples containing high
total dissolved solids (TDS). At the interface of the ICP-MS the instrument contains a set of
cones that are used to separate unwanted samplematerial away from the ion transfer beam.
When TDS concentrations exceed 0.2% sample deposition at the interface region occurs

74



excessively, which begins to negatively impact on the instrument performance through
drift, contamination and space-charge effects (Barros et al., 2020). This TDS threshold is
much lower than ICP-OES, so it is important that considerations aremade and that samples
are adequately diluted prior tomeasurement.

S5.7 Quality Assurance

Quality control standards are vital elements of an analytical run. Not only do they verify the
calibration of the instrument, but they also provide an important measure for uncertainty
propagation. Standards prepared from a different source to those used to prepare the
calibration standards are ideal to verify the validity of the calibration. Simply preparing one
standardwithin the range of the calibration is sufficient to determine this.

In order to calculate the uncertainties from the preparation and analytical method, a
certified reference material (CRM) should also be measured. Any type of material can be
purchased as a CRM from manufacturers such as NIST and LGC Standards. Such CRM’s will
have an available certificate of analysis, which lists the certified components. Many present
data on trace element concentrations and generally a wide range of elements are certified. A
suitable CRM should be digested and measured with the samples and the results
determined in a similar fashion to the other samples within the set. Data on the analytical
precision can be determined from the relative standard deviation from a series of replicates
(n≥5) and the accuracy calculated by comparing the mean value of the replicates to the
certified concentration.
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SOP6‒PowderX-ray diffraction spectrometry
(PXRD)

S6.1 Scope and field of the application

This SOP describes the method for qualitative analysis of the bulk mineralogy of alkaline
solid materials using powder X-ray diffraction (PXRD). Quantitative XRD analysis is also
possible and is covered in Box 6.1. XRD is especially useful for identification of fine-grained
materials such as mine tailings and weathering products which have crystalline structures,
such as calcite, even when present in small quantities. However, some alkaline materials
such as blast furnace slag can contain considerable fractions of non-crystalline material
(e.g., glasses or gels) which will not diffract X-rays in a consistent pattern, potentially
complicating data interpretation. PXRD can also be used to determine the crystal size via the
Scherer equation (Patterson, 1939). Information on the elemental composition and
geological or material history of the sample is useful prior to analysis for determining
between multiple minerals that appear identical or very similar in an X-ray diffractogram.
For samples containing substantial quantities of Fe, Co or Ni, an XRD instrument with a
cobalt radiation source is preferred to copper in order to reduce the impact of background
interference (Mos et al., 2018). Powder XRD is primarily a lab-based technique, although field
based XRD instruments have been used previously to identify the formation of carbonate
minerals in mine wastes (Turvey et al., 2017). For analysis of clay-rich samples, specific
sample preparation techniques are required, examples of which are given by the USGS (U.S.
Geological Survey, report by Poppe et al. (2001)).

S6.2 Principle

Many solid materials are crystalline, meaning they have a regular and repeating
arrangement of atoms determined by their crystal structure and elemental composition.
When X-rays of a given specific wavelength λ, are fired at a crystalline solid, some of them
will hit the individual atoms within the crystal and diffract. Most of the time these diffracted
X-ray will destructively interfere, and no obvious X-ray signal will be produced. However, at
specific angles between the incident X-rays and the samples θ, the X-rays will constructively
interfere according to Bragg’s law (Figure 6.1) and will produce an X-ray signal that can be
detected by an X-ray detector.

Bragg’s Law is satisfied when 2d(sinθ) = nλ, where λ is the X-ray wavelength, n is an integer, d
is the distance between planes of atoms within the crystal structure and θ is the angle
between the incident X-ray and the plane of the crystal surface.
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Figure 6.1. Diagram showing how X-rays interact with a crystalline solid and then diffract representing ‘Bragg’s
Law’.

By scanning over a wide array of different angles an XRD instrument can determinewhen a
material is undergoing destructive interference (background signal) and when it is
undergoing constructive interference (XRD peaks), this information is recorded as a
diffractogram (Figure 6.3). Each material will have a unique pattern of XRD peaks, known as
its diffraction pattern, determined by its crystal structure and elemental composition, as
they will dictate interatomic distances within the crystal structure. This means that even
crystalline materials with the same composition can have different diffraction patterns due
to their different atomic arrangements, e.g., quartz and cristobalite are both composed of
SiO2 but have unique diffraction patterns (Milonjić et al., 2007). Amorphous or poorly
crystalline materials lack a periodic array with long-range order, so theywill not produce an
X-ray patternwith characteristic sharp peaks.

An XRD pattern is usually interpreted with the aid of pattern matching software such as
DIFFRAC.EVA or HighScore which compare the pattern with a reference database such as
the Crystallography Open Database (COD) or Powder Diffraction File (PDF). Search andmatch
software helps the analyst determine what phases are present in a sample by quickly
comparing the d spacing of the unknown sample to those of knownmaterials in the PDF. The
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angle, shape and height of an XRD peak all provide useful information about the crystalline
components in amaterial.

Figure 6.2. The interior of a typical A-ray diffractometer showing the X-ray source, goniometer, sample stage,
detector and autosampler.

S6.3 Instrumentation

Typical laboratory-based X-ray diffraction instruments are composed of four main
components: the X-ray tube, a sample holder, goniometer and a detector (see Figure 6.2). In
the X-ray tube a filament is heated producing electrons which are then accelerated by an
applied voltage. The electrons bombard a target composed of a specificmetal target (Cu, Fe,
Cr, Mo or Co) producing characteristic X-ray radiation. The most common X-ray tubes in
laboratory settings are Co and Cu. Two intense peaks are observed in X-ray spectrumwhen
these elements are bombarded ‒ Kɑ and Kꞵ. The Kɑ X-rays can be divided into Kɑ1 and Kɑ2

radiation, and the latter is removed by a crystalmonochromator (which reduces intensity) or
by using software correction. The powder sample is then illuminated with these
monochromatic X-rays. The X-ray tube and the detector move on a goniometer in a
synchronised rotationalmotion in a vertical plane orthogonal to the surface of the sample to
maintain the same sample penetration over the scan range. In some diffractometers the
source remains stationary, and the sample mount is tilted. The intensity of the scattered
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radiation is recorded by the detector and converted to a count rate which is processed by a
computer. The emitted signal is recorded and graphed, and software enables the peaks to be
matchedwith those in a powder diffraction database.

S6.4 Sample preparation

In powder XRD, the aim of sample preparation is to reduce the size of crystallites and ensure
they are randomly oriented, to maximise the number of grains contributing to the
diffraction pattern and ensure good counting statistics. Reducing the grain size of
crystallites can be achieved by a number ofmethods,micronisation using amicronisingmill
in ethanol is the most preferred method, if that option is not available grinding the sample
into a fine powder (~10 µm) using a corundumpestle andmortar is acceptable. High energy
methods of grinding, e.g., ball-milling, can lead to the destruction of existing phases and
creation of amorphous phases and so should be avoided.

Once the sample has been reduced in particle size, it needs to be mounted in such away to
ensure randomly oriented crystallites. There are a variety of different sample holders
produced by various manufacturers. The best sample holders for ensuring randomly
oriented crystallites are back loading or side loading cavity mounts. When loading such
mounts the entire well should be filled, lightly packed (so not too deform the sample or
induce preferred orientation), and made flush with the outer disc, while loading against a
rough surface such as frosted glass or carborundum sandpaper to ensure the surface
crystallites are randomly oriented (Turvey et al., 2018b; Wilson et al., 2006). If such mounts
are not available or for smaller samples then the next best alternative are front loading disk
mounts or smear mounts using a zero-background plate, where the sample is adhered to a
flat surface using iso-propyl alcohol as the medium. In some cases, alcoholsmay react with
some alkaline materials such as NaFeO2 (Campbell, 2019), and petroleum jelly may be used
as an alternative adherent. For quantitative XRD on clays, alternative means of sample
preparationmay be needed such as spray drying (see Box 6.1).

S6.5 Calibration&Quality Assurance

XRD instruments should be calibratedwhenever an X-ray tube is replaced andwhenever the
instrument's geometry is changed (for example if a high temperature analysis stage is added
or removed), it should also be re-calibrated regularly (every ~1‒3 months) even if no major
changes to the instrument have occurred.

For the calibration a known crystal standard is required (typical crystal standards include
LaB6, SiO2, etc.) with documentation from either NIST or the diffractometer manufacturer
(Cline et al., 2013). The documentation is essential as it is needed to check the results of the
instrument including peak positions, peak shapes and peak intensities against the expected
values.
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S6.6 Procedure

All XRD instruments have safety interlocks with LEDs to indicate whether the X-ray shutter
is open or closed. Assuming the X-ray shutter is closed and safe, the protective screens or
doors can be opened, and the sample disc is secured into position. The screen doors are
closed and locked to protect the user. Proprietary software is used to select the scan
parameters: scan angle 2θ range ‒ typically 5‒70°; step size ‒ typically 0.5°; the step time ‒
typically 1 s. Usually, pre-made protocols with set parameters are available. When the scan
commences the LED light should light up indicating the instrument is now irradiating the
sample with X-rays. Once the scan is complete, the sample holder should be removed from
the machine, the powder sample safely disposed of, or stored away, and the sample holder
cleaned with ethanol, and returned to the lab. Ensure the XRD diffraction pattern is saved
ready for peakmatching analysis.

S6.7 Data analysis andpresentation

Diffraction patterns are matched using peak-matching software. This process is more
efficient when the elemental composition of the sample and likely mineral phases are
known. Using appropriate chemical and other database filters is important to eliminate
suggested phases that have similar X-ray patterns to what is seen in the pattern but will not
be found in the sample (e.g., youwant to remove explosives and pharmaceuticals as potential
suggestions when analysing geological samples). When presenting data, it is better to
display multiple scans on the same plot (‘diffractogram’) such that common peaks can be
labelled without repetition (see Figure 6.3). Peaks are usually labelled with a letter, e.g., C for
calcite, or a symbol, with a corresponding key. Ideally the intensity scale should be the same
for each sample but if one sample has a particularly weak signal it may need to be rescaled
for the purposes of presentation. All peaks should ideally be assigned to a particular phase.
If any peaks remain unidentified, they should be labelled as such. Although all peaks should
be identified, not all peaks need to be labelled in the final presentation if it will interfere with
overall readability and presentation of the data. Depending on the analyst's intention,
certain peaksmay need to be highlighted, e.g., newly forming calcite, to draw attention to the
important mineral reactants and products, while other peaks can be left unlabelled to
simplify the image. The exact patterns that were used tomatch the data (either from the PDF
or another database) should be included in the text of the document. Ideally, raw data and
matched peaks should be made available in supplementary information or appendices for
the purpose of data transparency. Intensity (y axis) can be reported as the rawX-ray counts,
counts per second, or converted to relative intensity (%). The x axis can be presented as 2θ
angle, θ angle or as d-spacing.
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Figure 6.3. X-ray diffractogram for steel slag and blast furnace slag sourced from Turkey. Peaks related to the
minerals portlandite, calcite, larnite and brucite are seen in the data for the steel slag. The data for the blast
furnace slag is typical of amorphousmaterials (no long-range crystallinity).

S6.8 Advantages anddisadvantages

Powder XRD has many advantages; it is rapid (<1 hr), and non-destructive with little sample
preparation required than other methods of mineralogical identification like modal
mineralogy, EDX and QEMSCAN. Qualitative data interpretation is reasonably
straightforward and unambiguous. XRD requires a fairly large sample (~2 g) although there
aremethods for obtaining quality data formg amounts (see sample preparation above).

However, there are also some issues with XRD. Quantitative analysis (see Box 6.1) is
significantly more complex in terms of the time and expertise required to produce good
results. It also has a relatively high detection limit of 0.1 wt. %, even under ideal
circumstances (León-Reina et al., 2016). XRD is also a predominantly lab-based technique
and samples must be taken from the field to the lab for analysis; however portable X-ray
diffractometers are starting to appear on themarket.

Box 6.1 ‒QuantitativeX-ray diffraction
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In addition to qualitative analysis, crystalline materials can also be analysed
quantitatively by XRD. Quantitative XRD is possible because the peak intensities of a
given mineral in the diffractogram are proportional to the weight percent of that
particular mineral in the sample. However, peak intensities are also a function of the
mineral’s absorption coefficient, particle size, degree of crystallinity and the preferred
orientation of the sample (Alexander and Klug, 1948; Chung, 1974; Rietveld, 1969), this
means that compared to qualitative analysis quantitative XRD requires more
specialised expertise to produce accurate results (Omotoso et al., 2006).

There are a variety of quantitative XRD methods including the internal standard
method (Alexander and Klug, 1948), reference intensity ratiomethod (Chung, 1974) and
the Rietveld method (Rietveld, 1969). Of these the Rietveld method is the most popular
in modern XRD analysis, it uses least squares refinement to compare a hypothetical
diffractogram to the diffractogram being analysed and alters various parameters
(including mineral abundance) to produce a diffractogram that is as close to the
experimental data as possible.

The Rietveld method relies on good counting statistics and data quality for themethod
to be successful. Therefore, successful quantification of minerals in a sample depends
greatly on the method of sample preparation, back loading against sandpaper or
frosted glass has been shown to be effective for producing good quality data (Turvey et
al., 2018b;Wilson et al., 2006). Spray drying is an alternativemethod to loading against a
roughened surface method to achieve completely random orientation of crystallites,
however it requires specific sample preparation equipment that may not be present in
all laboratories (Hillier, 1999).

When presenting quantitative XRD results a simple table of values is often used with
each sample and its various mineral abundances being presented. In addition, when
using the Rietveld method it is best practice to report the weighted pattern residual
(Rwp), kai squared (χ2), weighted Durbin-Watson statistic (d), and estimated standard
deviation for each analysis. These values are generated by the Rietveld analysis
software.

Quantitative XRD analysis is possible even in samples that contain amorphous
material, however it requires advanced analytical techniques such as including internal
standards (Wilson et al., 2006) or the use of the PONKCSmethod (Scarlett andMadsen,
2006). Such analyses also require a higher degree of training and expertise to produce
results that can be relied upon (Omotoso et al., 2006).
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SOP 7‒Raman spectroscopy

S7.1 Scope and field of application

Raman spectroscopy uses the interaction of light with matter to characterise a material in
the same way as FTIR. The main difference between both techniques is that Raman
spectroscopy is based on a light scattering process, and IR spectroscopy on absorption of
light. Both methods have specific spectrum diagnostic of distinct vibrations of a molecule
and allow the characterisation of a substance. Yet, Raman spectroscopy can provide
information about lower frequency modes and thus insight into crystal lattice structure.
Raman spectroscopy is therefore relevant to follow crystallisation processes and useful in
determining both reactionmechanisms and kinetics.

Identification of carbonate minerals. Raman spectroscopy is a useful technique for
carbonate identification. The carbonate bands in the mid-infrared region are
distinguishable from other minerals by their distinct positions (Kim et al., 2021).
Mineralogical and geochemical research has been pursued for a long time with Raman
analysis of carbonates, but recent portable devices have allowed the exploration of new
applications.

The R-3c group corresponds to the crystallisation of rhombohedral carbonate including
calcite, magnesite, siderite, and rhodochrosite whereas dolomite and ankerite have different
symmetry given the substitutions by divalent atoms such as Ca, Mg, Fe, andMn in the crystal
structure. Recent studies have shown the efficiency of Raman’s spectroscopy to identify
carbonates, but this was restricted to a few groups of solid solutions using laboratory
devices.

The D3d group represents the calcite structure through six Raman activemodes in a Raman
spectrum (Figure 7.1). In the calcite Raman spectrum, the peaks associated to translational
(T) and librational (L) latticemode from the external vibration of the CO3 group are at 154 and
279 cm-1. The out-of-plane bending (v4) and most intense stretching (v1) internal vibration
modes are respectively corresponding to the positions 710 and 1083 cm-1 (Figure 7.1). These
two peaks range from 710 to 738 cm-1 (m4) and 1082 to 1100 cm-1.

S7.2 Principle

Raman spectroscopy’s principle is based on the Rayleigh scattering process wherebymost of
the photons are dispersed or scattered at the same energy as the incident photons when
light interacts with molecules in a gas, liquid, or solid phase. Among these photos, a small
quantity (1 photon in 10 million) will scatter at a different frequency than the incident
photon through a process named the Raman effect. The Raman shift corresponds to the
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difference between the energy of the incident photon and the energy of the scattered
photon.

Figure 7.1. Raman spectrum of synthetic analytical grade calcium carbonate. This spectrum shows intensities at
281, 712, and 1086 cm-1, which are characteristic of calcite. Reprintedwith permission fromMikkelsen et al. (1999).
Copyright 2023 American Chemical Society.

S7.3 Instrumentation

One of the main components of a Raman spectrometer is the laser which infers an
excitation source resulting in the Raman scattering (Figure 7.2). The most common
wavelengths of 532 nm, 785 nm, 830 nm and 1064 nm are employed by solid state lasers in
modern Raman instruments. Fibre optic cables transmit and collect the laser energy to and
from the sample respectively. Rayleigh and anti-Stokes scattering are eliminated by an edge
filter. The light is captured by a CCD detector to obtain the Raman spectrum. A molecular
video including information about kinetics and mechanisms during a reaction can be
exploited from a spectrum acquired consistently over the course of an experiment.

S7.4 Procedure

Accurate examination of solid samples can be undertaken with the same setting. A sample
holding compartment is needed where the laser beam is deflected through a microscope.
The sample itself is pressed into a tiny sample cup that can be easily fitted into the object
holder of the microscope. In addition to the adjustment procedure described previously, the
solid sample is brought into focus by using a pilot lamp in the visible spectrum. Once in
focus, the laser beam is routed through the optical system of themicroscope.
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Figure 7.2. Photo depicting a Renishaw InVia Raman spectrometer at Heriot-Watt University.

S7.5 Quality assurance

Multiple trials should be made by using several layers of 10% absorbers into the light path
prior to the microscope to prevent vaporisation of the sample and coating of the
microscope’s objective lens (due to the intense laser light).
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SOP8‒Fourier transform infrared spectroscopy
(FTIR)

S8.1 Scope and field of application

Fourier transform infrared (FTIR) spectroscopy, also known as FTIR analysis, is an analytical
technique used to identify organic, polymeric, and inorganic materials (such as carbonate
minerals). FTIR analysis uses infrared emissions to scan samples and observe chemical
properties.

S8.2 Principle

Infrared radiations of about 10,000 to 100 cm-1 are sent by the FTIR device through a sample
and some radiations are either absorbed or transmitted. The sample molecules convert the
absorbed radiation into rotational and/or vibrational energy. The detector produces a
spectrum as a result ranging from 4,000 cm-1 to 400 cm-1. Each molecule or chemical
structure will be associated with a specific spectrum. Therefore, FTIR analysis constitutes a
very efficient instrument for chemical identification.

S8.3 Instrumentation

Typically for FTIR in the field, an instrument such as the Agilent 4300 Handheld Portable
FTIR is used for identification of the material on the field and the peaks might be analysed
and identified by the MicroLab FTIR Agilent Software. This innovative approach minimises
the risk of alteration of transient mineral phases such as ikaite (CaCO3.6H2O) after sampling
for instance. Alternatively, a PerkinElmer Frontier FTIRmight be used for characterisation of
thematerial at the laboratory (Figure 8.1).

Figure 8.1. Photo depicting a PerkinElmer FTIR spectrometer at Heriot-Watt University.
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Figure 8.2. FTIR spectrum of a sample of the hydrated calcium carbonate known as ikaite.

S8.4 Procedure

Before identification by attenuated total reflectance Fourier transform infrared
spectroscopy (ATR-FTIR), the sample must be air-dried on site and the measurement
surface cleaned with ethanol (10 mL g-1 of sample) using wipes. Initial scans check for
interferences by water molecules (peak absorption at 3182 cm-1) should be undertaken
which helps verify that the sample was dried.

S8.5 Identification of carbonateminerals

The FTIR spectrum of ikaite shows absorptions at 718, 1485, and 3182 cm-1 (Figure 8.2). The
latter peak is typical of O-H stretching and indicates the presence of abundant formation
water. Absorption at 1485 cm-1 reflects asymmetric CO3 stretching. Absorption at 718 cm-1 is
symmetric CO3 deformation, which is correct for ikaite but is not reported from amorphous
calcium carbonate (ACC) and is present at lower wavenumber inmonohydrocalcite.

The infrared spectrum measured from the calcite reference is recognisable by four internal
vibration modes of CO3

2- at 1396 cm-1 (asymmetric stretching, v3), 1089 cm-1 (symmetric
stretching, v1), 872 cm-1 (asymmetric bending, v2) and 713 cm-1 (symmetric bending, v4)
(Figure 8.3). The two bending bands v2 and v4 are narrow and sharp. The v3 band is
identifiable by a strong and very broad feature in the infrared spectrum and the intensity of
the v1 band is very weak.
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Figure. 8.3. FTIR spectra of calcite and ACC. Reproduced fromRodriguez-Blanco et al. (2011) with permission from
the Royal Society of Chemistry.

S8.6 Quality assurance

It is recommended to perform the FTIR measurement at least 10 times on the same sample
to increase the reliability, accuracy, and precision of the results. The average result is
obtained by calculating the mean, the standard deviation, and the coefficient of variation,
also known as relative standard deviation, which is defined as the ratio of the standard
deviation to the mean. It is important to note that there is a peak shift between devices due
to different factory calibrations. Therefore, a validation against known standards is needed.
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SOP9‒Volumetric calcimetry

S9.1 Scope and field of the application

In this SOP a quantitative method for determination of the total carbonate content (wt. %) of
mineral samples by volumetric calcimetry is provided (based on British Standards
Institution (1995)). Carbonate minerals in the sample are digested using acid. The volume of
CO2 released is then measured using a calcimeter, at constant temperature and pressure. A
standard material (e.g. pure CaCO3) is also analysed using procedure as a standard. The
volume change obtained with the standard can then be used to determine the volume of
carbonates in the sample. The volume of CO2 released is related to the mass of carbonates
digested.

S9.2 Principle

Carbonates within samples are reacted with an excess of acid (commonly HCl) which
produces CO2 gas (Eq. 9.1).

Eq. 9.1𝑋𝐶𝑂
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 + 2𝐻𝐶𝑙
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2
𝑂

(𝑙)
+ 𝐶𝑂
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Where X is Ca and/orMg. The CO2 gas released ismeasured in a closed system bymeasuring
the gas’s volume (volumetric calcimetry), or the pressure change (manocalcimetry) from
which the mass (wt. %) of carbonate minerals in the sample can be determined using a
standardmaterial as reference.

S9.3 Instrumentation

A range of instrument designs can be used for volumetric calcimetry including Chittick,
Eijkelkamp, Scheibler and Bernard. A volumetric calcimeter consists of a glass reaction flask
(recommended 250 mL), a three-way stop cock, burette, levelling bulb, and tubing. Other
apparatus includes stirring plate and stirrer, electronic balance with high weighing
precision, pipette or volumetric dispenser. Reagents include HCl (~4 mol L-1), distilled (or
deionized) water, analytical grade (>98%) CaCO3.

S9.4 Sample preparation

Samples should be pre-dried at 105°C to constant mass, or the moisture content of a
sub-sample should be determined and used to adjust for the determination of carbonate
content. Samples should be finely ground and passed through a 10 µm mesh (samples are
ground to enable fast and complete reaction with the acid). Acid digestionmethods, such as
a wet-oxidation method (Bao, 2000; Li et al., 2020;Walkley and Black, 1934) employ oxidation
of organic carbon into CO2 under a strong oxidant (K2Cr2O7) in the presence of H2SO4.
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S9.5 Calibration

The instrument is calibrated by measuring the volume of CO2 evolved by acid digestion of
several different masses of finely ground, high purity calcium carbonate (mesh size <10 µm).
Carbonate bearing reference materials can be used to check the accuracy of the instrument,
e.g., WEPAL reference material ISE 930 2004:1 (Clay soil, Ivory Coast) and NCS DC 73307
(StreamSediment, Beijing, China).

S9.6 Procedure

Preparation. If an approximation of the sample’s carbonate content is unknown, it can be
predicted by placing ~2.5 g of sample on awatch glass and adding a few drops of acid (~1mL),
the intensity of effervescence of the sample can then be used as an indication as to the
quantities of sample that should be used in the procedure. If the sample effervesces
intensely, less of the sample will need to be tested (see Table 9.1).

Table 9.1. Estimation of sample quantity based on effervescence time and intensity.

Intensity of effervescence Carbonate content (g kg-1) Estimatedmass of sample to be
used (g)

None or limited <20 10

Clear, but for a short time 20-80 5

Strong, for a long time 80-160 2.5

Very strong, for a long time >160 <1

Blank determination. A blank determination can aid in the detection of system leaks and
determine a zero reference. This is performedwith the samemethod as the calibrationwith
only water (no acid or CaCO3 ).

Sample analysis. Once the appropriate amount of sample is determined, it is then weighed
out (to 4 d.p.) into the reaction vessel (e.g., Erlenmeyer flask) which has been rinsed 4 times
with deionised water. 20 mL of deionised water is also added to the flask containing the
sample. 7 mL of 4 M HCl ismeasured into a flat-bottomed glass vial and placed into the flask
containing the sample using tweezers or tongs, taking extra care and attention to not spill
any acid on the sample prior to attaching the Erlenmeyer flask to the calcimeter apparatus.
A wet bung rinsed with deionised water should be firmly inserted into the opening of the
reaction vessel to ensure a gas tight seal. Once the apparatus is closed with no leaks in the
system, a reading on the burette can be taken, this can be noted down as volume 1. The
Erlenmeyer flask can be gently tipped until the acid is completely poured from the test tube
onto the sample, the flask can then be swirled to assist the reaction. Shake the flask
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occasionally until the reading on the burette remains stable, do not take readings after 1
hour. The volume can be read off the burette as volume 2.

Carbonate content is usually reported as wt. %. Triplicate analyses should be performed on
each sample, the results averaged, with the error reported as the standard deviation.

S9.7 Calculation and expression of the results

The carbonate content w(CaCO3) in g kg-1 of the oven-dried material is calculated using Eq.
9.2.

Eq. 9.2𝑤(𝐶𝑎𝐶𝑂
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Where m1 is the mass (g), of the test portion, m2 is the mean mass (g) of the calcium
carbonate standards,V1 is the volume (mL) of carbon dioxide produced by reaction of the test
portion, V2 is the mean volume (mL) of carbon dioxide produced by the calcium carbonate
standards, V3 is the volume change (mL) in the blank determinations (this value can be
negative), and w(H2O) is the water content, expressed as a percentage by mass, of the dried
sample, determined according to (British Standards Institution, 1995).

S9.8 Advantages anddisadvantages

Volumetric calcimetry is a simple and inexpensive method. It only provides only ameasure
of the total carbonate content and cannot easily distinguish between different types of
carbonates. This method is destructive and can cause the decomposition of other minerals
such as sulphates, releasing SO2, or H2S or H2, causing overestimation of the total carbonate
content. Further, another key source of uncertainty is from temperature and pressure
fluctuations.

S9.9 Quality assurance

Standardisation using a known concentration of HCl and a certified standard. A blank
determination should be performed as described above to correct for any background
gaseous contribution. The water reservoir should be regularly saturated with CO2, which
limits CO2 transfer during measurements. Running replicate analyses on the same solid
sample or different aliquots of the same sample can help assess the precision of themethod
and identify potential outliers or errors in the data. Solid samples should be thoroughly
homogenised to ensure that they accurately represent the entiremass. Using an appropriate
amount of solid sample is crucial for accurate results. Too little sample might lead to lower
precision, while too much sample could result in excessive CO2 production, leading to errors
inmeasurement.
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SOP 10‒Thermogravimetric analysis (TGA)

S10.1 Scope and field of the application

This SOP describes the general use of thermogravimetric analysis (TGA) for analysing
thermal behaviour of materials as well as multiple methods for determining specific
mineral contents using TGA. These methods include determining carbonate content of
alkaline materials (Campbell, 2019) and determining brucite (Mg(OH)2) content of alkaline
materials (Turvey et al., 2022). In some cases, TGA can be used to distinguish between
different carbonates. And is also suitable for the determination of organic material in a
sample (Coats and Redfern, 1963). This SOP also contains information on TGA-MSwhich is a
combined method with mass spectrometry that allows more detailed forms of analysis and
differential scanning calorimetry (DSC) which is a similar technique (discussed in Box 10.1).

S10.2Principle

Thermogravimetric analysis is an analyticalmethod thatmeasures themass of amaterial as
a function of temperature (and time) as a sample undergoes heating (Coats and Redfern,
1963). The heating causes physical and chemical transformations to occur within the sample
which result in mass loss or gain, such as the decomposition reactions that minerals
undergo at specific temperature ranges. The mass changes resulting from these reactions
can be quantified, and the reaction rates studied. For example TGA can be used to determine
the carbonate content of alkaline materials since Mg- and Ca- carbonates decompose
during heating, releasing CO2, withmagnesite decomposing between 620‒650°C and calcite
decomposing between 700‒800°C depending on heating rate, and other experimental
conditions (Földvári, 2011). As the decomposition reactions occur in a consistent predictable
way determined by the stoichiometry of the mineral the mass loss during the reaction can
be used to calculate the abundance of themineral in question.

S10.3 Instrumentation

TGA is conducted on an instrument referred to as a thermogravimetric analyser. The
instrument consists of a sample holder (pan) attached to a highly sensitive balance (accurate
to +/−0.001% on some instruments) (see Figure 10.1). A thermocouple (accurate to +/−0.1°C) is
positioned ~1 mm above the sample such that the sample temperature can be represented
as accurately as possible without touching the material and potentially interfering with
mass measurement. Instruments with a temperature range from ambient to 1000°C are
typical, and sufficient for the uses described herein. Open top pans, often composed of
platinum or a ceramic, are used to hold the sample. The furnace atmosphere is controlled by
flowing purge gas which removes evolved gases from the chamber. Gas also flows through
the balance mechanism to prevent evolved gases from damaging the balance. The balance
purge is typically at least 10mLmin-1 higher than the sample purge. This balance gas positive
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purge differential prevents evolved gases from entering the balance area. The balance and
furnace purge gas flow rate are controlled by mass flow controllers. For the furnace,
different gases are usually available including air, N2, Ar, or CO2. The balance purge gas is
fixed as N2. With some instruments, the rate of mass loss can be kept constant by
temperature control, which is useful for studying reactions which are sensitive to the
build-up of evolved gases (Criado et al., 1990). VacuumTGA can be used but is less commonly
found in standard laboratories (Jurczyk et al., 2022). Some instruments can even perform
TGA and DSCmeasurements simultaneously. Formore on DSC see Box 10.1.

Figure 10.1.Annotated photograph of a TGA instrument.
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Box 10.1 ‒Differential ScanningCalorimetry (DSC)

Differential Scanning Calorimetry (DSC) heat flow is measured as a function of
time/temperature to study chemical processes, for example, dehydration and
carbonate decomposition, but also physical processes like phase changes, likemelting
(Kodre et al., 2014). Differential thermal analysis (DTA) is an alternative technique
whereby the heat flow is kept constant and temperature difference between the
sample and the reference material is recorded. In DSC, the sample and the reference
material are kept at near the same temperature, as the temperature increases linearly
with time. The reference material has a well-defined heat capacity. The amount of
heat that must flow to the sample depends on whether the processes occurring are
exothermic or endothermic. DSC is particularly useful when coupled with TGA for
additional understanding on carbonate decomposition processes, providing
information which is not visible in the TGA signal, such as phase transformations.
Figure 10.2 shows the DSC curve for thermal decomposition of hydromagnesite. The
peaks at 309°C, 446°C and 554°C, are proposed to be due to the release of hydration
shell water, decomposition of the hydroxide group and carbon dioxide loss and finally
breakdown of magnesite into MgO and CO2. The exothermic peak at 518°C is
suggested to be due to cubic formation of MgO. Such DSC information can aid in
deducing the mechanism of decomposition. If needed, the enthalpy of the transition
can be calculated by integrating the area under the curve and using ΔH=K.Awhere ΔH
is the enthalpy change of the transition, K is the calorimetric constant and A is the
area. The constant K is obtained by studying reference materials with known
transition enthalpies and is specific to each instrument.

Figure 10.2. Decomposition of hydromagnesitemeasured by DSC at 20°Cmin-1 in air. Republishedwith
permission fromHollingbery andHull (2010). Copyright 2023 Elsevier.

S10.4Calibration

Mass. The TGA balance is calibrated by weighing standard calibration weights of various
masses between 1 mg and 1 g. Calibration weights of known mass (to 0.001 mg) are usually
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provided by the instrument manufacturer. The calibration should be performed once per
month.

Temperature. The thermocouple cannot record the actual sample temperature because
touching the sample would interfere with the mass measurement. Temperature calibration
largely helps alleviate this issue. Temperature calibration is achieved using materials such
as Ni, Fe, CrO2 or various alloys (traceable reference materials available from ICTAC and
NIST) which have a known Curie point (Blaine and Fair, 1983). Curie pointmaterials lose their
affinity for magnetism upon heating to a certain temperature, which is observed as a sharp
mass gain on the thermogravimetric analyser. The exact temperature calibration method
depends on the instrument. Some modern instruments have an internal electromagnetic
coil for automated calibration, while others require an electromagnet to be manually
positioned beneath or above the furnace. A clean pan is tared, and the first reference
material placed into the pan and loaded into the furnace. The magnetic field makes the
material seem lighter than it is. The material is heated at a constant heating rate, with inert
gas at flow rates as recommended by the instrument manufacturer. When the material
reaches its Curie point, it loses its magnetic properties and the mass increases sharply. The
temperature of the transition can be obtained by taking the first derivative of themass loss
curve and selecting the temperature of the peak. This temperature and the theoretical Curie
point temperature are entered into the system. The system applies the correction to all
future data. This process is repeated for another material with a different Curie point.
Several Curie referencematerials are needed to calibrate the temperature over a wide range.
The calibration should be performed at least once per year or after anymaintenance on the
instrument.

In addition to calibration the furnace should be cleaned on a monthly basis by ramping the
temperature to 1000°C (or the maximum temperature of the instrument and heating it for 1
hr open in air).

S10.5 Procedure

General method. Place a clean sample pan into the sample holder (or autosampler
depending on instrument), and load into the furnace for taring. Tare the pan, to determine
its empty weight and unload. Add the alkaline material sample to the pan. Load the pan
containing the sample into the furnace. Set the heating program (equilibrate, ramp,
isothermal, etc), the gas type(s) and gas flow rate(s), and any other operating conditions. At
the end of the test, unload the sample, clean the pan, and save the data. It is advisable to do
an initial test run, from ambient to 1000°C using a heating rate of 30°C, in order to identify
the approximate temperature ranges where the mass losses occur, before using lower
heating rates for data collection.

Gas purge. For determination of carbonate content dry, high-purity N2 or another inert gas
can be used as a purge gas with a cross-flow of and a down-flow depending on the
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instrument. Note that the pressure in the furnace environment of most instruments is not
controlled and will increase with increasing temperature. Usually, the cross-flow and
down-flow are set to the recommended by the TGAmanufacturer. Air should not be used as
the purge gas because the CO2 and O2 present in the stream can interfere with the
decomposition reaction. The CO2 concentration of the feed stream should be known. Air or
CO2 atmospheres are sometimes used to shift carbonate decomposition to higher
temperatures enabling CO2 losses to be more easily distinguished from other mass losses.
However, users should be aware that CO2 atmospheres can cause carbonation of samples
(mass gain), pushing carbonate decomposition to higher temperatures, while using air
purge gas allows for oxidation reactions to occur for certain minerals which could
complicate the analysis.

Accounting for buoyancy effects. An empty pan is heated under the same conditions as the
sample. The resulting apparent mass data are subtracted from the corresponding values in
the sample runs, to correct for buoyancy effects (Vyazovkin et al., 2011).

Sample size and heating rate selection. Heat transfer effects, e.g. “thermal lag”, (Khawam
and Flanagan, 2005) and “self-cooling” (Brown and Galwey, 1989), and mass transfer effects
e.g., CO2 build up in interstitial spaces in the sample with reverse reaction, must be
minimised (Criado et al., 1990). Typically, this is achieved using small masses, low heating
rates and sufficient gas flow, and by spreading the sample thinly on the bottom of the pan
(Lyon et al., 2012). Small particles also aid in minimising heat and mass transfer effects.
Sample masses and heating rates should not be so low that the signal to noise ratio is low.
Recommended sample mass of 1-50 mg and heating rates of 5-30 K min-1 are
recommended. It is advisable to study a sample multiple timeswith different parameters to
study the effect of mass and heating rate on the decomposition. The calculated carbonate
content should not change considerably with the sample mass or heating rate. If it does,
then it is likely that the mass loss is not due to carbonate decomposition alone but is
complicated by other overlappingmass loss reactions (Turvey et al., 2022).

Warnings and precautions. Sharp spikes in the mass data usually indicate that the sample
pan has touched the thermocouple or the side of the furnace. If this is the case, theremay be
too much sample, or the hangdown wire or thermocouple may be bent, or in the wrong
position. Sharp spikes can also be due to sample falling off the furnace (moltenmaterial), or
explosive reactions which eject sample from the pan, common with sodium carbonate
decomposition (Campbell, 2019). It is important not to disturb the TGA during operation
(e.g., through impacting the bench or vibration from other laboratory activities) in the
vicinity of the TGA lab as these vibrations can create noise in the data.
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Box 10.2 ‒ Thermogravimetric analysiswithmass spectrometry (TGA-MS)

TGA can be combined with various methods of evolved gas analysis (EGA) ‒ such as
infrared (TGA-IR), gas chromatography (TGA-GC) or mass spectrometry (TGA-MS) ‒ in
order to identify, and quantify, in real time, the product gases released during thermal
decomposition of a sample. In TGA-MS, which is the most commonly used, this is
achieved by feeding the outlet gases of the TGA furnace into a quadrupole mass
spectrometer where they are plasmolysed and separated according to their
mass-to-charge ratios as described in SOP 5. The area under the fragment ion peak in
the mass spectrograph is proportional to the mass lost. For effective operation of
TGA-MS there are several key things to implement (beyond the scope of this document
but see Kemp et al. (2022) for further details).

TGA-MS is especially useful for analysis of samples where themass loss is a summation
of multiple gas-producing reactions. Figure 10.3 shows TGA-MS data for partially (5min)
and extensively (90 min) carbonated serpentine. For the former, themass spectrograph
data show that CO2 is lost in five stages during heating, whereas for the latter CO2 is lost
in just one stage (Farhang et al., 2016). This pattern is explained by the fact that the
partially carbonated sample contains mainly hydromagnesite, and the extensively
carbonated sample contains mainly magnesite. These data, along with SEM and XRD
evidence, can be used to show that carbonation of serpentine to form magnesite
proceeds via the hydromagnesite precursor, and ultimately enables the quantification
of the stored carbon, and identification of itsmineral form.

Figure 10.3. TGA-MS data vs. temperature for samples of partially (left) and extensively (right) carbonated
serpentine (150°C; 140 barg; 90 min). Republished with permission from Farhang et al. (2016). Copyright
2023 Elsevier.
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S10.6Data processing, interpretation, and presentation

After correcting for buoyancy effects, data are plotted as temperature (and/or time) along
the x-axis, and with weight (mg) or weight (%) along the y-axis. The first derivative of the
weight or mass (with respect to time or temperature) is also usually plotted on the same
figure using a secondary y axis. Since noise is amplified in the derivative signal, particularly
where mass changes are small (<1mg), data smoothingmay be needed. The data can then be
annotated to highlight the mass losses of interest to the user. Depending on the nature of
the sample, further tests may be needed at various masses, heating rates (or even
isothermal), or different purge gas compositions to gather further information. Where
needed evolved gas analysis (e.g., TGA-MS, see Box 10.2) can be employed to provide
additional data. By using the mass loss over certain temperature increments and
multiplying them by a stoichiometric ratio it is possible to estimate the mineral abundance
of certainminerals, as shown below (Campbell, 2019; Földvári, 2011; Turvey et al., 2022).

Determining Carbonate Content. If a sample is known to containMg- or Ca- carbonates it is
possible to use TGA to estimate their abundance. Figure 10.4 shows a sample of steel slag
before and after carbonation. The mass loss that occurs from the carbonated sample
between 400 and 700°C is due to the presence of calcite. The quantity of calcite can be
determined knowing that these decompose releasing 1mol of CO2 according to Eq. 10.1.

Eq. 10.1𝐶𝑎𝐶𝑂
3

→ 𝐶𝑎𝑂 + 𝐶𝑂
2

By taking the mass losses (Δm) of ~ 3.8 wt % multiplied by the stoichiometric ratio of CaCO3

to CO2 of 2.27 (100.09 g mol-1 /44.01 gmol-1) estimates a calcium carbonate content of 8.63 wt.
%. However, TGA data are rarely as straightforward as that given in Figure 10.4. Other
processes, such as oxidation of organic matter, dehydration and dehydroxylation, and
thermal reduction ofmetal oxides also release gases which can overlapwith those of the CO2

released by carbonate decomposition. Prior knowledge of the composition and mineralogy
of the sample is useful in such cases, andmass spectrometry (Box 10.2) or DSC (Box 10.1) can
provide additional information.
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Figure 10.4.Weight loss (%) vs. temperature for slag before and after carbonation obtained via TGA.

Determining brucite content. Similar methods can be employed to determine the brucite
content of an ultramafic rock sample (Turvey et al., 2022), brucite abundance is important
because it represents one of the most easily reacted sources of divalent cations for
carbonation in ultramafic rocks and mine tailings (Lu et al., 2022). Brucite decomposes
according to reaction 10.2 between 400 and 550°C in aN2 atmosphere (Eq. 10.2).

Eq. 10.2𝑀𝑔(𝑂𝐻)
2

→ 𝑀𝑔𝑂 + 𝐻
2
𝑂

Once the mass loss due to brucite has been identified it can be measured and then
multiplied by the stoichiometric ratio of H2O to Mg(OH)2 (x3.24) to estimate the original
brucite content of the sample before analysis (Földvári, 2011).

In complex samples that contain multiple minerals losingmass over the same temperature
range, e.g., brucite and serpentine, it can be possible to separate out the contributions from
different minerals. This is best done using a combined technique such as TGA-MS but can
also be achieved by peak fitting to separate mass contributions from different minerals
Turvey et al. (2022).

S10.7 Advantages anddisadvantages

TGA is a destructive analytical method, and the sample will be physically and chemically
altered over the course of the test. TGA does not by itself provide information on the types of
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gases released/gained during mass change or of the minerals present. For this, TGA can be
combined withmass spectrometry (TGA-MS) or another evolved gas analysis technique, and
it can be combined with other analytical techniques such as XRD for determining the
mineralogy of the sample.

TGA is preferable to the loss on ignition (LOI) method for carbonate quantification (see Box
10.3). TGA data can also be used to study the kinetics by collecting and processingmass loss
data vs. temperature data using three or more heating rates (non-isothermal kinetic
analysis) or constant temperatures (isothermal kinetic analysis) (Ptáček et al., 2010a, 2010b).

S10.8Quality assurance

Triplicate analyses should bemade to generate amean and standard deviation for carbonate
quantification. Frequent mass and temperature calibration, and furnace cleaning, is
required as described above.

Box 10.3 ‒ Loss on Ignition (LOI)

Loss on ignition (LOI) uses similar principles as the TGA method described in this
section. It determines the mass of different components of a sample based onmass
loss at certain temperatures. LOI requires the predetermined temperature to be
known for certain analytes within the sample and weighing is performed
independently to heating (unlike in TGA where mass is recorded whilst heating
commences). Furthermore, instead of using a specialised machine it is performed
using standard laboratory equipment, a furnace, crucibles, and an accurate balance.
This allows LOI to be cheap, accessible, and easily performed in most laboratories.
LOI is a good choice if the sample’s composition is already approximately known
and if there are multiple similar samples to be tested be run simultaneously. The
TGAmethod can only analyse one sample per heating run.
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SOP 11 ‒ Scanning electronmicroscopywith
energy dispersiveX-ray analysis (SEM-EDX)

S11.1 Scope and field of the application

This SOP describes how to capture high-resolution images of alkaline mineral samples at
the sub-micron level, as well as identifying and quantifying their surface elemental
compositions using an analytical technique known as scanning electronmicroscopy energy
dispersive X-ray analysis (SEM-EDX). SEM-EDX provides information on particle size,
chemistry, and surface morphology, revealing data that cannot be obtained through bulk
chemical analysis techniques such as X-ray fluorescence (XRF).

S11.2 Principle

Scanning electron microscopy utilises a beam of high-energy electrons, adjustable between
500eV and 30kV. The electron beam is generated by heating a source such as a tungsten
hairpin filament, a block of LaB6 crystal with a sharpened facet, or through the use of a field
emission gun (FEG) unit. The beam is collimated and focused through a series of magnetic
lenses within the column of the SEM, into the chamber where it is scanned (rastered) across
the surface of a sample placed on the SEM stage to produce an image (Figure 11.1). Computer
control of the size of the area scanned determines both effective magnification and
resolution. Achievable magnifications can be in the area of 100,000x or more, and SEM
maximum resolution is typically around 1 to 4 nmdepending on specifications. For in-depth
discussion see (Goldstein et al., 2017). Electron source, column and chamber are pumped to
and operated at a high vacuum level (6e-6 mbar), although in many SEM’s the chamber can
be operated in low-vacuum (~0.80 Torr), or in wet-mode / ESEMmode (3‒6.5 Torr) (see S11.3
Instrumentation).

Interaction of the primary electron beamwith a sample on the SEM stage results in a variety
of emissions from the interaction volume (Figure 11.2), these being secondary electrons (SE)
from at or near the surface, higher energy backscattered electrons (BSE) from deeper within
the sample, and light photons from the surface. These signals can be collected individually
or synchronously, with SE, BSE and cathodoluminescence (CL) detectors respectively.
Images generated by SE detectors are primarily used to illustrate surface topography and
surface detail (Figure 11.3), while BSE detectors provide information on atomic number
(density) of the substrate, with low atomic number material appearing darker than high
atomic number material. CL imaging is often employed in the imaging of crystal zonation
due to the presence of variability in trace amounts of elements such as Fe, Mn andMg (Boggs
and Krinsley, 2006).
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Figure 11.1. A) Image of typical SEM (Quanta FEG 650), and B) schematic sketch of SEM, illustrating the main
components of SEM. Green box = Etherhardt-Thornley high-vacuum SE detector. Blue box = axial polemounted
BSE detector. Yellow ellipse = aperture. Red arrow = path of electron beam.

In addition to SE, BSE and CL emissions, beam interaction also produces Bremsstrahlung
and characteristic X-rays from thewhole of the interaction volume. Bremsstrahlung forms a
broad continuous X-ray background, while characteristic X-rays have energies that are
indicative of particular elements. The latter can be used in conjunctionwith an EDX detector
and associated software to generate an elemental spectrum, from a spot, a defined area, or
whole field of view (Figure S11.4), elemental maps (Figure S11.4), line scans (Figure S11.5) or
automated grain / particle analysis (beyond scope of this SOP). EDX spectroscopy can
provide rapid, qualitative, semi-quantitative or quantitative analysis of elemental
composition. Full quantitative analysis requires regular calibration using suitable standards
and a Faraday cup to accurately measure beam energy at the sample surface. However,
modern detectors equipped with virtual standards are generally adequate to acquire
representative semi-quantitative data. Where a higher degree of accuracy is important for
quantitative analysis, it is also additionally important that the sample should be flat and
highly polished, which is often not the case, and orientated perpendicular to the electron

102



beam. For such cases it is more practical to utilise an electron probe microanalysis facility,
equipped with 3 or 4 wavelength diffractive X-ray (WDX) detectors. EDX data can be used in
conjunctionwith SE, BSE or CL images to fully characterise thematerial.

Figure 11.2. A) Cross-section through surface of polished thin-section, illustrating shape and depth of beam
interaction volume (IV), and the nature of signals emitted from the interaction (SE, BSE, CL and X-ray arrows),
and the relative range of depth from which the different signals originate (colour coded double-headed arrows).
B) Schematic cartoon showing plan view of a sample comprising multiple particles of varying composition
(shown by colour), illustrating the skirt-effect on EDX analysis in low-vacuum. Plus (+)marks the beamposition
on the central particle, red-dashed circle = extent of the skirt effect. Note, themajority of X-rays are generated at
the point of beam interaction with sample surface (+), but some X-rays will also be developed within the skirt
area andmay contributeminor peaks to the spectrum acquired.

The EDX detection limit for elements Na to U in bulk materials and in individual particles
larger than about 2 µm is on the order of 0.1 wt. % (Buseck and Bradley, 1982). For smaller
particles, there is an increased likelihood that additional characteristic X-rays will be
detected from the substrate below the particle due to the nature of beam penetration (see
Figure 11.2a). In addition, it is worth noting that when using low-vacuum or ESEM mode,
X-rays may be analysed from the surrounding area due to the skirt effect (Figure 11.2b),
leading to the potential inclusion of minor peaks for elements that may not be within the
particle under analysis.

In order to minimise surface charge build-up due to interaction with the electron beam,
samples to be examined by SEM-EDXmust be electrically conductive, coated in a conductive
medium, or examined either in low-vacuumor ESEMmode (see S11.3 Instrumentation).
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Figure 11.3. Pair of corresponding photomicrographs of natural broken surface of red Devonian sandstone,
illustrating the difference in appearance of BSE and SE images (A, B respectively). A) BSE image showing some
surface detail, but signal mainly illustrating a similar grey level from quartz and dolomite. B) SE image
illustrating higher degree of surface detail andmorphology.

S11.3 Instrumentation

In terms of SEM, two types of electron source are available, these being i) a simple tungsten
hairpin filament or LaB6 crystal, or ii) a more sophisticated field emission gun (FEG) system.
The first option has the advantage of being relatively cheap to run, although having a limited
lifetime (generally less than 100 hours), while FEG systems are much more expensive, but
have longer lifetimes (1 to 2 years dependant on use), have extremely stable beam emissions,
as well as typically providing better image resolution and ease of use compared to the first
type.

SEM instruments can be further subdivided into three types: a) traditional high-vacuum
SEM, b) low-vacuum SEM and c) wet-mode SEM (also known as environmental scanning
electron microscopy (ESEM)). High-vacuum SEM requires that samples are electrically
conductive or coated in a conductivemedium such as carbon or gold, and generally involves
a number of preparatory steps to perform SEM-EDX analysis (see Sample Preparation).
Low-vacuum SEM and ESEM analysis work under a lower partial vacuum typically in the
region of 0.80 Torr and 6.5 Torr respectively, within a water vapour atmosphere. In both
cases this allows imaging and EDX analysis of uncoated non-conductive samples with little
or no preparation. ESEM also has the additional benefit of allowing the examination and
maintenance of partially hydrated samples within the vacuum chamber through use of a
Peltier cooling stage, and operation as an experimental chamber under varying
temperatures and gas environments. In this way it is also possible to examine wettability
(contact angles), the effects of wetting and drying, carbonation (within a CO2 atmosphere)
and heating at temperatures up to 1000°C. Use as an experimental chamber does not form
part of the current SOP, but can be further explored in (Stokes, 2008).
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Figure 11.4. A) Characteristic X-ray spectrum of the whole image area in (B), including semi-quantitative atomic
percentage data (inset top right). B) BSE image of polished thin-section of red Devonian sandstone. C)-F) X-ray
elemental maps for silica, calcium, magnesium and potassium respectively from the same area as in (B). G)
Composite elementalmap of area in (B). Quartz (teal), feldspar (purple), dolomite cement (orange and yellow).
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EDX detectors can be supplied with nowindow, a thin window, or a thick window depending
on the requirements of the user. Thick window detectors have poor transmission of
low-energy X-rays and are insensitive to elements lighter than Na. Thin window Peltier
cooled EDX detectors are currently the most common form of detector offered by multiple
manufacturers. In combination with larger sized detectors (i.e., 150‒170mmdiameter), and
improvements in detector electronics, modern detectors can process in the region of
1,000,000 cps. The inclusion of multiple EDX detectors, 2 or 3 per SEM system, has the
advantage of increasing X-ray count rates, but also minimising shadowing effects where
samples have a rough surface.

Figure 11.5. A) BSE image of polished thin-section of red Ordovician sandstone, with white line illustrating the
position of the elemental line scans in B to F. B-F) Semi-quantitative elemental line scans for silica, aluminium,
potassium, calcium andmagnesium respectively, with results presented as atomic percentage values.
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S11.4 Sample Preparation

Samples may be irregular rough surfaced grain mounts, natural broken sample surfaces, or
mounted in resin and polished flat with a mirror finish as either a block or polished
thin-section:

Grain & Powder Mounts (Figure 11.6a). Acceptable grain and powder mounts for SEM-EDX
analysis can be made by mounting double sided carbon sticky tabs to standard aluminium
SEM stubs of a suitable size and design for use in the SEM model being used (e.g., pin or
screw type). Make sure that the base of the stub is clearly marked with a unique
identification number or code. Place the grains or powder on a suitable clean surface, then
gently press the upper surface of the stub into the sample. Knock off any surplus material,
then place the stub in an SEM stub storage-box. If using high-vacuumSEM, coat with gold or
carbon followingmanufacturer instructions.

Broken Surface Mounts (Figure 11.6b). Break up sample using mechanical means, to form a
fragment approximately 1 cm2 and 5 mm thick. Ideally, the sample should be as flat as
possible to minimise the risk of damage to the polepiece or more importantly any BSE
detector mounted on the polepiece. Sample should be securely mounted to a labelled
aluminium SEM stub using a two-part epoxy resin. If the sample is to be used under
high-vacuum, once the resin mounting medium has set, silver dag can be applied between
the sample and the SEM stub prior to carbon or gold coating. At each stage, resin and dag
should ideally be left for 24 hours to prevent outgassing during SEM examination. Stubs
should be kept within a suitable storage box until required for analysis.

Polished Blocks & Thin Sections (Figure 11.6c). Material should be placed within a suitably
sized and shaped flexible mould and impregnated in a specialist resin designed for SEM
analysis. Where an analysis of porosity is also likely or required by opticalmicroscopy, then
blue resin can be used for impregnation. Impregnation should be carried out under vacuum,
with vacuum cycling at least 5 times to ensure that resin is fully drawn into any pores
present. After curing of the resin, samples are removed from themoulds and a diamond saw
should be used to cut a suitable section in the orientation that it is desired to image and
analyse the sample. For polished blocks the cut surface can then be polished using a series
of decreasing polishing media, or further processed to produce polished thin sections
suitable for SEM. The quality of any SEM analysis is directly proportional to the degree of
polishing. Therefore, although samples can be hand polished, it is highly recommended that
block and thin-section production is undertaken at a suitably qualified facility provider. Both
types of sample can be examined under high-vacuum after coating with carbon. However,
where possible, samples should be examined uncoated by SEM under low-vacuum, which
allows for subsequent optical microscopy without the need for coating removal and
repolishing.
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Unprepared stable samples (Figure 11.6d).Due to the low-vacuum capability of being able to
image non-conductive samples without coating (i.e., gold or carbon etc.) alkaline-mineral
containing natural and man-made materials can be imaged and analysed by SEM without
any form of preparation, the only limit being size. Samples should ideally be no larger than a
couple of square centimetres, so as to limit potential pump down problems and imaging
artefacts. Material can be placed directly on the SEM stage without the need for the use of
SEM stubs.

Unstable, hydrated samples (Figure 11.6e). Unstable samples, such as specimens that are
hydrated, are unstable under normal high-vacuum conditions. Such materials can be
examined under high-vacuum through further preparation: freeze fracturing and
examination using cryogenic-SEM, or freeze drying under vacuum (Trewin, 1988), neither of
which is covered within the SOP. Alternatively, such samples can be examined fully hydrated
in wet-mode (ESEM), with the use of a Peltier cooling stage. In this case a small sample less
than 10 mm in diameter is placed onto an ESEM stub located on the Peltier stage (Figure
11.6e). The Peltier stage is set to 5°C, pressure to cycle 5 times between 4 and 6.5 Torr, and
once cooled the sample is pumped to 5 Torr, then slowly increased to between 6 and 6.5 Torr.
At the set temperature of 5°C and pressure of 6.5 Torr, the water vapour used as the chamber
imaging gasmaintains the sample in its hydrated state and allows the condensation of water
onto the cooled ESEM stub. Adjustment of pressure in the range of 6 and 6.5 Torr allows the
equilibrium point for water condensation versus evaporation, and examination of the
sample in its full hydrated state.

For standard high-vacuum SEM-EDX analysis samplesmust be conductive. Non-conductive
objects can be coated with carbon or metal (typically gold or gold-palladium). Carbon is
either applied to samples by producing an electrical arc between two sharpened carbon
rods, or from the instantaneous evaporation of a heated carbon fibre (Figure 11.7a). In the
case of gold or other metals, a thin coat is sputtered onto the sample surface through the
formation of a plasma cloud in the coater chamber (Figure 11.7b). Both carbon and metal
coating are carried out under vacuum, and in the case of carbon rod evaporation andmetal
sputter coating, coverage can be increased by rotation of the stage during coating and in
some models coating thickness can be actively controlled. Instructions concerning the
operation of individual coaters should be obtained from manufacturers and made readily
available next to the coater, so that consistent reproducible results are obtained. Carbon
coating is usually applied to samples where EDX analysis is required, while gold sputter
coating is typically applied where imaging is the priority, or where the coating does not
interfere with the characteristic X-rays of the elements present. Gold coating may in some
cases additionally enhance image quality. As carbon evaporators produce an extremely
bright arc light, users should wear eye protection, or preferably not look at the sample
during coating.
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Figure 11.6. Specimen preparation for SEM-EDX analysis. A) Grainmount on SEM stub. B) Rock chip on SEM stub.
C) Polished thin-section of sandstone, impregnated with blue resin. D) Unprepared and unmounted sandstone
sample for low-vacuum SEM analysis. E) Peltier cooling stage, used in wet-mode ESEM analysis of unstable
samples.
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Figure 11.7. Images of specimen coating systems. A) Carbon coating using carbon fibre. B) Gold sputter coater,
with Au target foil.

S11.5 Standards and calibration

Qualitative EDX analysis within SEM requires the use of standards of known, certified,
composition, which are used to calibrate the EDX detector under the operational parameters
being used to acquire elemental spectral data. This requires regular calibration using a set of
standards suitable for the type of material being examined, and a Faraday cup to measure
the beam energy implanted at the sample surface. Detailed instructions for calibration of
EDX systems is not part of the present SOP, for further information refer to manufacturer
manuals. In addition, for accurate quantitative analysis it is necessary for samples to be
highly polished, flat, and perpendicular to the electron beam, which is not the case formany
samples analysed by SEM-EDX, making any quantitative analysis semi-quantitative in
nature. All manufacturers of EDX detectors supply these with factory calibrated virtual
standards, which require no user intervention, providing reliable semi-quantitative data
that is suitable for approximate stoichiometric calculation of mineral phases analysed.
Therefore, in general SEM-EDX analysis should be seen as qualitative or more
semi-quantitative in nature. Where more fully quantitative elemental analysis is required,
polished samples should be examined by electron probe microanalysis (EPMA). The latter
utilises 3 or 4 wavelength diffraction X-ray (WDX) detectors and is more quantitative, with
improved detection limits compared to that of EDX analysis. However, WDX takes longer,
and requires frequent system calibration using standards. For detailed information the user
should refer to other publications (Goldstein et al., 2017), as this does not form part of the
current SOP.
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S11.6 Procedure

A general workflow for SEM and EDX analysis is given below:

Depending on the nature of the sample, requirement for EDX analysis, and type of SEM
available, choose mode of SEM operation: high-vacuum, low-vacuum, wet-mode (ESEM).
Note that although not all facilities offer the possibility of ESEM analysis, mostmodern SEM
manufacturers offermachines that operate in both high- and low-vacuummodes, which are
readily available inmany facilities;

1. Where necessary prepare sample for SEM analysis (see S11.4 Sample Preparation);
2. Place sample into SEM chamber and pump to vacuum;
3. Once vacuum is achieved, select appropriate operating voltage (kV), and turn the

beam on. Note that a higher kV (15‒20 kV) is a typical value for BSE imaging and EDX
work, and works well for polished blocks and thin-sections, while lower values of 10
kV or less can be used in conjunctionwith an SE detector tomaximise surface details
on natural (uncut, unpolished) surfaces;

4. Focus the SEM image;
5. Adjust stigmator (X and Y) settings to ensure optimal beam shape and improve

image quality;
6. Optimise the distance between the polepiece and sample surface, known asworking

distance (WD). On many machines WD is 10 mm, and this is the optimal distance for
imaging, while also offering reasonable protection for BSE detectors placed on the
polepiece;

7. Select appropriate spot size. Larger spot sizes are typically used for lower
magnification images, while smaller sizes are generally used for higher
magnifications;

8. Select suitable final aperture size. Smaller apertures generally provide better image
quality and larger depth of field. Note that depth of field can also be increased by
using a longer working distance, but this will potentially be to the detriment of
detector contrast and brightness;

9. If necessary, refocus the image and readjust stigmators;
10. Select detector for imaging: BSE for compositional contrast, SE for topography and

fine surface details, CL for cathodoluminescence variation in polished samples. Use
appropriate line scan speed and pixel resolution. Higher pixel resolution and slower
scan speeds generally improve image quality, but may induce surface charging or
image drift;

11. Adjust image contrast and brightness;
12. Save images. Note that many SEM’s allow for multiple synchronous detector

acquisition and saving, which can save time and provide valuable additional
correlative information.

Where EDX analysis is being performed a number of additional stagesmay be necessary:
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1. If necessary, change WD to optimal distance for EDX analysis. This is often the same
as for imaging, but in some cases may be longer. Use of the optimalWD is important
formaximising X-ray flux;

2. Spot size should be adjusted to optimise dead time for efficient X-ray count rate;
3. Aperture size can be increased to maximise X-ray generation from the sample

surface, and speed up data acquisition – particularly important for elemental
mapping and automated particle analysis;

4. Follow individual manufacturer procedures for obtaining EDX analysis: spectrum
acquisition, elementalmapping, line scans and particle analysis.

In addition, there are a number of useful automated in-house image acquisition
programmes and add-on third-party image analysis software packages that are commonly
available on a range of SEM platforms. One of these is automated image acquisition, that
allows for collection of a series of images over a user defined grid. Such software can
generate several thousand images or more, which can be used individually or stitched into
one large area high-resolution image (Buckman et al., 2017, 2018, 2019) (Figure 11.8). In this
way, large numbers of images can be acquired in an efficient and cost-wise fashion.
Backscattered images collected using this method can be processed by image analysis and
graphing programmes such as ‘ImageJ’ and ‘Matlab’, where large-area maps can be
constructed for 2D spatial variation in distribution of porosity, or particularmineral phases,
based on BSE grayscale levels (Buckman et al., 2017, 2019).

In low-vacuum mode, a low vacuum SE detector can be used to collect Charge Contrast
Images (CCI), which provide similar results to those acquired through CL imaging. Typically,
this will be information on mineral compositional zoning (calcite and dolomite) and cement
overgrowths (quartz and feldspars). In addition, CCI can help in the differentiation of some
mineral phases that have similar BSE grey-scale levels, such as dolomite and quartz (Figure
11.9). Further information on the use of low-vacuum SEM, and CCI can be found in (Stokes,
2008) and (Buckman et al., 2016).

S11.7 Data presentation and analysis

Both SEM image acquisition and EDX analysis provide the opportunity to generate and store
digital data that can be easily included in a range of presentation packages (Word, Excel,
PowerPoint). Data can comprise SEM images, EDX spectrums, EDX maps, as well as
potentially EDX elemental line scans, particle analysis and data tables. Here we consider
SEM images, EDX spectra and EDX elementalmaps and line scans only.

For each SEM image it is recommended that a scale bar be included on each image to
calibrate feature size. Although magnification is often recorded on the databar of SEM
micrographs, this value refers to the screen magnification at the time of image acquisition,
and therefore is unlikely to be applicable to any final printedmedia or projected form of the
work. Therefore, use of magnification in any report should be avoided. In addition, if not
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recorded on the image databar, clear information should be included on the SEM mode
used, the operating voltage during image acquisition, as well as the detector used, as these
affect the nature of the image, andmay be useful when comparing images.

Figure 11.8. A) Large-scale high-resolution BSE montage of polished thin-section of red Devonian sandstone
cemented with dolomite. White dashed box indicates location of a single image tile shown in (B). B) BSE image
shows pores (black), feldspars light grey, and quartz and dolomite (darker grey).
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EDX Spectral data can be presented as qualitative X-ray voltage against intensity as
spectrum graphs (Figure 11.4a), or as quantitative data expressed as atomic percentage, or
weight percentage. It is important to record if the data was collected from a single spot, a
defined reduced area, or the whole field of view, and ideally the location should be indicated
on a photomicrograph.

To avoid clutter, only elemental X-ray maps that display information of significance (e.g., Ca,
Mg, Si, Al, etc) should be presented. If required, other elements that are present can be
included in appendices or supplementary information. Again, it is important to include
information on the mode of SEM operation, and the operating voltage (kV), as well as
making sure that a scale bar is always present. A record of kV is particularly important as
this will affect the characteristic X-rays that are developed and is good practice in terms of
interpreting presented data; as a rule of thumb, the operating kV should be twice that of the
energy of the characteristic X-rays of the elements of interest.

In addition, EDX software packages commonly offer the option to obtain elemental line scan
data from selected transects across a surface. These can be displayed as individual
elemental line scans of intensity versus scan position (Figure 11.5b-f), as stacked line scans
or as a data table. To aid in interpretation, it is always good practice to include a BSE image
illustrating the position represented by line scan (Figure 11.5a)

Figure 11.9. Images of polished thin-section of red Devonian sandstone cemented with dolomite. A), B) BSE
images of selected areas, which shows pores (black), feldspars (light grey, f), and quartz and dolomite (darker
grey). C), D) SE Charge Contrast Image (CCI) of the same areas as in (A, B). Note that feldspars and quartz are not
differentiated in these images, but the dolomite (dol) cement is clearly separated (darker grey).
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S11.8 Advantages anddisadvantages

SEM-EDX is non-invasive and non-destructive. Some SEMs can achieve imaging resolutions
better than 1 nm, with information on surface topography and fine surface detail (SE
imaging) and compositional contrast being shown by BSE imaging. EDX analysis applies to
the surface layer, with a typical penetration depth of several micrometres, and can resolve
spatial variation in elemental distribution at themicron-scale and is particularly sensitive to
lighter elements. The use of large area image acquisition and elementalmapping allows for
2D spatial mapping from themicron to centimetre scale.

SEM-EDX analysis can be used for elements from Boron (B) to Uranium (U), while other
analytical techniques such as XRF, although capable of analysing awider range of elements,
beryllium (Be) to Americium (Am), only provide bulk chemical information, is often
destructive in nature (requiring the production of a powder from crushed material), and
does not provide information on the physical nature of the material being analysed. Some
exceptions to this include handheld XRF detectors, which do not require sample
preparation, and newer XRF systems that offer 2D elemental mapping similar to that of
SEM-EDX (Scruggs et al., 2000). The detection limit and peak resolution for XRF is better
than that of EDX, and XRF provides fully quantitative information as compared to the
semi-quantitative nature of data produced using the EDX technique. Another alternative to
SEM-EDX is electron probe microanalysis (EPMA) (see Llovet (2019)). The latter provides
imaging as well as quantitative elemental mapping, which has a higher resolution than
SEM-EDX due to the use of multiple WDX detectors. EPMA however is restricted to
well-polished samples and due to the technique requiring the use of multiple diffraction
crystals is more time consuming and requires regular calibration with standards. Other
techniques such as Raman and FTIR spectroscopy can also offer non-destructive
geochemical analysis (see Xu et al. (2019)), and provide additional direct mineral
identification (e.g., aragonite, dolomite, etc.) as well as information on the hydration or oxide
state of phases present, representing an additional technique that can be used in
conjunctionwith SEM-EDX.
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SOP 12‒Particle size distribution by laser
diffraction or sievemethod

S12.1 Scope and field of the application

The rate of mineral dissolution can be enhanced through the reduction of mineral particle
size. However, no comminution technology produces a single particle size, and it is
important to be able to measure a particle size distribution (PSD). For particle sizes >63 um,
dry sieving can be used, which involves introducing a sample into the top of amechanically
agitated stack of decreasing aperture sieves. For reference, there are nationally produced
standards for dry sieving (British Standards Institution, 2021).

Laser diffraction is an analytical method used to obtain PSDs of dry powders with particle
sizes in the range of 10 nm to a few millimetres (butmost useful for samples that cannot be
assessed through dry sieving). Laser diffraction has a greater range of measurement but is
more complicated to undertake and requiresmore expensive specialist equipment.

S12.2 Principle (laser diffraction)

Laser diffraction particle size analysis is based on the Mie theory of light scattering. Small
particles cause more light scattering than larger particles. The angular scattering intensity
data is then analysed to calculate the size of the particles in the sample. [At the molecular
level, Rayleigh scattering dominates]. Particle sizes are reported as volume equivalent
diameters. This means experimentally estimating the volume of the particle, which is
usually non-spherical, normalising this volume to that of a sphere, and calculating the
corresponding diameter. For the Mie scattering method, the complex refractive index of the
alkaline material must be known in advance. The complex refractive index is composed of a
real (refractive index) and an imaginary component (absorption index). Table 12.1 shows
some estimated values for the refractive index for some common alkaline materials. It
should be noted that theremay be no universal refractive constant and thesemay need to be
determined by optical spectroscopy (Becke Line method). In the case of fly ash and blast
furnace slag the complex refractive index can be estimated based on the CaO content (Jewell
and Rathbone, 2009). Some instruments provide the option of obtaining PSDs using a
method based on Fraunhofer diffraction theory, rather than Mie scattering. The Fraunhofer
method may be preferred when the refractive properties of the sample are unknown but is
only valid for particles >50 µm.

S12.3 Sample preparation

Samples should be dried prior to sieving (to prevent agglomeration) or laser diffraction
analysis (so that it can be easily entrained and dispersed by the carrier gas).
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For dry sieving the amount of sample introduced into the top of the sieve stack is
proportional to the maximum particle size. For 10 mm particle size, approximately 500 g is
required, for < 2mm, 100 g is sufficient.

For laser diffraction. Large particles should be removed by passing through a 2 mm sieve.
Samples should be mixed by the coning and quartering method (ISO, 2008) to obtain a
representative subsample. Some instruments operate by suspending the particles in a liquid
suspension. [Agglomerates may need to be disaggregated by suspension in a fluid such
propan-2-ol followed by sonication].Without prior sonication, PSDsmay be biassed to larger
sizes (Jewell and Rathbone, 2009).

S12.4 Instrumentation

For dry sieving. A set of sieves with aperture sizes that are consistent with the particle size
range that will be measured. Given that particle size is often represented on a logarithmic
scale, it is convenient to increment the sieve apertures on the order of 2x (for instance 20
mm, 10 mm, 5 mm, 2 mm, 1.18 mm, 600 μm, 300 μm, 150 μm, 63 μm). A pan should be
placed under the smallest increment sieve, and a lid placed onto the top of the stack. The
stack should be mounted into a mechanical shaker. The shaking time must be carefully
selected to allow enough time for particles to pass through the sieves while not causing
extensive attrition of the particles.

For laser diffraction. A light source generates a monochromatic beam. After passing
through several optical components, the raw beam creates an expanded, collimated beam
that illuminates particles in the scattering volume. The particles scatter light, generating
unique angular scattering patterns which are transformed into a spatial intensity pattern
that is detected by a multi-element photo-detector array. A photocurrent is subsequently
processed and digitised, creating an intensity flux pattern that is converted into a particle
size distribution. Most instruments can operate in a dry or wet mode. In the dry mode, the
carrier gas, aka the dispersant, is usually compressed air. In the wetmode, the fluid is often
water or propan-2-ol. The sample is fed into the flowing air stream by vibration of the
sample tray. The feed rate can be controlled by the instrument software. The wet mode is
usually selectedwhen there is very little samplemass available.

S12.5 Procedure

Dry sieving:

1. Weigh an oven driedmass of soil to be used in the test (recordmass).
2. Assemble sieves into a stack of decreasing aperture size, including a lid for the top

and a pan for the base.
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3. Pour the sample into the top of the sieve stack and replace the lid.
4. Place the sieve stack onto the mechanical shaker, tighten screws to secure the stack,

and set the timer to no less than 10min.
5. Following the test, measure the mass retained on each sieve and in the base pan.

Only use the coarse brushes on the coarse sieves. Take care not to damage the finer
sieves.

6. The material retained in the pan could be analysed using laser diffraction to extend
the particle size distribution analysis.

There is a limit on the maximum amount of material that can be retained on each sieve. see
British Standard 1377-2 for details (British Standards Institution, 2021). This is a problem if
you have introduced a large mass of fine material into the sieve stack to account for the
presence of large particle sizes. If your sieve becomes overloaded, you will need to riffle a
sub sample of this and the passing material and undertake another separate test on this
material.

Laser diffraction:

1. Switch on the laser diffraction instrument, open the instrument software and select
the dry or wet operation mode. Set up a new “sequence file”, or load a pre-existing
one. Input the refractive index and imaginary component for the sample, and any
other necessary input data and operating instructions.

2. For dry mode: Ensure the mode is “Dry type”. Switch on the compressor and vacuum
cleaner. Perform a background run. Then, place the sample into the sample tray. Start
the run. The run will end when the sample is depleted. Clean the system by purging
with air. Repeat the process three times. Save the data file.

3. For the wet mode: Ensure the mode is “Wet type”. Fill the sample holder, or cuvette,
with a suitable solvent, and turn on the magnetic stirrer. Perform a background run.
Inject the sample through the sample inlet port. For more efficient dispersal of the
material, first wet it with the solvent. Start the run. Clean the system by purgingwith
solvent. If possible, repeat the process. Save the data file.

Table 12.1.Refractive indices for some common alkalinematerials adapted from Jewell and
Rathbone (2009).

Material Refractive index range

Blast furnace slag 1.60‒1.67

Gasification slag 1.54‒1.63

Limestone 1.49‒1.66

Fly ash 1.53‒1.66
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S12.6 LaserDiffraction Calibration

Ensure lenses are clean and free of scratches. Laser diffraction instruments can be
calibrated quarterly using a standard reference material as recommended by the
instrument manufacturer. The reference material is typically composed of glass beads of a
specific particle size (refractive index of 1.520 and absorption of 0.00). Vacuumplastic tubing
may become coated with powders over time. Tubes need to be replaced regularly and the
instrument cleaned.

S12.7 Data interpretation andpresentation

Particle size distributions can be interpreted and represented numerous ways. A histogram
of % volume retained (Eq. 12.1) for a specific size interval (typically the sieve increment) can
be useful for showing the distribution of particle sizes. Alternatively, a commonmethod is to
calculate the ‘cumulative percentage passing’ (Eq. 12.2 and 12.3), which shows the cumulative
change in mass passing a given size fraction. This is particularly useful for interpreting the
particle sizes for a given passing percent (P80 ‒ particle size for which 80% of the material
passes, P50‒ themedian particle size).

Eq. 12.1𝐴
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A particle size distribution can be classified using the coefficient of uniformity (Eq. 12.4) as
‘well-graded’ (a wide range of sizes, CU > 5) or ‘poorly-graded’ (a narrow distribution of sizes
CU < 5).

Eq. 12.4𝐶
𝑈
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𝑃
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𝑃
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Log-normal and gamma functions (Eq. 12.5) can typically be fit to particle size distribution
curves (particularly for applying to dissolutionmodels, (Gbor and Jia, 2004), with reasonable
fit with particle size data (Figure 12.1).

Eq. 12.5Γ(𝐷) =  𝐷α−1· 𝑒−𝐷/β

βαΓ(α)

where ɑ and β are empirically derived coefficients that describe the particle size distribution
(Gbor and Jia, 2004).
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Figure 12.1. For illustration, the particle size distribution of a crushed rock showing measured particle size
distribution data, whichwas fit with a gamma distribution.

S12.8Advantages anddisadvantages

Sieve analysis: The equipment for dry sieve analysis is ubiquitous, and relatively inexpensive
to purchase and maintain. Themethod is straightforward and provides useful results within
~30 minutes. However, the minimum particle size is 63 µm, whichmay not be sufficient for
some geochemical CDRmaterials.

Laser diffraction: The method is rapid (1 to 10mins), has a largemeasurement range (nm to
mm) with better resolution than traditional sieve analysis. Another advantage over sieve
analysis is the time saved in not having to clean sieves, which often require acids and other
hazardous cleaning reagents. Some laser diffraction instruments are non-destructive;
however, most are destructive, requiring grams of sample. AlthoughMie theory is valid only
for spherical particles, some manufacturers have included algorithms in their software,
which can partly compensate for non-spherical particles. Laser diffraction requires more
skill in data collection and interpretation.

S12.9Quality assurance

Ensuring sample homogeneity is important to obtain representative results. Quality
assurance involves thorough sample mixing or blending to achieve a homogeneous sample
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before analysis. Adequate sample dispersion techniques, such as ultrasonication or
sonication, or riffling can also be employed.

Regular calibration checks for laser diffraction using certified reference materials or
traceable standards are advisable. A harmonised standard provides step-by-step
instructions on sample preparation, instrument operation, data collection, and analysis
(e.g., ISO (2020)).

Performing replicate analysis and calculating mean, standard deviation, and coefficient of
variation, can be applied to evaluate the consistency of results.
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SOP 13‒Surface areameasurements: geometric
vs. BET surface area

S13.1 Scope and field of the application

When a reaction is surface controlled, measured overall reaction (dissolution) rates are
directly proportional to the moles of reactive sites on a mineral surface available to contact
with the reacting gas or solution, and thus must be normalised by a surface area term to
obtain the rate constant. The requirement is to define a representative starting value for the
accessible and reactive surface area of thematerial particles of interest, such as amineral or
powdered rock, prior to any reaction taking place (e.g., CO2-induced dissolution or
precipitation reactions). Surface area measurements are typically calculated by two main
methods: specific geometric surface area, a geometry-based approximation calculated from
particle diameter (Ageo), and specific surface area determined by laboratory means by the
BET method (Brunauer-Emmett-Teller, ABET; (Brunauer et al., 1938). Other methods of
determination that may be considered include image resolution techniques (e.g., SEM, TEM
and atomic force microscopy (AFM)) that utilise two- and three-dimensional approaches
(e.g., (Nagy et al., 1999; Penn et al., 2001; Peters, 2009; Qin and Beckingham, 2021),
crystallographic in-situ X-ray diffraction approaches (e.g., Cho et al., 2019), thermal
electrochemical activity approaches (Ren et al., 2020), computational software-basedmeans
(Osterrieth et al., 2022) and data-drivenmachine learningmethods (Datar et al., 2020). Here,
the use of the two most established and commonly implemented methods of estimation is
considered: ABET and Ageo. One of the difficulties encountered when estimating surface area
values is the wide range of results that can be produced for a givenmaterial, whichmay span
several orders of magnitude for different methods, or even within a single method.
Therefore, understanding and justifying the choice of surface area determination, and
knowledge of the strengths and limitations of themethod utilised, are key considerations for
calculating dissolution rates of amaterial.

S13.2 Principle

The experimental method of ABET is based on a gas adsorption isotherm approach, whereby
the coverage of the grain is quantified using monolayer (Langmuir theory) to multilayer
adhesion of non-reactive gases (e.g., nitrogen, argon, krypton, carbon dioxide) to a surface.
The amount of adsorption is dependent upon several controlling factors, including surface
exposure, temperature, gas pressure and the strength of interaction between the gas and
solid (Hwang and Barron, 2011). Nitrogen (N2) is typically used due to its relative low-cost
availability in high purity, and due to its strong interaction with solid materials (Hwang and
Barron, 2011).
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Methods of surface area determination by Ageo typically assume that the targeted grains are
smooth edged, spherical (or cubic) and of uniform size, though in the case of someminerals
(e.g., clays), an additional smaller grain size may also be assumed (Anbeek, 1992;
Beckingham et al., 2016; Qin and Beckingham, 2021;White et al., 2005).

Generally, ABET methods are used in most studies, due to its robustness as a measurement
tool compared toAgeomeasurements (Brantley, 2008).Ageo is typically calculated from crystal
dimensions, using an assumed shape, whereas by using gas adsorption, ABET considers
surface roughness, such as pits, cracks and pores, giving a higher measurement. Surface
area values, and by proxy, calculated dissolution rates, will differ based on the method of
determination. Despite its widespread acceptance and use as a practised standard for
surface area determination, a common finding from methodological comparison studies is
that ABET may significantly overestimate surface areas, in some cases, by several orders of
magnitude. This may be the product of the invalid inclusion of non-monolayermolecules in
the computed coverage from heterogeneous surface and porous regions, known as the
pore-filling contamination issue (Datar et al., 2020; Gómez-Gualdrón et al., 2016; Sinha et al.,
2019), lack of gas molecule mobility (and resultant preferential adsorption locations;
(Bardestani et al., 2019), or through any inherent flexibility present in amaterial (Osterrieth
et al., 2022). The ABET method also neglects lateral interactions between adsorbedmolecules,
and assumes all adsorption sites are energetically equivalent (Bardestani et al., 2019).

S13.3 Sample preparation andprocedure

ABET determination. An example of common sample preparation and experimental setup is
presented here, based on approaches outlined in themethodological reviews of (Hwang and
Barron, 2011) and (Bardestani et al., 2019) (Figure 13.1). Methods may vary depending on
individual instrumental setup, and the physical or chemical properties of the material of
interest. A minimum amount of 50 mg up to 1 g dry material is generally required for ABET

determination. For ABET laboratory-based determination, samples are degassed in a high
temperature vacuum to remove any water or other volatiles and contaminants, with
temperatures sufficiently high as to limit the degassing time but not damage the sample
structure. Degassed samples are analysed by BET instrumentation, containing glass or
quartz cells and rods of variable size (cell size selection is dependent upon the particle size
of the starting materials). The cell is then placed into a heating mantle, connected to a gas
outport. Following degassing, the cell is moved to the analysis port, where the sample is
cooled andmaintained at a constant temperature using liquid nitrogen. Prior to analysis, the
dead volume of the cell is determined formeans of calibration using helium (which does not
adsorb onto the sample). The low, maintained temperature of the cell permits measurable
adsorption interactions between gas molecules and the sample surface to be detected,
which is conducted when the adsorbate gas (e.g., N2) is incrementally injected into the
sample cell. Layers of gas molecules interact with the exposed and accessible surface to give
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the surface area value, where the difference between the empty cell and the measured
pressure correlates with the number of moles of adsorbed nitrogen. The absolute precision
of ABET values is generally considered to not be higher than 5%, with reproducibility in the
range of 1%. The final calculation is made in accordance with ISO 9277:2022 (Determination
of the specific surface area of solids by gas adsorption ‒ BET method (ISO, 2022)), with the
Eq. 13.1.

Eq. 13.1
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where v is the adsorbed gas volume, P is applied pressure, P0 is saturation pressure, vm is the
gas volume needed to create amonomolecular layer of nitrogen, and c is the BET constant.

Figure 13.1. Gas physisorption instrumental setup (degassing and adsorption stations) to obtain
adsorption-desorption isotherm, showing vacuum (VAC), calibration (CAL), adsorbate (ADS), pressure gauge (P)
and valves (V).

Ageo determination. Geometric determination of surface area requires imaging and/or
physical characterisation of particle dimensions by methods such as scanning electron
microscope (SEM), laser (particle size distribution) or X-ray diffraction (XRD) particle
analysis, with assumed perfect geometric shapes (e.g., cubes, spheres) used for axial
dimensions, such as particle diameter.Ageo can then be calculated using area equations for a
given assumed shape and grain material density. For instance, when assuming a spherical
particle,Ageo can be calculated by Eq. 13.2.
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Eq. 13.2𝐴
𝑔𝑒𝑜

= 6
(𝑝−𝑑)

where 𝐴 is total area (cm2/g), 𝑑 is the average particle diameter (cm) and 𝜌 is the bulk density
(g/cm3) (Cubillas et al., 2005; Gautier et al., 2001; Guy and Schott, 1988; Marieni et al., 2020;
Wolff-Boenisch et al., 2004). Other examples, where shapes such as inscribed cubes are
assumed, have calculatedAgeo using Eq. 13.3.

Eq. 13.3𝐴
𝑔𝑒𝑜

= 8𝑟2

where r is half of the measured long axis of a given particle (Wygel et al., 2019). Specific
sample preparation and procedure for quantifying the particle diameter is dependent upon
the method utilised, such as by SEM, XRD or laser particle analysis, and are outlined in their
respective supplementary sections.

S13.4Quality assurance

It is generally considered that suitable certified reference materials forABET procedures and
measurements are seldom available for establishing the absolute calibration of ABET

instrumentation, due in part to the lack of smooth materials (or materials with no surface
roughness on a scale of Angstroms) that can serve as standards. Approaches to limit
operational errors include regular maintenance and checking of vacuum pumping
equipment (e.g., degassing filters), O-rings and cell conditions prior to use. The use of gloves
is also recommended to avoid contamination to the cells. To address some of the
encountered differences in results, many studies that utilise both methods consider grain
roughness for data assessment. Grain roughness, or surface roughness, gives an indication
of etch pits, macropores and mesopores, surface steps and secondary mineral coatings of a
grain. This phenomenon is typically quantified as a roughness factor (Anbeek, 1992; Anbeek
et al., 1994; Wolff-Boenisch et al., 2004), shown as ABET / Ageo. This roughness factor scaling
was also applied by (Beerling et al., 2020), using the Eq. 13.4:

Eq. 13.4λ = ( β
α )𝑑

where λ is the roughness, a is the spatial constant related to the scale of BET surface area
measurement (10-10 m), β is the particle radius and d is the fractal dimension. In general,
roughness increases as minerals dissolve (White and Brantley, 2003), and naturally
weathered surfaces show higher roughness factors than freshly created surfaces (e.g., by
crushing, grinding and milling) (Anbeek, 1992). A number of experimental studies on both
natural and freshly ground rocks and minerals have also made an assessment on the
suitability of each method for dissolution rate determinations. The discrepancies that are
often encountered indicate that neither method gives a wholly accurate measurement of
the concentration of reactive surface sites, as surface reactivity is not homogenous. The
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selection of the surface area normalising term brings with it an inherent “term of
convenience” rather than measuring at the molecular scale the surface area that is actually
reacting with ions and dissolving at the moment in time (Hodson, 2006). It can therefore be
concluded that no particular method is universally favoured for normalisation. However,
depending on the sample type and method of rate determination, or for practical purposes
(e.g., resource and time allocation), it is often still mandatory to select themost appropriate
normalisationmethod for a given study.

S13.5 Advantages anddisadvantages

The studies of Brantley and Mellott (2000), Renforth et al. (2015) and Delerce et al. (2023)
indicate that Ageo may be an order ofmagnitude smaller than those determined throughABET

gas adsorption methods. Rimstidt et al. (2012) reviewed forsterite dissolution rate data
measured by both Ageo and ABET. The rates based on Ageo were on the average 5.2 times faster
than those based on ABET. Bulk rock dissolution rates determined byMatter et al. (2007) were
~30 times faster than rates determined for forsterite dissolution at the same pH by
(Pokrovsky and Schott, 2000), in part attributed to differences in methods used for surface
area determination (ABET for Pokrovsky and Schott (2000); Ageo for Matter et al. (2007)).
Marieni et al. (2020) stated that comparison between their Ageo-derived rates could not be
made with certain literature rates because the literature examples were normalised to ABET

rather than Ageo, which may decrease the rates up to two orders ofmagnitude, depending on
grain roughness. The use of different adsorbate gases can also cause different results from
ABET measurements (Anbeek, 1992; Brunauer et al., 1969; Chow and Grant, 1988; Gregg and
Sing, 1982; Vidick, 1987). Values measured with N2 may be up to 50% larger than values
measured with Kr; Ar may also give lower values than N2. Findings of these studies indicate
that N2 should be avoided in surface area measurements of mineral samples with specific
surface areas below 5m2 g-1 (Anbeek, 1992).

Due to Ageo values typically giving size fraction results that are notably lower than
corresponding ABET values, Ageo-normalised dissolution rates are often high compared to
ABET-normalised rates. It is considered that ABET will incorporate non-accessible surfaces
(e.g., pores and voids, etches, surface topography) in the calculations, thus accounting for the
“true” complex nature of a given surface. However, the studies of quartz dissolution by
Gautier et al. (2001) and Tester et al. (1994) suggest that Ageo values correlate as well as, or
even better than rate equations based on ABET values. The different approaches of the two
methods means that Ageo are much less likely to contain large errors in accuracy that are
found with ABET, and Ageo is considered by many studies to be a more appropriate
normalisation method for estimating dissolution rates compared toABET (Gautier et al., 2001;
Hodson, 2006; Marieni et al., 2020; Wolff-Boenisch et al., 2004), particularly for natural
samples (Wolff-Boenisch et al., 2004). This is partly due to natural sample surface areas, as
measured by ABET, changing as a function of time and sample preparation prior to
experiments (Brantley and Chen, 1995). The comparability of ABET-normalised dissolution
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rates generated by different researchers or laboratories on the samematerialmay therefore
be problematic (Wolff-Boenisch et al., 2004). Analytical errors and discrepancies arising by
using different adsorbate gases are also cited as further complications for comparison of
ABET normalised dissolution rates from the literature (Brantley and Mellott, 2000;
Wolff-Boenisch et al., 2004). AsABET is a laboratory-basedmethod, there are also possibilities
to encounter instrumental issues, as well as errors relating to sample preparation and
handling.

ABET may overestimate reactive surface area by identifying non-reactive external surfaces
(e.g., etch pit walls, coatings and micropores) as reactive. Anbeek (1992) demonstrated that
even after grinding, samples from large, naturally weathered mineral fragments may still
contain substantial proportions of weathered surfaces (identified as “fresh” reactive
surfaces by ABET methods), and thus, previous dissolution studies in terms of fresh ABETmay
have been misinterpreted. The author also cited literature data that suggests that ABET N2

measurement of actual surfaces of samples should be avoided. Surface areas as determined
by ABET are inherently high due to the effects of non-reactive surface coatings and alteration
products, which may be passive or sequester the underlying reactive surface, but ultimately
their presence lowers the calculated dissolution rates more so than those of the dissolving
mineral (Wolff-Boenisch et al., 2004). In reality, such a non-reactive coating may not affect
the overall dissolution rate compared to amore pervasive coating. Anbeek (1992, 1993) noted
that the ABET of quartz and feldspar dramatically increases during natural weathering, and
that this additional ABET is due to internal non-reactive micropores. Gautier et al. (2001) also
observed that an increase in ABET arising during laboratory dissolution of quartz was due to
the development of non-reactive etch pit walls.

Variable internal connected porosity of grains also means ABET values may not be
appropriately scaled (Brantley and Mellott, 2000). The compilation of kinetic models of
White and Peterson (1990) showed that when compared to ABET values, the corresponding
least square fits of theAgeo normalised dissolution rates with silica content were significantly
better. The scatter among the data points shown in the compilation illustrates the difficulty
in defining an unambiguous trend among ABET normalised rates, whichwas not the case for
Ageo normalised rates (White and Peterson, 1990; Wolff-Boenisch et al., 2004). Additionally,
Hodson (2006), noted that, in field studies, it is not possible to measure initial surface area,
and only current (or experimental final) areas are available. The author determined that, of
the normalising terms tested for anorthite and biotite dissolution rates, Ageo and geometric
edge surface area respectively, yielded rates that were closest to being constant across the
different grain sizes. Hodson (2006) suggested that the initialABETwas themost appropriate
for normalising laboratory determined dissolution rates, as this approach best integrated
the differences in dissolution rate and area for the basal and edge sites. However, due to the
control of edge sites on dissolution (in this instance, biotite dissolution), the finalAgeo should
be the normalising term when comparing laboratory (either closed or open systems) and/or
field-based dissolution rates.While initialABET is suitable before any dissolution occurs, once
preferential dissolution begins and grain geometry alters, the constant of proportionality
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will vary with number of reactive sites and thus the ratio between a true reactive surface
area andABETwill vary with grain size (Hodson, 2006).

Finally, Marieni et al. (2020) experimentally determinedAgeo-normalised dissolution rates of
basaltic rocks. The authors concluded that, between the two surface area measurements,
Ageo wasmore consistent with SEM observations of particle size thanABET carried out with N2.
Rates determined by Wolff-Boenisch et al. (2004) were also normalised to Ageo, as the
method for determination of natural glass dissolution rate was found to bemore consistent
than normalising rates toABET (see alsoWolff-Boenisch et al. (2004)).
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SOP 14‒Determination of total alkalinity of a
solution

S14.1 Scope and field of application

The total alkalinity of a solution is a quantity that has had, and continues to have, numerous
definitions. A comprehensive definition is provided by (Dickson, 1981) who suggest it is the
proton deficiency of a solution relative to an arbitrary acid dissociation zero point of pK 4.5
(at 25°C). Total alkalinity specifically refers to the dissolved aqueous species in a solution. A
related property is the ‘acid neutralising capacity’ of a solutionwhich includes total alkalinity
and the acid neutralising properties of suspended sediments. The measurement of total
alkalinity is typically expressed in terms of equivalents of acid required to neutralise the
alkaline substances in the solution to this dissociation point and defined through Eq. 14.1.
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Total alkalinity is an important parameter in water chemistry and is often used to assess the
buffering capacity of natural waters, such as rivers, lakes, and oceans. It helps inmaintaining
stable pH levels and preventing rapid changes in acidity, which can be harmful to aquatic
organisms. For a large number of environmental applications, total alkalinity will largely be
derived from HCO3

-, CO3
2- and OH- ions (Rounds and Wilde, 2012; Stumm andMorgan, 1981,

1996).

Total alkalinity is measured in a range of environmental monitoring and management
applications. It is used to assess soils and sediments, in which it can affect nutrient
availability, plant growth, and microbial activity. Monitoring alkalinity levels helps in
understanding the impact of pollutants, such as acid rain or industrial waste, on soil and
sediment quality (Mayes et al., 2008, 2018). It helps inmaintaining appropriate pH levels and
alkaline conditions necessary for the health andwell-being of aquatic organisms (Hull et al.,
2014; Koryak et al., 1998). Industries such as water and wastewater treatment, chemical
manufacturing, and food and beverage production require accurate alkalinity
measurements to ensure proper process optimisation and product quality.

S14.2Principle

The measurement of total alkalinity is typically performed through titration using a strong
acid, such as sulphuric (H2SO4), hydrochloric (HCl) or nitric (HNO3) acid, and an appropriate
method of pH measurement (potentiometric or an indicator). The acid is gradually added to
the solution in small increments until the alkaline substances are completely neutralised,
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and the point of neutralisation is indicated by a calibrated pH metre of a colour change in
the indicator. Best practice for titrating seawater is reported in (Dickson et al., 2007).

S14.3Sample preparation andprocedure

Apparatus and Reagents: The acid can be added manually through a burette or a handheld
titrator. Alternatively, there are a range of automatic titrators with the ability to add acid
through a calibrated syringe or dosing unit. The receiving vessel containing the sample is
conventionally a conical flask, however for the most accurate results, a temperature
controlled (e.g., a glass jacketed reactor), well-mixed (automatic stirring) vessel should be
used. For pH determination, the most accurate method is through potentiometric using a
glass electrode. However, methyl orange indicator is commonly used in Gran titration. For
the titrant, a strong acid (e.g., sulphuric, hydrochloric, or nitric), of known concentration (on
the order of 0.1 mol kg-1 is typical). For the most accurate results, the salinity of the acid
shouldmatch that of the sample.

Standardisation: The titrant (acid) is standardised by titrating a known volume of the
standardisation solution (sodium carbonate). By determining the volume of the titrant
required to neutralise the known amount of sodium carbonate, the concentration of the
titrant is calculated.

Procedure: A representative filtered (<0.45 µm) water sample is collected in a conical flask
(or temperature-controlled vessel). The pH electrode is immersed in the sample solution, or
a few drops of the pH indicator are added. The indicator turns yellow in acidic conditions
and orange in alkaline conditions. If a stirrer is being used, this should be inserted. The
titration begins by slowly adding the titrant from the burette to the water sample, (while
swirling the flask continuously if manually stirring). Initially, the alkaline substances in the
water sample react with the acid, resulting in the formation of aqueous salts.

The addition of the titrant is continued until the colour of the indicator changes from yellow
to a distinct orange, or the measured pH has progressed through its equivalent point
(usually between pH 5 and 3). Continued recording of pH is required to identify this. This
indicates that the alkalinity has been neutralised and excess acid is present. The volume of
the titrant used is recorded formethods that use an indicator.

Calculation: For potentiometric titration, a gran plot can be constructed that plots both the
acid and alkaline gran functions (Eq. 14.2 and 14.3).
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The total alkalinity of the water sample is calculated based on the volume of the titrant used
and its known concentration. The alkalinity should be expressed as equivalents permass (Eq
kg-1) but it is also frequently expressed in milligrams per litre (mg L-1) or parts per million
(ppm) of calcium carbonate (CaCO3) equivalent. For automatic titration, it is common for
software to identify the largest inflection point on titration curves whichwill be assigned the
titration end-point.

S14.4Quality assurance

If automated instruments are used for alkalinity analysis, calibration errors (particularly in
uncertainties in the dosing increment/volume) or malfunctions in the equipment can
introduce errors. Regular maintenance and calibration of instruments are necessary to
minimise these uncertainties. User error associatedwith dosing amount, manualmixing, or
judging the change in indicator colour and impact the final results. Water composition can
vary spatially and temporally, such that alkalinity levels can change over time or at different
locations within a water body. Variations in alkalinity can introduce uncertainties in the
measurement, especially when trying to determine the total alkalinity of a large body of
water. Inadequate mixing of the water sample during acquisition, contamination from the
sampling equipment, or improper storage conditions.

To minimise these errors and uncertainties, it is important to follow standardised
procedures for sampling, analysis, and calibration. Certified reference materials should be
used to check the accuracy of the measurements. Quality control measures, such as
duplicate analyses and regular proficiency testing, can also help ensure the accuracy and
reliability of alkalinitymeasurements.
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SOP 15 ‒Metal, carbon, and oxygen isotopes

S15.1 Scope and field of application

Isotopes fall into two buckets, stable and radiogenic, both of which are useful for quantifying
CDR. Radiogenic isotopes undergo spontaneous radioactive decay, with a given half-life.
Radiogenic isotopes are not otherwise fractionated by natural processes, such as carbonate
formation, making them good provenance tracers as well as dating tools. Stable isotopes do
not decay, and are fractionated by secondary processes. Isotope fractionation is a process
during which certain isotopes are preferentially taken up by natural processes, such as
secondary mineral (e.g., carbonates, clays) formation, but also plants or microorganisms,
which then become enriched in the preferentially incorporated isotope. The capability to
unmix sources of cations (with radiogenic isotope systems, such as Sr), date sources of
carbon (with radiocarbon), and quantify the impact of carbonate and clay formation (using
stable metal, carbon and oxygen isotopes) makes isotope geochemistry a powerful tool for
monitoring in geochemical CDR, hence CDR efficacy.

The use case of isotope mass spectrometry in CDR is centred on the principle that isotopes
are useful for tracing and quantifying sources of carbon contributing to DIC in, for example,
an enhanced rock weathering setting. Measuring alkalinity (outlined in SOP 14) provides
information on the charge balance constituent made up by CO2 in solution, and combined
with pH (or another carbonate system parameter) can be used to determine the
concentration of DIC in a sample. However, not all of this DIC may be derived from the
modern atmosphere, a portion of it may be from a geological source of carbon (e.g., shale
oxidation Soulet et al. (2021)). Therefore, it is necessary to apportion sources of carbon
accurately, such that additionality from a CDR method can be proven to a required level of
accuracy. Similar approaches can also be used to examine the sources of other elements
critical to carbon sequestration and the alkalinity charge balance. This SOPwill focus on the
measurement of radiogenic and stable isotopes to carry out this task, which are measured
by a series of different types of mass spectrometers, including multi collector inductively
coupled plasma mass spectrometers (MC-ICP-MS see SOP 5) formetal isotopes, accelerator
mass spectrometers for radiocarbon, and gas-source mass spectrometry for stable oxygen
and carbon isotopes.

S15.2 Principle formetal isotopes

MC-ICP-MS involves the ionisation of liquid or solid samples, by introducing the sample
particles (either via solution, or as particles from a laser ablation system) into an inductively
coupled plasma, which strips electrons and creates M+ ions, similar to previously explained
ICP instruments described in SOP 4 and 5. Ions are accelerated through an electric potential
gradient, and focused by slits and electrostatically charged plates. An energy filter ensures a
static energy spectrum is passed to the magnetic field. A magnetic sector mass analyzer
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then accelerates positively charged ions through a flight tube, allowing them to be separated
by mass-to-charge ratios. The mass discriminated beams are then collected by Faraday
cups. The high ionisation efficiency of MC-ICP-MS instruments enables measurements of
most elements in the periodic table, which other mass spectrometry techniques lack. For
example, thermal ionisation mass spectrometry (TIMS) cannot analyse samples with high
ionisation potentials, whereasMC-ICP-MS can. In contrast, TIMS can provide better analyses
of, for example, the isotopes of some alkaline earthmetals (e.g., Ca or Sr isotopes).

S15.3 Instrumentation

A typical MC-ICP-MS has a similar sample introduction system to ICP-OES (SOP 4). Briefly,
sample particles are passed through a nebuliser to create a fine aerosol. This aerosol is
ionised in an argon plasma, and passed through a series of slits, cones, and plates to filter
out undesired ions. Once in the flight tube, a magnetic sector mass analyser accelerates
ions, which diffract and are collected separately by Faraday cups. Upon contacting the cup,
each ion creates a small voltage. Isotope ratios are calculated by comparing the voltages
collected by each Faraday cup. Because mass bias variation across the mass range analysed
is constant, adjacent elements can be used to calculate mass bias for elements with more
than two isotopes.

S15.3 Sample preparation

Purified, mono-elemental solutions of the isotopes of interest are required for accurate
measurement via MC-ICP-MS. Typically, this requires a column chromatography step, to
separate the element of interest from the sample matrix. In some cases specialised resins
can be used, e.g., Sr can be separated from sample matrices using Eichrom Sr spec resin
(Deniel and Pin, 2001), which makes column chromatography very efficient. However, in
most cases specialised resins are not available or prohibitively expensive, and
non-specialised cation-exchange resins are preferred. After samples are purified by column
chromatography they should be dried to a salt, and redissolved in the same solution used for
blank measurements during analysis via MC-ICP-MS (typically 2% HNO3). Laser
introduction systems do not have this purification method, and typically are therefore
measurements are less precise.

S15.4 Procedure

Sample-standard bracketing (SSB). Mass-bias relationships will change during a given run,
usually as a result of environmental factors, this is often referred to as ‘drift’. Mass bias refers
to deviation of a measured isotope ratio from the accepted value, resulting from changing
transmission of ions according to their masses. Because of this drift it is important to
bracket each sample with a standard of a known composition, otherwise known as a
bracketing standard. This way, the mass bias relationship is defined before and after a given
sample is run, providing a good constraint on how themachine is behaving. Oftenmost drift
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is confined to the beginning of a run, and settles with time. If drift is predictably confined to
the beginning of a run, it can be prudent to measure a set of standards during this time,
rather than samples, sometimes referred to as a ‘spin-up’ period. This has two benefits i) it
allows the machine to stabilise to run conditions, and ii) potentially precious samples are
measured after themachine has stabilised, leading to better data.

Double-spike. Sample-standard bracketing has some inherent problems, including that it
assumes a linear development of mass bias between the bracketing standards, and that the
resulting sample isotope ratios can be strongly affected by both column recovery, and by
sample matrix. The first of these, column recovery, is because stable metal isotopes
fractionate during column purification. Therefore, it is essential that as close as possible as
100% recovery is achieved, otherwise additional uncertainties will creep in (e.g., observed at
~1.7‰ per 1% loss of yield for Li isotope ratios (Pogge von Strandmann et al., 2021). The
second problem with SSB, sample matrix, is when the sample has not been purified to the
same degree as the bracketing standards, and other elements or molecules (the matrix)
remain. Matrix changes the efficiency of sample ionisation by the plasma torch, which
means that an insufficiently purified sample, measured by SSB, may also exhibit additional
isotope fractionation.

The most common solution to this problem is to use the double-spike method, which
circumvents both column recovery and sample matrix issues. The technique has been
available for a while (Dodson, 1963), but only really gained widespread use more recently in
metal stable isotope analyses.

The requirement for using double spike is that an isotope system has four or more stable
isotopes (e.g., Ca), and, more recently, for some systems that only have three stable isotopes
(known as “critical mixture double spiking”, as demonstrated for Mg isotopes (Hin et al.,
2017). The basic principle of the double spike method is to add a “spike” to the sample,
consisting of two artificially enriched isotopes. This sample-spike combination is then
passed through the purification columns, and analysed by mass spectrometry (either
MC-ICP-MS or TIMS). If the spike composition is known, then the sample composition can
then be calculated, without concerns about column yield, sample matrix or mass bias
(Rudge et al., 2009).

S15.5 Principle for stable oxygen and carbon isotopes

The measurement of these two isotope systems is one of the keystones of isotope
geochemistry, and has been measured via gas source isotope ratio mass spectrometry
(IRMS) since the 1940s (Nier, 1940). As the analysis is routine for waters and carbonates, little
space is needed. Briefly, oxygen isotope ratios (18O/16O, but also 17O/16O) are analysed on CO2 or
O2 liberated from the sample. The normalising standard is by convention either Vienna
Mean Standard Ocean Water (VSMOW) or the PeeDee Belemnite (PDB) (e.g., Grossman and
Klein (1994)).
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Stable carbon isotopes (13C/12C) are analysed in much the same way, on CO2 liberated from a
sample. Carbon is typically extracted from carbonate by dissolutionwith H3PO4 at a specified
temperature, while organic carbon is processed with the use of an oxidising agent (typically
CuO or O2; e.g., Hoefs (2021)). The international normalising standard for stable carbon
isotopes is the PeeDee Belemnite (PDB).

S15.6 Principle for radiocarbon analysis

Radiocarbon, 14C, is a radioactive cosmogenic isotope of carbon, with a half-life of 5,730
years. It is continuously produced in the atmosphere from the impact of cosmogenic rays on
nitrogen-14 isotopes, and was developed as a dating method in the 1940s. Although
originally measured by beta counting, the standard method by now is accelerator mass
spectrometry (AMS). This type of mass spectrometry accelerates ions to a very high kinetic
energy, which allows both separation and analysis of a minor isotope (in this case 14C, which
makes up ~10-10%of all carbon), and can also separate atomic isobars (e.g., 14N from 14C).

Initially during the analysis negative ions are created (which already separates 14N from 14C,
because N does not form negative ions). Ions are then further separated in a sector-field
mass spectrometer, inmuch the sameway as described above forMC-ICP-MS. The ions then
enter an Tandem van de Graaff Accelerator, in which, as well as acceleration, the ions
change charge from negative to positive, by passing through a thin foil (a process known as
“stripping”). This breaks apart molecules (e.g., 13CH), which would otherwise interfere with
the 14C measurements. The positive ions are then further accelerated, to several % of the
speed of light, and the ion beam is then multiply focused, and finally analysed by single-ion
counting.

S15.7 Data presentation

Absolute measurements of individual isotope concentrations can be difficult to make.
Therefore, isotopic abundances are generally expressed as a ratio of different isotopes of the
same element. For stable isotopes, the heavier isotope is by convention reported relative to
the lighter isotope e.g., 13C/12C, 18O/16O, 7Li/6Li.

A measured isotope ratio of a sample is reported as the difference between the measured
isotope ratio and a reference standard of known composition. The standards used are
universal, and are determined by the scientific community. For example, stablemagnesium
isotopes rely on comparison to the dead-sea magnesium 3 (DSM-3) standard (Galy et al.,
2003). This is referred to as delta notation ( ), and is expressed as Eq. 15.1.δ

Eq. 15.1δ
𝑠𝑎𝑚𝑝𝑙𝑒/𝑆𝑇𝐷

 =  ((𝑅
𝑠𝑎𝑚𝑝𝑙𝑒

/𝑅
𝑆𝑇𝐷

) − 1) ×  1000

where R is the isotope ratio of the sample or standard. Delta notation is reported in permille
(‰). For radiogenic isotopes (e.g., Sr isotopes), the radiogenic isotope is reported relative to a
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stable isotope of the same element. For Sr isotopes, that is the radiogenic Sr-87 relative to
the stable Sr-86: 87Sr/86Sr.

S15.8Quality assurance

Best practice for optimising machine performance will vary between laboratories. Often,
reproducible results are obtained by tuning for i) beam sensitivity and ii) beam stability. In
this instance, tuning refers to the process of tweaking hardware parameters to produce
stable, sensitive beams. Similar to ICP-MS (SOP 5), parameters such as torch position, gas
flows and lens position should be optimised. Prior to beginning any run of real samples, a
short test to check replicability of amachine standard should be performed.
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SOP 16‒ Isotope dilution inductively coupled
plasmamass spectrometry (ID-ICP-MS)

S16.1 Scope and field of application

Isotope dilution is a technique to reduce the analytical uncertainty on ameasurement of the
elemental concentration of a sample using inductively coupled plasma mass spectrometry
(ICP-MS, see SOP 5). Isotope dilution involves “spiking” a sample with a known amount of an
artificially enriched isotope of the element of interest, as with the “double-spike”method in
isotope measurement (see SOP 15). The concentration of the element of interest in the
sample may then be calculated from the intensity of both isotopes (artificially enriched and
naturally abundant) of the element, without the need to use calibration standards. This
overcomes most drift and matrix effect issues with ICP-MS that increase analytical
uncertainty. ID-ICP-MS is therefore useful where there is a need to limit analytical
uncertainty to a minimum in order to resolve a signal of interest. An example of this is in
calculating mass loss of a feedstock (such as basalt) that has been mixed into soil and has
undergone weathering. The amount of the feedstock, and the difference in the amount of
mobile cations within the feedstock as a result of loss through dissolution, is very small
relative to the soil background. This means that the resolvability of mass loss signals are
significantly improved with reduced analytical error, assuming that a soil sampling protocol
is used that can overcome variability in soils (Reershemius et al., 2023).

S16.2Principle

Isotope dilution involves calculating the concentration of an element of interest in a sample
by doping that sample with an isotope spike. This involves making simultaneous
measurements of a naturally abundant isotope and an artificially enriched isotope within
the sample-spike mixture, as well as measuring the isotopic composition (the ratio of the
isotopes in question) of both the sample and the spike. The amount of the element of
interest in the sample, , is given by Eq. 16.1:𝑛

𝑠𝑎𝑚𝑝𝑙𝑒

Eq. 16.1𝑛
𝑠𝑎𝑚𝑝𝑙𝑒

= 𝑛
𝑠𝑝𝑖𝑘𝑒

*
𝑅

𝑠𝑝𝑖𝑘𝑒
 − 𝑅

𝑚𝑖𝑥𝑡𝑢𝑟𝑒
*Σ𝑖𝑅

𝑠𝑎𝑚𝑝𝑙𝑒
𝑖

𝑅
𝑚𝑖𝑥𝑡𝑢𝑟𝑒

 − 𝑅
𝑠𝑎𝑚𝑝𝑙𝑒

*Σ𝑖𝑅
𝑠𝑝𝑖𝑘𝑒
𝑖

where R is the ratio of the naturally abundant and artificially enriched isotopes of the

element of interest, and is the sum of ratios of all isotopes of the element of interest to aΣ𝑖𝑅𝑖

reference isotope, i (Evans and Clough, 2005; Inghram, 1954). As this relies onmeasuring two
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stable isotopes of an element, isotope dilution cannot be used for mono-isotopic elements
(e.g., Na).

S16.3 Instrumentation

ID-ICP-MS can be done using any ICP-MS capable of measuring multiple stable isotopes of
an element of interest. This is true of mostmagnetic sectors andmulti-quadrupole ICP-MS.
See SOP 5 formore details.

Initial characterisation and calibration of the isotope spike used for ID-ICP-MS (typically a
digested carbonate or oxide) usually requires higher precision and should therefore be
carried out on amulti-collector ICP-MS (see SOP 15).

S16.4Procedure

Samples are prepared for ID-ICP-MS in the sameway as for other ICP-MS analysis (usually a
strong acid digest of a solid sample; see SOP 3), but with the addition of a known amount of
isotope spike during the digestion step. This homogenises the mixture and equilibrates the
spike with the sample (Stracke et al., 2014). Multi-element spikes may be used, though care
should be taken to ensure that the ratio of concentrations of elements in the spike solution
approximates that found in the sample to avoid errormagnification, should the isotope ratio
in the sample-spike mixture be similar to that in the spike or sample itself (Willbold and
Jochum, 2005). The ratio in elemental concentration of the sample and added spike is key to
minimising uncertainty; the optimum sample/spike ratio is a function of the isotopic
composition of both the sample and the spike, and can be solved for (Webster, 1960); and see
Stracke et al. (2014).

Following digestion and homogenisation, samples are brought up in dilute strong acid to
run on ICP-MS (see SOP 5). In most cases, it is not necessary to separate elements using
column chromatography before analysis (see SOP 15), as it is possible with ID-ICP-MS to
analyse multiple elements simultaneously to the degree of precision and accuracy required
(Willbold and Jochum, 2005).

S16.5Data presentation

As in SOP 5, data is returned as an intensity signal for each measured isotope. Because
calculating the concentration of an element in the sample relies only on the measured
isotopic ratio of the naturally abundant isotope and the artificially enriched isotope, no
conversion from intensity to concentration is required. As a result, ID-ICP-MS can be
considered a primarymethod of analysis (Stracke et al., 2014).
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S16.6Quality assurance

See SOPs 5 and 15 for best practice with ICP-MS. As for other ICP-MS methods, a blank
correction should be performed prior to using intensity data; and standards, prepared in the
same way as samples, should be run alongside samples throughout a run. Additionally, if
other elements are being measured using more conventional approaches to calculating
concentration from ICP-MS alongside those measured with ID-ICP-MS, the spike solution
should be analysed for trace element concentration; if blanks are preparedwithout addition
of a spike, then a correction for the spike should be also applied.
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SOP 17 ‒ Ion chromatography

S17.1 Scope and field of application

Ion chromatography (IC) is an analytical technique used for the separation, identification,
and quantification of charged ions in water samples. It is based on the principles of liquid
chromatography, where the separation is achieved by exploiting interactions between
analyte ions and a stationary phase. IC is commonly used in the analysis of natural water
samples to determine the concentration of various cations and anions. For instance, the
measurement of common anions such as chloride (Cl-), sulphate (SO4

2-), nitrate (NO3
-), and

phosphate (PO4
3-) in drinking water to assess water quality and compliance with regulatory

standards (Hautman and Munch, 1997). Analysis of anions like bromide (Br-), iodide (I-), and
fluoride (F-) in groundwater and surface water (Neal et al., 2007). Monitoring of anions in
wastewater and industrial effluents to assess pollution levels and compliance with
discharge limits (Jackson, 2000). Analysis of ions, including nitrate, ammonium and
phosphate, in agricultural runoff and surface water to evaluate the impact of fertilisers and
agricultural practices on water quality and potential eutrophication (Han et al., 2012).
Identification and quantification of anions, including chlorate (ClO3

-), perchlorate (ClO4
-),

and chromate (CrO4
2-) in water samples to assess contamination from industrial activities,

mining operations, and landfill leachates (Jackson, 2001).

Ion chromatography has two primary uses in geochemical CDR:

1. the identification of solutes (particularly HCO3
-, CO3

2-, SO4
2-, NO2

-, NO3
-) in drainage or

pore waters associated with a geochemical CDR approach (Larkin et al., 2022). This
information is useful for quantifying CO2 removal as carbonate and bicarbonate,
assessing the contribution of other base weathering agents, and calculating charge
balance of a solution with cations determined through ICP for data quality control
(Appelo and Postma, 2004).

2. the identification of organic acid molecules (e.g., citrate, malate) in weathering
environments (both in the laboratory and the field) to assess their contribution to
mineral dissolution (Bylund et al., 2007; Krevor and Lackner, 2011; Renforth and
Manning, 2011; Teir et al., 2007).

S17.2 Principle

IC relies on the different interactions between analyte ions and a stationary phase (e.g., an
exchange resin) to achieve temporal separation. The stationary phase of an ion
chromatography column contains ion exchange sites. These sites can be either positively
charged (to interact and exchange with anions) or negatively charged. For example,
diethylaminoethyl-cellulose is commonly used for anion exchange. The ion exchange sites
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interact selectively with analyte ions based on their charge and affinity, allowing for
separation.

The mobile phase in ion chromatography is typically an aqueous solution containing an
eluent. The eluent is carefully chosen to facilitate the separation of target analyte ions. It
may consist of a buffered solution, an ion-pairing reagent, or an ion-suppressing reagent.
The eluent interacts with the stationary phase and helps to control the retention and elution
of analyte ions. For major anions, Br-, Cl-, F-, NO3

-, NO2
-, PO4

3-, SO4
2-, Lobato (2010) suggest a

0.5molar solution of sodium carbonate/bicarbonate.

The sample is injected into the ion chromatography system using an injector or
autosampler. It is then carried by the mobile phase onto the separation column. As the
sample flows through the column, the analyte ions interact with the stationary phase.
Analyte ions that have a stronger affinity for the ion exchange sites will have longer
retention times, leading to their separation from other ions in the sample.

Elution is achieved by manipulating the composition and strength of themobile phase. This
can be done through the use of gradient elution, where the eluent composition is changed
over time, or isocratic elution, where a constant eluent composition is maintained
throughout the analysis. Elution conditions are optimised to ensure efficient and complete
separation of analyte ions.

Once the analyte ions elute from the column, they are detected by a suitable detector.
Commonly used detectors in ion chromatography include conductivity detectors, UV-Vis
detectors, and amperometric detectors. The choice of detector depends on the specific
analyte ions and their detection requirements. The detector generates a signal proportional
to the concentration of the analyte ions, which is recorded for further analysis.

S17.3 Instrumentation

IC instruments are designed to perform the separation, detection, and analysis of ions in
various samples. While specific features and configurations may vary among different
manufacturers and models, here is a detailed description of the typical form and function of
ion chromatography instruments.

Exchange column. The IC instrument is built around the exchange column. It consists of a
tube packed with a stationary phase that facilitates the separation of analyte ions based on
their interactions with the ion exchange sites.

Mobile phase handling. A pump is used to deliver a mobile phase from a reservoir to and
through the exchange column at a controlled flow rate. It ensures the consistentmovement
of the sample through the separation column. A manual or automatic injector is used to
introduce the sample into themobile phase.
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Detector. A sensor is used for detecting the separated analyte ions. Commonly used
detectors include conductivity and UV-Vis metres. The detector generates a signal
proportional to the concentration of the analyte ions.

Data acquisition system and software. IC instruments are typically equipped with a data
acquisition system that records and processes the signals from the detector allowing for
collection and analysis of the chromatographic data. Dedicated software is used to control
the instrument, acquire, and process data, and perform data analysis. The software enables
method development, calibration, and quantification of analyte concentrations.

S17.4 Sample preparation

Proper sample preparation involves filtration, dilution, and removal of interfering
substances. Filtration is often necessary to remove particulate matter and ensure a clear
sample. Use a suitable filter, such as a syringe filter or a membrane filter, with an
appropriate pore size (<0.45 μm) to remove particles. Select the filter material based on the
analytes of interest and the samplematrix to avoid adsorption or interference (e.g., cellulose
acetate formajor anions). Approximately 1‒10mL of sample is required for the analysis.

Depending on the analytes and the separation conditions, it may be necessary to adjust the
pH of the water sample. This is done to optimise the separation and retention of target
analyte ions on the ion exchange column. Use acids (e.g., hydrochloric acid) or bases (e.g.,
sodium hydroxide) to adjust the pH, if needed. It is essential to carefullymonitor and control
the pH adjustment process. This pH may result in a change in the concentration of
carbonate/bicarbonate anions. The pH of the sample can bemodified by carefully and slowly
adding small drops of acid/base while continuouslymixing andmonitoring the pH (e.g., with
a glass electrode pHmetre).

Dilution may be necessary if the analyte concentrations in the sample exceed the linear
range of the calibration curve or fall outside the detection limits of the instrument.
Determine the appropriate dilution factor based on the expected analyte concentrations and
the desired detection range. Perform dilutions using deionized water or a suitable blank
matrix.

Some water samples may contain interfering substances, such as organic matter,
surfactants, or metal ions, which can affect the IC analysis. These substances can cause peak
distortion, loss of resolution, or detector interference. Additional sample pretreatment
techniques may be useful, such as solid-phase extraction or liquid-liquid extraction, to
remove interfering substances before the IC analysis. These techniques selectively retain the
analytes of interest while removing unwanted compounds.
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S17.5 Procedure

1. Ensure that the IC instrument is properly set up, calibrated, and in good working
condition.

2. Check the mobile phase composition and its compatibility with the separation
column and detector.

3. Verify that the detector is functioning correctly and that the appropriate detection
parameters (e.g., wavelength, sensitivity) are set.

4. Prior to sample analysis, it is necessary to equilibrate the separation columnwith the
mobile phase to establish stable and reproducible chromatographic conditions.

5. Run the mobile phase through the column at the desired flow rate for a sufficient
time (typically 15‒30minutes) to achieve equilibrium.

6. Prepare the sample for injection according to the sample preparation guidelines
specific to the analysis (as detailed in the previous response).

7. Use an autosampler ormanual injection to introduce the prepared sample into the IC
system.

8. Ensure that the injection volume is appropriate for the sensitivity and dynamic range
of themethod, considering the target analyte concentrations.

9. The mobile phase carries the sample onto the separation column, where the
separation of analyte ions occurs.

10. Monitor the separation process using real-time chromatographic data displayed on
the instrument's control software ormonitor.

11. Adjust the eluent composition or gradient program if necessary to optimise the
separation and achieve good resolution between analyte peaks.

12. As the analyte ions elute from the separation column, they pass through the detector,
which generates signals corresponding to their concentrations.

13. Ensure that the detector settings, such as sensitivity, wavelength, or electrode
potentials, are appropriately adjusted for the specific analytes and detection
techniques being used.

14. The data acquisition system records the detector signals, creating a chromatogram
that represents the separation and detection of analyte peaks.

S17.6 Data presentation

The recorded signals from the detector are processed and analysed using dedicated
software or chromatography data systems. Quantification of analyte ions is typically
performed by comparing their peak areas or heights to calibration standards or internal
standards. The concentration of each analyte ion in the sample is then calculated based on
calibration curves or known standards.
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S16.7 Quality assurance

Implement appropriate quality control measures throughout the measurement process,
including replicate analyses, spike recovery tests, and analysis of certified reference
materials. Verify that the obtained results fall within acceptable limits andmeet the required
precision and accuracy criteria. A final report should summarise the analysed sample
information, identified analytes, and their respective concentrations, as well as any relevant
quality control information. It is important to follow the specific guidelines and operating
instructions provided by the instrument manufacturer, as instrument setup, method
parameters, and software functionalities may vary depending on the specific IC system
being used. Regular maintenance and periodic calibration of the instrument are also
essential to ensure reliable and consistentmeasurements.
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Symbols and abbreviated terms

σ Standard deviation

ABET Specific surface area determined by BET

Ageo Specific geometric surface area

AAS Atomic absorption spectroscopy

ACC Amorphous calcium carbonate

AFM Atomic forcemicroscopy

AMS Acceleratormass spectrometry

AMU Atomicmass units

BEC Background equivalent concentration

BECCS Bioenergy with carbon capture and storage

BES Backscattered electrons

BSI British Standards Institute

Cpot Carbonation potential

CU Coefficient of uniformity

CCS Carbon capture and storage

CCU Carbon capture and utilisation

CDR Carbon dioxide removal

CL Cathodoluminescence

CRMs Certified referencematerials

d Distance between planes of atomswithin the crystal structure

DSM-3 Dead-seamagnesium 3
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DI Deionisedwater

DIC Dissolved inorganic carbon

DRIFTS Diffuse reflectance infrared Fourier transform spectroscopy

DSC Differential scanning calorimetry

e Void ratio

Eavoided CO2eq prevented from reaching the atmosphere

ELC CO2eq generated during activity life cycle

Eremoved CO2eq removed from the atmosphere

Epot Enhancedweathering potential

EDXRF Energy dispersive X-ray fluorescence

EPMA Electron probemicroanalysis

EW Enhancedweathering

ESEM Environmental scanning electronmicroscopy

FEG Field emission gun

FTIR Fourier transform infrared spectroscopy

ΔGf Free energy change of formation

Gs Specific gravity

GHGs Greenhouse gases

GSC Geological Survey of Canada

ΔHf Enthalpy change of formation

HDPE High-density polyethylene

IC Ion chromatography

ICP-MS Inductively coupled plasmamass spectrometry

ICP-OES Inductively coupled plasma optical emission spectroscopy
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ID-ICP-MS Isotope dilution inductively coupled plasmamass spectrometry

IAEA International Atomic Energy Agency

ISO International Organisation for Standardisation

λ Wavelength

LCA Life cycle assessment

LCIA Life cycle impact assessment

LoD Limit of detection

LOI Loss on ignition

Mx Molarmass of substanceX

MQ Milli-Qwater

MRV Monitoring, reporting and verification

MSDS Material safety data sheet

MS Mass spectrometry

ɳ Parameter to correct for CO2 buffering effects during EW

n Porosity

NET Negative emissions technology

NIST National Institute of Standards and Technology

OAE Ocean alkalinity enhancement

⍴b Bulk density of solid

⍴w Water density

P80, P10, etc. Particle size for which 80% (10%, etc.) of thematerial passes

PDB PeeDee Belemnite

PDF Powder diffraction file

PSD Particle size distribution

PXRD Powder X-ray diffraction

QEMSCAN Quantitative evaluation ofmaterials by scanning electron
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microscopy

Sr Saturation ratio

SDD Silicon drift detectors

SE Secondary electrons

SEM Scanning electronmicroscopy

SEM-EDX Scanning electronmicroscopy energy dispersive X-ray analysis

SOP Standard operating procedure

SSB Sample-standard bracketing

θ Angle between the incident X-ray and the plane of the crystal surface

TA Total alkalinity

TDS Total dissolved solids

TGA Thermogravimetric analysis

TGA-MS Thermogravimetric analysismass spectrometry

TIMS Thermal ionisationmass spectrometry

USGS United States Geological Survey

VSMOW ViennaMean Standard OceanWater

VVB Validation and verification body

𝑤 Moisture content

WDX Wavelength-dispersive X-ray spectroscopy

XRD X-ray diffraction

XRF X-ray fluorescence

Z Atomic number
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Glossary

Accuracy is the closeness of agreement between a single test result and the accepted
reference value. However, for a set of values, accuracy has contributions from bias and
precision.

Additionality refers to the extent to which a CDR project or activity achieves removals that
are additional to what would have occurred in the absence of the project.

Bias difference between the mean value of a large number of test results and the accepted
reference value for a testmaterial.

Carbonate minerals means minerals characterised by the presence of the carbonate ion
(CO3

2-) in their structure. Carbonate minerals include calcite (CaCO3), aragonite (CaCO3),
magnesite (MgCO3), siderite (FeCO3), ankerite (Ca(Fe,Mg,Mn)(CO3)2), and dolomite
(CaMg(CO₃)2).

Carbon Dioxide Removalmeans anthropogenic activities that seek to remove CO2 from the
atmosphere and durably store it in geological, terrestrial or ocean reservoirs, or in products.
CO2 is removed from the atmosphere by enhancing biological or geochemical carbon sinks
or by direct capture of CO2 from air and storage (DAC+S).

Carbon mineralisation is the process of turning CO2 into carbonate minerals (aka mineral
carbonation). There are three forms of carbonmineralisation: in situ, ex situ and surficial.

Characteristic value That value of a property corresponding to an acceptable percentage of
defects, generally 10%, but 5% for the lower strength limits.

Direct Air Capture is a technological process for removing and concentrating CO2 from air.

Dynamic range refers to the range of concentrations an instrument can read, from the
minimum to the maximum detectable. The minimum detectable concentration is
determined by signal-to-noise and signal-to-blank ratios. The maximum detectable
concentration is determined by the compound's chemistry and instrument capabilities.

Enhanced weathering process that aims to accelerate the natural weathering by spreading
finely ground rock, usually silicates.

Fluorescence is brought about by absorption of photons in the singlet ground state
promoted to a singlet excited state. The spin of the electron is still paired with the ground
state electron, unlike phosphorescence. As the excited molecule returns to ground state, it
involves the emission of a photon of lower energy, which corresponds to a longer
wavelength, than the absorbed photon.
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Inter-laboratory reproducibility studies refer to experiments or tests conducted by
multiple laboratories or research groups to evaluate the consistency and reliability of
scientific findings across different settings.

Limit of detection is a signal that is three times greater than the standard deviation of blank
runs. 𝐿𝑜𝐷 = 3 * 𝑆𝐷

𝑏𝑙𝑎𝑛𝑘𝑠

Limit of quantitation is a signal that is three times greater than the standard deviation of
blank runs. 𝐿𝑜𝑄 = 10 * 𝑆𝐷

𝑏𝑙𝑎𝑛𝑘𝑠

Linear range is the range over which there is a directly proportional relationship between
analyte concentration and the signal.

MeasurandA quantity, object, or property intended to bemeasured.

Measurement, reporting, and verification refers to the multi-step process to measure the
amount of greenhouse gas (GHG) emissions reduced by a specificmitigation activity, over a
period of time, and report these findings to an accredited third party. The third party then
verifies the report so that the results can be certified, and carbon credits can be issued.

Mineral carbonation, also known as carbon mineralisation, is a process that involves the
long-term storage of CO2 by converting it into a solidmineral form.

Morphology The size, shape and physicochemical structure of particles.

Ocean alkalinity enhancement is an approach to carbon removal that involves adding
alkaline substances to seawater to accelerate the ocean’s natural carbon sink.

Precision is the closeness of results obtained under stipulated repeat conditions. Precision
only relates to the distribution of random errors and not the true value. Precision is
determined by calculating the standard deviation of repeatmeasurements.

Qualitative The determination of non-numerical information about a chemical species, or
physical property.

Quantitative The determination of numerical information about a chemical species, or
physical property.

Quality assessment The overall system of activities whose purpose is to provide assurance
that quality control is being done effectively. It provides a continuing evaluation of the
quality of the analyses and of the performance of the analytical system.

Quality assurance constitutes the system by which an analytical laboratory can assure
outside users that the analytical results they produce are of proven and known quality.
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Quality control The overall system of activities whose purpose is to control the quality of a
measurement so that it meets the needs of users. The aim is to ensure that data generated
are of known accuracy to some stated, quantitative degree of probability, and thus provides
quality that is satisfactory, dependable, and economic.

Resolution The shortest distance between two points that can be independently resolved.

Repeatability is a measure of the ability of the method to generate similar results for
multiple tests of the same testmaterial under identical conditions.

Reproducibility is a measure of the ability of the method to generate similar results for
multiple tests of the same sample under different conditions (e.g., different operators,
different apparatus, different laboratories, different time).

Robustness (or ruggedness) The extent to which a method can be changed without seeing
significant changes in the results.

Selectivity refers to the extent to which a method can be used to determine particular
analytes in mixtures or matrices without interference from other components of similar
behaviour.

Spiking refers to the act of adding a known amount of a known substance to a sample in
order to evaluate the performance of an analyticalmethod.

Working range The working range is the range where the method gives results with an
acceptable uncertainty. A working range can bewider than a linear range.

X-rays are a short wavelength (high energy-high frequency) form of electromagnetic
radiation inhabiting the region between gamma rays and ultraviolet radiation.
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