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Abstract

Numerous techniques have been proposed in the literature to improve the perfor-

mance of high-gain observers with noisy measurements. One such technique is the

linear extended state observer, which is used to estimate the system's states and to

account for the impact of internal uncertainties, undesirable nonlinearities, and exter-

nal disturbances. This observer's primary purpose is to eliminate these disturbances

from the input channel in real-time. This enables the observer to precisely track the

system states while compensating for the various sources of uncertainty that can

influence the system's behaviour. So, in this paper, a novel nonlinear higher-order

extended state observer (NHOESO) is introduced to enhance the performance of

high-gain observers under noisy measurement conditions. The NHOESO is designed

to observe the system states and total disturbance while eliminating the latter in real

time from the input channel. It is capable of handling disturbances of higher-order

derivatives, including internal uncertainties, undesirable nonlinearities, and external

disturbances. The paper also presents two innovative schemes for parametrizing the

NHOESO parameters in the presence of measurement noise. These schemes are

named time-varying bandwidth NHOESO (TVB-NHOESO) and online adaptive rule

update NHOESO (OARU-NHOESO). Numerical simulations are conducted to validate

the effectiveness of the proposed schemes, using a nonlinear uncertain system as a

test case. The results demonstrate that the OARU technique outperforms the TVB

technique in terms of its ability to sense the presence of noise components in the

output and respond accordingly. However, it is noted that the OARU technique is

slower than the TVB technique and requires more complex parameter tuning to

adaptively account for the measurement noise.
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1 | INTRODUCTION

Many adaptive observers have been developed in the literature on automated control (Abdul-Adheem et al., 2020; Alain et al., 2019; Azar et al., 2020;

Azar & Serrano, 2018; Djeddi et al., 2019; Kammogne et al., 2020). An active disturbance rejection control (ADRC) technique uses the extended state

observer (ESO) for online uncertainty estimation. External disturbance inputs are treated as new state variables, and non-smooth, nonlinear error feed-

back control laws are applied to achieve state tracking by selecting proper parameters to observe all the system states and the exogenous disturbances.

With ESO, a robust control system does not require an accurate model; it can cope with variations in parameter values and disturbances in the system.

The reliability (robustness) of the control algorithm is the main emphasis of the robust control technique while designing controllers. The minimal stan-

dard that a control system must meet to be functional in a real-world setting is typically referred to as robustness. The ADRC controller offers the main

advantage of requiring only a few tuning parameters, making real-world implementation easy. Yet, the absence of noise level in the control system is a

need for ESO's capacity to quickly and precisely assess uncertainty and disruptions. Also, if there is measuring disturbance, the efficiency will be com-

promised or the device may potentially become unstable. Numerous studies have demonstrated that loud noise can increase errors, which raises the risk

of accidents. This is very significant, especially when engaging in mental tasks that call for working memory, such as paying attention to multiple phe-

nomena in complex systems. As a rule, higher tracking and disturbance rejection performance are generally associated with higher bandwidths for the

observer and controller. If there are discrepancies between the actual system and the system model used to create the controller, the control system is

robust. A measurement of the suppression of signals at y is called disturbance rejection. The design of the controller can be modified using PID Tuner

to favour reference tracking or disturbance rejection depending on the needs of your application. Despite this, hardware factors such as sampling rates

and noise limit the bandwidth. The observer parameters with large values can amplify measurement noise, which will degrade the performance of the

ESO. The observer bandwidth should therefore be chosen to achieve an optimal balance between tracking performance and noise tolerance.

This research introduces the noisy environment observer and state reconstructor (NHOESO) to reconstruct the generalized disturbance and

estimate system states in a noisy environment. Two parameterization schemes, namely time-varying bandwidth NHOESO (TVB-NHOESO)

and online adaptive rule update NHOESO (OARU-NHOESO), enhance the NHOESO's performance. Practical measures like enclosures, barriers,

and relocating noise sources are proposed to reduce noise in workplaces. Despite the accuracy and precision of measurements, inherent uncer-

tainties from systematic and random errors should be considered.

1.1 | Problem statement

This problem can be mathematically stated by considering an uncertain nonlinear system of nth order with a relative degree ρ where ρ≤ nð Þ,

ξ ρð Þ ¼ f ξ,…,ξ ρ�1ð Þ,η,w,t
� �

þb tð Þu
y¼ ξþN
_η¼ f0 η,ξ,…,ξ ρ�1ð Þ

� �
8>>><>>>: ð1Þ

where N �ℝ is the measurement noise, η is the internal dynamics, andw is the external disturbance. The system given in Equation (1) is not in the

pure chain of integrators. Moreover, with noise, it is necessary to estimate the external states and generalized disturbances of Equation (1).

The major objective of the external analysis is to identify the opportunities and threats in a field or business that will promote prosperity, expan-

sion, and unpredictability. In addition, it directly threatens or damages actual or private possessions, and it irritates or disrupts a rational person

with normal sensitivity. In this work, the estimated states ξ’s are used for feedback, whilst cancelling the generalized disturbance from the

nonlinear system of Equation (1) in the ADRC configuration.

1.2 | Paper contribution

The coefficients of the proposed observer are selected by two schemes to parametrize the proposed NHOESO have been given, namely TVB-

NHOESO, and OARU-NHOESO. To the best of our knowledge, no study has been found in the literature that presents these kinds of parameter

adaptations to the ESO to counteract the measurement noise.

1.3 | Paper organization

The remaining of the paper is organized as follows: the related works of the proposed model are discussed in Section 2; then the discussion about

the proposed NHOESO is presented in Sections 3 and 4 provides a discussion about the proposed adaptive NHOESO; convergence analysis of
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the proposed observers is discussed in Section 5 and its sub-sections; the numerical simulation results of the proposed model is discussed in

Section 6; finally, the conclusion of the proposed model is discussed in Section 7.

2 | RELATED WORKS

Noise presents significant challenges in various engineering applications. Efforts to attenuate the impact of noise usually involve the appli-

cation of filters in system outputs; Filtered signals and actual system outputs typically differ in amplitude and phase, making it hard to over-

come these differences. The scientific research community has reported several research works to address this problem. An enhanced ESO

structure that augments another fictitious state variable to the conventional ESO was proposed by Mado�nski and Herman (2012) to form

an integrated output signal. This resulted in increased performance in the observer. In another research work (Tamhane et al., 2018). Higher

order sliding mode observer (HOSMO) with an integral surface was proposed, which provided attenuation of the estimation error to a small

bound in the presence of measurement noise. In Liaquat et al. (2017), it was suggested that an n-link robot manipulator may have a proto-

type output feedback controller (OFBC). Utilizing a non-linear high-gain observation is accomplished. The measuring disturbance was

greatly exacerbated in the situation of high workload viewers, leading to a greater steady-state inaccuracy. In Meyer et al. (2017), in a linear

parameter variable (LPV) network, the assessment of the system parameters as well as the uncertain input is examined in the context of

Gaussian white noise that influences both the state variables and the measuring formulas. An impartial observer with the smallest variance

is used to make this assessment (as in Kalman filtering). In Yamada et al. (2019), reluctance torque is taken into account for the disturbance

observer (DOB) and the reaction torque observer (RTOB). It is possible to design a control system with high torque and robust stability by

changing the structure of the DOB when applying maximum torque per amplitude control (MTPAC). In Ali et al. (2019), two observers were

designed and tested. For the output estimation, one extended high-gain observer was combined with another high-gain observer for the

internal dynamic estimation. In contrast, the expanded high-gain observers assessed a pulse that the changes in the structure employed as

a simulated output. In Sun et al. 2018), the frequency of a servo system was controlled by studying the mechanism and applying better

techniques to remove disruption and noise. in Chen et al. (2019) an ESO was suggested to precisely predict the adhesive bond of railway

cars while accounting for model uncertainties and parameter variations. The steady-state estimation error caused by the modelling devia-

tion was eliminated with the help of an auxiliary compensation part based on the estimated modelling error information. Observer design

via linear matrix inequalities is studied by Huang et al. (2020), Linares et al. (2022), and Mu et al. (2022). While Łakomy and Madonski

(2021) applied cascade structure to design the ESO and finally Li and Xia (2020) proposed a scheme to adjust the gains of the linear ESO to

counteract measurement noise. Pu et al. (2015) introduce a new class of adaptive extended state observers (AESOs) that extend the capa-

bilities of ESOs to nonlinear disturbed systems. AESOs estimate states in nonlinear disturbed systems by combining an ESO with an adap-

tive mechanism. The AESOs transform the error dynamics into a canonical form and assign time-varying PD-eigenvalues. The paper

presents two applications as examples and includes comparison simulations. Additionally, future work is emphasized for further investiga-

tion. Nonlinear adaptive observer design estimates states in uncertain dynamical systems by creating an observer system that adapts to

uncertainties. The problem of adaptive state estimation for multivariable nonlinear systems in the presence of parameter uncertainty and

bounded disturbances is addressed. A nonlinear adaptive observer with a time-varying gain matrix is used. Lyapunov arguments guarantee

stability for state and parameter errors. This approach allows for perturbations without the need for the assumption of SPR to prove stabil-

ity (Vargas & Hemerly, 2000). ESO, a kind of high-gain observers, are useful for regulating the outgoing return of unpredictable nonlinear

networks. While utilizing nonlinear gain methods has the possibility of improving efficiency, the high-gain viewer is an effective and strong

instrument for condition monitoring in unpredictable nonlinearities.

3 | THE PROPOSED NHOESO

Two key advances are introduced in this study to expand the idea of the linear extended state observer (LESO). A linear output feedback control-

ler relying on ESOs is developed to address trajectory tracking concerns depending on a category of disturbed proportionally flattened machines.

Firstly, incorporating a smooth nonlinear error function in the LESO, which satisfies the rule, ‘small error, big gain’ or ‘big error, small gain’ to com-

press the estimation error. Secondly, adding an extra augmented state to the proposed nonlinear ESO to estimate the generalized disturbance

ξρþ1 asymptotically with an estimation error ei tð Þ, i� 1,2, ::,ρþ1f g. As the second derivative of the generalized disturbance ξρþ1 increases in mag-

nitude, the error escalates as well. These two improvements are instrumental in enabling the NHOESO to estimate uncertainties and disturbances

with higher-order derivatives. This provides faster and more accurate estimations of the generalized disturbance ξρþ1 and states ξi , i� 1,2,…,ρf g.
The proposed nonlinear error function also reduces the chattering phenomenon, which inherently exists in LESOs. The switching surface is sur-

rounded by a boundary layer to decrease chattering in sliding-mode control, while continuous control is employed inside the boundary. It is exam-

ined how different control laws within the boundary layer affect chattering as well as error convergence in diverse systems. Moreover, the
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suggested NHOESO results in a little output response overshoot and a smooth control signal given. Given the nonlinear system of (1) and assum-

ing ξ1 ¼ y,ξ2 ¼ _y:…,ξρ ¼ ξ ρ�1ð Þ, yields,

_ξi ¼ ξiþ1 i� 1,2:…,ρ�1f g
_ξρ ¼ f ξ1,ξ2,…,ξρ,w,t

� �þ b tð Þ�b0ð Þuþb0u

(
ð2Þ

Augmenting the system with an additional state:

ξρþ1 ¼ fþ b tð Þ�b0ð Þu¼ L ð3Þ

where L¼ fþ b tð Þ�b0ð Þu includes the unknown uncertainties, internal dynamics exogenous, and disturbances and is referred to as a generalized

disturbance. There are two approaches to choosing the coefficient value b0 �ℝn 0f g:

1. The coefficient b0 is an approximation of b tð Þ in the plant of a range± 50% (Han, 2009).

2. The coefficient b0 is typically selected by the user directly as a design variable (Przybyła et al., 2012).

Start from (1) and augmenting the additional state ξρþ1 ¼ fþ b tð Þ�b0ð Þu¼ L, ξρþ2 ¼ _L, the system can be formulated as,

ξi ¼ ξiþ1, i� 1,2,…,ρ�1f g
_ξρ ¼ ξρþ1þb0u

_ξρþ1 ¼ ξρþ2

_ξρþ2 ¼Δh

8>>>><>>>>: ð4Þ

where Δh tð Þ¼ €L:

The proposed NHOESO is described as

_bξi ¼bξiþ1þβig y�bξ1� �
, i� 1,2:…,ρ�1f g

_bξρ ¼bξρþ1þβρg y�bξ1� �
þb0u

_bξρþ1 ¼bξρþ2þβρþ1g y�bξ1� �
_bξρþ2 ¼ βρþ2g y�bξ1� �

8>>>>>>>>><>>>>>>>>>:
ð5Þ

where βis are observer gains to be tuned, i¼ 1,2,…,ρþ2f g: Let βi ¼ aiω0
i , where ai , i� 1,2:…,ρþ2f g is the design parameter associated with ω0

i,

ω0 is the bandwidth of NHOESO.

The mapping g :ℝ!ℝ is selected as,

g eð Þ¼Kα ej jαsign eð ÞþKβ ej jβe ð6Þ

where Kα,Kβ ,α,and β are the positive design parameters, e¼ y�bξ1. The proposed nonlinear function given in Equation (6) can be written as:

g eð Þ¼ Kα
ej jα
e

sign eð ÞþKβ ej jβ
� �

e ð7Þ

Since sign (e) = e= j e j , for j e j ≠0, then

g eð Þ¼ 0 e¼0

k eð Þe e≠0

�
ð8Þ

The function k :ℝ= 0f g!ℝþ is defined as,

k eð Þ¼Kα ej jα�1þKβ ej jβ ð9Þ

4 of 21 ALKHAYYAT ET AL.
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4 | THE PROPOSED ADAPTIVE NHOESO

The basic principle of the proposed adaptive NHOESO is to dynamically change some or all the ESO's parameters in such a way that it confers

the ESO more immunity against the measurement noise N while achieving the required estimation accuracy. The following two novel schemes

demonstrate this key idea.

4.1 | Scheme 1. TVB

In this scenario, we adaptively determine the NHOESO bandwidth under the minimization of the estimation error even in the existence of the

measurement noise. The observer in this scheme is called TVB-NHOESO. Consider the proposed NHOESO described by:

_bξ1 ¼bξ2þa1bω0g y�bξ1� �
_bξ2 ¼bξ3þa2bω0

2
g y�bξ1� �
..
.

_bξρ ¼bξρþ1þb0uþaρbω0
ρ
g y�bξ1� �

_bξρþ1 ¼bξρþ2þaρþ1bω0
ρþ1

g y�bξ1� �
_bξρþ2 ¼ aρþ2bω0

ρþ2
g y�bξ1� �

8>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>:

ð10Þ

where ai, and i� 1,2,…,ρþ2f g are associated design parameters, and bω0 is the estimated bandwidth parameter. A novel approach to update this

parameter bω0 is given as

bω0 ¼ω0maxe
�ϱ t�tcð Þ2 ð11Þ

where tc is the centre time, ω0max is the maximum allowable bandwidth, and ϱ is the adaptation parameter. Different values of bω0 can be obtained

with various values of ϱ as shown in Figure 1. This scheme guarantees that the ω0max can be selected in the design to introduce maximum band-

width at certain times by sliding tc over the time axis. The most data that can be sent through an internet connection in a specific amount of time

are known as max bandwidth. Then, fibre internet is the fastest connection you can get, but it is also the hardest to find. Cable is also reliable and

has speeds faster than DSL internet.

The proposed TVB scheme is shown in Figure 2. The bandwidth of the NHOESO varies per time, as can be seen from (11). The parameters of

(11) are selected to ensure that the ω0max is provided at tc where the fast and accurate response of the error dynamics is required. The amplifier's

gain is reduced by negative feedback. Moreover, it lessens inconsistency, loudness, and distortion. Disturbance signals, that reflect undesired

impulses, influence the outcome of the management system and increase technical glitches. The time interval during which the bandwidth bω0 is at

its highest value is inversely proportional to ϱ (see Figure 1).

4.2 | Scheme 2. OARU

In contrast to the previous scheme, changing all the parameters of NHOESO tends to increase the accuracy of the state estimation. State estima-

tion is a crucial component of power system control centres' online security analysis function. Tools for state estimation are employed at each

substation to process these inaccurate measurements, filter them, identify mistakes, eliminate corrupt data, and determine the best estimate for

the state variables. This enhances the convergence characteristics and suppresses the measurement noise more efficiently. It is motivated by a

particular and compelling issue, whether that issue results from pressing social requirements or challenging scientific issues. And it exhibits a

strong synergy between several fields. Moreover, reacting in response to the presence of noise is more effective compared to the TVB technique,

when it comes to figuring out the quality and speed of a network or internet connection, TVB is a crucial component. In essence, your internet will

be speedier and more effective the larger the bandwidth. Which changes the bandwidth irrespective of whether the noise N exists or not. The

OARU-NHOESO is mainly based on the proposed adaptive law described by,

_θ¼�τθþ e1j jαs ð12Þ

ALKHAYYAT ET AL. 5 of 21
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where τ is the exponential decay constant, θ is the adapted parameter and αs is the noise-sensitive coefficient. The function / �ð Þ is used to limit

the value of the adaptation parameter, and is described as

α θð Þ¼1
2
tanh

θ�θc
κ

� �
þ1
2

ð13Þ

where α : �∞,∞ð Þ! 0,1½ �, is the limiting function, and θc and κ are function coefficients. The NHOESO parameters are defined as,

Λ¼ Λu�Λlð Þα θð ÞþΛl ð14Þ

where Λ¼ β1,β2,β3,β4,kα,kβ ,α,β
� �T �ℝ8 is the NHOESO parameter vector, Λl and Λu are the lower and upper bounds of the NHOESO parame-

ters respectively. Figure 3 illustrates the structure of the OARU-NHOESO, which adapt the parameters of the NHOESO according to whether

there is a noise in the output signal. You can forecast the noise form of an active device using noise characteristics. Nonetheless, everyone who

builds a receiver should have a fundamental awareness of what noise circles on a Smith chart indicate. Noise parameters are typically left to LNA

designers to consider. The detailed operation of this scheme is illustrated in Figure 4.

In the steady state, when the output is not contaminated with the measurement noise N , the estimation error e1 is almost zero. The Kalman

filter's accurate error model can guarantee that the level of estimated accuracy is equivalent to the level of actual accuracy. The consistency

between predicted accuracy and integrated accuracy will be impacted by inaccurate models. With unknown parameters, estimation is typically

taken into account. If the true value is an estimate, then an error is merely the difference between the true value and forecast. Whereas, Decibels

are used to measure noise level (dB). Decibel levels increase as noise levels do. To accommodate human hearing, decibels can be changed. Deci-

bels A is the unit of measurement for noise level (dBA). At this point, the term e1j jαs is also approximately zero. The adapted parameter θ will

F IGURE 1 The nonlinear higher-order extended state observer (NHOESO) bandwidth bω0 versus time with ω0max ¼4 rad
sec and tc ¼10s for,

(a) ϱ¼0:02, (b) ϱ¼0:002.

F IGURE 2 The structure of the time-varying bandwidth nonlinear higher-order extended state observer (TVB-NHOESO).

6 of 21 ALKHAYYAT ET AL.
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approach a value of zero after a certain period, depending on the value of τ, which leads α θð Þ to approach zero. In this case, Λ will take the lower

set of parameters which corresponds to the noise-free case. On the other hand, adding a measurement noise will cause the estimation error e1 at

a steady state to have a non-negligible value and thus θ follows e1j jαs and must have a value larger than θc to ensure α θð Þ approaches +1. Based

on this value of α θð Þ, Λ will approach Λu which is suitable in noisy environments.

Remark. The NHOESO has been tuned twice, once for obtaining the parameter set of a noise-free case Λl and the second tuning is

to obtain the parameter set Λu which is concerned with measurement noise.

F IGURE 3 The structure of the online adaptive rule update nonlinear higher-order extended state observer (OARU-NHOESO).

F IGURE 4 The time outputs of the online adaptive rule update (OARU) scheme with measurement noise, (a) N ,θ,andα θð Þ. (b) β1,β2,β3, and
β4: (c) kα,α,kβ ,andβ.

ALKHAYYAT ET AL. 7 of 21
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5 | CONVERGENCE ANALYSIS OF THE PROPOSED OBSERVERS

The following presumptions are necessary to demonstrate the consolidation of the NHOESO.

Assumption A2. The temporal component of the generalized disturbance has an upper constraint (i.e., at least L�C1 and

supt � 0,∞½ Þ Lj j ¼M<∞ where �ℝ).

Assumption A3. L is a continuously differentiable function.

Assumption A4. There exists Mh �ℝþ such that supt � 0,∞½ Þ Δh tð Þj j ¼Mh, where Δh tð Þ¼ €L:

Assumption A5. V :ℝρþ2 !ℝþ and W :ℝρþ2 !ℝþ are continuously differentiable functions with,

λ1 ηk k2 ≤V ηð Þ≤ λ2 ηk k2,W ηð Þ¼ ηk k2, ð15Þ

Xρþ1

i¼1

∂V ηð Þ
ηi

ηiþ1�aik
η1
ω0

ρ

� �
:η1

� �
� ∂V ηð Þ
∂yρþ2

aρþ2k
η1
ω0

ρ

� �
η1 ≤ �W ηð Þ ð16Þ

Theorem 1. (NHOESO convergence): Given the system of (1) and NHOESO (5), it follows that, under Assumptions A3, A4, and A5, for

any initial conditions

lim
t!∞

ξi tð Þ�bξi tð Þ			 			¼O
1

ω0
ρþ3�i

� �

lim
t!∞

ω0!∞

ξi tð Þ�bξi tð Þ			 			¼0

where ξi and bξi symbolize the state of (6) and (7) respectively, with i� 1,2,…,ρþ2f g.

Proof. Let ei ¼ ξi�bξi, i� 1,2,…,ρþ2f g. Correspondingly, let

ηi ¼ω0
ρþ1�iei

t
ω0

� �
, i� 1,2,…,ρþ2f g ð17Þ

The evolution of the estimating error may therefore be described in terms of duration as,

dη1
dt

¼ η2�a1k
η1
ω0

ρ

� �
η1

dη2
dt

¼ η3�a2k
η1
ω0

ρ

� �
η1

..

.

dηρ
dt

¼ ηρþ1�aρk
η1
ω0

ρ

� �
η1

dηρþ1

dt
¼ ηρþ2�aρþ1k

η1
ω0

ρ

� �
η1

dηρþ2

dt
¼ Δh

ω0
2
�aρþ2k

η1
ω0

ρ

� �
η1

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

ð18Þ

▪

Let the candidate Lyapunov functions V, :ℝρþ2 !ℝþ denoted by V ηð Þ¼ <Pη,η> ¼ ηTPη, with η�ℝρþ2 and P is a positive definite symmet-

ric matrix. It is possible to tell if a system is stable or unstable using Lyapunov functions. This approach has the benefit of not needing us to
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be aware of the precise solution x(t). Additionally, the stability of equilibrium points in non-rough systems can be investigated using this

method. Examining the system's stability is beneficial. Consider (12) of Assumption A5 with λ1 ¼ λmin Pð Þ and λ2 ¼ λmax Pð Þ, where λmin Pð Þ and
λmax Pð Þ are the minimal and maximal eigenvalues of P, correspondingly. Finding _V w.r.t t over η (over the solution (18)) is attained in the subse-

quent system,

_V ηð Þ		along 15ð Þ ¼
Xρþ2

i¼1

∂V ηð Þ
∂ηi

_ηi tð Þ

Then,

_V ηð Þ		
along 15ð Þ ¼

Xρþ1

i¼1

∂V ηð Þ
ηi

ηiþ1 tð Þ�aik
η1 tð Þ
ω0

ρ

� �
:η1 tð Þ

� �
� ∂V ηð Þ

∂ηρþ2
aρþ2k

η1 tð Þ
ω0

ρ

� �
:η1 tð Þþ ∂V ηð Þ

∂ηρþ2

Δh

ω0
2
,

Consider (16) of Assumption A5, then, _V ηð Þ		along 15ð Þ ≤ �W ηð Þþ ∂V ηð Þ
∂ηρþ2

Δh
ω0

2 :

As V ηð Þ≤ λmax Pð Þ ηk k2 and ∂V ηð Þ
∂ηρþ2

			 			≤ ∂V ηð Þ
∂η




 


, then ∂V
∂ηρþ2

			 			≤2λmax Pð Þ ηk k. As V ηð Þ≤ λmax Pð Þ ηk k2 ¼ λmax Pð ÞW ηð Þ. Thus, �W ηð Þ≤ � V ηð Þ
λmax Pð Þ. Finally,

because λmin Pð Þ ηk k2 ≤V ηð Þ, this leads to ηk k≤
ffiffiffiffiffiffiffiffiffiffiffi
V ηð Þ

λmin Pð Þ
q

. Based on this and given Assumption A4, _V ηð Þ becomes,
_V ηð Þ≤ � V ηð Þ

λmax Pð Þþ Mh
ω0

2 2λmax Pð Þ
ffiffiffiffiffiffiffi
V ηð Þ

pffiffiffiffiffiffiffiffiffiffiffi
λmin Pð Þ

p . Since d
dt

ffiffiffiffiffiffiffiffiffiffi
V ηð Þp ¼ 1

2
1ffiffiffiffiffiffiffi
V ηð Þ

p _V ηð Þ, then,

d
dt

ffiffiffiffiffiffiffiffiffiffi
V ηð Þ

p
≤
1
2

1ffiffiffiffiffiffiffiffiffiffi
V ηð Þp � V ηð Þ

λmax Pð Þþ
Mh

ω0
2
2λmax Pð Þ

ffiffiffiffiffiffiffiffiffiffi
V ηð Þpffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

λmin ηð Þp !

which gives

d
dt

ffiffiffiffiffiffiffiffiffiffi
V ηð Þ

p
≤ �

ffiffiffiffiffiffiffiffiffiffi
V ηð Þp

2λmax Pð Þþ
Mh

ω0
2

λmax Pð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λmin Pð Þp : ð19Þ

Given that (19) is an ordinary first ODE, it can be solved as

ffiffiffiffiffiffiffiffiffiffi
V ηð Þ

p
≤
2Mhλ

2
max Pð Þ

ω0
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λmin Pð Þp 1�e�

t
2λmax Pð Þ

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V η 0ð Þð Þ

p
e�

t
2λmax Pð Þ

From Assumption A5, we have λmin Pð Þ ηk k2 ≤V ηð Þ. This leads to ηk k≤
ffiffiffiffiffiffiffiffiffiffiffi
V ηð Þ

λmin Pð Þ
q

. Then,

ηk k≤
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
λmin Pð Þ

s
2Mhλ

2
max Pð Þ

ω0
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λmin Pð Þp 1�e�

t
2λmax Pð Þ

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V η 0ð Þð Þ

p
e�

t
2λmax Pð Þ

 !

which gives

ηk k≤ 2Mhλ
2
max Pð Þ

ω0
2λmin Pð Þ 1�e�

t
2λmax Pð Þ

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V η 0ð Þð Þ
λmin Pð Þ

s
e�

t
2λmax Pð Þ ð20Þ

It results from (17) that,

ξi�bξi			 			≤ 1
ω0

ρþ1�i
η ω0tð Þk k:

It follows from (19) that,

ξi�bξi			 			≤ 1
ω0

ρþ1�i

2Mhλ
2
max Pð Þ

ω0
2λmin Pð Þ 1�e�

ω0 t
2λmax Pð Þ

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V η 0ð Þð Þ
λmin Pð Þ

s
e�

ω0 t
2λmax Pð Þ

 !
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Finally,

lim
t!∞

ξi�bξi			 			¼ 1
ω0

ρþ3�i

2Mhλ
2
max Pð Þ

λmin Pð Þ ¼O
1

ω0
ρþ3�i

� �
ð21Þ

and

lim
t!∞

ω0!∞

ξi�bξi			 			¼0:

5.1 | Justification for adding augmented state

This paragraph explains the rationale for including one further region in the proposed NHOESO. The analysis of the steady-state estimation error

ei tð Þ, i� 1,2, ::,ρþ1f g of the LESO can be originated in (Abdul-Adheem et al., 2021),

lim
t!∞

ξi�bξi			 			¼ 1
ω0

ρþ2�i

2Mλ2max Pð Þ
λmin Pð Þ ð22Þ

while that of the NHOESO is found in Theorem 1,

lim
t!∞

ξi�bξi			 			¼ 1
ω0

ρþ3�i

2Mhλ
2
max Pð Þ

λmin Pð Þ ð23Þ

These results illustrate that the steady-state estimation error lim
t!∞

ξi�bξi			 			 of the NHOESO is more sensitive to the increase in the bandwidth

ω0 than that of the LESO. If the true value is an estimate, then an error is merely the difference between the true value and forecast. Whereas,

decibels are used to measure noise level (dB). Decibel levels increase as noise levels do. Everyone who builds a receiver should have a fundamen-

tal awareness of what noise circles on a Smith chart indicate. Noise parameters are typically left to LNA designers to consider. This is a result of

the denominator being ω0. Furthermore, the steady-state estimate inaccuracies are equivalent to M for the LESO as shown in (22) and to Mh for

the NHOESO as shown in (23), where Mh and M are the limit limits of the secondly as well as first harmonics of the universal disturbances (+1)

correspondingly (see Assumptions A2 and A4).

Let us assume a generalized disturbance ξρþ1, which is a linear function in time, that is, L tð Þ¼ at, where a is a constant. Then Δ¼ _L¼ a and

Δh ¼ €L¼0, based on this, the upper bound M, is a non-zero constant, while Mh is zero. In this case, for a specific low value of ω0, the steady-state

estimation error of the NHOESO in (23) will be zero, while that of the LESO given in (22) has a non-negligible value. Therefore, the NHOESO is

more suitable than the LESO to give an estimation of the generalized disturbance ξρþ1 of linear type. Moreover, a generalized disturbance ξρþ1

with a higher-order derivative will worsen the steady-state estimation error for the LESO, because if the generalized disturbance ξρþ1 is expressed

as L tð Þ¼ at2, then, the upper bound M!∞, as t!∞. The steady-state estimation error of the LESO will escape to infinity, that is, lim
t!∞

ξi�bξi			 			!
∞, and thus, LESO will diverge. However, Mh will have a constant value (2a). Hence, with a sufficiently broad NHOESO spectrum ω0, the

NHOESO will have a minimal steady-state estimate error.

The next instance will investigate the NHOESO's single flaw: the amount of time needed for the predicted generalized disruption to subside

to its real magnitude bξ3. When a relative degree is equal to ρ¼2, the LESO is stated as

_bξ1 ¼bξ2þβ1 y�bξ1� �
,

_bξ2 ¼bξ3þβ2 y�bξ1� �
þb0u,

_bξ3 ¼ β3 y�bξ1� �
:

8>>>>><>>>>>:
ð24Þ

and the dynamics of the NHOESO given in (5) with g y�bξ1� �
¼ y�bξ1 is expressed as

_bξ1 ¼bξ2þβ1 y�bξ1� �
,

_bξ2 ¼bξ3þβ2 y�bξ1� �
þb0u,

_bξ3 ¼bξ4þβ3 y�bξ1� �
,

_bξ4 ¼ β4 y� ξ1ð Þ:

8>>>>>>>><>>>>>>>>:
ð25Þ

10 of 21 ALKHAYYAT ET AL.
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Given that bξ4 ¼ Ðβ4 y� ξ1ð Þdt, then (23) can be expressed as,

_bξ1 ¼bξ2þβ1 y�bξ1� �
,

_bξ2 ¼bξ3þβ2 y�bξ1� �
þb0u,

_bξ3 ¼ β4

ðt
0

y�bξ1� �
dtþβ3 y�bξ1� �

:

8>>>>>><>>>>>>:
ð26Þ

From (22) it is evident that the predicted generalized disruption bξ3 is a function of the error e1 ¼ y�bξ1 and will alter in line with the mistake.

The price will settle at its true value ξ3 whenever the estimation error y�bξ1 becomes zero. While in the NHOESO (26), furthermore, given the

integration term β4
Ð t
0 y�bξ1� �

dt, a generalized disturbance estimates bξ3 of the NHOESO a while to achieve its true worth. ξ3, which needs

the subsequent condition:

β4

ðt
0

y�bξ1� �
dtþβ3 y�bξ1� �

¼0 ð27Þ

Letting e1 ¼ y�bξ1. Then (27) can be expressed as

β4

ðt
0
e1 dtþβ3e1 ¼0, ð28Þ

Taking the derivative of (28) w.r.t t, we get

_e1 ¼�β4
β3

e1 ð29Þ

Solving (27) w.r.t t, yields

e1 tð Þ¼ e1 0ð Þexp �β4
β3

t

� �

Therefore, the condition (27) will be satisfied at t!∞ (i.e., t¼�β3
β4
ln e1 tð Þ

e1 0ð Þ
� �

when e1 tð Þ has a very small value), or as the ratio β4
β3

is large

enough where e1 tð Þ¼ e1 0ð Þexp �β4
β3
t

� �
will decay faster to zero.

5.2 | Mismatched disturbances

The ESO expects that the plant is stated in the usual form to meet the matching requirement (Chen & Xu, 2016; Xue & Huang, 2014). It can thus

only be used to model systems that can be explicitly represented in the normalized form or by altering variables. It can be difficult to apply this

transition in a structure with no motion. The selected control action maintains the system's output variables at zero. Zero dynamics refers to the

internal dynamics of the system caused by an input that keeps the output permanently at zero. The system is said to as being in the minimum

phase if the zero dynamics are (globally) asymptotically stable. The system must be stable for tiny changes in the system's input, starting circum-

stances, and parameters that do not result in significant changes in the system's output. Reason: A system is only considered stable if it is both

BIBO stable and asymptotic stable. Moreover, certain nonlinear systems exhibit disruptions in a separate control input port, so these devices are

unable to meet the matched requirement. When the nonlinear feature of the system quickly changes as a result of some modest changes to legiti-

mate factors, such as time, nonlinear processes present one of the greatest obstacles and are difficult to control. The solution can become bifur-

cated as a result of nonlinearity. As a result, ADRC is no longer under the control of this discordant disruption as well as it once could. For

example, the accompanying modelling technique, which has a lower rectangular shape and unmatched perturbation, falls into the category of

indeterminate dynamic equations (Ding & Zhu, 2021; Du et al., 2012; Guo & Wu, 2017; Yang & Ding, 2017; Zhu, 2018).

ξi ¼ aiξiþ1þϕi ξ1,…,ξið Þþwi, i� 1,2,…,ρ�1f g
ξρ ¼ϕρ ξ1,ξ2,…,ξρ

� �þwρþbu,

y¼ ξ1:

8><>: ð30Þ

ALKHAYYAT ET AL. 11 of 21
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where ξ¼ ξ1 tð Þ,ξ2 tð Þ,…,ξρ tð Þ� �T �ℝρ is the system state, y tð Þ�ℝ is the measured output, u tð Þ�ℝ is the control input, wi tð Þ�ℝ, i� 1,2,…,ρf g is

the unknown exogenous disturbance, and b�ℝ is the control coefficient. The function ϕi :ℝ
i !ℝ, i� 1,2,…,ρf g.

Theorem 2. A second-order nonlinear system in a lower triangular form with mismatched disturbances can be described as follows,

_ξ1 ¼ a1ξ2þϕ1 ξ1ð Þþw1,
_ξ2 ¼ϕ2 ξ1,ξ2ð Þþw2þbu,

y¼ ξ1:

8><>: ð31Þ

where ξ¼ ξ1 tð Þ,ξ2 tð Þð ÞT �ℝ2 is the system state, y tð Þ�ℝ is the measured output, u tð Þ�ℝ is the control input, wi tð Þ�ℝ, i� 1,2f g is

the unknown exogenous disturbance, and b�ℝ is the control coefficient. The function ϕi :ℝ
i !ℝ, i� 1,2f g. If the function ϕ1 and

the exogenous disturbance w1 are differentiable w.r.t t, the system (31) can be transformed into the following form,

_~ξ1 ¼~ξ2,
_~ξ2 ¼ f ~ξ1,~ξ2,w1, _w1,w2

� �þbbu,
y¼~ξ1:

8>><>>: ð32Þ

where f ~ξ1,~ξ2,w1, _w1,w2
� �¼ a1ϕ2

~ξ1,
~ξ2�ϕ1

~ξ1ð Þ�w1

a1

� �
þ ∂ϕ1

~ξ1ð Þ
∂ξ1

~ξ2þa1w2þ _w1

andbb¼ a1b:

Proof of Theorem 2. Let ~ξ1 ¼ ξ1, and ~ξ2 ¼ _ξ1.Then,

_~ξ2 ¼ a1 _ξ2þ
∂ϕ1 ξ1ð Þ
∂ξ1

_ξ1þ _w1 ð33Þ
▪

By substituting (29) in (31) we get

_~ξ2 ¼ a1ϕ2
~ξ1,ξ2
� �þ ∂ϕ1

~ξ1
� �

∂ξ1
~ξ2þa1w2þ _w1þa1bu: ð34Þ

Since ξ2 ¼
~ξ2�ϕ1

~ξ1ð Þ�w1

a1
. Then, (34) can be expressed as,

_~ξ2 ¼ a1ϕ2
~ξ1,

~ξ2�ϕ1
~ξ1
� ��w1

a1

 !
þ ∂ϕ1

~ξ1
� �

∂ξ1
~ξ2þa1w2þ _w1þa1bu

Finally, system (31) can be defined as,

_~ξ1 ¼~ξ2,
_~ξ2 ¼ f ~ξ1,~ξ2,w1, _w1,w2

� �þbbu,
y¼~ξ1:

8>><>>:

where

f ~ξ1,~ξ2,w1, _w1,w2

� �¼ a1ϕ2
~ξ1,

~ξ2�ϕ1
~ξ1
� ��w1

a1

 !
þ ∂ϕ1

~ξ1
� �

∂ξ1
~ξ2þa1w2þ _w1

bb¼ a1b:
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Theorem 2 can be generalized easily for ρth order uncertain nonlinear systems in a lower triangular form with mismatched disturbance

wi tð Þ, i� 1,2::,ρf g as in Equation (30).

6 | RESULTS AND DISCUSSIONS

To solve a hypothetical uncertain nonlinear system, we employ various techniques to validate its effectiveness. The approach involves identifying

the graph of each equation, expressing them in standard form, and manipulating the coefficients of one variable to establish relationships. By

adding or subtracting the equations, we eliminate one variable and solve for the remaining one. This iterative process helps us find solutions for

the system of nonlinear equations. Structures with the dynamics given as,

F IGURE 5 Structure of active disturbance rejection control (ADRC) with ρ relative degree.

F IGURE 6 Response curves for Case Study 1, (a) tracking y of r, (b) control action u, (c) estimated generalized disturbance bξ3.

ALKHAYYAT ET AL. 13 of 21
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_bξ1 ¼bξ2
_bξ2 ¼ f bξ1,bξ2� �

þw tð Þþ 1þa3 sin tð Þð Þu
y¼ x1

8>><>>: ð35Þ

where f bξ1,bξ2� �
¼ a1bξ1þa2 sin bξ2� �

, with a1 ¼0:2, a2 ¼0:1, a3 ¼0:1, and the exogenous disturbance w tð Þ¼ exp �tð Þcos tð Þ. A periodic signal is cho-

sen to be cos 0:5tð Þ applied at t=0 s and inputted to the reference input r tð Þ.
A FAL-based control law utilizes fractional calculus principles to design control systems with non-integer dynamics. It involves applying

fractional-order differential or integral operators to enhance control performance, adaptability, and robustness in various applications. This

approach offers advantages such as improved accuracy and flexibility in modelling complex systems, making it applicable in fields like robotics,

electrical systems, and biomedical engineering. The fal-based control law in this simulation is represented by,

u¼ fal ~e1,α1,δ1ð Þþ fal ~e2,α2,δ2ð Þ�bξ3 ð36Þ

The tracking error that drives the control law can be expressed as ~e1,~e2ð ÞT ¼ r1,r2ð ÞT � bξ1,bξ2� �T
. The desired transient profile vector r1, r2ð ÞT

is obtained using conventional TD given by:

_r1 ¼ r2,

_r2 ¼�Rsign r1� rþ r2 r2j j
2R

� �8<: ð37Þ

F IGURE 7 Response curves for Case Study 2, (a) tracking y of r, (b) control action u, (c) estimated generalized disturbance bξ3.

14 of 21 ALKHAYYAT ET AL.
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where r1 is the desired trajectory and r2 is its derivative. The parameter R can be selected accordingly to speed up or slow down the transient

profile.

The suggested NHOESO-based ADRC is the result of combining the traditional TD of (37), the fal-based control law of (36), and these three

components (NADRC). It is employed to detect the estimated states bξ1,bξ2� �T
and the estimated generalized disturbance bξ3, see Figure 5.

To assess the behaviour of the proposed NHOESO, four simulation case studies involving the measurement noise are considered in this sec-

tion. These scenarios are:

Case Study 1. The LESO is tuned for the smallest integral time absolute error (ITAE) and integral of square energy (ISE) with no

noise and simulated with measurement noise, where ITAE¼ Ð tf0 t ej jdt and ISE¼ Ð tf0 v2 dt. The ITAE is a measure used in control sys-

tem engineering to evaluate how well a controlled variable tracks a desired setpoint over time. It considers the magnitude and dura-

tion of the error between the setpoint and the actual response. The ITAE criterion combines the absolute error and time by taking

their integral. It penalizes both steady-state errors and oscillations in the system response. Minimizing the ITAE is a common goal in

control system design to achieve accurate and responsive control. Whereas, integral of square error (ISE) is a metric used in control

systems to assess performance. It quantifies the integral of the squared difference between the desired output and the actual out-

put over a specific period. The ISE is calculated by integrating the squared error values. Its purpose is to minimize cumulative

squared errors by adjusting control parameters or system dynamics.

F IGURE 8 Response curves for Case Study 3, (a) tracking y of r, (b) control action u, (c) estimated generalized disturbance bξ3, (d) the time-
varying bandwidth bω0:
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Case Study 2. The NHOESO is tuned for the smallest ISE and ITAE with no noise and validated with measurement noise.

Case Study 3. Validating the NHOESO observer in the presence of noise using the time-varying bandwidth TVB technique.

Case Study 4. Testing the NHOESO observer in the presence of noise using the OARU technique.

The time domain response of these four situations is depicted in Figures 6–10 respectively.

Figure 6a depicts the most unfavourable tracking, where the LESO showed bad behaviour versus noise with an ITAE of 41.347519. To lessen

the noise effect, numerous alternatives have been conducted. Alter the migratory routes that noise takes to reach those exposed, we can reduce

and prevent noise pollution by avoiding extremely noisy recreational activities, choosing alternate forms of transportation over driving a car, doing

our chores at recommended times, insulating our homes with noise-absorbing materials, and more. Firstly, the NHOESO has been optimized in a

noiseless environment. Subsequently, the NHOESO with its tuned coefficients is validated in a noisy environment. An average assessment of the

volume of sound an acoustic product can absorb is called a noise reduction coefficient.

F IGURE 9 Response curves for Case Study 4, (a) tracking y of r, (b) control action u, (c) estimated generalized disturbance bξ3, (d) the curve of
the adaptive α.
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Figure 7 illustrated an improved response for the tracking with an ITAE of 1.321808 and an immense reduction in the estimated generalized

disturbance and the control signal chattering with an ISE of 28.825156.

It can be noticed from Figures 8 and 9 that both time responses are similar to each other and the control signal for the case using the ORAU

technique is much smoother than that of the TVB technique. One whose controller output depends upon both the instant of viewing as well as

the period of transmission of the original signal is said to have a time-variant system. Whereas a secondary microphone picks up sound that is

unrelated to the information-bearing transmission but connected to the disturbance picked up by the main sensor, a main microphone still records

the chaotic incoming signal.

Figure 10 showed the estimated states of the system given in (16) using the four case studies discussed. The estimated states of the third

and fourth case studies are the smoothest in comparison to the first two case studies. Finally, Table 1 lists the numerical results of the four consid-

erations in terms of both ISE and ITAE. A digital calculation carried out under a script that implements a mathematical model for a physical system

is known as a numerical simulation. The boundary element method, finite element method, finite difference method, and discrete element method

are some of the numerical techniques utilized in modelling geomaterials.

F IGURE 10 The estimated states bξ1,bξ2� �T
of the four case studies, (a) Case Study 1, (b) Case Study 2, (c) Case Study 3, (d) Case Study 4.
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It is clear from Table 1 that the large values of ITAE and ISE indicate that measurement noise has a significant impact on the LESO, resulting

in a significant decrease in the performance indices for scenario 2 in comparison with scenario 1.

7 | DISCUSSION

In this work, two adaptive NHOESO-based schemes are proposed for countering the measurement noise N . The TVB scheme is the simplest

adaptive noise cancellation technique that defines the range and the domain of the bandwidth in the time domain by using three tuneable param-

eters. A parameter that can be altered by the user while the simulation is running is known as a tuneable parameter. For each dialogue parameter

that the macro uses, indicate its tunability using the macro ssSetSFcnParamTunable in mdlInitializeSizes. Remarkably, dialogue parameters can be

changed by default. The cut-off frequency of an ideal brick wall filter with noise power roughly equal to the noise power of the original filter is

the effective noise bandwidth of any component or system. Hence, performance suffers as a result of noise as a stressor. Both introverts and

extroverts have slower reaction times in noisy environments. The main limitation of this technique is that the bandwidth time-varying bω0 is a func-

tion of three predetermined parameters, which leads to the fixed shape of NHOESO's bandwidth. For noise frequencies that occur in the same

range where the NHOESO bandwidth is high, the noise N will be amplified due to large values of the gain parameters ai:bω,i
0, i� 1,2,…,ρþ2f g in

the error-correcting term ai:bω,i
0g y�bξi� �� �

of the NHOESO, where bω0 is a TVB. This results in the NHOESO producing a high chattering in its

output estimations bξ1,bξ2, ::,bξρþ1

� �T
. Another challenge with this technique is the correct choice of the centre time tc. In the simulations presented

in this work, the value of tc was found as a result of an optimization process for the nonlinear system of (16). Practically, the selection of this

parameter is application dependent and must be done with care because an incorrect choice of tc value leads to noise being passed into the sys-

tem through the NHOESO. Therefore, a smart adaptive technique that depends on the existence of noise to switch an online procedure for atten-

uating the noise is developed, namely, the OARU technique. The sophisticated OARU-NHOESO is the best choice in terms of increasing or

reducing the bandwidth as needed, based on the presence of noise. This leads to two main sets of NHOESO parameters: a set of parameters for

the measurement of noise Λu, and the second set of parameters for the noise-free case Λl.

The major limitations and challenges of the proposed techniques are discussed as follows: The technique's primary constraint is that the

bandwidth, which is a function of three pre-determined parameters, has a time-varying angular frequency denoted as bω0. As a result, the shape of

NHOESO's bandwidth remains constant. Also, the time required to sense the presence of noise and switch between the parameter sets is higher.

8 | CONCLUSIONS

The use of sensors is vital in control systems for providing the controller with necessary information about the operating environment. These sen-

sors are responsible for most of the measurement noise, which adversely affects controller performance and accuracy. The ESO is the core unit of

the active disturbance rejection control, which is extremely influenced by the measurement noise. The two adaptive techniques proposed to

address this issue, namely the TVB and OARU, are successful design tools for alleviating the negative effects of measurement noise. The TVB is

simpler than OARU as only a single adaptive parameter is needed to account for the measurement noise, that is, the observer bandwidth. The

OARU technique proves to be smarter than the TVB as it can sense the presence of the noise components in the output and acts upon this. As

such, the conclusion drawn from this is that the OARU is slower than the TVB technique and bears more complexity for tuning several parameters

to adaptively account for the measurement noise.
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TABLE 1 Performance indices values.

Scenario ITAE ISE

1 41.347519 2782.555268

2 1.321808 28.825156

3 1.293564 8.239813

4 1.238883 9.523133

Abbreviations: ISE, integral of square energy; ITAE, integral time absolute error.
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