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lem of the leader-following multi-agent systems in spite 
of system nonlinearity, sensor faults and external distur­
bances via the application of fault estimation and fault­
tolerant tracking control strategy. 

In addition, on the one hand, most of the fault-tolerant 
tracking control studies focus on linear multi-agent sys­
tems and deal with independent actuator faults [17, 18], 
while the study of consensus tracking control with fault 
tolerance for sensor faults in leader-following nonlin­
ear multi-agent systems [19, 20] is limited. On the other 
hand, excluding existing studies that focus only on sep­
arated fault estimation or separated fault-tolerant control 
schemes [21,22], there are limited results that consider the 
bi-directional couplings between estimation and tolerance 
dynamics, and even fewer results that explore whether the 
direct application of the faulty signal from the estimated 
systems to counteract faults can superimpose cycles that 
cause worse consequences. In spite of the unmodelled 
nonlinearities, external disturbances, and physical faults 
in the existing multi-agent systems, introducing the es­
timated fault information directly into the fault-tolerant 
tracking control systems to compensate the physical faults 
also affects the robustness and performance to some extent 
in dynamical systems [23, 24]. Therefore, considering the 
advantages of decentralized control structures that do not 
require interaction with neighboring agents, and the sim­
plicity of the distributed control design with low cost and 
easy implementation in large-scale multi-agent systems, 
inspired by our preliminary studies on integrated fault­
tolerant control and fault estimation designs [25, 26], we 
aim to develop a co-design of decentralized fault estima­
tion and distributed fault-tolerant tracking algorithm for 
bi-directionally coupled Lipschitz nonlinear multi-agent 
systems despite sensor faults and external disturbances. 

The main contributions of this study are summarized 
as follows. (i) Compared with the leader-following track­
ing control of linear multi-agent systems with indepen­
dent actuator faults [17, 18], [27] in control channel, this 
study attempts to effectively combine anti-disturbance 
and sensor fault-tolerant technologies in a class of 
Lipschitz nonlinear leader-following multi-agent 
systems. (ii) By applying the unknown input observers 
[25] to estimate fault and state information, and devising
the time-varying link-based distributed law to deal with 
dynamical weights or switching topologies [16], [28], 
it is a challenging attempt to address the bi-directional 
couplings between fault-tolerant tracking and fault 
estimation systems in a co-designed framework. Such a 
co-designed approach can effectively circumvent the 
vicious circularity caused by the flow of fault 
information from the estimated dynamics to fault-tolerant 
tracking control systems. (iii) Motivated by the previous 
constant gain-/node-based protocols [26] in focusing on 
agent itself, a completely distributed link­based 
distributed fault-tolerant tracking control protocol is 
replenished into the co-designed framework with an easy 

reduction/expansion of connected edges and deconstruc­
tion of communication loads. 

The remainder of this study is organized as follows. 
Multi-agent systems modelling is introduced in Section 
2. Section 3 proposes the decentralized fault estimation,
and Section 4 is devoted to the link-based distributed fault­
tolerant tracking design. Simulation results verify the ef­
fectiveness of the co-designed algorithm of the sensor
faulty multi-agent systems with bi-directional couplings
in Section 5. Finally, Section 6 presents the conclusion.

Notation !Rn represents the n-dimensional Euclidean 
space, !Rnxm denotes the set of all n x m real matrices, the 
symbol t representss the pseudo-inverse, ® denotes the 

Kronecker product of matrices, He(X) = X + xr, and *
denotes the symmetric item of the specific matrix. 

2. MULTI-AGENT SYSTEMS MODELLING

Consider a set of undirected graphs g = (V,£,A) con­
nected by N agent, where V = { 1, 2, ... , N} denotes the 
node set,£� {(i,j),i,j EV} denotes the edge set, and 
A E JR.NxN denotes the adjacency matrix. The adjacency 
matrix A= [aij]NxN 

represents a constant topology-based 
matrix, where the element aij denotes the weight coef­
ficient of each edge ( i, j). Each element a;; = 0 for i =

1,2, · · · ,N, aij > 0 for (i,j) E £, and aij = 0, otherwise. 
The dynamics of the i-th following agent are modelled 

with the following Lipschitz nonlinearity, external distur­
bance and sensor fault, 

i; (t) = Ax; (t) +Bu; (t) + g(x; (t) ,t) +Dd; 
(t) y; (t) =Cx; (t)+Ffs; (t),i= 1,··· ,N (1) 

where x;(t) E !Rn,u;(t) E !Rm,y;(t) E JR.P,d;(t) E JR.q and 
fs;(t) E JR.' denote the system state, control input, system 
output, external disturbance, and sensor fault, 
respectively. The system nonlinearity g(x;(t),t) E JR.n is 
satisfied with the locally Lipschitz condition, and 
A,B,C,D,F denote system gains with compatible 
dimensions. 

The dynamic motion of the leading agent tagged with 0 
is modelled as 

io (t) =Axo (t) +Buo (t) +g(xo (t) ,t) +Ddo (t) 
Yo (t) = Cxo (t) (2) 

where xo(t) E JR.n,uo(t) E JR.m,Yo(t) E JR.P,do(t) E JR.q and 
g(x0(t),t) E JR.n denote the state vector, input vector, out­
put vector, external disturbance, and system Lipschitz 
nonlinearity of the leading agent, respectively. 

Assumption 1 It is controllable and observable for 
the pairs (A,B) and (A,C), respectively. 

Assumption 2 (i) The sensor fault fs;(t) of the con­
sidered multi-agent systems (1) in the output channel is 
differentiable after the fault occurring time instant. (ii) 
Compared with the quadratic nonlinear constraint [26], the 
considered Lipschitz nonlinearity is constrained within 
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the following condition, i.e., llg(x;(t),t)-g(xo(t),t)II � 
JLllx;(t) -XQ(t) 11- (iii) The external disturbance do(t) of 
the leading agent is .C2[0 ,oo) bounded. 

3. DECENTRALIZED FAULT ESTIMATION

According to the differentiable sensor fault fs; (t) in 
(1), the sensor fault can be actively hidden in the ex­
tended state through the following augmented transforma­
tion. The dynamics of the following one are extended as 

x; (t) = Ai; (t) + Bu; (t) + g (i; (t) ,t) + Dd; (t) 
y; (t) = Ci; (t) (3) 

where the extended state is denoted as i;(t) = 
[x; (t) J;; (t W and the augmented nonlinearity is denoted 
as g(i;(t),t) = [gT(x;(t),t) 0,x1f. The gain matrices in 
(3) are modelled as

A-
- [ A 

- 0,xn 
C=[C F]

Onxr ] - [ B ] - [ D ] ,B= ,D= ,0,xr 0,xm 0,xq

The extended state i;(t) requires to be evaluated by the
i-th decentralized unknown input observer, which means
that the sensor fault and state information is simultane­
ously evaluated by its corresponding observer rather than
the connected observers.

In this study, the i-th decentralized unknown input ob­
server is devised as 

i; (t) = Z; (t) + Hy; (t) 
i; (t) = Mz; (t) + Gu; (t) +ly; (t) + f'g (i; (t) ,t) (4) 

where z;(t) denotes the state of the i-th unknown input 
observer, and i;(t) = [if (t) J;; (t)V denotes the estimated 
value of i;(t ), where i;(t) and /s;(t) denote the respective 
estimations of x;(t) and fs;(t), and g(i;(t),t) denotes the 
estimation of g(i;(t),t) with the estimated state i;(t). Ma­

trices M,G,J,f' andH are of compatible dimensions to be 
computed in the unknown input observer design. 

Denote the estimation error e;(t) = i;(t) - i;(t) = 
[e�(t) e�(t)V with the state estimation error ex;(t) = 
x;(t)-i;(t) and the sensor fault estimation error es;(t) = 
fs;(t) - /s;(t). 

Then, on the basis of the extended dynamics (3) and the 
unknown input observer (4), the estimation error dynam­
ics are derived as 

e;(t) = (rA-11t) e;(t) + (rA- Jit- M) z;(t) 
+f'Ag(e;(t),t)+ (f'B- G)u;(t) (5) 
+f'Dd;(t) + ( (rA-11C) H -h) y;(t)

where r = In+r -HC,J = 11 + h and Ag(e;(t),t) = 
g(i;(t),t)- g(i;(t),t). 

According to the following equation constraints, 

{ 
f'A-l1 C=M 
f'B=G 
(1A-l1 C)H =h 

(6) 

Then, the estimation error systems (5) are modified as 

e;(t) = Me;(t) + f'Ag(e;(t),t) + ['Dd;(t) (7) 

Remark 1 On the basis of the estimation error system 
(5), since M is Hurwitz and f'Ag(e;(t),t) = 0,f'Dd;(t) = 
0, then e;(t) = Me;(t) is obtained, and the estimated 
error dynamics are robustly asymptotically stable, i.e., 
lim1--+oo e;(t) = 0. Therefore, this implies that if the estima­
tion error system is asymptotically robust under the con­
sidered equation constraints (6), the unknown input ob­
server exists in the extended dynamics (3). Furthermore, 
it indicates from (5) and (7) that the performance of fault 
estimation is influenced by the nonlinearity g(x;(t),t) and 
the external disturbance d; (t). 

Remark 2 The nonlinear error Ag ( e; ( t), t) =I= 0 and the 
external disturbance item d;(t) =I= 0 are considered. Then, 
matrices f', M, G and h are computed with the derived Ji 
andH, i.e., f'=ln+,-HC,M= (/n+,-HC)A-JiC,h = 
((In+r -HC)A -l1 C)H and G = (/n+r -HC)B. Hence, 
the objective of unknown input observer in the decentral­
ized fault estimation design is to compute 11 and H such 
that the estimated error dynamics (5) and (7) are asymp­
totically robustly stable in spite of the nonlinear errors 
Ag(e;(t),t) and external disturbances d;(t). 

', Decentralized Fault Estimation 

\,l Obseroer N i---, 

I----------+ -'!'-----+-- __ .,.,..
,,/ 

i-1 ]1 ]11 XN Lij 

Communication Topolpgy 

coupling 

Fig. 1. The co-designed structure with decentralized fault 
estimation and distributed fault-tolerant tracking 
control. 

4. DISTRIBUTED FAULT-TOLERANT

TRACKING CONTROL 

The co-designed framework of fault estimation and 
fault-tolerant tracking control is proposed in Fig. 1 on the 
basis of the following two parts, i.e., the sensor fault 
com­pensation (SFC) item which contains the overall 
estima­tion information of the full-ordered unknown 
input ob­server (4), and the consensus tracking item 
which consists 
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of the relative output signal of the neighboring agents and 
the estimated sensor faults through an updated link-based 
distributed tracking control law. 

The link-based distributed fault-tolerant tracking 
con­troller u;(t) in (1) is designed as 

SFCitem 

,,.-.--. 

u;(t) = -K1i;(t) 
N 

+ K10; j(t) l>ij  (y;(t) -F J,;(t) - y j(t) + F lsj(t))
j=I 

consensus tracking item 

(8) 

where K1 = [Ks Omxr] is the SFC matrix with the state 
compensation matrix Ks , K1 is the updated link gain ma­
trix, a ij denotes the (i, j)-th entry of the adjacency matrix 
A, and Oij (t) represents the weight coefficient between 
the i-th and the j-th agents with oij(t) = Oj;(t) and O;;
(t) = 0. Furthermore, oij(t) is restricted to oij(t)a;k = 
oij(t)a ij when j = k, otherwise, Oij(t)a;k = 0 when j =I- k.

The updated link-based distributed tracking control law 
of the weight coefficient Oij (t) in (8) is designed as follows 

8ij(t) = 'r;jllij ( y;(t)- y j(t)f II (y;(t)-F fs;(t) 
-y j(t) + F fs j(t))

(9) 

where 'rij is a positive scalar and II denotes the inter-
link gain matrix. 

Substituting the link-based distributed fault-tolerant 
tracking controller (8) into the original dynamics (1) 
yields 

i;(t) = (A-BKs) x;(t)+ BK1e;(t)+ g(x;(t),t) 
+BK1oij(t) EJ= l a ij( C(x;(t) -Xj(t)) (10) 
+F(e s;(t)-e sj(t)) +Dd;(t)

Consider the healthy sensor measuring information in 
the leading agent, the control input of the leading agent 
is traditionally designed as uo(t) = -K0 yo(t) with Ko = 
Ksct. 

Subsequently, denote the state consensus tracking error 
as e;(t) = x;(t) -x 0(t), and the state consensus 
tracking error dynamics are derived by 

e;(t) = (A-BKs)e;(t) + BK1e;(t) + F(e s;(t) -e sj(t)) 
+BK1oij(t) EJ= 1 a ij(C(x;(t)-x j(t))
+Ag (e;(t),t) +DAd;(t)

= (A -BKs) e;(t) + BK1e;(t) + F<l>(e;(t) -e j(t)) 
+BK1oij(t) r,7= 1 a ij(C(e;(t) -ej(t))
+Ag (e;(t),t) + DAd;(t)

(11) 

where the nonlinear error Ag(e;(t),t) = g(x;(t),t) - 
g(x 0(t), t), the disturbance error Ad;(t) = d;(t)-do(t), and 
<I>= [Orxn Ir], 

In comparison with the separated estimation error dy­
namics and another separated state consensus tracking er­
ror dynamics via the updated link-based distributed track­
ing control algorithm in (8) and (9), it follows that 

{ 
e;(t) =Me;(t)+rAg(e;(t),t)+rbd;(t) 
e;(t) = (A-BKs)e;(t) + Ag(e;(t),t) +DM;(t) 

+BK1oij(t) r,7= 1 a ij(C(e;(t)-e j(t)))
(12) 

Notably, the separated estimation error and state con­
sensus tracking error dynamics in (12) do not take 
the bi-directional couplings between the estimation 
and tolerance systems into consideration. Specifically, 
both the Lipschitz nonlinear errors in ['Ag(e;(t),t) and 
Ag(e;(t),t) and the disturbance errors in ['Dd;(t) and 
DAd;(t) exist in the estimation and tolerance systems. 
Furthermore, the estimation error items BK1e;(t) and 
BK1oij(t) r,7= 1 a;j(F<l>(e;(t) -e j(t))) have an obvious in­
fluence on the state consensus tracking dynamics. 

Thus, the proposed estimation error and state consen­
sus tracking error systems with the bi-directional cou­
plings g(e;(t),t),g(e;(t),t),d;(t),M;(t) and e;(t) in a co­
designed framework yield the following expressions, 

e(t) = (IN® (rA-I1C)) e(t) +(IN® r) Ag (e(t),t) 
+(IN®['D)d(t) 

e(t) = (/N ® (A-BKs)-(Ao (t) o.C) ®BK1C) e(t) 
+Ag(e(t),t) + (IN ®D)M(t)
+ (IN ®BK1-(Ao (t).C) ®BK1F<l> )e(t)

z(t) = (IN ®C;;) e(t) + (IN ®Ce) e(t) 

with the following global vectors, 

(13) 

e(t) = [ef(t),··· ,ei(r)Y,e(t) = [ef(t),··· ,ei(t)Y, 
Ag(e(t),t) = [Ag T(e 1(t),t), .. , ,Ag T(eN(t),t)Y,
Ag(e(t),t) = [Ag T(e 1(t),t),··· ,Ag T(eN(t),t)Y, 
d(t) = [d[(t), .. , ,di(t)Y,
Ad(t) = [Mf (t), .. • ,Adi(t)Y

and z(t) E �' is the expected output with matrices C;; E 
�,x(n+r) and C e E �,xn_ The symbol .C denotes the Lapla­
cian matrix, and ® and o denote the Kronecker product 
and entrywise product, respectively. 

Furthermore, matrix Ao(t) = [Aoij (t)] E �NxN, where 
Aoij(t) is the element of matrix Ao(t) satisfying with 

s: ( ) _ { 
oij(t),Auij t - ,..N O· (t) L.,k=I ,k , 

ifi=/-j 
if i = j (14) 

Given a positive scalar y, the decentralized fault esti­
mation and distributed fault-tolerant tracking control co­
design for the sensor faulty multi-agent systems with bi­
directional couplings can realize an H= robust perfor­
mance index no greater than y, if the following inequality 
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holds 

(15) 

The main objective of the co-designed fault estimation 
and fault-tolerant tracking control through the updated 
link-based distributed law is to compute Ks,Kz,11 and H 
to guarantee the robust stability of the estimation error 
and state consensus tracking error dynamics (7) and (1 1) 
in the considered multi-agent systems in the presence of 
Lipschitz nonlinearity, external disturbance, sensor fault 
as well as the bi-directional couplings between the esti­
mation and tolerance systems. Thus, the leader-following 
consensus tracking property of the considered multi-agent 
systems is realized. 

Theorem 1 Given the positive scalars ff, f1, f2, 1J, y 
and matrices Ce, Ce, the considered estimation error and 
state consensus tracking error dynamics (13) are robustly 
stable and the leader-following consensus tracking issue 
with an Hoo performance index are solved through the co­
design of the decentralized fault estimation and distributed 
fault-tolerant tracking control strategy, if there exist sym­
metric positive definite matrices P, Q1, Q2 and Q3 , and ma­
trices K1,X1 ,X2,X3,A4,X5,X6 and X1 such that 

E11 E12 D p PC; BK1C 0 
* E22 323 0 0 0 321 
* * 333 0 0 0 0 
* * * �44 0 0 0 <0 
* * * * 355 0 0 
* * * * * 366 0
* * * * * * 'E11 

(16) 

with 

where 311 = He(Q1A - X2CA - X3C), 312 = Q1B -
X2CB-AT cTxJ -cTxI, E 13 = -X3-AT cTxJ -cTxJ, 
and Amin is the minimum non-zero eigenvalue of the 
graph .C. The symbol * denotes the symmetric entries 
and He(X) = x+xT

.

Thus, the designed matrices in fault estimation and 
fault-tolerant tracking control co-design are derived as 
Ks =X1P-1 ,H1 = Q1

1X2,l11 = Q1
1X3,H2 = Q2

1Xi,112 =
Q2

1X5,H3 = Q3
1X6 and ]13 

T

= Q3
1
1
X1. The inter-link gain 

matrix is derived as II= (C )tf'- BK1.
Proof Consider the following Lyapunov function can­

didate V1 (t) with a symmetric positive definite matrix Q, 

(17) 

On the basis of the Lipschitz condition of g(x;(t),t) 
in Assumption 2, llg(.x;(t),t)-g(i;(t),t)II::::; l1...2ile;(t) ll2 is 
derived. For a positive scalar ff, it is derived as 

2ef (t )Qrtig(e;(t), t) 
::::; fj 1e; (t)QITT Qe;(t) + ffl1...2ile;(t)ll 2 (18) 

The derivative of V1 (t) in (17) is given as follows 

V1(t)::::; eT(t)(IN@(He(Q(rA-J1C)) 
+fj 1 QITTQ+ ffll.hn+r))e(t) (19) 
+2eT (r) (IN 0 QrD) d(r)

Subsequently, given a positive scalar 1J and a symmetric 
positive matrix P, consider the following Lyapunov func­
tion Vi(t) 

V (t) = eT(t)(l @P)e(t) + �� �1'!_ (o;i(t)-1J)2 

2 N L.1-IL.J-I -ru (20) 

where 'r;j is a positive scalar and D;j (t) is the weight coeffi­
cient in the updated link-based distributed tracking control 
law. 

Define the inverse matrix P = p-t. Since II =

(CT)t p-1BK1 is satisfied, PBK1 = CTII is realized. It 
then follows that 

-2eT (t)(LlD(t) o ,C) 0 (PBK1Ce(t) + PBK1 F<l>e(t))
+ E!1 Ef=l ( Dij(t) -1] )aij(y;(t) -Yj(t)f
xII(y;(t)- Ff.;(t)-yj(t) + Fj,j(t))

= -217 E!1 Ef=1 e? (t)aijPBK1(C(x;(t) -xj(t))
+F(es;(t)-esit))

where ADij(t) is the element of matrix AD(t). 

(2 1) 

Then, the derivative ofV2(t) in (20) is obtained with the 
positive constants f1 and f2 as follows 

V2(t) ::::; E!1 eT(t)(He(P(A-BKs)) + f1
1 PP + f111...21n 

-21JA-rmnPBK1C + t:z 1NPDDT P)e;(t)
+2E!1 e; (t)(PBKf -1JArmnPBK1 F<l>)e;(t)
+2E!1 e;(t)PDM;(t)

(2 2) 

where A.min is the minimum non-zero eigenvalue of .C. 
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{a) The rated and estimated sensor faults in the first machine 

- - ·The rated sensor fault 1 (band-limited white noise, noise power:0.1, sample time:1) 
0.8 -The estimated sensor fault 1 (co-deisgned algorithm) 
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{b) The rated and estimated sensor faults in the second machine 
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- - ·The rated sensor fault 2 (band-limited white noise, noise power:0.5, sample time:0.5) 

3 -The estimated sensor fault 2 (co-deisgned algorithm) 
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•0• 1 - - •The rated sensor fault 3 (sin function, amplitude:0.2, frequency:�.5) 
-The estimated sensor fault 3 (co-deisgned algorithm) 
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Fig. 2. The rated and estimated sensor faults in the three­
machine power systems with the co-designed algo­
rithm 

occurrence: 0s-40s, and upper bound: 0.1 between 40s-
80s). The settled sensor fault in the third machine is given 
as follows: 

{ I0.2sin(0.5t)l,t � 60 
h = 0.lsat (0.2sin(0.5t)) ,t > 60 (28) 

In the presence of white-noise sensor faults with re­
strictions for both the first and second machines, and the 
time-varying sensor faults combining sin(•) and saturation 
sat(•) functions for the third machine in the three-machine 
power systems, all the results in Figs. 2-7 show the ef­
fectiveness of the decentralized fault estimation and dis­
tributed fault-tolerant tracking control co-design through 
an updated link-based tracking control law. 

Fig. 2 shows the rated and estimated sensor faults for 
the multi-machine power systems. The mixed sensor fault 
noise in the rotor angle and relative speed measurement 
channels can be accurately, timely and effectively es­
timated by the decentralized unknown input observers, 
and the estimated curves almost coincides with the rated 
curves. Furthermore, despite the bi-directional couplings 
between the estimation and tolerance systems, all esti­
mated sensor faults achieve good tracking of the rated val­
ues simulated by the proposed co-designed fault estima-
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Fig. 3. The rotor angle, speed, mechanical power and 
steam valve aperture states in the first machine 

2 
The deviation of the rotor angle (2nd) 
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Fig. 4. The rotor angle, speed, mechanical power and 
steam valve aperture states in the second machine 

The deviation of the rotor angle (3rd) 
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Fig. 5. The rotor angle, speed, mechanical power and 
steam valve aperture states in the third machine 
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The leader-following rotor angle tracking errors 
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Fig. 6. The leader-following rotor angle and speed track­

ing errors in the three-machine power systems 

tion and fault-tolerant tracking algorithm. 

The respective state evolutions of the speed Aro, rotor 

angle Ao-, mechanical power APm, and steam valve ori­

fice diameter Me for each machine in Figs. 3-5 illustrate 

the robustness of the power systems of the three following 

machines. Notably, the first machine drops the fault during 

0s-20s at lower noise power and the second machine fails 

during 0s-40s at higher noise power. The third machine 

suffers a sin function sensor failure during the period of 

0s-60s and a saturation sensor failure within the period of 

60s-80s. 

Furthermore, the leader-following rotor angle tracking 

errors, speed tracking errors, mechanical power tracking 

errors, and steam valve aperture tracking errors are illus­

trated in Fig. 6 and Fig. 7, which implies that the state 

consensus tracking errors converge to some extent for the 

multi-machine power systems in spite of the Lipschitz 

nonlinearities, external disturbances, sensor faults as well 

as the bi-directional couplings. 

6. CONCLUSION

The co-designed algorithm of the decentralized fault 

estimation and distributed fault-tolerant tracking control 

strategies is proposed for a class of Lipschitz nonlinear 

multi-agent systems in spite of external disturbances and 

sensor faults. The main innovation is the exploration of 

the bi-directional couplings between the considered es­

timation and tolerance dynamics. Decentralized fault es­

timation scheme is developed to evaluate sensor faults 

and states, and an updated link-based distributed fault­

tolerant tracking strategy is developed to efficiently han­

dle the dynamical and switching topologies based on the 

current output and estimated collections. Simulation ex-
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Fig. 7. The leader-following mechanical power and steam 

valve aperture tracking errors in the three-machine 

power systems 

ample of three-machine power systems validates the 

ef­fectiveness of the proposed co-design algorithm. 

Future studies of general nonlinear multi-agent systems 

towards more effective tolerance capabilities in the face 

of actua­tor/sensor faults in physical layer and 

communication de­lays or cyber-attacks in networked 

layer are highlighted. More challenges of the cooperative 

tracking control issues with better robustness and lower 

bandwidth requirements should be further addressed by 

the improved integration of cooperative fault estimation 

and fault-tolerant tracking control co-design in dealing 

with the presence of multiple sources of nodes and links, 

reciprocal delays and multiple communication resource 

consumption. 
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