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ing Control Co-design for Sensor Faulty Multi-agent Systems with Bi-

directional Couplings

Chun Liu*{® , Zhengyan Yu, and Ron J. Patton

Abstract: This study proposes a co-design framework of decentralized fault estimation and distributed fault-tolerant
tracking control schemes of Lipschitz nonlinear multi-agent systems with external disturbances and unpredicted
sensor faults. To begin with, the sensor fault is actively hidden in the extended state through augmented transfor-
mation, and the decentralized unknown input observer based on extended dynamics is applied in synchronously
estimating system state and sensor fault. Then, the updated link-based fault-tolerant tracking control protocol is
proposed by virtue of the estimated information from estimation dynamics and the relative output signal from
neighboring agents in a distributed fashion. The proposed co-designed algorithm guarantees the state consensus
tracking property and overcomes the bi-directional couplings between the estimation and tolerance systems. Simu-
lation example of multi-machine power systems verifies the effectiveness of the proposed co-designed algorithm.

Keywords: Decentralized fault estimation, distributed fault-tolerant tracking control, Lipschitz nonlinear multi-

agent systems, sensor faults, bi-directional couplings.

1. INTRODUCTION

Consensus, coordination, synchronization and forma-
tion control of multi-agent systems have attracted great
attention and progressed rapidly in recent years [1-3].
Multi-agent systems have significant advantages over an
individual agent, especially in multiple unmanned aerial
vehicles [4], intelligent grid systems [5], social net-
works [6], etc. Leaderless consensus and leader-following
consensus tracking are two significant research direc-
tions in cooperation and coordination of multi-agent sys-
tems. In practice, considering the complexity and dy-
namics of leaders, it is necessary to apply consensus
tracking algorithms to maintain the desired goals [7].
The estimator-based distributed leader-following track-
ing control scheme is developed for multi-agent sys-
tems with measuring noises and interconnections [8]. The
distributed bipartite tracking consensus issues for linear
leader-following multi-agent systems commanded by an
individual leader in [9] and multi-agent systems with Lip-
schitz nonlinearities in [10, 11] are investigated.

Generally, the actuators and sensors in multi-agent sys-
tems are usually not redundant but are susceptible to phys-
ical or networked constraints such as mechanical noise,

chattering or vibration, as well as system nonlinearities
that cannot be accurately modelled [12]. Multi-agent sys-
tems are prone to sensor faults, such as deviation, drift,
and noise, leading to a degraded measurement accuracy
and weakened control performance, and even fatal acci-
dents [13]. Therefore, fault-tolerant control and fault es-
timation schemes of the faulty multi-agent systems have
significantly emerged in order to improve stability and re-
liability [14-16], especially in maintaining accurate track-
ing characteristics of the leader-following sensor faulty
multi-agent systems. A distributed structure-based fault
estimation observer is applied in the fault-tolerant con-
sensus controller to evaluate the actuator faults and re-
sist the external disturbances [14]. In [15], a novel con-
sensus tracking protocol is developed for multi-agent sys-
tems with multiplicative faults through the event-triggered
fault-tolerant mechanism. An active fault-tolerant track-
ing scheme is proposed for Markov multi-agent systems
to compensate actuator faults and address the switching
topology issue [16]. However, the studies of the consensus
tracking protocol of multi-agent systems focus on the ac-
tuator fault compensation and ignore the complicated sen-
sor fault-resisting in the measuring channel. Therefore, it
is significant and challenging to manage the tracking prob-
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lem of the leader-following multi-agent systems in spite
of system nonlinearity, sensor faults and external distur-
bances via the application of fault estimation and fault-
tolerant tracking control strategy.

In addition, on the one hand, most of the fault-tolerant
tracking control studies focus on linear multi-agent sys-
tems and deal with independent actuator faults [17, 18],
while the study of consensus tracking control with fault
tolerance for sensor faults in leader-following nonlin-
ear multi-agent systems [19, 20] is limited. On the other
hand, excluding existing studies that focus only on sep-
arated fault estimation or separated fault-tolerant control
schemes [21,22], there are limited results that consider the
bi-directional couplings between estimation and tolerance
dynamics, and even fewer results that explore whether the
direct application of the faulty signal from the estimated
systems to counteract faults can superimpose cycles that
cause worse consequences. In spite of the unmodelled
nonlinearities, external disturbances, and physical faults
in the existing multi-agent systems, introducing the es-
timated fault information directly into the fault-tolerant
tracking control systems to compensate the physical faults
also affects the robustness and performance to some extent
in dynamical systems [23,24]. Therefore, considering the
advantages of decentralized control structures that do not
require interaction with neighboring agents, and the sim-
plicity of the distributed control design with low cost and
easy implementation in large-scale multi-agent systems,
inspired by our preliminary studies on integrated fault-
tolerant control and fault estimation designs [25, 26], we
aim to develop a co-design of decentralized fault estima-
tion and distributed fault-tolerant tracking algorithm for
bi-directionally coupled Lipschitz nonlinear multi-agent
systems despite sensor faults and external disturbances.

The main contributions of this study are summarized
as follows. (i) Compared with the leader-following track-
ing control of linear multi-agent systems with indepen-
dent actuator faults [17, 18], [27] in control channel, this
study attempts to effectively combine anti-disturbance
and sensor fault-tolerant technologies in a class of
Lipschitz nonlinear leader-following  multi-agent
systems. (ii) By applying the unknown input observers
[25] to estimate fault and state information, and devising
the time-varying link-based distributed law to deal with
dynamical weights or switching topologies [16], [28],
it is a challenging attempt to address the bi-directional
couplings between fault-tolerant tracking and fault
estimation systems in a co-designed framework. Such a
co-designed approach can effectively circumvent the
vicious circularity caused by the flow of fault
information from the estimated dynamics to fault-tolerant
tracking control systems. (iii) Motivated by the previous
constant gain-/node-based protocols [26] in focusing on
agent itself, a completely distributed link-based
distributed fault-tolerant tracking control protocol is
replenished into the co-designed framework with an easy

reduction/expansion of connected edges and deconstruc-
tion of communication loads.

The remainder of this study is organized as follows.
Multi-agent systems modelling is introduced in Section
2. Section 3 proposes the decentralized fault estimation,
and Section 4 is devoted to the link-based distributed fault-
tolerant tracking design. Simulation results verify the ef-
fectiveness of the co-designed algorithm of the sensor
faulty multi-agent systems with bi-directional couplings
in Section 5. Finally, Section 6 presents the conclusion.

Notation R”" represents the n-dimensional Euclidean
space, R™*™ denotes the set of all n x m real matrices, the

symbol  representss the pseudo-inverse, ® denotes the

Kronecker product of matrices, He(X) = X + X7, and *
denotes the symmetric item of the specific matrix.

2. MULTI-AGENT SYSTEMS MODELLING

Consider a set of undirected graphs G = (V,&,.A) con-
nected by N agent, where V = {1,2,...,N} denotes the
node set, £ C {(i, ),i,j € V} denotes the edge set, and
A€ RV*N denotes the adjacency matrix. The adjacency
matrix A = [a;;],, » Tepresents a constant topology-based
matrix, where the element a;; denotes the weight coef-
ficient of each edge (i, j). Each element a; = 0 for i =

1,2,---,N, a;j > 0for (i, j) € £, and a;; = 0, otherwise.

The dynamics of the i-th following agent are modelled
with the following Lipschitz nonlinearity, external distur-
bance and sensor fault,

() Ax, t +Bu, t% +Dd (1)

090 =Cx +Ffs,

where x;(t) € R",u;(t) € R™,y;(t) € RP,d;(t) € R? and
f5i(t) € R" denote the system state, control input, system
output, external disturbance, and sensor fault,
respectively. The system nonlinearity g(x;(¢),t) € R” is
satisfied with the locally Lipschitz condition, and
A,B,C,D,F denote system gains with compatible
dimensions.

The dynamic motion of the leading agent tagged with 0

is mode%lg:d aj\xo (t) +Bug (t) + g (xo (t) ,2) + Ddy (t)

yo(t) = Cxo (1) @

where xo(t) € R", up(t) € R",yo(t) € R?,dy(t) € R? and
g(xo(2),t) € R" denote the state vector, input vector, out-
put vector, external disturbance, and system Lipschitz
nonlinearity of the leading agent, respectively.

Assumption 1 It is controllable and observable for
the pairs (A, B) and (A,C), respectively.

Assumption 2 (i) The sensor fault f;(¢) of the con-
sidered multi-agent systems (1) in the output channel is
differentiable after the fault occurring time instant. (ii)
Compared with the quadratic nonlinear constraint [26], the
considered Lipschitz nonlinearity is constrained within
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g(xo(1),1)|| <
—xo(2)]|- (iii) The external disturbance dy(¢) of
o) bounded.

the following condition, i.e., ||g(xi(¢),2) —
L|lxi(z)
the Jeading agent is £,[0,

3. DECENTRALIZED FAULT ESTIMATION

According to the differentiable sensor fault f;(z) in
(1), the sensor fault can be actively hidden in the ex-
tended state through the following augmented transforma-
tion. The dynamics of the following one are extended as

%;(t) = A%; (t) + Bu; (1) + 8 (%: (¢) ,#) + Dd; (¢)

yi(t) = ®

@
~
-~
=

where the extended state is denoted as X;(¢) =
[xT(¢) fI(¢)]T and the augmented nonlinearity is denoted
as g(%:(2),2) = [g7 (xi(¢),£) 0,x1]T. The gain matrices in
(3) are modelled as

- [ A Op] s [ B 1A [D
A‘[om, orx,]’B‘[orxm]’D‘[orxq]’
C

C=[C F]

The extended state ¥;(¢) requires to be evaluated by the
i-th decentralized unknown input observer, which means
that the sensor fault and state information is simultane-
ously evaluated by its corresponding observer rather than
the connected observers.

In this study, the i-th decentralized unknown input ob-
server is devised as

Xi(1) =z () +Hyi (1) @
Z; (t) =Mz (t) + Gu; (t) + Jy; (I) +Fg (f, (t) ,t)
where z;(t) denotes the state of the i-th unknown input
observer, and %;(¢) = [£7(t) fZ(¢)]” denotes the estimated
value of %;(t), where %;(¢) and f,(¢) denote the respective
estimations of x;(¢) and fy;(¢), and g(;(z),?) denotes the
estimation of g(X;(¢),¢) with the estimated state X;(¢). Ma-
trices M, G,J,I" and H are of compatible dimensions to be
computed in the unknown input observer design.

Denote the estimation error &;(t) = Xi(t) — %i(¢)
[eL(t) eL(¢)]T with the state estimation error ey(t)
xi(t) — %;(¢) and the sensor fault estimation error e;(t) =
(1) = fa(0).

Then, on the basis of the extended dynamics (3) and the
unknown input observer (4), the estimation error dynam-
ics are derived as

&)= (TA—nC)e(t)+ (TA—J,.C— M) zi(z)
+TAZ(2i(t),) + (TB— G) ui(t) ®)
+TDd;(t) + ((TA —1,C) H — 1) yilt)

where I = [,,, —

g(fi(t)at) _g(xél( )a )

HC,J = ], +J, and Ag(ei(t),t) =

According to the following equation constraints,

rA—J5C=M
[B=G ©)
(TA-nC)H=1,

Then, the estimation error systems (5) are modified as
é;(t) = Me;(t) +T'Ag(ei(t),t) + TDd;i(t) )

Remark 1 On the basis of the estimation error system
(5), since M is Hurwitz and T'Ag(e;(z),t) = 0,['Dd;(t) =
0, then é;(t) = Me;(t) is obtained, and the estimated
error dynamics are robustly asymptotically stable, i.e.,
lim;_, &;(¢) = 0. Therefore, this implies that if the estima-

tion error system is asymptotically robust under the con-
sidered equation constraints (6), the unknown input ob-
server exists in the extended dynamics (3). Furthermore,
it indicates from (5) and (7) that the performance of fault
estimation is influenced by the nonlinearity g(x;(¢),#) and
the external disturbance d;(z).

Remark 2 The nonlinear error Ag(e;(¢),t) #0 and the
external disturbance item d;(t) # 0 are considered. Then,
matrices I', M, G and J, are computed with the derived J;
andH,ie,TC=1,,,—HC,M= (I,.,—HC)A—J,C,J, =

((Iyyr —HC)A — J1C)H and G = (I,,, — HC)B. Hence,
the objective of unknown input observer in the decentral-
ized fault estimation design is to compute J; and H such
that the estimated error dynamics (5) and (7) are asymp-
totically robustly stable in spite of the nonlinear errors
Ag(é;(t),t) and external disturbances d;(t).
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Fig. 1. The co-designed structure with decentralized fault
estimation and distributed fault-tolerant tracking
control.
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4. DISTRIBUTED FAULT-TOLERANT
TRACKING CONTROL

The co-designed framework of fault estimation and
fault-tolerant tracking control is proposed in Fig. 1 on the
basis of the following two parts, i.e., the sensor fault
com-pensation (SFC) item which contains the overall
estima-tion information of the full-ordered unknown
input ob-server (4), and the consensus tracking item
which consists
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of the relative output signal of the neighboring agents and
the estimated sensor faults through an updated link-based
distributed tracking control law.

The link-based distributed fault-tolerant tracking
con-troller u;(¢) in (1) is designed as

SFC item
—N—

_foét( )

+Kl t]

ui(t) =

Zalj yt Fﬁvi([) _yj(t)+Fij(t))

consensus tracking item

@®)

where Ky = [K; Opy,] is the SFC matrix with the state

compensation matrix K;, K; is the updated link gain ma-
trix, a;; denotes the (i, j)-th entry of the adjacency matrix
A, and §;; (¢) represents the weight coefficient between
the i-th and the j-th agents with §;;(¢r) = 8;i(t) and J;
(1) = 0. Furthermore, §;(¢) is restricted to &;(¢)ax =
0;j(t)a;jwhen j = k, otherwise, &;;(t)ax = 0 when j # k.
The updated link-based distributed tracking control law
of the weight coefficient 8;;(¢) in (8) is designed as follows

8j(1) = Tjay (1) =y;(O) T () = Ffiu(t) (g
~y;(®) +F fy;(r))

where 7;; is a positive scalar and IT denotes the inter-
link gain matrix.

Substituting the link-based distributed fault-tolerant
tracking controller (8) into the original dynamics (1)
yields

%(t) = (A~ BK;)xi(t) + BKy2i(t) + 8 (xi(t)1)

+BK15ij(t)):j 1ai(C(xi(t) —x;(t))
+F (es5it) — e5()) + Ddi(t)

(10)

Consider the healthy sensor measuring information in
the leading agent, the control input of the leading agent
is traditionally designed as uo(r) = —K,yo(t) with K, =
KC'.

Subsequently, denote the state consensus tracking error
as e;(r) = x;(t) — xo(t), and the state consensus
tracking error dynamics are derived by

éi(t) = (A~ BK)ei(r) + BK&i(t) + F (ex(t) — 34(1))
+BKI lj(t) ]al]( ( (t) x] t)
+Ag (eit)t )+DAd()
= (A—BKy)ei(r) + BK (¢ 1)+ Fo(e(t) —¢;(t))
+BK, 8,j(t) LiL; aij(Clei(t) — (1)
+Ag (i(t),1) + DAdi(1)

where the nonlinear error Ag(e;(t),t)
g(xo( ),), the disturbance error Ad;(t) =d;(t) —dp(¢), and
- [Orxn Ir]

In comparison with the separated estimation error dy-
namics and another separated state consensus tracking er-
ror dynamics via the updated link-based distributed track-
ing control algorithm in (8) and (9), it follows that

&;(t) = Me;(t) +TAg(&:(t),t) + TDd;(t)
éi(t) = (A—BK)ei(t) + Ag(e;(t),1) + DAd;(t)
+BK; (1) LI aij (Clei(t) —e;(1)))
(12)

Notably, the separated estimation error and state con-
sensus tracking error dynamics in (12) do not take
the bi-directional couplings between the estimation
and tolerance systems into consideration. Specifically,
both the Lipschitz nonlinear errors in I'Ag(é;(¢),t) and
Ag(e;(t),t) and the disturbance errors in I'Dd;(¢) and
DAd;(t) exist in the estimation and tolerance systems.
Furthermore, the estimation error items BK(é;(t) and
BK;8;;(t) XY, a;j(F®(&(t) — ;(t))) have an obvious in-
fluence on the state consensus tracking dynamics.

Thus, the proposed estimation error and state consen-
sus tracking error systems with the bi-directional cou-
plings g(&;(¢),t),8(ei(t),t),d;(t),Ad;(t) and &;(¢) in a co-
designed framework yield the following expressions,

é(t) = (Iv® (TA—1,C)) &(r)
+(Iy ®TID)d(z)

+(Iv®T)AZ(2(1),1)

é(t) = (Iv® (A — BK,) — (A6 (t) o L) ® BKC) e(t)
+Ag (e(t),t) + (Iv ® D) Ad(t)
+(Iy ® BK; — (A8 () L) ® BK,F®) &(t)
2(t) = (Iv®Cee(t) + (Iv®Ce)elt)
(13)

with the following global vectors,

76() [el (t) "eN )]Tv

)7’)7"' 7AgT(eN(t) t)]T7

t)7t)7"'7Ag (eN(t)at)]T7
&

and z(¢) € R” is the expected output with matrices C; €
R™®+) and C, € R™". The symbol £ denotes the Lapla-
cian matrix, and ® and o denote the Kronecker product
and entrywise product, respectively.

Furthermore, matrix AS(t) = [A8;;(z)] € RV*Y, where
Ad;j(2) is the element of matrix Ad(¢) satisfying with

_ 6i'(t)’ lfl#]
s0={ W wils

Given a positive scalar 7y, the decentralized fault esti-
mation and distributed fault-tolerant tracking control co-
design for the sensor faulty multi-agent systems with bi-
directional couplings can realize an H. robust perfor-
mance index no greater than 7, if the following inequality

14
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holds

JoZ (0)z(6)dt <y [y dT (¢)d(t)dt (15)

The main objective of the co-designed fault estimation
and fault-tolerant tracking control through the updated
link-based distributed law is to compute K, K;,J; and H
to guarantee the robust stability of the estimation error
and state consensus tracking error dynamics (7) and (11)
in the considered multi-agent systems in the presence of
Lipschitz nonlinearity, external disturbance, sensor fault
as well as the bi-directional couplings between the esti-
mation and tolerance systems. Thus, the leader-following
consensus tracking property of the considered multi-agent
systems is realized.

Theorem 1 Given the positive scalars &, &,&,1,Y
and matrices C;, C,, the considered estimation error and
state consensus tracking error dynamics (13) are robustly
stable and the leader-following consensus tracking issue
with an H,, performance index are solved through the co-
design of the decentralized fault estimation and distributed
fault-tolerant tracking control strategy, if there exist sym-
metric positive definite matrices P, Q1, 0, and O3, and ma-
trices Kj, X1,X5,X3,X4,X5,Xs and X7 such that

[E1 Zp2 D P PCI' BKC 0
* 322 323 0 0 0 327
* * 333 0 0 0 0
* * * Egu O 0 0 <0
* * * *  Hss 0 0
* * * * * Ee6 0
I T * *  E77

(16)
with

Ey; = He(AP—BX;) + & 'I, + & 'NDD”,
E12 = BKy — NAninBK,F® + PCI C;,

11 1o i3
322 = * He(—X4CB) —X5 —BTCTX6T
| * * He(—X7)
+&/L2L,4, +CLCs,

[ 0.D—-XCD 0 —-X,

Eo3 = —X4CD 0 X ’
| XD 0 03—Xe
[ 01—-XC 0 X,
By = -XsC O —X4 )
XC 0 Q05—
h'33 - 721n+qa‘-'44 - _(SIIL‘2 + n2l2 )_lln
Ess = —Iy,E66 = —In, E77 = —€plp iy

where 211 = He(QlA — XzCA — X3C),i12 = QlB -
X,CB—ATCTX] —CTX}, 83 = -X; —ATCTX] —CTX],
and Ay, is the minimum non-zero eigenvalue of the
graph L. The symbol x denotes the symmetric entries
and He(X) = X+ XT.

Thus, the designed matrices in fault estimation and
fault-tolerant tracking control co—design are derived as
K,=X,P~' H, = Q7'X5,J11 —Q1 X3, Hy = Q5 ' Xa,J12 =
05'Xs,H; = 03 ' X6 and J;3 = Q3 ' X;. The inter-link gain
matrix is derived as IT = (CT )'P~! BK,.

Proof Consider the following Lyapunov function can-
didate V;(¢) with a symmetric positive definite matrix Q,

Vi(r) =e"(1)(Iv® Q)e(t) (17

On the basis of the Lipschitz condition of g(x;(¢),?)
in Assumption 2, ||g(%:(¢),t) — g(%;(¢),2)|| < L?||&:(¢)]|? is
derived. For a positive scalar &, it is derived as

el (t)OTAg(&(t),1) (18)
< sf‘l &l (1)OTT” Qe;(t) + /L2 (1) ||

The derivative of V;(¢) in (17) is given as follows

Vi(r) <& () (Iv® (He(Q(TA - Ji C))
+&; ' OIT"Q + &1L 1n+r))é(t) (19)
e () (Iv® QI'D)d(t)

Subsequently, given a positive scalar 1) and a symmetric
positive matrix P, consider the following Lyapunov func-
tion V,(¢)

Va(t) = € (1) Iy ® Ple(r) + £, Bl B0 20)
where 7;; is a positive scalar and J;;(¢) is the weight coeffi-
cient in the updated link-based distributed tracking control
law.

Define the inverse matrix P = P~!. Since IT =
(CTTP~'BK; is satisfied, PBK; = CTII is realized. It
then follows that

—2eT (¢ )(A6( )o L) ® (PBK,Ce(t) + PBK,F®e(t))
+ X L (85 (0) —m)as; 0i(e) — ()"
X (yi(t) — F fu(t) —y;(6) + F f3(1))
=2 Y, X e (1)ai;PBK; (C(xi(t) — x(1))
+F(esi(t)_esj(t))
21

where AJ;;(t) is the element of matrix AS(t).
Then, the derivative of V,(¢) in (20) is obtained with the
positive constants € and &, as follows

Va(t) <YN, el (¢)(He(P(A—BK,)) + & ' PP+ & LI,
—2nAmmPBK,C+ & 'NPDDT P)e;(t)
+2¥ N, 7 (¢)(PBKf — N AminPBK F®)&;(t)
+2Y, ef (t)PDAd;(r)
(22)

where Ay, is the minimum non-zero eigenvalue of L.
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It thus follows that

2L (t)z(t) — y*dT (t)d(t) + Vi (t) + Va(t)
<e"(1)(Iy® (He(Q(TA—J,C)) +¢,' OIT"Q
+&; L2, +CIC;))é(t) — 21 Amin PBK,C
+2¢” (1) (Iy ® (PBK; — NAninPBK,F® + CI' C;)) &(1)
+eT (t)(Iy ® (He(P(A — BK,)) + €, ' PP + & 121,
+¢& 'NPDD"P+CIC,))e(t) — y*d" (t)d(t)
(23)

However, the equality constraint PBK; = CTIT is diffi-
cult to address in consideration of the computational free-
dom. Thus, to overcome the equality constraint, the fol-
lowing expression is illustrated.

YX el (t) (—2nAninBK,CP) €(t)
<YV el (t)(BK,CCTK] BT +n*A%, PP)ei(t)

min

(24)

Subsequently, the sufficient condition of achieving an
H.. performance index no greater than y is z’ (t)z(t) —
YdT (1)d(t) + Vi (t) +Va(t) <.

Denote X; = K,P and define the global vector
C@t) = [e(z) e (¢t) d”(¢t)]", pre-multiplying and post-
multiplying both sides with the diagonal matrix diag(Iy ®
P,IN("+V),IqN) yields

¢ (n)QL(r) <0 (25)
with
Qi1 BK;+PC!I'C; — N AinBK FP D
Q = * sz QFD

* * fyzqu
where the elements Q;; = He(AP — BX,) + & 'I, +
(el? + n?*A%,)PP + BKCCT'KIB" + PCIC.P +
& 'NDD" and Qy, = He(Q(I'A —J,C)) +¢&;'QIT"Q +
Sf]LZI,H_r + CETCE

Since Q < 0 holds, it follows that T ()Q¢(r) <
—min (—Q)[|1£(#)||? < O, where Apin (—€) is the minimum
eigenvalue of matrix —Q.

Finally, define Q = diag(Q1,02,0;),H = [H] H] HT|T
and Jy = [J], J5, J5]T with Xo = Q1H1, X5 = Q1J11,Xa =
Q2H27X5 = Q2.’127X6 = Q3H3 and X7 = Q3J13. Therefore,
the inequality Q < O can be converted to the linear ma-
trix inequality form in (16) using Schur lemma without
the optimization approach of the equality constraint, i.e.,
PBK; = CTII. Hence, the considered estimation error and
state consensus tracking error dynamics (13) are robustly
stable and the leader-following consensus tracking prob-
lem with the H.. index Y is addressed.

Remark 3 The main difference between the devel-
oped updated link-based distributed fault-tolerant track-
ing control design and other decentralized control scheme
[23,24] or the traditional distributed control scheme [15]
lies in the dynamic collection of the distributed data from
mutually exclusive neighbors in the case of dealing with

switching topologies in networked multi-agent systems.
Compared with the separated fault-tolerant control and
fault estimation designs that do not consider system non-
linearity and estimation errors [17, 18], this co-design ap-
proach proposed in this study can effectively circumvent
the problem of loop superposition and deterioration of
fault information introduced into the fault-tolerant track-
ing system from the estimation system.

5. SIMULATION RESULTS

In this section, the case of multi-machine power sys-
tems with Lipschitz nonlinear interconnections and sen-
sor faults in the rotor angle and relative speed measuring
instruments is presented to validate the efficiency of the
developed co-design of decentralized fault estimation and
distributed fault-tolerant tracking algorithm.

The considered Lipschitz nonlinear model in three-
machine power control field [26] is characterized by the
system matrices {A,B,C}, the disturbance distribution
matrix D, the sensor fault distribution matrix F as follows:

0o 1 0 0
4_ | 0 —02041 307999 0
0 0  —28571 28571 |’
L 0 0.6366 0 ~10
[0 (26)
0 1000
B=10o | C:[o 10 0}’
|10
p=[08 09 0 1], F=[05 1]

The Laplacian matrix £ of three-machine power sys-
tems is formulated as

2 -1 -1
L=]| -1 2 -1 27
-1 -1 2

The state vector of each machine in three-
machine power systems is denoted as x;(z) =
[Ac;” Aw” AP AXI|".i = 0,---,3, where Aw; is the
relative speed, Ao; is the deviation of rotor angle, AX,, is
the deviation per unit steam orifice diameter, and AF,; is
the deviation per unit mechanical power.

The Lipschitz nonlinear interconnection item is mod-
elled as g(x;(1),1) = [L), oi;sin(Ac; — Aa;) 00 0] with
o;; = 1,1, j = 1,2,3 on the basis of the given Laplacian
matrix £. Furthermore, the three-machine power dynam-
ics are set with the sensor fault noise in rotor angle and rel-
ative speed instruments, i.e., fy (¢#) with the band-limited
white noise (noise power: 0.1, sample time: 1, time pe-
riod of occurrence: 0s-20s, and upper bound: 0.05 be-
tween 20s-80s) and fi»(r) with the band-limited white
noise (noise power: 0.5, sample time: 0.5, time period of
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(a) The rated and esnmated sensor faults in the f'rst machlne

1 - = The rated sensor fault 1 (band -limited whlte noise, noise powero 1, sample time: 1)L

0.8 || [—The estimated sensor fault 1 (co-deisgned algorithm)
0.6
0.4 H
0.2

0
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(b) The rated and esnmated segsor faults i |n the second machlne
== The rated sensor fault 2 (band -limited whlte noise, n0|se power 0.5, sample time:0.5)
3 ——The estimated sensor fault 2 (co-deisgned algorithm)

o 10 20 30 40 50 60 70 80

ts
(c) The rated and estimated sensor faults in the third machine
T T T T T T T

o Al - i W
- = -The rated sensor fault 3 (sin function, amplitude:0.2, frequency:0.5)’
The esti sensor fault 3 (co: algorithm)
0 10 20 30 40 50 60 70 80
t/s

Fig. 2. The rated and estimated sensor faults in the three-
machine power systems with the co-designed algo-
rithm

occurrence: 0s-40s, and upper bound: 0.1 between 40s-
80s). The settled sensor fault in the third machine is given
as follows:

|0.25in(0.5¢)|,¢ < 60

fr= { 0.1sat (0.2sin (0.5¢)) ,z > 60 (28)

In the presence of white-noise sensor faults with re-
strictions for both the first and second machines, and the
time-varying sensor faults combining sin(-) and saturation
sat(-) functions for the third machine in the three-machine
power systems, all the results in Figs. 2-7 show the ef-
fectiveness of the decentralized fault estimation and dis-
tributed fault-tolerant tracking control co-design through
an updated link-based tracking control law.

Fig. 2 shows the rated and estimated sensor faults for
the multi-machine power systems. The mixed sensor fault
noise in the rotor angle and relative speed measurement
channels can be accurately, timely and effectively es-
timated by the decentralized unknown input observers,
and the estimated curves almost coincides with the rated
curves. Furthermore, despite the bi-directional couplings
between the estimation and tolerance systems, all esti-
mated sensor faults achieve good tracking of the rated val-
ues simulated by the proposed co-designed fault estima-

The deviation of the rotor angle (1st) The relative speed (1st)

0.5

&
3 =)
=) - s

-1 2
0 20 40 60 80 0 20 40 60 80
ts ts
! I;e deviation of the mechanical power (1st) TEeA deviation of the steam valve aperture (1st)
0.1 0.2
o
0
-0.2
i ' 0.4
0.2 - - - 0.6~ . . -
0 20 40 60 80 0 20 40 60 80
ts ts

Fig. 3. The rotor angle, speed, mechanical power and
steam valve aperture states in the first machine

o The deviation of the rotor angle (2nd) The relative speed (2nd)

o

AN

-

-2 -5
0 20 40 60

@
S

0 20 40 60 80

t/s /s
The deviation of the mechanical power (2nd) The deviation of the steam valve aperture (2nd)

0.5

-0.5

;

20 40 60 80 o 20 40 60 80
ts ts

o

Fig. 4. The rotor angle, speed, mechanical power and
steam valve aperture states in the second machine

The deviation of the rotor angle (3rd) The relative speed (3rd)

05 17
05
0

-0.5

¥

-0.5

-1
20 40 60 80 0 20 40 60 80

o

tis t/s
gqe deviation of the mechanical power (3rd)  The deviation of the steam valve aperture (3rd)
2 0.2

0.05 0.1
0 L]
-0.05 -0.1
0.1 0.2
0 20 40 60 80 0 20 40 60 80
tls tls

Fig. 5. The rotor angle, speed, mechanical power and
steam valve aperture states in the third machine
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o The leader-following rotor angle tracking errors
! T T T T T —

- - -Ao‘1—Aa
02 _A"'z'A"o
l\ Ao'a-Aao
v S [ SR 4 X
0 Ab/,\/\/v\\,w%ﬁf%;&ﬁ\{\/v*wﬁ»:#k—#—\f%,7‘—\74#
-0.21 B
-0.4 ) s s L ¥ +
0 10 20 30 40 50 60 70 80
t/s
" The leader-following speed tracking errors
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v
-0.51
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Fig. 6. The leader-following rotor angle and speed track-
ing errors in the three-machine power systems

tion and fault-tolerant tracking algorithm.

The respective state evolutions of the speed Aw, rotor
angle Ao, mechanical power AP, and steam valve ori-
fice diameter AX, for each machine in Figs. 3-5 illustrate
the robustness of the power systems of the three following
machines. Notably, the first machine drops the fault during
0s-20s at lower noise power and the second machine fails
during 0s-40s at higher noise power. The third machine
suffers a sin function sensor failure during the period of
0s-60s and a saturation sensor failure within the period of
60s-80s.

Furthermore, the leader-following rotor angle tracking
errors, speed tracking errors, mechanical power tracking
errors, and steam valve aperture tracking errors are illus-
trated in Fig. 6 and Fig. 7, which implies that the state
consensus tracking errors converge to some extent for the
multi-machine power systems in spite of the Lipschitz
nonlinearities, external disturbances, sensor faults as well
as the bi-directional couplings.

6. CONCLUSION

The co-designed algorithm of the decentralized fault
estimation and distributed fault-tolerant tracking control
strategies is proposed for a class of Lipschitz nonlinear
multi-agent systems in spite of external disturbances and
sensor faults. The main innovation is the exploration of
the bi-directional couplings between the considered es-
timation and tolerance dynamics. Decentralized fault es-
timation scheme is developed to evaluate sensor faults
and states, and an updated link-based distributed fault-
tolerant tracking strategy is developed to efficiently han-
dle the dynamical and switching topologies based on the
current output and estimated collections. Simulation ex-

0.1 The leader-following mechanical power tracking errors
) T T T T T T

---AP AP,
0.05} APy AP
A PmB-A Pmo
0 M‘-\If\/«\/s, \J;s_u WL TS ‘iﬂm"' 4
v
0.05
0.1 L 1 L L ! L L I
0 10 20 30 40 50 60 70 80

ts
The leader-following steam valve aperture tracking errors
T T T T T T T

0.2r 1
0.1 |
o A
0 Mo AV TRV S ‘-1&,'\ S P A D ot
L]
-0.1 - - ‘AXM-AXB0
02 ——A XA Xy
: AXgrAXe
0.3l I | 1 1 I I 1 i
0 10 20 30 40 50 60 70 80

ts

Fig. 7. The leader-following mechanical power and steam
valve aperture tracking errors in the three-machine
power systems

ample of three-machine power systems validates the
ef-fectiveness of the proposed co-design algorithm.
Future studies of general nonlinear multi-agent systems
towards more effective tolerance capabilities in the face
of actua-tor/sensor faults in physical layer and
communication de-lays or cyber-attacks in networked
layer are highlighted. More challenges of the cooperative
tracking control issues with better robustness and lower
bandwidth requirements should be further addressed by
the improved integration of cooperative fault estimation
and fault-tolerant tracking control co-design in dealing
with the presence of multiple sources of nodes and links,
reciprocal delays and multiple communication resource
consumption.
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