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Abstract 
 

This research has studied one of the challenging scientific issues in materials 

science, i.e., in real time, understanding quantitatively the 3D atomic structures 

of multiple component alloys in the liquid state and how the atomic structures 

evolve with temperatures until the onset of crystal nucleation. Four Al-based 

alloys were used in the research: (1) Al-0.4Sc, (2) Al-1.5Fe, (3) Al-5Cu-1.5Fe and 

(4) Al-5Cu-1.5Fe-1Si alloy (all in weight percentage). All alloys were heated up to 

the liquid state and then cooled down with predefined cooling rates using a 

dedicated solidification apparatus. During cooling, synchrotron X-ray was used to 

illuminate onto the samples and the total scattering data were collected at the 

target temperatures. Based on the total scattering data, the empirical potential 

structure refinement (EPSR) method was used to model and reconstruct the 3D 

atomic structures in the liquid state at the selected temperatures for each alloy. 

The research has demonstrated that the EPSR is a computationally efficient tool 

for searching and finding the solutions of 3D atomic structures according to the 

measured total scattering data. For the studied alloys, the research reveals fully 

the temperature-dependent structure heterogeneity and their evolutions with 

temperature. The key findings of the research are: 

(1) For the Al-0.4Sc alloy, at the short-range scale in the liquid state, Sc-centred 

Al polyhedrons form icosahedral type structures with the Al coordination 

number in the range of 10–12. As the melt is cooled down, the Sc-centred 

polyhedrons become more compacted, and the connections between 

adjacent polyhedrons change from more vertex connection to more edge and 

then more face-sharing connection. At the medium-range scale, the Sc-

centred clusters with face-sharing are proved to be the “precursors” for the 

L12 Al3Sc primary phase in the liquid-solid coexisting region. 

(2) For the three Fe-containing alloys, atomic structural heterogeneities were 

found to exist in the 1st atomic shell and beyond. The degree of structural 

heterogeneities is related with the difference in atom radius, atomic bond 

length and the chemical preference between different atoms in each alloy. 

The competition resulted in that the Al-centred clusters expand, i.e., with 

larger bond length, while the solute atom-centred clusters contract, so with 

the reduced bond length. 



 
 

II 
 

(3) At the short-range scale, the structural heterogeneities were characterised by 

the co-existence and growth of the icosahedra-like (ICO-like) and crystal-like 

structures. During cooling, the Fe atoms show a higher degree of crystallinity 

than other atoms in the liquids. At the onset of crystal nucleation, relative 

percentage of the Fe-centred ICO-like and crystal-like Voronoi polyhedrons 

(VPs) reaches 8-10%, and the others in the range of 5.8-8.5%. 

(4) The Fe-centred short-range orders (SROs) tend to connect together via five 

different modes to form larger Fe-centred medium-range orders (MROs). The 

percentage of the face-sharing increases almost linearly as the temperature 

is cooled down, approximately 18-20% at the onset of nucleation in the 3 melts. 

The Fe-centred MROs gradually approach to the structures of the Al13Fe4 

primary phase (monoclinic structure) and are proved to be the nucleation 

precursors for the Al13Fe4 phases.  

(5) For the quaternary Al-Cu-Fe-Si alloy melt, the research found that the liquid 

first transfers into a quasicrystal-like, metastable monoclinic Al13Fe4 phase. 

Such primary phase was confirmed to have a higher degree of five-fold and 

crystalline symmetry than the liquid. Upon cooling, the Fe-centred five-fold 

and crystalline symmetry both get enhanced in liquid, leading to a smaller 

Al13Fe4-liquid configuration entropy difference and interfacial free energy.  
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Chapter 1 Introduction 
 

1.1 Background of the research 
 

Material crystallization is a phase transition process from a disordered 

amorphous structure to an ordered crystalline structure, governed by the 

thermodynamics in the system. It is a dynamic process to move towards a lower 

and stable energy state. Understanding the dynamics of the disordered-to-

ordered atomic structure transition in different material systems at different 

thermodynamic conditions has been one of the central topics in condensed 

matter physics and materials science 1-3. The well-established classical 

nucleation theory (CNT) describes the formation of nuclei from the dynamic and 

stochastic association of monomeric units (e.g., ions, atoms, or molecules) that 

overcome a free-energy barrier at a critical nucleus size and grow out to a mature 

bulk phase  in a homogeneous liquid 4-6. However, more and more experiments 
7-10 and computational studies 11-14 have indicated that liquid structure is not 

homogeneous, it may have more complex and heterogeneous structures with 

local spatial regions of different geometrical characteristics and mobility 7, 15, 16. 

Very recent numerical simulations also suggested that such heterogeneous 

structures could further evolve into pre-ordered liquid atom clusters, serving as 

the precursors of crystal nuclei, i.e., there exist intermediate pre-nucleation steps 

in the crystallization process 2, 17-20. For example, in metallic alloys, some recent 

simulation studies on pure metals (Fe 21, Ni 22-24, and Zr 25) and binary alloy 

systems (Cu50Zr50 25 and Ni50Al50 25, 26) have shown the presence of 

heterogeneous structures in the liquid state, which may facilitate nucleation or 

polymorph development. However, experimental validation and visualization of 

kinetic pathways of such precursor, the intermediate specie in between the liquid 

and the stable polymorph, are still missing. 

Aluminium alloys are the most widely used lightweight metallic alloys in the 

aerospace, automotive, construction, and electrical industries. Their excellent 

recyclability makes them the materials of choice in many applications when 

sustainability and the environments are the essential requirements.  
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A quantitative understanding of the local atomic structure of Al-based alloys in 

the liquid state and their evolutions with temperature has been the central topic 

of many research works concerning the design and development of Al alloys. For 

example, in Al alloys added with transitional metal elements, Simonet and 

Holland-Moritz found the ISRO structures in the melts of Al-Pb-Mn 27, Al-Mn-

Cr 28  and Al-Cu-Co 29 using neutron scattering and simulation. Molecular 

dynamics simulations also showed the existence of icosahedra in an Al-Sm 30, 31 

and an Al-Cu32  alloy. Their phase fraction decreased as the crystalline FCC 

clusters increased during the subsequent crystallization process. However, most 

simulation work lacks direct experimental evidence and validation. This poses an 

urgent need for robust real-time experiments in conjunction with such 

experimental-based 3D atomic structure simulation for revealing and elucidating 

the evolution of atomic structure in transition from the liquid to the solid state; this 

is also of significance for addressing how new phases are nucleated in the 

undercooled liquid or liquid-solid coexisting state that is useful for industry 

practice. 

In addition, until now, almost all previous experimental studies on Al-based alloys 

used relatively high percentages (in excess of 10%) of solute elements, for 

example, Al87.5Fe12.5 33, Al80Ni20 34 and Al86Cu14 35. Such a high level of solute 

elements would result in the formation of detrimental or 

undesired intermetallic phases in most commercial alloy systems, except in some 

cases of specially designed high/medium entropy alloys 36. For those elements 

added as grain refiners to Al alloys, e.g. Ti, Zr, Sc, the content is normally < 

0.5wt% 37. Therefore, an in-depth study and understanding of the dynamic 

interaction between Al atoms and the dilute alloy elements in the liquid and liquid-

solid coexisting state are scientifically important. In this aspect, Sc and the 

primary Al3Sc phases formed in the Al melt 38, 39 are also technologically important 

because Sc has been known as the best heterogeneous grain refiner, the most 

potent suppressor for recrystallization and the strongest hardener for aluminium 

alloys 40, 41. Although some studies 42 on characterizing the 2D and 3D structure 

of Al3Sc phases have been made, a precise understanding of how the primary 

Al3Sc phase forms from a disordered liquid structure to its crystalline structure 

have not been seen reported. 
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Among many impurity elements existing in recycled Al alloys, Fe is the most 

detrimental one. It can form different types of plate-like and brittle Fe-rich 

intermetallic phases 43 which seriously damage the alloys’ mechanical properties. 

For Al alloys containing a certain amount of Fe undergoing the solidification 

process, the primary monoclinic Al13Fe4 phase is often the first intermetallic phase 

to appear in the alloy melt during cooling. This may act as the nucleation site for 

α-Al 44, or transform to other type Fe-rich phases, e.g., hexagonal α-Al8Fe2Si or 

monoclinic orthorhombic β-Al5FeSi 45, 46. It is crucial to understand the nucleation 

mechanism of the primary Al13Fe4 phase and then develop a cost-effective 

processing strategy either to remove the excessive Fe or to alter the Fe-rich 

intermetallic phases into a less detrimental shape and morphology. The atomic 

structure of the liquid state is the parent state of the primary phase, it is thus 

necessary to show the atomic structure of the alloy melt to reveal the nucleation 

dynamics of Al13Fe4. Previous work on Al-Fe melts mainly focuses on binary Al-

Fe alloys 33 47. The role of Fe on the atomic structures of multicomponent alloy 

melts has not been seen or reported. 

Given these research gaps, this research focuses on studying the atomic 

structure evolutions of 4 Al-based alloys from the liquid state to the onset of 

crystal nucleation. In particular, the structural heterogeneities in the liquid state 

and their evolutions with temperature, clarifying the role of structural 

heterogeneity that leads to the crystal nucleation.  

 

1.2 The objectives of the research 
 

The objectives of the research are: 

(1) To precisely elucidate the temperature-dependant atomic structure 

evolution of Al-0.4Sc alloy in the temperature region where undercooled 

liquid and solid co-exist, the temperature region where active 

microstructure control techniques can be applied for optimising the 

microstructures of the alloys during solidification. 

(2) To probe the local atomic structures of the Al-1.5Fe, Al-5Cu-1.5Fe, and 

Al-5Cu-1.5Fe-1Si alloy in the temperature range from 750 to 630 °C, i.e., 
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above the liquidus, and to reveal the multiple atom interactions and the 

effect of alloy elements on the local atomic structures.  

(3) To quantify the links between the structural heterogeneity and the primary 

phase at the nucleation stage. 

1.3 The structure of the thesis  
 

The thesis consists of 7 chapters as briefly described below. 

Chapter 1 Introduction briefly describes the research background, objectives 

and structure of the thesis. 

Chapter 2 Literature Review, including (1) Structures of disordered materials; 

(2) Synchrotron X-ray characterization techniques for amorphous materials; (3) 

Total scattering and data reduction (4) Modelling techniques based on a pair 

distribution function and the relevant experimental data (5) Geometrical structural 

descriptors. 

Chapter 3 summarizes the design, building and commissioning of a counter 

gravity casting apparatus and a bespoke apparatus for in-situ synchrotron x-ray 

total scattering experiments, the sample manufacturing and preparation. This 

chapter also describes the relevant data processing methods and modelling 

procedures. The structure analysis methods, including the total scattering data 

reduction, Voronoi polyhedron (VP), bond-orientational order (BOO) and 

calculation of MRO connection modes etc., are also given in this chapter.  

Chapter 4 is dedicated to the description of the disorder-to-order local atomic 

structure transition in a pure Al and a dilute Al-0.4Sc alloy melt in the temperature 

range from 690 °C down to 657 °C in operando conditions. The synchrotron X-

ray total scattering (SXTS) and empirical potential structure refinement (EPSR) 

method are applied. 

Chapter 5 presents a comprehensive atomic structure of Al-1.5Fe, Al-5Cu-1.5Fe 

and Al-5Cu-1.5Fe-1Si alloys in the cooling process and SXTS measurements in 

conjunction with EPSR modelling. In-operando structural heterogeneities 

evolution in three-dimensional are revealed. The effect of the structure 

heterogeneities on the nucleation of primary phases is also discussed.  
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Chapter 6 further discuss the nucleation mechanism of complex crystal with high 

five-fold symmetry in the quaternary Al-Cu-Fe-Si melt system. The degree of 

heterogeneities is quantified. How the development of local structure 

heterogeneities facilitates the nucleation of the metastable primary phase is 

systematically studied. 

Chapter 7 concludes the major findings and contributions of this research to the 

disordered materials system and solidification process. Possible future work is 

also discussed in brief.   
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Chapter 2 Literature review 
 

In this chapter, the literatures that are directly relevant to the research of atomic 

structures of disordered materials and liquid metals are critically analysed and 

reviewed. It consists of five parts: (1) the research on disordered materials; (2) 

the atomistic modelling and EPSR method; (3) the experimental techniques for 

studying disordered materials; (4) the geometrical structural descriptors for 

characterising geometry, and (5) the very recent research progress on disorder-

to-order structural transition in metallic alloys. 

2.1 The research on disordered materials  
 

2.1.1 The concept of icosahedral type local atomic structures in 
liquid metals  
 

This research is focused on the atomic structure of liquid metals, hence the 

historical development and the relevant literatures in this field are briefly reviewed 

and analysed. When a metastable liquid metal is cooled, its structure may 

undergo two possible transformations: crystallization or vitrification48 (Fig. 2.1). 

Crystallization involves the formation of stable crystal nuclei that grow into an 

ordered crystal lattice structure.   

Fig. 2.1. A schematic, showing the volume/entropy as a function of temperature 

and the competition between glass transition and crystallization 49.  
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On the other hand, vitrification is that the liquid structure is "frozen" into the solid 

state and maintains the random atom arrangement from the liquid state. The first 

observation of vitrification was made in 1836 by the French scientist Joseph Louis 

Gay-Lussac 50, who also discovered the phenomenon of supercooling when 

water was found to maintain its liquid structure at the temperature below the 

freezing point. After that, researchers 51-53 invented and defined the term 

“vitrification”. The competition between crystallization and vitrification is driven by 

many factors, including cooling rate, alloy compositions, and inherent stability of 

the liquid 54.  

In the crystallization pathway, to overcome the energy barrier for initiating crystal 

nuclei, the liquid needs to be undercooled below its equilibrium melting 

temperature. In 1950, Turnbull 55 demonstrated that metallic liquids could be 

cooled far below their equilibrium melting temperature without crystallization, 

suggesting a large energy barrier does exist in the formation of an ordered phase. 

This observation challenged the assumption that the barrier separating liquid and 

crystal phases in metals and alloys was small. In 1952, Frank 56 proposed that 

the undercooled metallic liquids have distinct local atomic structures with a 

significant degree of icosahedral short-range order (ISRO) (Fig. 2.2a), which is 

incompatible with the extended periodicity of crystals (see the unit cell example 

in Fig. 2.2b). A regular icosahedron exhibits 20 equilateral triangular facets, 12 

vertices and 30 edges. axes linking opposite vertices correspond to fivefold 

symmetry axes, those going through the centres of opposite facets/edges 

correspond to threefold/twofold symmetry axes, respectively. 

 

Fig. 2.2. (a) An icosahedron with two nearest-neighbours of its 20 tetrahedra 

shown in red and green; (b) a unit cell of the fcc structure with the representation 
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of 3 of the 8 tetrahedra made of (1 1 1) planes and〈110〉edges (in green) and 

one stacking fault induced by the attachment of one tetrahedron (in red) 57. 

Compared to the fcc/hcp structures, the icosahedron has better rotational 

symmetry and more bonds. Therefore, in a cluster of 13 atoms, the icosahedron 

is a more energy-favourable geometrical arrangement than fcc/hcp, and it could 

be the dominant structure in monatomic liquids 57. Such local structural difference 

between liquid and solid would result in a big configurations entropy difference 

and creates a barrier to crystal formation, explaining the observed undercooling 

behaviour.   

In the next five decades, several experimental and theoretical studies agreed well 

with Frank’s hypothesis, while do not give a direct proof 58. In 2000,  Reichert et 

al. 59 studied the structure of liquid Pb on a Si (0 0 1) substrate at the solid–liquid 

interface (i.e., the Si-Pb interface) by synchrotron X-ray diffraction at the 

temperature 10K above liquidus (600·6°K). The experiment revealed a five-fold 

local symmetry of the liquid Pb at the Si (0 0 1) interface, and this was the first 

direct evidence of the existence of ISRO in liquid metals. ISRO was also reported 

in undercooled Ni, Fe, and Zr liquid 60. The above results confirmed Frank’s 

hypothesis that ISRO does exist in undercooled liquids. However, the link of ISRO 

to the nucleation of a solid phase was not experimentally established until 

Kelton’s work in 2003 58. Kelton suggested that development of the ISRO in liquid 

Ti39.5Zr39.5Ni21 during cooling would reduce the nucleation barrier for the primary 

quasicrystal phase with five-fold symmetry. Such phase is metastable and will 

transfer to stable C14 Laves phase with further cooling. Several neutron and X-

ray scattering experiments have been performed to elucidate ISRO in metallic 

liquids. However, only average structural information can be revealed by the 1D 

diffraction profiles generated by the statistical distribution of coexisting polyhedra 

of different geometrical distortions in real materials32, 61. Direct observation of 

local icosahedral order in liquid is still missing. Until now, a few studies on metallic 

glass have suggested the existence of ISRO by using angstrom-beam electron 

diffraction 61 or atomic electron tomography reconstruction method 62.   
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2.1.2 The experimental techniques for local atomic structure 
characterisation 
 

To study the local atomic structures of amorphous materials, two experimental 

methods are routinely used. Firstly, the diffraction and scattering techniques 

using neutron 63, X-rays 64 and electrons 65, 66 which can measure the interatomic 

distances and generate the pair distribution functions (PDFs). Secondly, the 

resonance and spectroscopic methods, e.g.,  nuclear magnetic resonance (NMR) 

67, Extended X-ray absorption fine structure (EXAFS) 68, (infrared) IR 69, and 

Raman spectroscopy70, which can provide detailed structural information about 

metal coordination or molecular geometries in certain cases 71, 72. The above 

techniques are able to acquire very rich structural information. 

In the past 20 years, several sophisticated methods have been developed to 

model or reconstruct the 3D atomic models by matching or fitting to these 

experimentally measured data 73. In this aspect, the reverse Monte Carlo (RMC) 

74, Empirical Potential Structure Refinement (EPSR) 75 and ab initio molecular 

dynamics (AIMD) methods have been widely used in glasses and amorphous 

materials. Fig. 2.3 gives an example, comparing the structural factors and PDFs 

of liquid Alumina at the selected temperatures obtained from synchrotron X-ray 

and neutron total scattering.  The diffraction patterns have been fitted with 

Empirical Potential Structure Refinement (EPSR) models and compared to 

classical Molecular Dynamics (MD) simulation results. Both EPSR and MD 

simulations reveal a direction of the temperature dependence of the aluminate 

network structure which moves further away from the glass forming ideal (nAlO 

= 3) during supercooling. 
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Fig.  2.3. The X-ray 76 (a, b) and neutron 77 (c, d) total structure factors 𝑆(𝑄) (a, 

c) and total PDFs D(r) ( b, d) of liquid alumina (D(r) is adopted to align with the 

original work), obtained with a 𝑄௠௔௫  of 20.0 Å−1. Each panel compares the 

measured data (points) to the EPSR and MD simulation results (solid black lines).  

The scattered intensity of the structure factor from neutron and synchrotron differs 

a lot. However, the modelled results by EPSR and molecular dynamics method 

agreed very well with the experimental data. In addition, other relatively new 

methods such as PDFFIT 78 and "Liga" 79 have been used in simulating the 

nanostructured solids like C60 80 and ferrihydrite 81 according to PDF data, which 

are also challenging tasks in crystallography.  

2.1.3 Theories of structure factor and pair distribution function  
 

In this work, I mainly used X-ray total scattering to generate PDFs, then I used 

the EPSR to search and reconstruct the 3D atomic structures based on the PDFs. 

Hence, the basic theories about structure factor and PDFs are given in this 

section to provide the theoretical background.  
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When X-rays, neutrons, or electrons are used to illuminate onto a sample, an 

appropriate detector can be used to collect the scattered information (pattern) 

from the sample. Total scattering collects the complete scattering (diffraction) 

pattern, including both Bragg and diffuse information 82. Bragg scattering arises 

from the constructive interference diffracted by crystal planes of the measured 

sample crystal lattice, which contains the averaged information about the long-

range atomic structures in the scattering volume.  Diffuse scattering in the 

diffraction patterns may arise from an irregular arrangement of atoms on the 

lattice sites that may contain some short-range ordering of the site occupancies 

or from the disordered arrangement of vacancies, interstitials or impurity atoms83 
84. Total scattering measurements can be used to quantify the local, 

instantaneous, atomic structure of a material, glass or liquid. As local non-

crystalline order only gives rise to weak or very weak diffuse scattering 

information, total scattering measurements often require a clean and coherent 

radiation beam like monochromatic Synchrotron X-rays coupled with high 

sensitive detector 85, 86.  

PDF, i.e., 𝑔(𝑟) ~ 𝑟 as schematically illustrated in Fig. 2.4, is a statistical function 

for calculating the distribution probability of atoms relative to a reference atom at 

a certain distance 87. Dependent on the research fields, sometimes, PDF is also 

called radial distribution function or pair correlation function 86. 
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Fig. 2.4. A schematic illustration of PDF88, i.e., 𝑔(𝑟) ~ r and r  is the atomic 
separation distance.  

It normally takes three steps to get the 𝑔(𝑟) from a total scattering experiment 

(see Fig. 2.5). First, to obtain the raw scattering data via experiments. Second, to 

reduce the raw data to obtain the structure factor 𝑆(𝑄) (𝑄 is the wavevector). 

Finally, to Fourier transform the 𝑆(𝑄) to get the 𝑔(𝑟). PDFs have been widely 

used in many research fields in which different mathematic formula were often 

used to emphasize the particular physical features or structural characteristics 89. 

This often leads to confusion to those new to the uses of PDFs.  

 

 



Chapter 2 
 

13 
 

 

Fig. 2.5. Schematic of the process for obtaining atomic PDFs 90.  

2.1.3.1 The formula for structure factors and PDFs  

To solve this confusing formulism of PDFs in different fields, in 2001, Keen91, 92 

defined a self-consistent set of formulae for total scattering using neutrons and 

X-rays. For neutron scattering, the total scattering structure factor,  𝑆ே(𝑄)  is 

written as (the superscript N denotes neutron scattering): 

𝑆ே(𝑄) − 1 =
1

𝑀

𝑑ఙ

𝑑ఆ
− ෍ 𝐶௜

௡

௜ୀଵ

𝑏ప
ଶതതത 

 

(2.1) 

Where (
ଵ

ெ
)(

ௗ഑

ௗ೾
)  is the differential neutron scattering cross-section, 𝑐௜  is the 

proportion (concentration) of atom 𝑖, and 𝑏ത௜ is neutron coherent scattering length 

of atom 𝑖 93.  

For M atoms and 𝑛 atom species in a material system, 4𝜋𝑟ଶ ∑ 𝐶௜
௡
௜ୀଵ 𝑏ప

ଶതതത  is the 

neutron total scattering cross-section of the material. 𝑆ே(𝑄)  can be also 

expressed as 94:  

𝑆ே(𝑄) − 1 = ෍ 𝑏ത௜𝑏ത௝𝑐௜𝑐௝[𝑆௜௝(𝑄) − 1]

௡

௜,௝ୀଵ

 
 

(2.2) 

where 𝑆௜௝(𝑄) is the partial structure factor. 
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By Fourier transformation of 𝑆௜௝(𝑄), the partial PDF 𝑔௜௝(𝑟) can be obtained as 

below: 

𝑔௜௝(𝑟) − 1 =
1

(2𝜋)ଷ𝜌଴
න 4𝜋𝑄ଶ

ஶ

଴

[𝑆௜௝(𝑄) − 1] 
sin(𝑄𝑟)

(𝑄𝑟)
𝑑𝑄 

 

(2.3) 

where ρ0 is the number density 91 typically expressed in atoms per Å3. 

Based on 𝑔௜௝(𝑟), the total PDF for neutron, 𝑔ே(𝑟), is calculated by 89： 

𝑔ே(𝑟) = ෍ 𝑐௜𝑐௝𝑏ప
ഥ 𝑏ఫ

ഥ [𝑔௜௝(𝑟) − 1]

௡

௜,௝ୀଵ

 
 

(2.4) 

The X-ray formalism is a bit more complex because the neutron scattering 

lengths, 𝑏ഥ௜ used in the Eq. 2.1 above must be replaced by 𝑄-dependent X-ray 

scattering factors, 𝑓௜(𝑄) . The total scattering structure factor, 𝑆௑(𝑄)  from 

synchrotron X-ray can be expressed as (the superscript X denotes X-ray 

scattering): 

𝑆௑(𝑄) − 1 =
൤

1
𝑀

𝑑ఙ

𝑑ఆ
− ∑ 𝑐௜𝑓௜ (𝑄)ଶ௡

௜ୀଵ ൨

ൣ∑ 𝑐௜𝑓௜(𝑄)௡
௜,௝ୀଵ ൧

ଶ  

 

(2.5) 

where ൣ∑ 𝑐௜𝑓௜(𝑄)௡
௜,௝ୀଵ ൧

ଶ
is the ‘sharpening’ term used to enhance the high-

𝑄 scattering by counteracting the natural fall-off in intensity due to the form of the 

X-ray scattering factors. ∑ 𝑐௜𝑓௜ (𝑄)ଶ௡
௜ୀଵ   is used as an alternative sharpening term 

92. Following the similar derivation as Eq. 2.2:  

𝑆௑(𝑄) − 1 = ෍ 𝑐௜𝑐௝𝑓௜௝  (𝑄)[𝑆௜௝(𝑄) − 1]

௡

௜,௝ୀଵ

 
 

(2.6) 

where 

𝑓௜௝(𝑄) =
𝑓௜(𝑄)𝑓௝(𝑄)

ൣ∑ 𝑐௜𝑓௜(𝑄)௡
௜,௝ୀଵ ൧

ଶ 
 

(2.7) 

 

By Fourier transformation of 𝑆௑(𝑄), the total PDF is typically calculated as 
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𝑔௑(𝑟) =
1

(2𝜋)ଷ𝜌଴
න 4𝜋𝑄ଶ

ஶ

଴

(𝑆௑(𝑄) − 1) 
sin(𝑄𝑟)

(𝑄𝑟)
𝑑𝑄 

 

(2.8) 

The coordination number of atoms surrounding a specific reference atom is the 

average number of the nearest neighbouring atoms. The positions of these 

neighbours are statistically described 95 by the radial distribution function:  

𝑅𝐷𝐹 = 4𝜋𝜌𝑟ଶ𝑔(𝑟) 
 

(2.9) 

It represents the number of atoms on a spherical surface of radius r. ( g(r) is the 

total PDF). The integral of the RDF between two distances 𝑟ଵ and 𝑟ଶ  (two 

consecutive local minima as illustrated in Fig. 2.4) gives the average number of 

the neighbouring atoms and it is called the coordination number:  

𝐶𝑁 = න 𝑅𝐷𝐹(𝑟)𝑑𝑟 = න 4𝜋𝑟ଶ𝑔(𝑟)𝑑𝑟
௥ଶ

௥ଵ

ଶ

௥ଵ

 
 

(2.10) 

The region between the two consecutive minima is called the coordination shell. 

The coordination number is often used to track the change or evolution of local 

atomic structures during phase transition, providing insights into the bond 

formation, bond breaking, and atom rearrangement. For example, there are 

numerous experimental reports on coordination number changes near the 

melting point, providing valuable data on structural transformations during phase 

transitions 96, 97.  

The spatial resolution PDF is directly linked to the maximum value of 𝑄, (i.e., 𝑄௠௔௫) 

in diffraction experiments. 𝑄௠௔௫ is proportional to the maximum scattering angle 

and inversely proportional to the wavelength of the radiation used (usually >20 Å-

1). Therefore, to achieve the largest possible 𝑄௠௔௫ and attain maximum resolution 

in the PDF, total scattering experiments typically employ the shortest practicable 

radiation wavelength, usually less than or equal to 0.5 Å. Such short radiation 

wavelengths are readily available at neutron sources like Institut Laue–Langevin 

(ILL) in Grenoble, France, or ISIS in the UK, as well as at synchrotron X-ray 

sources (ESRF, DLS). PDFs are less commonly used in laboratory X-ray sources.  
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Several errors may occur when generating the PDF data, potentially leading to 

inaccurate or spurious results. These errors might come from the following 

aspects 98:  

(1) Termination errors arise when the collected data does not extend to a 

sufficiently high 𝑄௠௔௫  value. They manifest as ripples in the data at 

unphysically low radii and satellite ripples near the peaks. To mitigate 

termination errors, damping methods can be employed cautiously. 

However, the best approach is to collect data with a higher 𝑄-resolution, 

reaching as high a value of 𝑄௠௔௫  as possible 99, 100. 

(2) Statistical errors: Increased noise at higher 𝑄 can lead to statistical errors 

in the PDF data. Choosing an appropriate 𝑄௠௔௫ value requires balancing 

this noise with the termination errors produced. 

(3) Insufficient 𝑄 -resolution: Inadequate 𝑄 -resolution affects 𝑟௠௔௫ , which is 

the upper limit of the range over which oscillations are observed in the 

PDF pattern. Ideally, the 𝑄 -resolution should be as high as possible, 

although this often involves sacrificing intensity 101, 102. 

(4) Systematic errors: Systematic errors can arise from incorrect absorption 

correction, background subtraction, and intensity normalization  98. Special 

care must be taken when performing these procedures to minimize 

systematic errors. Good signal-to-noise data are necessary for both the 

sample and the background (e.g., the sample holder, furnace chamber) 

103. 

 

In the late 1980s,  the first PDF measurements were conducted to study the local 

structure of quasicrystals, initially with measurements using anomalous X-ray 

diffraction 104, 105 and then using neutron diffraction 106, taking advantage of the 

new developments of Synchrotron X-ray and spallation neutron sources, 

respectively 92. Since that, new diffractometers using (1) neutrons (2) synchrotron 

X-rays and (3) electrons are developed, providing opportunities for the 

development of total scattering techniques. Concurrently, the emergence of 

modelling methods such as Reverse Monte Carlo modelling 107, PDFFIT 108, and 

Empirical Potential Structure Refinement (EPSR) modelling have greatly 

contributed to the study of a diverse range of materials. These modelling 



Chapter 2 
 

17 
 

approaches have played a significant role in interpreting and analysing total 

scattering data, allowing for a deeper understanding of materials' structures.  

2.1.4 Fine structures behind pair distribution function 
 

In PDF analysis, the structure of liquid is generally described in terms of two-body 

correlation functions, that is, the structure factors and the PDFs. The structure 

factor refers to the two-point correlation function of the microscopic density; the 

PDF refers to the two-point correlation function of variation of density as a 

function of distance from a reference particle. For the two-body correlation, the 

PDF technique can provide insights into the average interatomic distances, 

coordination environments, and certain structural features. On a microscopic 

level, particles in liquids can exhibit short- and medium-range order. The length 

scale of these two structural orderings can be quantified by the peak position 

analysis. Medium-range order, typically on a length scale of 5-10 Å, refers to 

structural ordering in amorphous systems beyond the nearest neighbour 

distances (short-range order, typically within 5 Å) 109. One of the most famous 

local structures directly revealed by PDF is the splitting of the second peak in the 

PDF, such phenomenon often indicates the emergency of local structure order in 

colloidal hard spheres and metallic glasses system 110.  Many researchers also 

found in the cooling process of liquid metal, the peak height of PDF always gets 

higher, sign of the liquid is becoming more ordered upon cooling 111.   

In spherically averaged systems, e.g., liquid metals, two-body correlations may 

not be sufficient to probe the local structure, or there are still much more fine 

structures to be found.  For instance, within a narrow temperature range, the PDF 

might not show significant changes. However, there is a strong tendency towards 

local ordering as having been found in systems as diverse as simple liquids (such 

as hard spheres) and liquids interacting with directional bonding (such as water).  

Many-body correlations become increasingly important in the supercooled state 

of a liquid, with strong influences on the local mobility and crystallization dynamics 

112. For liquid metal, researchers focus more on structure ordering interacting with 

isotropic potentials. Because there are no symmetry-breaking directional 

interactions, the main driving force in the liquid metal comes from packing and 

excluded-volume effects, which are essentially many-body effects. The relevant 
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geometrical structural descriptors include Voronoi face analysis, common 

neighbour analysis, bond-orientational order analysis, Minkowski structure 

metrics, local packing capacity, etc. Here some cases of the hidden structure that 

could be revealed by many-body correlations are presented. 

 

Fig. 2.6. Birth of fcc crystal nucleus from medium-range structural order 

characterized by temporal bond-orientational order analysis 2.  

Fig. 2.6 illustrates how fcc crystal nucleated in a supercooled state of a 

monodisperse hard-sphere (colloidal) system. The bond orientational order 

before crystal nucleation (𝑡 = 𝑡ᇱ ) is characterized by hcp-like symmetry (red 

atoms in Fig. 2.6a, b and c; the red dot on the 𝑄ସ − 𝑄଺ map), whereas the crystals 

nucleated have a mixed character of hcp and fcc-like order (the green atoms in 

the simulation box and green dots on the map). When 𝑡 = 𝑡ᇱ + 60𝑛𝑠 , the pre-

ordered atoms (red) connect with each, forming medium-range orders. The 

crystallinity degree (𝑄ସ) of the system gets dramatically increased as well as the 

lattice match degree (𝑄଺), forming the primary nuclei.  Such fine structure cannot 

be probed by PDF only. To address the challenging issues in amorphous 

materials, it is necessary to reveal and quantify the fine structures behind PDFs. 
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2.2 Atomistic modelling and empirical potential 
structure refinement method 
 

In this section, the main atomistic modelling techniques are briefly introduced, 

including the EPSR methods I used in this research.  

2.2.1 “small-box” and “big-box” modelling  
 

Small-box modelling often refers the use of a simulation box containing <1000 

atoms, for example, the PDFgui 113 for calculating structures from crystals and 

has recently been extended to nanocrystals according to the PDF data. By 

incorporating a regression loop, PDFgui automatically updates structural 

parameters to improve the fit with the data. This method is robust against most 

data normalization issues encountered in reciprocal space total scattering 

structure factor data, allowing for more tolerance of scattering data quality 114-117. 

While the big-box methods, such as RMCProfile 118-122 and EPSR work on 

systems of >1000 atoms and rely on the uses of normalized total scattering data. 

Due to their dependence on normalized data, big-box refinements emphasis 

more on obtaining high-quality data 123-126. Any smoothly varying offset or 

inconsistencies in the reciprocal space data can adversely affect the fit to 𝐹(𝑄), 

leading to poorer results. It is important to note that while such inconsistencies 

may cause problems in the low-r region of the PDF, they are typically ignored in 

small-box refinements. Additionally, big-box refinements generally require longer 

setup times, as they involve more complex modelling procedures. Data 

normalization becomes critical during the setup, ensuring that the data is 

appropriately scaled and consistent across different scattering techniques. Tools 

such as, PDFgetX3 and GudrunX, are specifically designed for X-ray data 

normalization, ensuring that the PDF data is placed on an appropriate scale, 

which is essential for accurate big-box refinements. 

When choosing the "small-box" or "big-box" modelling, certain things need to be 

considered 92. If extensive disorder is present within the atomic structure, big-box 

modelling is more suitable. Conversely, if the disorder is short-ranged or results 

in minor distortions, PDFgui is appropriate. RMCProfile or EPSR are better 

choices for refining structures with large atom displacements, atom diffusion, or 
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when disorder extends beyond the size limitations of small-box models. In this 

work, EPSR was chosen. 

2.2.2 Empirical potential structure refinement modelling  
 

The EPSR has been developed by the Disordered Materials Group (ISIS, UK), 

and it is utilized to calculate three-dimensional structures by leveraging the 

information found in diffraction data 127. EPSR iterates a direct Monte Carlo 

simulation of a molecular system, correcting the pair interaction potential between 

molecules at each stage of the iteration by comparison with the diffraction data 

sets, aiming to construct structural models for glass and liquid materials 123-126. 

The working flowchart can be found in Fig. 2.7. 

 

Fig. 2.7. Flowchart of the EPSR simulation algorithm 75.  

EPSR simulations typically involve four types of atom movements 128: (1) whole 

molecule translations, (2) whole molecule rotations, (3) rotation of specific 

molecular sidechains (if applicable), and (4) individual atomic moves within 

molecules. If a "molecule" consists of only one atom, only whole molecule 

translations are needed. Hence, during the EPSR simulation for liquid metal, 

there only are the ‘whole molecule translations’. The acceptance of an atom move 

within EPSR follows the standard Metropolis condition 129. If the change in 

potential energy of the system due to the move, when ∆𝑈 = 𝑈௔௙௧௘௥ − 𝑈௕௘௙௢௥௘ is 

less than zero, the move is always accepted. If ∆𝑈 is greater than zero, the move 

is accepted with a probability given by 𝑒𝑥𝑝(−
௱௎

௞்
) , where 𝑘 is the Boltzmann 
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constant and 𝑇  is the temperature. This approach ensures that the system 

evolves along a Markov chain and, over time, explores a significant portion of the 

available phase space. 

The potential energy in EPSR comprises two primary components: the reference 

potential energy 𝑈(ோ௘௙) and the empirical potential energy 𝑈(ா௣). This potential is 

utilized throughout the EPSR simulation 130, initially, it is employed independently 

to generate the molecules (if present) and to position the simulation box within a 

plausible region of phase space for the studied system. This ensures sensible 

molecular geometries and avoids atomic overlap, among other considerations. 

The 𝑈(ோ௘௙) follows a standardized form and its parameters can typically be found 

in the literature. On the other hand, 𝑈(ா௣) does not conform to a standard form. 

Once the simulation with the reference potential alone reaches equilibrium, 

𝑈(ா௣)is utilized to guide atomic and molecular movements in directions that best 

represent the diffraction data. The total potential energy of the system is 

expressed as  

𝑈 =  𝑈(ோ௘௙)  + 𝑈(ா௣) 
 

(2.11) 

Each term in this context can be divided into components associated with the 

separation of individual atoms and molecules, wherein atoms of distinct types 

exhibit varying interaction potentials. For instance, the potential energy between 

α-type and β-type atoms, separated by a distance r, can be expressed as follows: 

𝑈ఈఉ(r) =  𝑈ఈఉ
(ோ௘௙)

(r)  + 𝑈ఈఉ
(ா௣)

(r)  
 

(2.12) 

with the total potential energy of the system given by 

𝑈 =  
1

2
෍ ෍ 𝑈ఈ(௜)ఈ(௝)

௝ஷ௜

(𝑟௜௝)

௜

 
 

(2.13) 

where 𝑟௜௝ is the separation of atoms (𝑖,𝑗), and 𝛼(𝑖) represents the atom “type”.   

More specifically, the reference potential is based on  a combination of Lennard-

Jones12-6 potential and Coulomb potentials 128: 
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𝑈ఈఉ = 4𝜀ఈఉ ൤ቀ
𝜎ఈఉ

𝑟
ቁ

ଵଶ

− ቀ
𝜎ఈఉ

𝑟
ቁ

଺

൨ +
1

4π𝜀଴

𝑞ఈ𝑞ఉ

𝑟
, 

 

(2.14) 

where 𝜀ఈఉ = ඥ𝜀ఈ𝜀ఉ , 𝜎ఈఉ = 0.5൫𝜎ఈ + 𝜎ఉ൯, and 𝜀଴ is the permittivity of free space. 

𝜀ఈఉ  is the well depth parameter, 𝜎ఈఉ  is the range parameter, 𝑞ఈ  and 𝑞ఉ  are 

Coulomb charges of atoms α and β. 

A fundamental principle in establishing the empirical potential is to ensure that it 

should represent the true differences between the simulation and diffraction data, 

without incorporating artefacts arising from statistical noise, systematic errors, or 

truncation effects present in the diffraction data. By avoiding these artefacts, the 

estimated distribution functions of the system can be more accurately determined. 

Generating the empirical potential 𝑈(ா௉)  in practice is challenging, the most 

successful one thus far involves utilizing a series of power exponential (Poisson) 

functions 127: 

𝑈(ா௉) =  𝑘𝑇 ෍ 𝐶௜𝑝௡೔
௜

(𝑟, 𝜎௥) 
 

(2.15) 

where  

𝑝௡೔
(𝑟, 𝜎௥) =  

1

4𝜋𝜌𝜎ଷ(𝑛 + 2)!
(

𝑟

𝜎
)௡exp (−

𝑟

𝜎
) 

 

(2.16) 

The 𝐶௜  coefficients are estimated directly from the diffraction data by fitting a 

series of forms to the data in 𝑄 space using Eq. 2.17. It is real but can be positive 

or negative, and 𝜎௥  is a width function to be set by the user. The total atomic 

number density of the simulated system is 𝜌. 

𝑈ா௉(Q) =  ෍ 𝐶௜𝑝௡೔
௜

(𝑟, 𝜎ொ) 
 

(2.17) 

In EPSR simulations, explicit corrections for long-range effects on the potential 

energy are not included for two main reasons. Firstly, the empirical potential (EP) 

used in EPSR simulations is typically unreliable for distances beyond a certain 

threshold, represented as 𝑟௠௔௫ . Secondly, incorporating the necessary long-
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range corrections can be computationally demanding without providing significant 

benefits or significantly altering the local arrangement of atoms.  

In EPSR simulations, the partial PDF, 𝑔(𝑟)௜௝, is typically calculated only up to half 

the box dimension (or the corresponding maximum distance in the case of a non-

cubic box). Fig. 2.8 illustrates an example of a uniform atom distribution in a silica 

simulation using a cubic box with dimensions of 27.9988 Å and an atomic number 

density of 0.06834 atom/Å³. The distribution shows an obvious increase until 

reaching the edge of the box at 13.9994 Å. Beyond this point, there is a sharp 

decline as the volume sampled in the corners of the box becomes progressively 

smaller. Eventually, the distribution completely vanishes at a distance of 𝑟 = √3 × 

13.9994 = 24.2477 Å. 

Fig. 2.8. Uniform atom distribution for simulation box of SiO2 128.   

During the modelling process, three steps are involved in obtaining the final 

atomic configurations. In the first step, the refinement of atomic positions is 

carried out using only the reference potential until the simulation's energy reaches 

a constant value. Following that, the empirical potential refinement procedure 

begins, where the empirical potentials are refined simultaneously with the atomic 

positions. This refinement aims to minimize the discrepancy between the 

simulated 𝐹(𝑄) and the experimental data. Once a satisfactory fit is achieved, the 

last step involves accumulating simulation cycles to obtain an averaged 

representation of the system. Three primary benefits result from using EPSR: (1) 

Confidence Building: EPSR enhances researchers' confidence by utilizing 
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scattering data obtained from the actual distribution of atoms and molecules. This 

reliance on real data helps validate the accuracy and reliability of the obtained 

results; (2) Comprehensive PDF: Unlike simple Fourier transform methods, 

EPSR can provide complete partial PDFs. This comprehensive analysis offers 

more detailed insights into the spatial arrangements and correlations of atoms 

within the structure. (3) Avoidance of truncation artefacts: EPSR avoids the 

inherent truncation artefacts associated with Fourier transformation methods. 

This artefact can arise due to the limited resolution or range of Fourier-based 

techniques, while EPSR effectively circumvents such issues. 

 

2.3 Experimental techniques for studying the 
disordered materials  
 

In this section, experimental techniques using synchrotron X-rays, neutron beam 

and electron beam are briefly discussed.  As this work primarily used synchrotron 

X-rays, the historical development of the X-ray sources, X-ray total scattering 

data reduction and the two DLS X-ray beamlines are presented here.  

 

2.3.1 X-ray scattering   

2.3.1.1 X-ray scattering theory  

X-ray interactions with matter can generate many different types of signals that 

have been explored in many scientific and technological fields, such as imaging, 

diffraction analysis, spectroscopy, and material characterization. Fig. 2.9 

illustrates all possible X-ray interactions with matters 131, and they are generally 

classified into (1) Rayleigh scattering (2) Compton scattering (3) photoelectric 

absorption and (4) Pair Production 132. Rayleigh scattering was named after Lord 

Rayleigh, who described this phenomenon in the context of visible light scattering 

133. This process is also known as coherent or elastic scattering, and it occurs by 

temporarily raising the energy of the electron without removing it from the atom 

132, 134. The electron returns to its previous energy level by emitting an X-ray 

photon of equal energy ( 𝐸௥ = 𝐸௢) but with a slightly different direction, as 

illustrated in Fig. 2.9. Most X-rays are scattered forward by this mechanism 
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because the atom cannot experience significant recoil without otherwise 

removing the electron. There is no absorption of energy, and the majority of the 

X-ray photons are scattered at a small angle.  

Compton scattering is an inelastic scattering that occurs when X-rays interact 

with outer-shell electrons. This inelastic process involves the transfer of energy 

from the X-rays to the electrons, resulting in a change in direction and a decrease 

in energy (increase in wavelength) of the scattered X-rays 135. During the 

Compton scattering, an X-rays photon of energy 𝐸௢ that is much greater than the 

binding energy of an atomic electron. Partial energy transfer to the electron 

causes recoil and removal from the atom at a certain angle. The remainder of the 

energy,𝐸௦, is transferred to a scattered X-rays photon with a trajectory of angle 

relative to the trajectory of the incident photons while the scattered photon may 

travel in any direction (i.e., scattering through any angle from 0° to 180 the recoil 

electron may only be directed forward relative to the angle of the incident photon 

(0° to 90°) 132, 136. 

Photoelectric absorption involves the interaction of an incident X-ray photon with 

an inner-shell electron in the absorbing atom 137. The electron's binding energy is 

comparable to but lower than the energy of the incident photon. During the 

interaction, the X-ray photon transfers its energy to the electron, resulting in the 

ejection of the electron from its shell (usually the K shell). The kinetic energy of 

the ejected electron is equal to the difference between the incident photon 

energy,𝐸௢  and the electron shell binding energy 𝐸஻ா . After the ejection of the 

inner-shell electron in the photoelectric absorption process, the resulting vacant 

electron shell is filled by an electron from an outer shell with lower binding energy 

(such as the L or M shell) 138, 139. This electron transition releases a characteristic 

X-ray photon with energy equal to the difference in electron binding energies 

between the initial and final electron shells. If the energy of the incident photon is 

lower than the binding energy of the electron, the photoelectric interaction cannot 

take place. However, when the energy of the X-ray photon matches the binding 

energy of the electron (𝐸଴ = 𝐸஻ா), the photoelectric effect becomes energetically 

favourable, leading to a significant increase in attenuation or absorption of the X-

ray beam. As the incident photon energy increases above that of the electron 

shell binding energy, the likelihood of photoelectric absorption decreases at a rate 
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proportional to  
ଵ

ாయ
. The K absorption edge refers to the sudden jump in the 

probability of photoelectric absorption when the K-shell interaction is energetically 

possible. Similarly, the L absorption edge refers to the sudden jump in 

photoelectric absorption occurring at the L-shell electron binding energy (at much 

lower energy) 140.  The photoelectric effect is extensively utilized in X-ray imaging 

techniques, such as radiography 141 and tomography (CT) 139. 

 

 

Fig. 2.9. Illustration summary of x-ray and x-ray interactions 132.  

Pair production can occurs when X-rays with high energies (above 1.022 MeV), 

X-ray photons can interact with the electric field near the nucleus of an atom and 

convert their energy into the nucleus, creating of an electron-positron pair 142. 

When pair production occurs, photon energy greater than 1.022 MeV, will 

be converted into motion of the electron-positron pair equally.  

2.3.1.2 The historical development of X-ray Sources  

The historical development of X-rays is depicted in Fig. 2.10 after its discovery in 

1895. Early X-ray tubes, pioneered by Bragg and his son in 1915, utilized a 

heated filament to generate electrons directed at a metal target. However, these 

sources had limitations with low X-ray intensity and limited control over the energy 

spectrum 143, 144. 



Chapter 2 
 

27 
 

In the 1940s and 1950s, the discovery of synchrotron radiation demonstrated the 

great potential for being used in spectroscopy and diffraction measurements, 

leading to increased awareness in the 1960s and 1970s. The first dedicated 

synchrotron light source, Tantalus, USA 145, commenced operations in 1968 at 

the Synchrotron Radiation Center. The first-generation synchrotrons were built 

primarily for high-energy particle physics, with synchrotron light experiments 

performed parasitically. The second-generation synchrotrons were solely 

dedicated to the production of synchrotron light, and used bending magnets to 

generate synchrotron light; the UK built the first of these at Daresbury in 1980 

146.  

The development of third-generation synchrotron radiation facilities has brought 

us to the present. The third-generation synchrotrons are different, because they 

used special arrays of magnets called insertion devices, which cause the 

electrons to wiggle, creating even more intense and tuneable beams of light. The 

European Synchrotron Radiation Facility (ESRF) in Grenoble became the first 

operational third-generation hard X-ray source in 1994, featuring a 6-GeV storage 

ring and a partial complement of commissioned beamlines 147. 

Looking ahead, the fourth generation of X-ray sources commenced in 2009 with 

the establishment of the Linac Coherent Light Source (LCLS) at Stanford. As the 

first operational X-ray free-electron laser (XFEL) facility, XFELs produce 

remarkably intense and ultra-short X-ray pulses, enabling the study of ultrafast 

processes and facilitating high-resolution imaging 148. 
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Fig. 2.10. Historical development of x-ray brilliance over time and development 

of new x-ray sources 149. 

XFELs provide extremely short and intense X-ray pulses, allowing scientists to 

investigate ultrafast processes at the atomic and molecular levels. Fig. 2.11 

compares the peak brightness as a function of photon energy between 

conventional lasers, synchrotron X-ray sources and XFELs sources. Such 

extremely high brightness enable time-resolved experiments in XFELs to capture 

the dynamics of chemical reactions, structural changes in materials, and 

biological processes on timescales ranging from femtoseconds to milliseconds  
150.  Fig. 2.12 presents a total scattering experiment with ultrashort X-ray pulse 

performed in the coherent X-ray imaging instrument at the LCLS at the SLAC 

National Accelerator Laboratory, where Stankus et al. mapped the evolution of 

the molecular geometry of N-methyl morpholine with femtosecond resolution. The 

X-ray probe pulse was generated from LCLS, which operated at 120 Hz with 

~1012 photons per pulse at 9.5 keV photon energy with a 20 eV full-width at half-

maximum bandwidth and a ~30 fs pulse duration. The cross-correlation time of 

the pump and probe pulses was determined to be 89 ± 7 fs from the onset of the 

observed time-dependent scattering signals. There are also some other 

advancements XFEL enable researchers to obtain. For example, Serial 

Femtosecond Crystallography (SFX) techniques were used XFELs to collect 

diffraction data from nanocrystals, overcoming limitations encountered in 
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traditional crystallography methods 151. XFELs can be used for single-particle 

imaging techniques, where individual particles, such as large protein complexes 

or viruses, are studied without the need for crystallization. By collecting diffraction 

patterns from individual particles, researchers can reconstruct their three-

dimensional structures 152.  

 

Fig. 2.11 Comparison of peak brightness as a function of photon energy between 

conventional lasers and higher harmonic generation sources, synchrotron 

sources, and X-ray free electron lasers 153.  
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Fig. 2.12 The reaction of NMM is initiated with a 200 nm UV pump pulse, and the 

time-evolving molecular structure is probed 154. 

2.3.1.3 X-ray total scattering data reduction  

X-ray total scattering measures all X-ray photons scattered from a sample, taking 

into account all possible interactions with the incident X-ray 16. The total intensity 

of the scattered X-ray, denoted as 𝐼 (𝑄), is composed of several components: 

𝐼 (𝑄) =  𝐼௔
௖௢௛(𝑄) + 𝐼௔

௜௡௖(𝑄) + 𝐼௕(𝑄) + 𝐼௠௖(𝑄) 
 

(2.18) 

𝐼௔
௖௢௛(𝑄) represents the coherent scattering (Rayleigh scattering) intensity that 

mention in section 2.3.1.1. It contains valuable atomic structure information about 

the sample.  𝐼௔
௜௡௖(𝑄)  corresponds to the incoherent scattering intensity, which 

arises from Compton scattering. It does not provide specific atomic structure 

information. 𝐼௠௖(𝑄) represents the multiple-scattering intensity, which arises from 

multiple scattering events within the sample. It can interfere with the coherent 

scattering signal and needs to be accounted for. 𝐼௕(𝑄)  represents the 

background intensity originating from the sample environment, such as the 

sample holder or container. It is unrelated to the atomic structure of the sample. 

Data reduction can help us to get an intensity that only comes from the sample 

during the interaction process. In other words, here are some reasons why we 

need to perform data reduction when performing PDF:  
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(1) Background Subtraction: The total scattering signal obtained in 

experiments includes contributions from various sources, such as 

instrumental background, sample holder, and other environmental factors. 

These background signals can interfere with the desired signal from the 

amorphous material. Data reduction techniques help subtract the 

background signals and isolate the scattering information related to the 

amorphous structure. 

(2) Noise Reduction: Experimental data often contain noise and uncertainties 

due to instrumental limitations, measurement errors, or statistical 

fluctuations. Data reduction techniques aim to minimize noise and improve 

the signal-to-noise ratio, ensuring more reliable and accurate PDF 

calculations. 

(3) Data Corrections: Data reduction may involve applying corrections for 

various systematic effects, such as absorption, polarization, and 

instrumental resolution. These corrections help to account for the 

experimental conditions and improve the accuracy and consistency of the 

obtained PDF information. 

Overall, data reduction in collecting PDF information for amorphous materials 

is crucial for extracting correct structural information from the scattering data, 

minimizing background and noise, and ensuring accurate comparisons and 

analysis between different samples and experimental conditions. In this 

section, we mainly introduce two common tools to do data reduction. In our 

work, all the data reduction was performed by using GudrunX 155 . 

 

2.3.1.4 Brief description of the two beamlines of Diamond Light Source 

I conducted all total scattering experiments at the I12 and I15-1 beamlines of the 

Diamond Light Source, located at the Harwell Science and Innovation Campus in 

Oxfordshire, UK. They belong to the engineering and environment village. I12 is 

the Joint Engineering, Environmental, and Processing (JEEP) beamline 156. It 

was constructed during Phase 2 and serves the purpose of imaging, diffraction, 

and scattering. The beamline offers the flexibility to conduct experiments using 

either monochromatic or polychromatic ("white beam") X-rays within an energy 

range of 53 KeV to 150 KeV. The utilization of high-energy X-rays is particularly 
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important for effectively penetrating large and dense engineering samples. In 

both operational modes mentioned above, the beam size can vary from 0.05 mm 

× 0.05 mm to 100 mm × 30 mm (H × V). With its adaptable hutch design, high 

photon energy, and substantial flux, I12 caters to a wide range of experimental 

techniques for the user community, including (1) Static and time-resolved 

radiography and tomography. (2) Static and time-resolved powder diffraction 

using monochromatic radiation. (3) Powder diffraction using energy-dispersive 

radiation. (4) Diffuse scattering analysis on crystalline materials (single-crystal 

diffuse scattering) or amorphous materials (pair-distribution function analysis 

"PDF"). (5) High-energy X-ray small-angle scattering. 

Additionally, the beamline supports the sequencing of monochromatic imaging 

through the automated switching-off of the detectors. Taking advantage of I12's 

capabilities, we submitted a proposal (MG27571-1) to conduct an in-situ study on 

the structural evolution of Al and Mg-based alloys during solidification, utilizing a 

combination of imaging and total scattering techniques. However, due to Covid-

19 control measures and the AP28 operation mode at the Diamond Light Source, 

it was necessary to simplify the research tasks. Consequently, we proceeded with 

conducting only the in-situ total scattering experiments during the awarded 

beamtime (MG27571-2 and MG27571-3). 

Fig. 2.13 illustrates the schematic of the beamline, which comprises two in-line 

experimental hutches: Experimental Hutch One (EH1) and Experimental Hutch 

Two (EH2). EH1 is located within the Diamond Experimental Hall, approximately 

51m from the source. This hutch is suitable for experiments involving small-sized 

samples and apparatus and is available for general use. Our in-situ total 

scattering experiment was conducted in EH1. Experimental Hutch Two (EH2) is 

situated in an external building adjacent to the Experimental Hall and is aligned 

with EH1. EH2 provides ample space for conducting large or complex 

experiments in physics, material science, geology, engineering, and processing. 

Setup and preparation of equipment for experiments in EH2 can be carried out 

without interrupting ongoing experiments in EH1, allowing for longer setup times 

for user-provided equipment. 
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Fig. 2.13. The schematic optical and functional layout of the I12 JEEP beamline 

156. 

I15-1 is a dedicated X-ray PDF beamline situated adjacent to the I15 beamline 
157, as illustrated in Fig. 2.14. This layout enables I15-1 to utilize a section of the 

infrastructure originally designated for I15, thereby facilitating research on 

crystalline, semi-crystalline, and amorphous solids, as well as liquids in Diamond 

Light Source. To obtain high-quality pair distribution function data, precise 

collection of both Bragg peaks and weak diffuse scattering signatures is required 

across a wide range of photon energies and scattering angles. I15-1 was 

specifically designed to meet these requirements, offering high flux, high energy, 

and a wide scattering range. 

To achieve these objectives, a horizontally focusing cryo-cooled bent-Laue 

monochromator 158 and a vertically focusing multi-layer mirror 159 are utilized. The 

end station has been optimized to minimize background signal 160. Within the I15-

1 hutch, there are typically two detectors. One detector is that we used, which is 

positioned close to the sample to capture high-quality total scattering data, 
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enabling a high 𝑄-range (𝑄௠௔௫ up to 40 Å−1 at 76.7 KeV). The other detector is 

placed farther from the sample to simultaneously collect Bragg diffraction data. 

Currently, the Perkin Elmer XRD 4343 CT detector is employed, providing good 

indirect detection efficiency and a large detection area (41.2 cm × 41.2 cm) to 

enable extensive angular coverage. However, this detector exhibits a high dark 

current and significant image lag, which can persist for more than 15 minutes 

after strong scattering signals, leading to undesirable effects. 

I15-1 is currently in the process of commissioning a new detector known as the 

"ARC" detector, which will revolutionize PDF data collection 160. This custom-

made photon-counting detector features CdTe sensors arranged in an arc shape, 

allowing access to a wide range of scattering angles. The photon counting 

technology employed by this detector effectively reduces background noise. The 

new detector will offer advantages such as negligible noise and a large dynamic 

range, enabling faster and higher-quality PDF data collection than was previously 

possible 161. User operations with this new detector are scheduled to commence 

in January 2023. To date, it has attracted researchers from a wide range of fields, 

including those working on amorphous solids 162, 163, porous liquid 164, gases 165, 

ferroelectrics 166, 167, liquid metal 168, catalysts 169 and batteries 170. 

 

Fig. 2.14. The layout of the XPDF (I15-1) and Extreme Condition hutch 160.  
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2.3.2 Neutron Scattering 
 

Neutrons primarily scatter off the atomic nucleus, while X-rays scatter off the 

electron cloud surrounding the nucleus. Unlike X-rays, which have scattering 

power proportional to the number of electrons in an atom, the scattering power 

(cross-section) of neutrons is not strongly correlated with the atom's atomic 

number. This is illustrated in the accompanying Fig. 2.15, where atoms with larger 

atomic numbers contribute more significantly to the scattered X-ray intensity 

compared to atoms with smaller atomic numbers. For instance, regular hydrogen 

(H) and deuterium (D) exhibit different contributions. Moreover, even in the 

presence of atoms with large atomic numbers, light atoms (low atomic number Z) 

often contribute significantly to the diffracted intensity. In contrast, neutrons 

directly interact with the atomic nucleus, resulting in different scattering intensities 

depending on the isotope. The scattering length varies across isotopes rather 

than linearly with the atomic number. For instance, an element like Vanadium 

exhibits strong scattering intensity with X-rays but demonstrates minimal neutron 

scattering, making it commonly used as a container material. Non-magnetic 

neutron diffraction directly captures information about the positions of atomic 

nuclei, offering sensitivity to their spatial arrangements. 

Neutron scattering offers three notable advantages 171: (1) Neutron scattering is 

particularly effective at detecting light atoms, such as hydrogen, even in the 

presence of heavier elements. This capability is valuable for studying materials 

where light atoms play a crucial role in the overall structure and properties. (2) 

Neutrons can distinguish between neighbouring elements in the periodic table 

based on their substantially different scattering cross sections. This ability allows 

for the characterization and differentiation of elements with similar chemical 

properties, enhancing our understanding of the composition and behaviour of 

materials. (3) Isotopic labelling: The nuclear dependence of neutron scattering 

enables the use of isotopic substitution to label different parts of molecules within 

a material. By substituting isotopes of the same element, significant variations in 

neutron scattering lengths can be achieved. This labelling technique is valuable 

for investigating the specific contributions and interactions of different 

components within complex materials. 
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Neutron scattering techniques can be applied to study various material systems, 

including crystalline solids 64, 172, liquids/amorphous materials 173, 174, and large-

scale structures 175. Wide-angle neutron scattering or total scattering is commonly 

employed for studying crystalline solids and liquids 126. On the other hand, small-

angle neutron scattering is frequently utilized for investigating large structures 

such as polymers 176, colloids 177, micelles 178, and similar systems. These 

techniques provide valuable insights into the structural properties and behaviours 

of diverse materials. Neutron total scattering became the choice for measuring 

from liquids and amorphous materials. This was because there is no fall-off in 

intensity at high-𝑄 from the effect of 𝑄-dependent scattering factors. There are 

several such instruments worldwide that are ideally suited to PDF measurements, 

including the GEM 179 and Polaris 180 diffractometers at the ISIS Facility in the UK, 

and PDF measurements make up a substantial proportion of the experimental 

program on these two general-purpose powder diffractometers.  

A spallation neutron source generates neutron pulses with a wide range of 

wavelengths, detected by position-sensitive detectors that also record the 

neutron arrival time from the source through the sample. Time-of-flight neutron 

powder diffractometers employ large arrays of fixed detectors that cover a broad 

range of scattering angles. In PDF measurements, these instruments typically 

record data for wavelengths ranging from 0.1 to 4.0 Å. The combination of diverse 

wavelengths, including very short ones, and a substantial detector coverage 

enables the collection of data across a wide range of momentum transfers 

(typically 0.1< 𝑄 <50 Å-1) Moreover, the characteristics of the source can be tuned 

to achieve good Q-resolution in the back-scattering detectors, such as 
∆ொ

ொ
=0.3% 

for Polaris 181. 



Chapter 2 
 

37 
 

 

Fig. 2.15. Comparison of scattering strength between X-Rays and neutrons for a 

few elements (left) and interaction of X-rays and neutrons with the atoms (right) 

182. 

2.3.3 X-ray absorption fine structure spectroscopy 
 

X-ray absorption fine structure spectroscopy (XAFS) encompasses a set of 

techniques used to investigate materials and gather chemical and structural 

information by examining the electronic transitions of inner shell electrons of a 

central atom. The XAFS station employs a tuneable, monochromatic X-ray beam 

with moderate energy for X-ray absorption spectroscopy measurements (see Fig. 

2.16). For example, the BM23 beamline has a wide energy range from 4 keV to 

74 keV in ESRF 183. The energy of the incident beam is adjusted to match the 

binding energy of a specific element of interest in the sample being studied. By 

measuring the absorption cross-section of that element as a function of incident 

energy, valuable insights regarding the valence state and atomic configuration of 

the target element can be obtained. One technique is X-ray Absorption Near 

Edge Structure (XANES), which is a rapid measurement technique that directly 

reveals information about the electronic state of the element. The other technique 

is Extended X-ray Absorption Fine Structure (EXAFS), which allows for 

quantitative analysis of the atomic structure, providing detailed information about 

the local environment surrounding the target element. By scanning multiple 
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edges, XAFS can unveil electronic and atomic structures in complex materials. 

Various modes can be employed to obtain the X-ray absorption spectrum µ(𝐸) of 

a sample. The transmission mode is commonly used and offers a straightforward 

interpretation. In this case, the X-ray absorption coefficient is determined as 

µ(𝐸) =
ଵ

௫
𝑙𝑛 (

ூబ(ா)

ூ(ா)
), where 𝑥 represents the sample thickness and 𝐼଴ and 𝐼 are the 

intensities of the incident and transmitted X-rays, respectively. However, other 

effects proportional to the absorption coefficient can also be utilized, such as X-

ray fluorescence mode, total electron yield (TEY), or X-ray excited optical 

luminescence (XEOL) as shown in Fig. 2.16 184. XAFS can be applied under 

diverse external conditions, including variations in temperature, pressure, and 

more. It is not limited to crystalline materials but can also be used for amorphous 

systems, glasses, quasicrystals, disordered films, membranes, solutions, liquids, 

metalloproteins, and even molecular gases 185. 

 

Fig. 2.16. XAFS measurements principle scheme 186. 
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2.3.4 Transmission electron microscopy techniques 
 

As depicted in section 2.1.1, there is currently no established experimental 

technique that allows for direct observation of the local structure of liquid metals. 

In contrast, metallic glass is in a "frozen" state, maintaining an amorphous or non-

crystalline structure due to the rapid cooling or quenching process. This stable 

state is “easier” for studying the local atomic structure. High-resolution 

transmission electron microscopy (HRTEM) is commonly used to investigate 

atomic structure, while such information is limited to two-dimensional 

representations. Over the past two decades, significant advancements have 

been made in the determination of the three-dimensional local structure of 

metallic glass. This section presents two notable cases in this regard.  

One is angstrom-beam electron diffraction (ABED), which was developed by 

Hirata 61 group. With an electron beam with a diameter of 0.36nm (see in Fig. 

2.17), Hirata et al. successfully captured diffraction patterns from sub-nanometre 

volumes within a metallic glass, which show some, but not all, of the expected 

features of an icosahedron. Simulations suggest that the patterns arise from 

icosahedrons distorted to include features of the face-cantered cubic structure. 

This observation is different from the predictions of molecular dynamics 

simulations and provides pivotal information in understanding the competition 

between the formation of the globally inexpensive long-range order and the 

locally inexpensive short-range order. 
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Fig. 2.17. ABED characterization of icosahedral order in metallic glasses 61. (a) 

Experimental procedure of ABED of an icosahedral cluster. (b) Simulated ABED 

patterns of an ideal icosahedron. (c) Comparison between experimental and 

simulated ABED patterns of icosahedral clusters in a Zr80Pt20 metallic glass. 
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Fig. 2.18. (a) Schematic layout of AET 187. Experimental 3D atomic model of 

an amorphous (b) Ta film (a) and a (c) Pd1 nanoparticle 188 with surface crystal 

nuclei in grey. Scale bars: 2 nm. 

 

More recently, significant advances have been made in the field of atomic 

electron tomography (AET) led by Miao's group 187, 189, enabling the precise 

determination of 3D structures of disordered systems at atomic resolution. The 

schematic layout is provided in Fig. 2.18a. AET involves the use of a focused 

electron beam that scans over the sample, acquiring a series of two-dimensional 

images. The signal at each scanning position is captured by an annular dark-field 

(ADF) detector. By rotating the sample around a tilt axis, a tilt series of two-

dimensional images is obtained at different tilt angles. Through preprocessing, 

alignment, and the utilization of fractional Fourier transform (FrFT), the tilt series 

is transformed into Fourier slices. A Fourier-based iterative algorithm is then 
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employed to reconstruct the three-dimensional structure of the sample. By tracing 

and refining individual atom coordinates, a high-resolution three-dimensional 

atomic model is obtained. In 2021, Miao's group successfully determined the 

three-dimensional atomic structure of an amorphous metallic glass composed of 

eight elements 32, which is the first-ever determination of the 3D atomic structure 

of an amorphous solid. Fig. 2.18b and c illustrate the reconstructed amorphous 

Ta film and Pd1 nanoparticle 188, with the real three-dimensional atomic structure 

enabling the precise identification and separation of crystalline atoms within the 

sample. 

2.4 Geometrical structural descriptors 
 

As illustrated in section 2.1.4, there are many fine structures behind the PDF. In 

this section, a detailed review of the common geometrical structural descriptors 

for local atomic structure is given.  

2.4.1 Bond angle distribution 
 

Bond-angle distributions are commonly used to investigate the local orientational 

order in liquid systems 190-193. These distributions provide insights into the spatial 

arrangement of bonded atoms in the nearest-neighbour shell. To calculate bond-

angle distributions, the angles formed by a central particle and particles in both 

the first and second coordination shells are considered. Typically, the distances 

between the atoms involved in the bond-angle calculation need to be specified. 

The atoms are specified in triplets, and the calculated angle is the included angle 

formed by the middle atom of the triplet. For example, in a water molecule (as 

shown in Fig. 2.19), the triplet would consist of the three atoms in the molecule 

and the bond angle would be calculated using the included angle between the 

two O-H bonds. To generate the bond-angle distribution, an atomic coordinate 

file would specify the types of the three atoms in the triplet, as well as the allowed 

range of distances between them (e.g., distances 1-2 and 2-3). The algorithm 

would then search for triplets that satisfy these specifications. For each valid 

triplet, the cosine of the bond angle (θ) is calculated using the cosine rule.  
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Fig. 2. 19. Structure of water molecule194. 

The resulting bond-angle distribution provides a statistical representation of the 

spatial arrangement of bonded atoms in the nearest-neighbour shell. In 

crystalline structures, such as diamond or simple cubic, the bond-angle 

distribution would exhibit a characteristic peak at the expected bond angle value 

(e.g., 109° for a diamond structure or 90° for a simple cubic structure 16). In 

amorphous materials, where there is no long-range order, the bond-angle 

distribution would show a spectrum of angles, indicating the lack of a specific 

preferred angle. By analysing the bond-angle distributions during the 

crystallization process, researchers can gain insights into the structural changes 

and the development of local orientational order as the material progresses 

towards a crystalline state (see Fig. 2.20) 195. 

 

Fig. 2.20. Bond-angle distribution functions of (a) Ge- and (b) Sb-cantered 

configurations in amorphous Ge15Sb85 upon pressure-driven crystallization 195.  
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2.4.2 Chemical short-range order 
 

Analysing the chemical composition of neighbouring atoms is valuable when 

dealing with structures containing multiple elements, allowing for a comparison 

with the alloy's composition. This assessment provides insights into the extent to 

which the local chemistry differs from the expected behaviour of a random 

solution, indicating the level of chemical short-range order (CSRO). The Warren-

Cowley parameter 196 and the Cargill-Spaepen parameter 197 are commonly 

employed to quantify the degree of CSRO. Specifically, the Warren–Cowley 

parameter for a nearest-neighbouring pair is 𝜶𝒊𝒋  198 is calculated by: 

𝜶𝒊𝒋 = 𝟏 − 𝒁𝒊𝒋/(𝒄𝒋𝒁𝒊)                                                   

 

(2.19) 

where 𝒄𝒋 is the mole fraction of atom j, 𝒁𝒊𝒋 and 𝒁𝒊 are the partial and total CN 196, 

198, 199. 𝜶𝒊𝒋 = 0 means a completely random distribution of atoms 𝑖 and 𝑗; 𝜶𝒊𝒋 < 0 

indicates that the number of 𝑗 atoms in the 1st shell of 𝑖 atoms exceed the average 

concentration of 𝑗 atoms. 𝜶𝒊𝒋 > 0 means there is a chemical preference not in 

favour of the 𝑖 − 𝑗 nearest-neighbour pair.  

 

2.4.3 Common neighbour analysis 
 

Structure analysis methods employing complex, high-dimensional signatures are 

often more effective in distinguishing between atomic arrangements. One widely 

used method is common neighbour analysis (CNA), initially introduced by 

Honeycutt and Andersen 200. In CNA, two atoms (𝛼 and 𝛽) are considered near-

neighbours within a specified cut-off distance. Typically, the cut-off distance is 

determined by the first minimum ( 𝑟௠௜௡ ) in the partial radial distribution 

function 𝑔஑ஒ(𝑟). Each pair of nearest-neighbour atoms is assigned a four-number 

index ( 𝑖𝑗𝑘𝑙 ). The value of 𝑖  (1 or 2) indicates whether 𝛼  and 𝛽  are nearest 

neighbours (𝑖=1) or not (𝑖=2). The value of 𝑗 represents the number of nearest 

neighbours common to both atoms in the pair, while 𝑘 denotes the number of 

bonds between those  𝑗  atoms. The fourth digit,𝑙  is used when the first three 

numbers are the same, but the bond geometries differ. Based on this algorithm, 
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an extended cluster-type-index method has been developed. For instance, a 

standard icosahedron can be expressed as (12, 12/1551) (see Fig. 2.21), 

indicating that the central atom forms twelve 1551 bonds with its twelve 

coordinated atoms. Similarly, fcc, hcp, and bcc basic clusters can be represented 

as (12, 12/1421), (12, 6/1421, 6/1422), and (14, 6/1441, 8/1661), respectively. By 

employing these representations, the central atoms can be identified as fcc, hcp, 

and bcc atoms, respectively. 

 

Fig. 2.21. Schematic digraph of ISRO 201. The green and white balls denote the 

central atoms and shared atoms of icosahedral clusters, respectively. The blue 

balls and red balls represent root pair atoms and near-neighbour atoms shared 

by the root pair, respectively.  

 

2.4.4 Voronoi tessellation analysis  
 

Voronoi tessellation analysis is a more 3D approach than the  Honeycutt–

Anderson (H-A) pair index perspective 200 since it provides a more complete 

geometrical construction of a central atom with its neighbouring atoms (see Fig. 

2.22) 16, 202, 203. In this method, the perpendicular bisectors between the central 

atom and the neighbouring atoms will form a polyhedron about the central atom, 

and it is named the Voronoi polyhedron (VP). This cell is similar to the famous 

Wigner–Seitz cell 204 in crystallography. Each VP can be labelled as <𝑛ଷ, 𝑛ସ, 𝑛ହ, 

𝑛଺, ..., 𝑛௜, ...>, where 𝑛௜ is on behalf of the number of 𝑖-edged faces around the 

central atom, and the sum of ni represents the coordination number of the central 

atom. From the geometrical point of view, VPs can fill the entire 3D space without 

overlapping, but most of them are distorted because of thermal fluctuations and 

rounding errors in computation. To reduce this distortion, some tiny surfaces and 

ultra-short edges are usually eliminated 205, and consequently, the majority of 
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VPs can be denoted by a 4-integer index <n3, n4, n5, n6>. Usually, the standard 

Voronoi indexes of icosahedral (ico), face-centred cubic (fcc)/hcp and body-

centred cubic (bcc) are <0,0,12,0>, <0,12,0,0> and <0,6,0,8> respectively 206. 

These VPs are classified into 3 different types according to Cheng et al. 16 :(a) 

Icosahedra-like (ICO-like) SROs, including < 0 0 12 0>, <0 1 10 x> and < 0 2 8 

x>, where x=1, 2 …4. A polyhedron with Voronoi index <0 0 12 0> represents a 

perfect icosahedral structure with a five-fold symmetry, while <0 1 10 x> and < 0 

2 8 x> can be considered distorted icosahedral clusters. (b) crystal-like SROs, 

including <0 3 6 x > (x=2, 3, 4 and 5) and <0 4 4 x> (x=4, 5, 6 and 7), and (c) 

those not possessing the symmetries as the above two cases 16.   

 

 

Fig. 2.22. Schematic digraph of  (a) Voronoi tessellation; (b) 〈0, 3, 6, 0〉 Voronoi 

cell; (c) atomic cluster associated with 〈0, 3, 6, 0〉 VP 16. 

 

2.4.5 Bond-orientational order analysis  
 

Generally, crystal-like order in a liquid is not characterized by translational order 

but rotational order around an atom. The local orientational order between a 

central atom and its neighbour is measured by bond orientational order (BOO) 

parameters 𝑄௟௠(𝑖) developed by Steinhardt et al 207. BOO in a metastable 

supercooled liquid is widely accepted as the ‘shadow’ of crystallization and liquid-

liquid transition208: the water-like anomaly is a consequence of the increase in the 

number density of locally favoured structures having bond orientational order 209-

212, whereas the liquid–liquid transition is a consequence of the cooperative 

formation of locally favoured structures 213, 214. They are sensitive only to the 
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angles between the vectors (bonds) joining particles to their neighbours and are 

thus invariant to rotations (see Fig. 2.23a). When the fluctuation of the number of 

the nearest neighbours is small, BOO parameters are useful to characterize the 

local rotational symmetry 112. To calculate the BOO parameters, a 2𝑙 + 1 

dimensional complex vector (𝑄௟ ) of the 𝑙-fold symmetry for atom 𝑖  was firstly 

computed according to:  

       𝑄௟௠(𝑖) =
ଵ

ே೔
∑

஺ೕ

஺೟೚೟

ே೔
௝ୀଵ 𝑌௟௠(𝜃൫𝑟௜௝൯, ∅൫𝑟௜௝൯)                                                       

 

(2.20) 

where 𝑁௜ is the number of the nearest neighbours of atom 𝑖, 𝑚 are the integers 

from – 𝑙 to 𝑙, and 𝑌௟௠ is the spherical harmonics. 𝜃൫𝑟௜௝൯ and ∅(𝑟௜௝) are the polar 

and azimuthal angles respectively. The second-order invariants are calculated by:  

𝑄௟(𝑖) = ට
ସగ

ଶ௟ାଵ
∑ |𝑄௟௠|ଶ௟

௠ୀି௟                                                   

 

(2.21) 

Third-order invariants can also be obtained by:  

𝑊෡௟ =
ௐ೗

(∑ |ொ೗೘|మ
೘ )య/మ

                                                  

 

(2.22) 

where  

𝑊௟ = ∑ ൬
𝑙 𝑙 𝑙

𝑚ଵ 𝑚ଵ 𝑚ଵ
൰௠భ,௠మ,௠య

௠భା௠మା௠యୀ଴
∗ 𝑄௟௠ଵ

തതതതതത 𝑄௟௠ଶ
തതതതതത 𝑄௟௠

തതതതതത                             

 

(2.23) 

  

The spherical harmonics-based BOO analysis can provide quantitative 

description of local rotational symmetry around an arbitrary central reference 

atom. Among these parameters, the 𝑊෡଺  cubic invariant is the most sensitive 

indicator for icosahedral symmetry [57]. 𝑄଺ is useful in measuring the degree of 

crystallinity (i.e., how far a precursor is away from its crystal nucleus [2]). 𝑄ସ is 

useful in quantifying the difference in symmetries (i.e., lattice match) [23]. 

Moreover, the combination of two or more BOO parameters is often considered 

together to characterize the local environment of a particle, among which 𝑄ସ 
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plotted against 𝑄଺  is often to distinguish between disordered (normal liquid) 

environments at low values of both 𝑄ସ and 𝑄଺ and relatively ordered (crystal-like) 

environments at high values for both order parameters. For example, Peng Tan 
60 distinguish the nuclei, precursor particles (see in Fig. 2.23b, c and d) from liquid 

the distribution of all particle using 𝑄ସ-𝑄଺  map (see in Fig. 2.23e) which is shown 

in: the upper group with lager 𝑄଺ value is composed by nuclei particles; while the 

lower group with smaller 𝑄଺ value is by liquid particles, and they further varied the 

threshold value of precursor particle between 0.27 and 0.30. Using this method, 

the precursor and nuclei particle in the simulation box as presented by the light 

brown and brown sphere in Fig. 2.23a-c. They also combined 𝑄ସ  and 𝑊ସ  to 

distinguish the nuclei and precursor particles with different symmetry 

arrangements. 

 

 

Fig. 2.23.  (a) Bond-orientational order uses spherical harmonics to detect 

structural information. The contour lines represent the intensity of a spherical 

harmonic function with degree 6 and order 4, matching a local fcc environment.  

(b-d) Structures of nuclei and precursors in early crystallization. (e) Number 

distribution of all particles in the 𝑞ସ-𝑞଺ plane in the early crystallization. (f) Number 

distribution of nuclei of three meta-stable crystalline symmetries: BCC, HCP and 

FCC in the 𝑞ସ-𝑊ସ plane. (g) 𝑞ସ-𝑊ସ plot reveals BCC-like, HCP-like and FCC-like 

precursors in the liquid stage 17. 
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2.5. Very recent research progress on disorder-to-order 
transition in metallic alloys  
 

Nucleation is a fundamental process in the formation of crystals, in which atoms 

aggregate to form stable nuclei in metastable liquid. According to classical 

nucleation theory 215, crystal nucleation occurs as a result of sudden or abrupt 

local structural change (i.e., structural fluctuation) in a homogeneous disordered 

liquid. The nucleation behavior is mainly governed by two factors, that is, 

interfacial free energy and volume Gibbs free energy (chemical potential) 

between liquid and crystal phases. For the case of solidification, the interfacial 

free energy dictates the height of the energy barrier required to nucleate stable 

clusters of the newly forming solid phase and is essential for producing an 

accurate solidification kinetics model using classical nucleation theory (CNT)-

based methods. The Gibbs free energy of a system is a measure of the amount 

of usable energy (energy that can do work) in that system. The change in Gibbs 

free energy during a reaction provides useful information about the reaction's 

energetics and spontaneity (whether it can happen without added energy).  

In terms of liquid metal, the crystal-liquid interfacial energy arises from 

configurations entropy difference between liquid and crystal. That is the greater 

difference in local structural orderings between crystal and liquid results in high 

interfacial free energy, which subsequently leads to a higher nucleation barrier 

and thus deeper supercooling.  This theory has been verified in various metallic 

systems 58, 216, 217, and serves as an essential framework to understand 

crystallization. However, there remain many fundamental open questions even 

now above such a simplified picture. For example, Ostwald 218 argued that the 

crystal nucleated from a liquid is not necessarily the thermodynamic most stable 

one, but the one whose free energy is closest to the liquid phase. However, some 

studies based on Landau’s theory argued that the bcc phase is favored to be 

nucleated at an early stage and then transformed to a stable phase in simple 

liquids 219.  On the other hand, recent experimental 7-10, 220 and simulation studies 
11-14, 24 have revealed progressively that, in liquids, their atomic structures are not 

isotropic and homogeneous as introduced by CNT. It may have more complex 

and heterogeneous structures with local spatial regions of different geometrical 

characteristics and mobility 7, 15, 16. Crystallization was suggested, to begin with 
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the growth of crystal-like bond orientational order and then translational order. 

Nucleation prefers to happen in the high crystal-like bond orientational order 

region, which is consistent with the crystal rather than randomly. Such transition 

happens through from orientational ordering then positional one 2, 17.  

For most metallic alloys in the liquid-to-solid phase transformation processes, 

nucleation normally starts at atomic length scale and in ps to ns time scale2, 3, 221-

223. So far, there are very limited reports on direct experimental observation of the 

structural heterogeneity in an undercooled liquid metal. Experimentally, it is very 

challenging to track and retrieve real-time dynamic evolution of the intermediate 

states of atomic structures and how they facilitate the onset of crystal nucleation. 

Only simulations of pure or binary alloy systems, e.g., Ni 22-24, Zr 25, Cu50Zr50 25 

and Ni50Al50 25, 26 were attempted to track such transition forming simple, stable 

bcc or fcc phases. Fig. 2.24 shows that in the liquid Ni50Al50, the stable B2 crystal 

phase forms in a non-classical nucleation pathway, where bcc-like preorders 

formed in the supercooled liquid share the same symmetry with the stable B2 

crystal phase, whereas the other crystal-like preorders (fcc-like and hcp-like) are 

negligible. 
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Fig. 2.24. The non-classical crystallisation process of NiAl was revealed by 

molecular dynamics (MD) simulations 26.  

However, when working with multicomponent alloys, how complex phases 

nucleated in multicomponent liquid (liquid-to-solid) is still a gap, although the 

existence of this temperature-induced liquid-to-liquid transition has been verified 

in terms of both structural and dynamic characteristics. The complexity increases 

drastically from theoretical and experimental points of view. Affinities between 

different chemical species must be considered carefully since they induce 

multiple different chemical orders and stabilize complex solid phases. Some 

simulation studies revealed the liquid-to-liquid evolution of ternary melts above 

liquids. For example, Xu et al. 224 proposed the presence of a liquid-liquid 
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transition in the glass-forming La50Al35Ni15 melt ( see Fig. 2.25) above its liquidus 

temperature through ab initio molecular dynamics (MD) simulations. 

 

Fig. 2.25. (a) A typical atomic configuration equilibrated in the liquid state at 

1,143 K modelled by ab initio MD simulations. Green, blue and red balls 

represent La, Al and Ni, respectively. (b) Temperature-dependent diffusion 

coefficient (c) Total pair distribution functions (PDFs), coordination number (CN) 

and (d) average 𝑊෡଺  of all three elements and  𝑊෡଺  of individual elements at 

different temperatures 224.  
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2.6 Summary  
 

In this chapter, the background, historical development and techniques 

concerning the research of liquid metal structures have been reviewed and 

analysed, including the experimental techniques, modelling tools and data 

analysis methods. Based on the critical analyses, the aims, objectives and 

methodologies of this research are defined as described in detail in other relevant 

chapters of the thesis.   
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Chapter 3 Experiments and data analyses  
 

This chapter consists of 4 sections. Section 3.1 describes the alloys and samples 

used in the experiments. Section 3.2 describes my contribution towards the 

upgrade and optimization of the counter-gravity casting apparatus and two 

special furnaces for in-situ total scattering and tomography experiments. Section 

3.3 details the SXTS experiments conducted at the I15-1 and I12 beamlines of 

Diamond Light Source (DLS). Section 3.4 is about the theories, methods and 

modelling tools used for analyzing the SXTS data, including data normalization 

procedure, parameters optimization, the GudrunX running procedures, the EPSR 

simulation and atomic structure quantification. 

3.1 Alloys and sample making 
 

The alloys and samples were made in the Advanced Materials Laboratory at the 

School of Engineering, University of Hull. Table 3.1 lists the alloys and feedstock 

raw materials. Pure Fe, Cu, Si materials were purchased from Goodfellow. The 

high purity Al and Al-2Sc alloys were provided by partners of Shanghai Jiao Tong 

University, while the Al-10Ti and Al-3.5La-6.5Ce by Brunel University London.   

Table 3.1. The alloys and samples used in the experiments (weight fraction). 

Alloys  Feedstock raw materials  Experiment No. Beamline 

Al Pure Al (99.999%) EE20883-1 I15-1 

Al-0.4Sc Pure Al, Al-2Sc EE20883-1 I15-1 

Al-1.5Fe Pure Al, Fe MG27571-2 I12 

Al-5Cu-1.5Fe Pure Al, Cu, Fe  MG27571-2 I12 

Al-5Cu-1.5Fe-1Si Pure Al, Cu, Fe, Si MG27571-2 I12 

Al-15Cu-Sc Pure Al, Cu, Al-2Sc  MG27571-2 I12 

Al-1Ti-Sc Pure Al，Al-10Ti，Al-2Sc MG27571-3 I12 

Al-1Zr-1Sc Pure Al，Al-10Ti，Al-2Sc MG27571-3 I12 

Al-3.5La-6.5Ce Al-3.5La-6.5Ce MG27571-2 I12 
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The Al-0.4%Sc alloy and samples were made by melting 200g pure Al and 50g 

Al-2%Sc together in an alumina crucible inside an electric resistance furnace. 

The feedstock was first heated to 300 °C and held for 20 minutes to remove the 

moisture. Then the furnace was heated to ~690 °C to melt alloy in approximately 

2 hours. Finally, a counter-gravity casting apparatus was used to suck the alloy 

melt into a 100 mm long quartz tube (10 mm inner diameter) under a negative 

pressure of ~5Kpa.  In this way, any melt surface turbulence during melt filling 

was avoided and entrainment of air bubbles or oxides films was minimized. After 

the bar solidified, the cast bar was subsequently covered under a ceramic blanket 

and cooled to room temperature. The Al-0.4Sc cast bars were cut into cuboids of 

4 × 4 × 30 mm. The sample surfaces were ground using SiC grinding papers as 

shown in Fig. 3.1, ready for being placed into a quartz sample holder with an inner 

diameter of 6 mm for the SXTS experiments. 

 

Fig. 3.1. The ground pure Al and Al-0.4%Sc samples 

For the three Fe-containing Al alloys (Al-1.5Fe, Al-5Cu-1.5Fe and Al-5Cu-1.5Fe-

1Si), they were made by melting pure Al (99.999%) ingot, copper (99.99%) bar, 

Fe (99.99%) bar and Si (99.99%) lump pieces with the designed weight ratio in 

an electric resistance furnace. The alloys were heated to 850 °C and held for 1h 

to homogenize the temperature and chemical composition. The melt was then 

again drawn uphill into a quartz tube (10 mm diameter, 150 mm long) by using 

the counter-gravity casting apparatus 225 under a pressure of ~6 KPa, and then 

solidified there to form a cast bar. The as-cast bars were then machined into 3 
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mm diameter 25 mm long rods for the subsequent SXTS experiments. Similar 

casting methods were used for making other samples. 

 

3.2 Upgrade of the counter-gravity casting apparatus 
and furnaces for X-ray total scattering experiments 
 

3.2.1 Upgrade of the counter-gravity casting apparatus 
 

We routinely used the counter-gravity casting apparatus to cast round bar 

samples by avoiding the problems associated with gravity pouring of molten metal 

into a mould. I have contributed to upgrading the apparatus based on Tan’s 

design 226, mainly by adding a differential pressure control system (see Fig. 3.2) 

to allow precise control of the negative pressure and air flow rate during operation. 

The upgrade realised safer and semi-automatic operation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 3 
 

57 
 

 

Fig. 3.2. (a) The sketch of the counter-gravity casting apparatus, (b) a front-view photo the apparatus and (c) its side-view.
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Fig. 3.2a illustrates a schematic diagram of the control system, and Fig. 3.2b and 

c shows the actual device and components. The operation normally has the 

following steps: first a vacuum pump is used to pump the air out of the enclosed 

tank, generating negative pressure for sucking liquid metals. A gas regulator is 

used to control the pressure in the tank, which is displayed on the digital gas 

sensor screen. A stable negative pressure is a critical for controlling the "sucking" 

process. During the "sucking" process, fine adjustment of the pressure is also 

needed to “flow” the liquid alloys smoothly into the quartz tube. Such fine 

adjustment was achieved by adding a needle valve to regulate the speed of air 

flow during the "sucking" operation. Then the melt that flowed into the quartz tube 

solidified under the holding of the negative pressure. Through many trials, the 

following operation procedures were established and optimised to ensure a 

successful operation for making high quality samples: 

(1) Check the power switches located on the box and set an alarm pressure to 

40.0 KPa on the pressure sensor. 

(2) Turn on the vacuum pump switch to activate the pump, ensuring it functions 

properly. 

(3) Turn on the gas meter, needle valve, and solenoid valve switches, and then 

inspect the entire channel for any blockages. 

(4) Turn off the solenoid valve switch and set the desired target pressure by 

adjusting the pressure regulator. Using what level of negative pressure is 

primarily dependent on the liquid metal density and the casting bar length. 

(5) Securely connect the quartz tube between the gas meter and the crucible.  

(6) Turn on the solenoid valve switch to draw the liquid alloys into the quartz 

tube. 

(7) Once the desired volume of liquid alloys is sucked into the quartz tube, turn 

off the solenoid valve switch and vacuum pump switch. 

 

This upgrade improved operation safety and melt flow control accuracy during 

the suction process, avoiding inconsistence or mishap due to manual operation.  
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3.2.2 Design, upgrade and optimization of two tube furnaces for 
synchrotron x-ray total scattering solidification experiments  
 

Two special quartz tube furnaces with different heating capacities were used in 

the SXTS experiments. The early version at I15-1 and the upgraded version at 

I12 and DIAD. The functionalities and upgrade of the furnaces are briefly 

described here.  

3.2.2.1 The furnace used in I15-1 

The early version of the electrical resistance furnace was originally designed by 

Wei Zhang 227. I made minor adjustments and improvement on the furnace, 

allowing it to fit the relatively small operation space for the sample environment 

along the X-ray beam path at the hutch of the I15-1. Fig. 3.3 depicts the CAD 

assemblies (opened to show the internal details) and the centre-line sectional 

view of the furnace and sample holder. A cone-shaped window on the sidewall of 

the furnace that faces the detector was machined with an opening angle of 90°, 

providing a clear path for the diffracted photons to reach the detector. The 

furnaces consist of 3 main parts: 

(1) A heating unit made of a quartz tube chamber and an electrical resistance 

heater. 

(2) A sample holder, the alloy sample inside a capillary tube was positioned 

on the top of a tapered quartz tube, which was then enclosed inside a 

larger quartz tube chamber with a diameter of 17 mm.  

(3) A gas circulation system for flowing inert gases to protect the samples from 

oxidation during the heating and to provide additional cooling capability 

during solidification. 
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Fig. 3.3. (a) The CAD assemblies and (b) the centre-line sectional view of the experimental apparatus for the SXTS at I15-1.  
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3.2.2.2 The furnace used in I12  

The furnace used at I12 was upgraded based on the early version with following 

improvements: 

(1) Higher temperature insulation materials: the mastic and Duratec 750 228 

were replaced with the monalite materials (Plastic and Rubber Group 

Limited®) for holding the heating elements and used as the furnace cover 

board, increasing the stability and durability of the furnace to temperature 

up to 1000 °C. 

(2) Higher heating capability: longer heating wire and coil were made and 

used, providing higher heating power and larger effective heating zone. 

(3) Wider cone-shaped window: the cone-shaped window on the furnace 

sidewall was enlarged to 100° instead of 90°, improving the collection of 

more diffracted photons at higher angles. 

 

As depicted in Fig. 3.4, the heating unit of the furnace was assembled using 

several components. These included a large right-angle bracket (P1, AP90RL/M 

Large Right-Angle Bracket ordered from Thorlabs), a monalite insulation base 

(P2), four monalite heat insulation side plates (P3, P4, P5 and P6), and an 

electrical resistance heater comprising a hollowed-out monalite part (P7), heating 

coil, and a quartz tube (P8). Each of the insulation plates had a thickness of 15mm. 

On the back plate (P10), a slot window of 5mm wide and 40mm long was opened 

to allow the passage of X-rays. Additionally, a cone-shaped window with an 

outward angle (100°) was machined on the front side plate (P9). The same cone-

shaped window was also created on the heating part. This design allowed for the 

acquisition of X-ray total scattering information across a high Q-range. The 

monalite plates were machined using CNC according to the CAD design in 

Appendix 1. As depicted in the diagram, there is a groove with a diameter of 6 

mm designed to accommodate the heating coil. A 12-meter-long heating wire was 

carefully wound into a 60 mm long coil with an inner diameter of 4mm. 

Subsequently, the heating coil was inserted into the groove, and mastic was 

applied to stabilize it. The heating unit was then dried at 130 °C in an oven for 12 

hours or longer. 



Chapter 3 
 

62 
 

During the SXTS experiment, a 3 mm diameter alloy sample (P13) was placed 

inside a capillary tube with an inner diameter of 3.5mm (P12). This capillary tube 

was then positioned on a monalite adaptor (P14), which was further situated on 

a quartz tube (P15). The monalite adaptor serves as an effective thermal insulator, 

which is crucial for controlling the sample's temperature during the experiment. 

The entire assembly, comprising the sample, capillary tube, monalite adaptor, 

and quartz tube, were mounted on another monalite adaptor that is specifically 

designed for the sample stage in beamline I12. This well-designed sample unit 

facilitates efficient sample changes, precise alignment, and ultimately helps save 

experiment time.  

For gas circulation, a monalite top plug (P11) was positioned on top of a quartz 

tube (P8) with an outer diameter of 18mm and a thickness of 1.5mm. This quartz 

tube was then placed on the base plate (P2). The top surface of the bottom 

adapter (P16) was contacted with the underside of the right-angle bracket (P1), 

forming an enclosed chamber. Once the components were assembled, two gas 

tube fittings were connected to designated locations (P11 and P16). The 

protection Ar gas can be introduced into the chamber through the gas inlet hole 

(bottom surface of P16), filling the sample chamber, and then exiting through the 

gas outlet tube fitting (P11). This setup ensures proper gas circulation and 

protection during the experiment. The CAD drawing of each part mentioned 

above can be found in Appendix 1. The CAD drawing of the assembled furnace 

can be found in Fig. 3.5. 
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Fig. 3.4. The CAD assemblies of the upgraded furnace for higher temperature 

SXTS and tomography experiments. 
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Fig. 3.5. The CAD drawing of assembled furnace used in I12 and DIAD 

beamlines.  
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3.3 Synchrotron X-ray total scattering solidification 
experiments  
 

3.3.1 Experiments at beamline I15-1  
 

Fig. 3.6 shows the X-ray, furnace and detector in the SXTS experiments at 

beamline I15-1 of DLS, UK. A monochromatic X-ray of 50.239 KeV was used. 

The Perkin Elmer 1621 EN detector size is 2048 x 2048 pixels with pixel size of 

200µm2. The beam size we used is 70*70 μm2. The sample-to-detector (S-D) 

distance and beam centre of the detector were calibrated using CeO2 as calibrant. 

The calibration parameters are listed in Table 3.2.  

Table. 3.2. The parameters used in the experiments after calibration using the 
standard CeO2 in Fit2D  
 

X-ray 

Energy 

(KeV) 

S-D 

distanc

e 

(mm) 

Detector (Perkin Elmer 1621 EN) 

Beam centre (mm) Pixel size (μm) Orientation 

x y x y 
Rotatio

n 
Tilt 

50.239 290.46 1053.60 1018.59 200 200 176.70 1.126 

 

At each target temperature, the melt was held there for sufficient time to 

homogenize the temperature before taking a scattering pattern. 240 s exposure 

time was used for each pattern. After the pattern was taken, the temperature 

change was within ±1 °C of the target temperature. Bragg spots due to the 

formation of crystalline phases appeared in the scattering patterns for samples 

cooled below the liquidus. To extract the scattering information from the 

remaining liquid melt only, an adaptive method was used to remove the Brag 

spots from the patterns, similar to that used in 229. Calibration and conversion of 

the 2D patterns into 1-D intensity profile were carried out using Fit2D 230 after 

background subtraction and data correction by using GudrunX 155. During the 

experiment, high purity Al was used as a baseline, when sample cooled down to 

660°C (the liquidus of pure Al), solid phased immediately forms in liquid, 

indicating that the beam heating does not have an obvious effect on the sample 

temperature. 
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Fig. 3.6. The setup of the experimental apparatus at I15 beamline. (a) The sketch 

of the furnace, the quartz sample holder mounted at I15 beamline. (b) The 

location where the K-type thermocouple tip was inserted inside the melt, and the 

point where scattering patterns were taken. (c) A photo of the geometrical 

arrangement of the furnace, gas circulation unit, X-ray beam and detector during 

the SXTS experiment.  (d) A photo of the sample unit. 

 

3.3.2 Experiments at beamline I12 
 

The operando SXTS experiments at the beamline I12 156 were carried out from 

14th to 23rd July ( MG27571-2 ) and from 26th to 28th (MG27571-3 ) September 

2021. The beamtimes were awarded to the proposal “In situ synchrotron X-ray 

total scattering studies of the dynamic evolution of atomic structures of metal 

alloys in liquid and undercooled liquid state”. The first session MG27571-1 was 

scheduled in 2020 but was cancelled due to the COVID-19 lockdown at DLS. The 

experiment details of MG27571-2 were given here.  
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The upgraded quartz tube furnace with heating capacity to ~1000 ⁰C was used in 

the experiments. The set-up is shown in Fig.3.7a and Fig. 3.8. The rod alloy 

sample (the red-colour part in Fig. 3.7b) was held inside a 3.5 mm diameter 

capillary quartz tube during the melting and cooling process. A K-type 

thermocouple TC1 (0.5 mm diameter, see Fig. 3.9) was inserted inside the alloy 

melt to measure the temperature. Before the experiment, a groove was machined 

to locate the thermocouple, which can also ensure the thermocouple tip always 

touches the sample during heating and cooling. The thermocouple (TC1) was 

located at ~3mm above the point where the scattering patterns were taken, and 

the measured temperature data by TC1 was recorded by the data logger of I12 

beamline. Among them, TC2 was used to monitor the furnace chamber 

temperature while TC3 was used for furnace temperature control. An Omega PID 

thermal controller (CN16DPT-440) was used to control the furnace temperature. 

A PicoTC08 data logger and the relevant software (PicoLog 6 data logging 

software) were used to record the temperature data measured by TC2 and TC3. 

Ar gas flowed into the quartz tube furnace chamber at the bottom opening to 

protect the samples from oxidization during melting. A monochromatic X-ray of 

100.03 KeV (wavelength of 0.1236 Å) and a 2D flat-panel detector (Pilatus3 X 

CdTe 2M, 1475×1679 pixels with a pixel size of 172×172 µm2) were used for 

acquiring the SXTS patterns. The detector was positioned off-centre to the 

incident X-ray beam to acquire the scattering information at higher Q up to 20 Å-

1. The sample-to-detector distance was calibrated as 408.02 mm. Fig. 3.7c shows 

that each alloy sample was heated to 750 ºC and held for 30 min to ensure the 

sample was fully melted and temperature homogenized. Then, the sample was 

cooled by 2.72 K/min and SXTS patterns were acquired continuously with 30s 

exposure time for each pattern.  

The 1D scattering patterns integrated from the 2D images for the three alloys in 

the cooling process are shown in can be found in the experimental results part. 

Fig. 3.7d shows more diffraction patterns for the Al-5Cu-1.5Fe-1Si alloy, 

indicating that, after the primary monoclinic Al13Fe4 phase emerged from the liquid 

at 628 ºC, the α-Al appeared at 622 ºC. The total scattering data at the selected 

temperatures (see the EPSR modelling part) were chosen for each alloy as the 

experimental data to compare with the corresponding results from the EPSR 

modelling. Scattering pattern calibration and conversion into 1D intensity curves 
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were carried out using DAWN 231. The total structure factor 𝑆(𝑄) was obtained 

after standard corrections by removing the effects of background, self-absorption, 

polarization, fluorescence and Compton scattering using GudrunX 155. 

Procedures for the data normalization, parameters optimization and alloy density 

determination at different temperatures were described in the data processing 

part. Subsequently, the PDF 𝑔(𝑟) was obtained by the Fourier transform of 𝑆(𝑄).  

 

Fig. 3.7. The experimental setup for the SXTS experiments. (a) A sectional view 

of the quartz tube furnace, the X-ray beam, detector and sample arrangement. 

(b) The rod alloy melt (the red-colour part) is held inside a 3.5 mm diameter 

capillary quartz tube with a K-type thermocouple tip inserted inside the alloy melt. 

(c) The cooling profiles were applied to the three alloy samples. The red dots 

indicate the temperatures at which the acquired SXTS patterns were used to 

compare with those from the EPSR modelling. (d) SXTS patterns of the Al-5Cu-

1.5Fe-1Si alloy at the selected temperatures, showing that the nucleation of 

Al13Fe4 occurred at 628 ºC.  
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Fig. 3.8. A photo of the set-up of the total scattering experiment at I12 beamline. 
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Fig. 3.9. The detailed arrangement of sample unit. (a) Sample unit: A quartz capillary with an inner diameter of 3.5mm was placed 
concentrically on the ceramic adapter, and then the sample was inserted into the tube. A groove was machined on the sample surface to 
position the thermocouple tip. (b) The arrangement of three thermocouples used in the experiment is shown. TC1's tip directly contacts the 
sample to record the sample temperature and is connected to the recording system of I12. TC2 is used to record the chamber temperature. 
The TC3 (furnace control) is connected to our own control system to regulate the sample temperature.
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3.4 Data reduction and analyses 
 

3.4.1 Normalization of the SXTS data  
 

The SXTS data were normalized using GudrunX based on the Krogh-Moe and 

Normand methods 155, 232, 233. The measured SXTS signal is a sum of the intensity 

from the sample and the background: 

𝐼௠௘௔௦(𝑄) = 𝑎(𝑄)𝐼௦௔௠௣௟௘(𝑄) + 𝑏𝐼௕௞(𝑄) (3.1) 

where 𝑄 = 4𝜋 𝑠𝑖𝑛(𝜃) /𝜆 is the scattering momentum, a(𝑄) is the transmission 

factor which can be deduced according to information about the beamline 

instrument and materials involved 86,  𝑏  is the scale factor for background 

correction, 𝐼௦௔௠௣௟௘(𝑄)  is the scattering intensity of the sample, and 

𝐼௕௞(𝑄) describes the environment scattering intensity (without the sample).   

𝐼௦௔௠௣௟௘(𝑄) is regularly parsed into three parts, i.e., the coherent scattering 

intensity 𝐼௖௢௛(𝑄), the incoherent scattering intensity 𝐼௜௡௖௢௛(𝑄) and the multiple 

scattering intensity 𝐼௠௨௟(𝑄). It is expressed as: 

𝑁𝐼௦௔௠௣௟௘(𝑄) = 𝐼௖௢௛(𝑄) + 𝐼௜௡௖௢௛(𝑄) + 𝐼௠௨௟(𝑄) (3.2) 

where N is the normalization factor using the Krogh-Moe-Norman method 232, 233: 

 

𝑁 =
−2𝜋ଶ𝜌଴ + ∫ 𝑄ଶொ೘ೌೣ

଴

𝐼௜௡௖௢௛(𝑄) + ∑ 𝑐௜௜ 𝑓௜
ଶ(𝑄)

(∑ 𝑐௜௜ 𝑓௜(𝑄))ଶ 𝑑𝑄

∫ 𝑄ଶொ೘ೌೣ

଴

𝐼௦௔௠௣௟௘(𝑄)
(∑ 𝑐௜௜ 𝑓௜(𝑄))ଶ 𝑑𝑄

 

 

(3.3) 

where 𝜌଴ is the average atomic density of the sample and 𝑄௠௔௫ is the maximum 

scattering vector, 𝑐௜ and 𝑓௜ represent the concentration and scattering form factor 

of the 𝑖௧௛ element, respectively.  

According to the  Faber-Ziman definition 234, the structure factor 𝑆(𝑄)  can be 

calculated as follows: 
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𝑆(𝑄) =
𝐼௖௢௛(𝑄) − (∑ 𝑐௜௜ 𝑓௜

ଶ(𝑄) − ൫∑ 𝑐௜௜ 𝑓௜(𝑄)൯
ଶ

)

(∑ 𝑐௜௜ 𝑓௜(𝑄))ଶ
 (3.4) 

 

The reduced pair distribution function,  𝐺(𝑟)  can be obtained by a Fourier 

transformation of the structure factor: 

𝐺(𝑟) =
2

𝜋
න 𝑄(𝑆(𝑄) − 1)sin (𝑄𝑟)

ொ೘ೌೣ

଴

𝑑𝑄 (3.5) 

 

The pair distribution function, 𝑔(𝑟) can be calculated by: 

𝑔(𝑟) = 1 +
𝐺(𝑟)

4𝜋𝑟𝜌଴
 (3.6) 

 

In this work, the scattering form factor of each element fi was calculated using the 

analytic functions 235. 𝐼௜௡௖௢௛(𝑄) was computed using the analytic approximation 

236. 𝐼௠௨௟(𝑄) is ignored because of the very weak intensity. For the normalization 

process, 𝑄௠௔௫, 𝜌଴ and b need to be determined, which will be described in section 

3.4.2 237-239.  
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3.4.2 Parameters optimization and liquid density determination 
 

It is difficult to measure experimentally the densities of the three liquid melts at 

the temperatures we studied. The liquid density 𝜌଴  and 𝑏 are thus determined 

using a numerical interactive procedure, consisting of five steps 237-240 below. 

Firstly, 𝑔(𝑟) is calculated according to Eq. (3.5) with an estimated value at the 

start.  

Secondly, the minimal distance 𝑟௠௜௡ is defined in such a way that there are no 

atom-atom correlations (atomic cores do not overlap) before the first peak in 𝐺(𝑟). 

For 𝑟 < 𝑟௠௜௡ , no additional atoms can be present, i.e., 𝑔(𝑟) = 0 , so that no 

oscillation should be observed in the 𝑔(𝑟) 238. According to Eq. (3.6), a particular 

distribution function can be expressed as 𝐺(𝑟 < 𝑟௠௜௡) = −4𝜋𝑟𝜌଴.  

Thirdly, the parameter 𝛥𝐺଴(𝑟) is used to represent the difference between the 

experimental 𝐺଴(𝑟) and the particular 𝐺(𝑟) (where subscript-0 is the value of the 

function before the first iteration), and it can be expressed as 

𝛥𝐺଴(𝑟) = 𝐺଴(𝑟) − (−4𝜋𝑟𝜌଴)  ( 0 <𝑟< 𝑟௠௜௡) 

 

(3.7) 

Fourthly, a new structural factor 𝑆ଵ(𝑄) is calculated by: 

𝑆ଵ(𝑄) = 𝑆଴(𝑄) ቈ1 −
1

𝑄
න 𝛥𝐺଴(𝑟) 𝑠𝑖𝑛(𝑄𝑟)

௥೘೔೙

଴

𝑑𝑟቉ 

 

(3.8) 

Finally, the iterative process is executed by substituting the 𝑆ଵ(𝑄) into Eq. (3.5) 

to obtain 𝐺ଵ(𝑟) and then derive 𝛥𝐺ଵ(𝑟).  

The above five-step procedure is the first full iteration. To minimize the errors, 

such full iteration is repeated 5 times 238, i.e., 𝑛 = 5 . A figure of merit, χଶ  is 

introduced to monitor 𝛥𝐹௡(𝑟), which is: 

𝜒ଶ(𝜌଴, 𝑏) = න [𝛥𝐺௡(𝑟)]ଶ𝑑𝑟
௥೘೔೙

଴

 

 

(3.9) 
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(𝜌଴, 𝑏) couple at converge can be determined by minimizing the χଶ value (<0.0005) 

238. 

To extract (𝜌଴, 𝑏) at each temperature, two more parameters 𝑄௠௔௫ and 𝑟௠௜௡ are 

also to be determined. This is achieved via a dedicated MATLAB script developed 

by Luo et al. 239.  

The optimized liquid density 𝜌଴ at the selected temperatures for every alloy is 

listed in the EPSR modelling part. Fig. 3.10 compares the measured density of 

pure Al with the computationally optimized liquid density of pure Al, Al-1.5Fe, Al-

5Cu-1.5Fe and Al-5Cu-1.5Fe-1Si at different temperatures 241. Taking the pure 

Al as an example, the comparison shows that the discrepancy between the 

optimized and measured densities is < 0.5%, throughout the whole temperatures 

range. This confirms that the liquid density we calculated via the optimization 

procedure is sufficiently accurate. Hence, they are used in the following EPSR 

simulation. 

  

Fig. 3.10. The measured densities of the liquid pure Al from 241, and the optimized 

liquid density of pure Al, Al-1.5Fe, Al-5Cu-1.5Fe and Al-5Cu-1.5Fe-1Si at the 

selected temperatures.  
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3.4.3 Data processing procedure to remove diffracted 
information from crystalline phase 
 

The total scattering patterns acquired at the temperatures above the melting point 

(Fig. 3.11a) exhibited the typical disordered characteristics of a liquid (i.e., a 

diffuse halo pattern). The scattering patterns acquired at temperatures below the 

melting point contained the Bragg spots from the solidified crystalline phases (Fig. 

3.11b).  

 

Fig. 3.11. (a) a typical raw pattern of Al-0.4Sc alloy at liquid state and (b) semi-

solid state, (c) the total scattering pattern of the Al-0.4Sc at 657°C viewed in Fit2D 
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230; (d) The pattern after removing the crystalline scattering contribution (shown 

in red). (e) The integrated 1D scattering intensity profiles before and after 

removing the contribution of the crystalline phases. (f) The integrated scattering 

intensity from the crystalline phases (the red star indicates the Al3Sc phase, and 

the green dots indicates the α-Al phase) in the Al-0.4Sc alloy at 657 °C. 

To extract the scattering information from the liquid melt only (semi-solid system), 

an adaptive masking method was used to remove the Bragg spots from the 

patterns. First, the median intensity at each Q value was calculated for each 

pattern, and then the pixels with the intensities outside the median intensity were 

removed 229, as typically shown in Fig. 3.11d. The scattering information from the 

liquid and that from the crystalline phases were therefore both independently 

obtained (red line and black line in Fig. 3.11e, respectively). It is worth noting that 

some crystal diffraction peaks (see Fig. 3.11f) due to the Al3Sc primary phases, 

indicating that this phase has formed at 657 °C in the Al-0.4Sc alloy. 

 

3.4.4 Detailed procedures for running GudrunX  
 

Different to most reported scattering experiments, our samples were contained in 

two quartz containers: a quartz chamber and a capillary tube holding the sample, 

making the data correction process even more challenging. To obtain a fully 

corrected 𝑆(𝑄) scattering curve, the following background scattering data are 

needed: 

(1) Empty instrument: Scattering data acquired when the instrument is empty. 

(2) Empty instrument + capillary tube: Scattering data acquired with only the 

capillary tube in the instrument. 

(3) Empty instrument + quartz chamber + capillary tube: Scattering data 

acquired with both the quartz chamber and the capillary tube in the 

instrument. 

(4) Empty instrument + quartz chamber + capillary tube + sample: Scattering 

data acquired with the complete setup, including the sample. 

 

During the data reduction process, it is crucial to combine the scattering 

information from the quartz chamber and the capillary tube and treat them as a 
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single one. We are grateful to the data scientist, Dr Daniel T, who developed a 

specially designed GudrunX template for processing the scattering data. The 

GudrunX interface 155, as shown in Fig 3.12, consisting of six tabs for data 

reduction of the scattering data acquired in I15 and I12. These tabs include: 

(1) Instrument: This tab provides the directory for the total scattering section, 

cross-section, form factor, and Compton scattering coefficient files. These 

files are typically stored in the same directory as the GudrunX software. 

The index Q-range specifies the lowest, highest, and step values of 𝑄 for 

the output files 𝐹(𝑄), while the maximum and step values of 𝑟 are given 

for the output 𝐺(𝑟). One example showing the tuning effect of 𝑄 ௠௔௫  is 

given in Fig. 3.13. When r is close to 0, the 𝐺(𝑟) usually at low r this 

function is nearly a straight line through -1 with a slope that is proportional 

to the average number density of the material. Hence, 𝑄 ௠௔௫ = 9Åିଵ will 

be chosen for the following simulation.  

(2) Beam: In this tab, the wavelength of the X-ray used in the experiment 

needs to be specified. 

(3) Normalization: The normalization tab determines the type of normalization 

modes to be applied and how the scattering data should be calibrated to 

establish an absolute cross-section scale. For the scattering data collected 

in I15 and I12, the Krogh-Moe and Norman method 232, 233 was selected. 

Considering that atoms cannot overlap each other in a local coordination 

environment, the overlap factor is set to 0. 

(4) Sample background: In this tab, the scattering data of the empty 

instrument is provided, and the sample background factor is set to 1.0. Fig. 

3.12d illustrates the layout of the sample background tab, where the 

sample background refers to the scattering information of the empty 

instrument. The sample background tweak factor needs to be tuned here 

242. 

(5) Sample: The sample tab incorporates the scattering information from the 

empty instrument, quartz chamber, capillary tube, and sample. The 

chemical composition of the sample needs to be provided. Fig. 3.12e 

shows the composition of pure Aluminum and its liquid density at 690°C. 

Additionally, the sample shape details are specified, such as the outer 

diameter of the sample being equal to the inner diameter of the sample 
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holder (6mm), and the sample height varying from the solid state to the 

liquid state. Another critical parameter to be adjusted during the running 

process is the sample tweak factor, which was set to 1.0 for the liquid 

Aluminum sample. 

(6) Container: The final tab, the container tab (see Fig. 3.12f), includes the 

scattering information from the empty instrument, quartz chamber, and 

capillary tube combined. The container's composition and density are also 

provided in this tab. The container tweak factor is a vital parameter used 

to subtract the scattering information of the container, and it requires 

careful tuning 155. 

By using the GudrunX template and tuning the relevant parameters in each tab, 

the contributions from the different components of the experimental setup can be 

effectively divided. 

 

 

 



Chapter 3 
 

79 
 

Fig. 3.12. Layout the six tabs in a specially designed GudrunX template in the data processing of pure Al sample at 690 oC: (a) Instrument 

(b) Beam (c) Normalisation (d) Sample background (e) Sample and (f) Container tabs, the key parameters in running GudrunX are 

highlighted using red rectangular.
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Fig. 3.13. The tuning effect of 𝑄௠௔௫. 

 

3.4.5 The EPSR modelling 
 

3.4.5.1 EPSR simulation works based on SXTS results at I12 

The EPSR package version 25 was used to model and reconstruct the 3D atomic 

structures for the studied alloys at the selected temperatures in the liquid state 

based on the acquired SXTS patterns 242. In this section, all the important 

parameters for simulation works of three Fe-containing Al-based alloys are 

provided. Detailed simulation sunning procedures of Al-Sc case  will be provided 

in the next section  168.   The EPSR begins with refining a starting interatomic 

potential and then moving the atoms’ positions in 3D space to produce the best 

possible agreement between the simulated and the measured structure factors 
243. For each alloy, a cubic box of 72.10 Å side length was built with the optimised 

density shown in Table 3.3 (Section 3.4.2 describes how the optimisation was 

made). The box contains 20000 atoms with the atom ratios shown in Table 3.3. 
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Table. 3.3. The atomic number density of the 3 Al alloys used in the EPSR 

modelling at the selected temperatures.  

 

The modelling algorithm has been provided in section 2.2.2. The Lennard-Jones, 

atomic mass and charge parameters used for the Al, Cu, Fe and Si atoms were 

listed in Table 3.4. 

Table. 3.4. The Lennard-Jones, atomic mass and charge parameters used for 

reference potentials within the EPSR modelling 244. 

Atoms ε (kJ/mol) 𝜎 (Å) M (Amu) q 

Al 0.32677 2.5000 27 0 

Cu 0.33807 2.5487 64 0 

Fe 0.43180 2.4775 56 0 

Si 0.37725 1.4000 28 0 

 

The EPSR takes three steps to obtain the final atomic configurations 245. It took 

approximately ~5000 iterations to complete a typical simulation with a satisfactory 

R-factor of <10-3. Detailed running steps of the EPSR modelling can be found in 

246. Fig. 3.14 shows the structure factors 𝑆(𝑄) and PDFs 𝑔(𝑟) obtained from the 

experiments (at the selected temperatures) and the corresponding EPSR 

simulations for the liquid Al-5Cu-1.5Fe-1Si alloy when it was cooled from 750 ºC 

Temperature 

(oC) 
Al-Fe (atoms/Å3) 

Al-Cu-Fe 

(atoms/Å3) 

Al-Cu-Fe-Si 

(atoms/Å3) 

750 0.052030 0.052442 0.052460 

720 0.052271 0.052683 0.052736 

690 0.052536 0.052946 0.052982 

660 0.052892 0.053201 0.053210 

641  0.053452  

630   0.053472 

Atom ratio 
Al : Fe 

19854 : 146 

Al : Cu : Fe 

19409 : 441 : 150 

Al : Cu  : Fe   : Si  

19209 : 441 : 150 : 

200 
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to 630 ºC. The final configurations of Al-5Cu-1.5Fe-1Si at 630 ºC can be found in 

Fig. 3.15. Due to the beam stopper, there is a dark region which corresponding 

to the small- 𝑄  region in 2D scattering pattern (in Fig. 3.11a). Hence, the 

scattering information for sample only in the dark region is not reliable. In our 

simulation for each sample, there is discrepancy between the experiment and 

simulation of 𝑆(𝑄) in the small Q region.  

 

Fig. 3.14. The (a) structure factors and (b) pair distribution functions obtained 

from experiments and EPSR simulation for the liquid Al-5Cu-1.5Fe-1Si alloy from 

750 ºC to 630 ºC. 

 

Fig. 3.15. The snapshot of the simulation box of Al-5Cu-1.5Fe-1Si liquid at 630°C, 

spheres of blue for Al, yellow for Cu, orange for Fe and light green for Si atoms. 



Chapter 3 
 

83 
 

3.4.5.2. The detailed EPSR package version 25 running procedures  

Normally, 6 distinct procedures are normally run for each sample to ensure 

reproducibility and increase the statistics 247, the detailed pressures are described 

as follows:  

(1) Create the atomic components and define their Lennard-Jones 

potentials.  

(2) Create a simulation box containing the components, and also give the 

atomic number density of the sample. 

(3) Create scattering weights files for each experimental dataset. 

(4) Improve the Lennard-Jones potentials as required. 

(5) Refine the empirical potential. 

(6) Analyse the simulation results. 

 

The key parameters for a good fitting between the scattering data and simulated 

results are Lennard-Jones potentials for each component and the empirical 

potential. To do the fitting, the Lennard-Jones parameters were first tuned. Once 

the fitting has been improved as well as can be obtained from the reference 

potential alone, then it is time to refine the empirical potential. More detailed 

running steps can be found in the tutorial in the EPSR manual. Taking the Al-

0.4Sc for example, the input parameters for running the simulation are shown in 

the following sections: 

 

(1) The components tab  

In the current tab (see Fig. 3.16), the components of aluminium (Al) and scandium 

(Sc) in the simulation box were provided. These components can be generated 

using either the "create new" option or by loading existing data from previous 

simulations. To define the interactions between these atoms, initial Lennard-

Jones parameters need to be given first, which can be referenced from previous 

studies. As my sample is a liquid metal, the partial charges assigned to the atoms 

in this simulation were set to 0. To ensure accurate simulations, refined Lennard-
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Jones parameters were utilized. The specific values for these parameters 244 can 

be found in Table 3.5. 

 

Fig. 3.16. The layout of the components tab 

Table. 3.5. The Lennard-Jones potential parameters used in EPSR modelling  

Atoms Epsilon (kJ/mol) Sigma (Å) AW (Amu) Charge 

Al 0.32677 2.50 27 0 

Sc 0.37725 3.25 45 0 

 

(2) The simulation box tab  

In the simulation box tab (see Fig. 3.17), the box was created. Firstly, the number 

of each component was added into the box, 16600 Al atoms and 40 Sc atoms 

were put in.  Secondly,  the atomic number density was given,  that is 0.052656 

atoms/Å3 for Al-0.4Sc at 690 ºC. Thirdly, click the “Mixato” button to create a cubic 

simulation box with the given number of each component. The box size is 

determined by the number of each kind of atom. Here we got a simulation box 

with a side length of 68.11 Å. Enough components should be added to the box to 

make the box big enough so that half the length of the simulation box is larger 

than the largest 𝑔(𝑟) to be studied. Fourthly, it is necessary to click “Randomise” 

to distribute the components randomly.  
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In the box and then click Run fmole (e.g. 10000 interations ). Considering that Al 

and Al-0.4%Sc are highly similar in the chemical components, hence the density 

of Al-0.4%Sc is approximately equal to that of pure Al at the same temperature. 

The atomic number density for Al and Al-0.4%Sc used in EPSR simulation at 

different temperatures are shown in Table. 3.6, and the density of Al refers to the 

literature 248.  

 

Fig. 3.17. The layout of the simulation box tab  
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Table. 3.6. The atomic density and number of Al and Sc atoms used in the EPSR 

modelling at the temperature where total scattering was collected 168 

 

(3) Data and weights tab 

The data and weight tab in Fig. 3.18 is for EPSR to correctly calculate the 

structure factor (“theoretical”) from the simulation box for a given experimental 

dataset, scattering weights files need to be created that specify that the data was 

collected using neutrons or X-rays, which atoms are isotopically substituted and 

whether any of the atoms can exchange.  For the SXTS data, then X-ray dataset 

is opened by selecting the X-rays dataset and clicking ‘browse’ button. After 

clicking the ‘Make .wt file’ button, the .wts file is then shown in the data file table.  

 

 

 

 

 

 

 

Alloy 

Temperature 

(oC) 

Atomic 

density 

(atoms/Å3) 

Number of Al 

atoms 

Number of Sc 

atoms 

Al 

690 0.05257 16600 0 

665 0.05282 16600 0 

660 0.05284 16600 0 

Al-0.4Sc 

690 0.05257 16600 40 

665 0.05282 16600 40 

657 0.05284 16923 50 
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Fig. 3.18. The layout of the data and weights tab  

 

(4) EPSR input file tab  

The EPSR input file is presented in Fig. 3.19, which contains the parameters that 

define the simulation settings. By clicking on the "Setup EPSR input file" button, 

the EPSR settings can be refined. This action creates an input file with the default 

settings, which includes the components, simulation box, SXTS data, and the 

created weights files. However, to enhance the refinement of the empirical 

potential, it is necessary to modify the default settings. The key parameters that 

play a significant role in the refinement process are highlighted using a red 

rectangle, as they are often edited when running the simulation. One of the crucial 

parameters is "ereq" which represents the amount of energy given to the 

empirical potential to overcome the reference potential and refine the simulation 

further. Once the simulation has been improved to the maximum extent possible, 

each frame from the interaction can be accumulated to build a 3D atomic model 

of the simulation box. The value "-1" indicates that frames have not been 

accumulated yet. To obtain the frame of the latest interaction, the value "0" should 

be used to start the accumulation process. The number "40580" signifies that 

40,580 frames have been accumulated thus far. 
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Fig. 3.19. The layout of the EPSR input file tab   

 

(5) Analysis tab  

Once the simulation has achieved a good fit with the data, the analysis of the 

simulation box can be initiated. To set up EPSR for running the analysis or 

plotting routines available within EPSRshell, navigate to the Analysis tab and 

select the desired routine from the dropdown menu. There are two options: (1) 

Enter a name for a new output routine, then click “Setup”. This allows us to create 

a new routine specifically for the analysis you wish to perform. (2) Select an 

existing output routine from the list, then click Setup. This enables us to use a 

previously defined routine for the analysis. Fig. 3.20 shows the routines of how to 

calculate the number of Al atoms coordinated the centred Sc atoms. 

 

Fig. 3.20. The layout of the analysis tab.  
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3.4.6 Different types of connections among atom clusters  
 

Voronoi tessellation analysis is the most common tool to clarify the nature of 

clustering behaviour 249. However, in some special cases, lower solute 

concentration might result in no apparent symmetry in the inter-cluster distribution. 

Instead, more studies found the existence of a string-like pattern in the inter-

cluster packing (as shown in Fig. 3.21a and b), researchers then turn to 

investigate the neighbouring nature between clusters 250.  The connection modes 

were originally developed in the structure studies of metallic glass. Mainstream 

research 16, 251, 252 indicates that there are four neighbouring and linking patterns 

in liquid or metallic glass, and they are vertex-sharing, edge-sharing, face-sharing 

and volume/tetrahedral-sharing.  

In our case, the solute element concentration in Al alloy melts is even much lower 

than that of A10B90, we found that more of these solute element-centred clusters 

connect each other by atom bonds compared to the above four connection modes. 

Hence in our study, we define this kind of connection mode as bonds-sharing 168. 

Including the bonds-sharing, the snapshots of five types of MRO connection 

modes are shown in Fig. 3.21c. More interestingly, clusters connected by bond-

sharing (BS) do not share any atom, while in vertex sharing (VS) and edge 

sharing (ES), they share one and two atoms respectively. For Face sharing (FS), 

the clusters share three or more three atoms. Tetrahedra sharing (TS) is another 

special case where the two centred atoms of two individual clusters are linked 

directly, which means that one central atom is in the first shell of the other centred 

atom (within the cut-off distance of the first shell).  
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Fig. 3.21. Snapshot of the spatial distribution of the icosahedral clusters in (a) 

A90B10 glass and (b) A40B60 glass 250. The white spheres donate the atom 

positioned at the centre of the icosahedral clusters. (c) Five representative 

connection modes in this work.  

Based on the local structure characteristics of the five types of connection modes, 

we have developed an algorithm (see Fig. 3.22) to calculate the fraction of each 

connection mode in the liquid. Taking the Fe-centered clusters in the Al-Cu-Fe-

Si melts as an example, a cut-off distance of 3.85 Å is set for the first shell of the 

Fe centre atom. Firstly, for any two individual Fe-centred SROs, we need to 

determine whether they are connected to form MROs. Secondly, if they are in 

connection, their mode of connection is grouped into five different types: (1) TS 

(the two Fe atoms are directly in touch); (2) BS (sharing no X atom); (3) VS 

(sharing one X atom); (4) ES (sharing two X atoms) and (5) FS (share more than 

two X atoms). Fig. 3.22 shows the detailed calculation algorithm. Additionally, the 

Matlab code implementing this algorithm is provided in Appendix 2. 
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Fig. 3.22. The algorithm for classifying the connection modes of Fe-centred 

clusters. 
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3.4.7 BOO parameter analyses 
 

In Chapter 2, the concept and capabilities of the geometrical structural descriptor 

BOO were given. However, the calculation methods for (BOO) parameters are 

currently limited. While common neighbour analysis and Voronoi tessellation 

analysis can be performed using software such as LAMMPS or OVITO, there are 

only a few available implementations for calculating BOO parameters within the 

research community. Two notable methods include the one proposed by Lechner 
253 and another introduced by Wang et al 254. For the data collected in I15, I 

utilized the C++ code developed by Lechner  253 to calculate the 𝑊෡଺ parameter. 

A more computationally efficient and user-friendly method called the bopcalc 

program was recently developed by Szymon 255. It was used to analyse the BOO 

parameters for data collected in I12. This program is capable of calculating BOO 

parameters for atomic configurations obtained from various simulations. It 

provides accurate and fast analysis of local atomic arrangements and supports 

xyz files as well as trajectory files generated by LAMMPS (.lammps 

and .lammpstrjbin). With bopcalc, we can perform the following tasks: (1) 

Calculate local BOO parameters for individual atoms. (2) Calculate global BOO 

parameters for the entire sample. (3) Compute the distribution of BOO 

parameters (system and time-averaged). (4) Classify the local atomic structure 

and quantify the occurrence of different crystalline phases. 

When using the bopcalc program, the input file is crucial for defining the 

parameters during the computations. Therefore, it is essential to provide 

appropriate values for the input parameters before calculating the BOO 

parameters. For instance, when working with a single frame of atomic 

configuration (.xyz file), the bopcalc program determines nearest neighbours, 

requiring the specification of a cut-off distance for the first shell. In our work, the 

bopcalc program calculates three local BOO parameters for each atom in the 

liquidus: two second-order invariants (𝑄ସ and 𝑄଺ ) and one third-order invariant 

(𝑊෡଺). Thanks to the help from the program developer Szymon on modifying the 

input file.  

In this work, I also introduced the normalized BOO as a criterion to quantify the 

pre-ordered atoms in the liquid metal. The normalized BOO parameter 
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ඥ𝑄ସ
ଶ+𝑄଺

ଶ ට𝑄ସ௙௖௖
ଶ +𝑄଺௙௖௖

ଶൗ   was first defined by Yang et al. 62, where 𝑄ସ௙௖௖ and 𝑄଺௙௖  

are the 𝑄ସ and 𝑄଺ values for a perfect fcc lattice. The normalized BOO parameter 

is between 0 and 1, where 0 means that Q4 =Q6 =0 and 1 represents a perfect fcc 

structure.  To determine the cut-off values of the normalized BOO, we used pure 

Al 168 during the cooling process as the baseline reference.  Fig. 3.23a and b 

show that when the normalized parameter of 0.793 (the red dash curves) was 

chosen as the boundary line to separate the pre-ordered structures from the 

normal liquid structures. This criterion can track the atomic evolution of pure Al 

cooled down from 690°C to 660°C. The atoms below this line were considered to 

have a normal liquid structure (lower symmetry than hcp, bcc and fcc), and those 

above were considered as pre-ordered atoms. This criterion also worked well for 

the liquid Al-5Cu-1.5Fe-1Si at 720°C and 660°C (see in Fig. 3.23c and d).  

 

 

Fig. 3.23. (a, b) Q4-Q6 planes for all of the atoms in the supercooled liquid of pure 

Al 168 at 690°C and 660°C, from which a normalized parameter of 0.793 (red dash 

curve) was chosen as a division line to distinguish the atoms in the pre-ordered 
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or normal liquid zone. The fraction of pre-ordered Al atoms increases from 4.6% 

to 7.3% from 690°C to 660°C. (c, d) Q4-Q6 planes for all of the atoms in the 

supercooled liquid of Al-5Cu-1.5Fe-1Si, to which as the above-defined 

normalized parameter is applied, it suggests that the fraction of preordered atoms 

account for 4.86% at 720°C and 6.23% at 660°C.  

3.4.8 Voronoi tessellation analyses  
 

In this work, the Voronoi index, e.g., < n3, n4, n5, n6> was used to effectively 

characterize the arrangement of the nearest neighbours by counting the number 

of polyhedral facets that have 3, 4, 5 and 6 vertices/edges. The total number of 

polygons is equivalent to the coordination number (CN) of the central atom. 

Systematic Voronoi analyses of the geometrical arrangement of the atoms 

around their central atom in the studied alloys were done using an open-source 

visualization software (OVITO) 256. 

3.5 Summary  
 

Upgrade of counter-gravity casting apparatus and two special furnaces for 

operando SXTS experiment were done and used successfully at I15-1 and I12 

beamlines for collecting systematically the total scattering data. Using accurate 

data reduction methods, I confidently conducted EPSR data analysis based on 

the processed data. The simulation results agreed well with the collected SXTS 

data which demonstrate atomic structure evolution in the cooling process of liquid 

metal. The detailed results are presented in chapters 4, 5, and 6
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Chapter 4 Results and discussion of a dilute 
binary alloy: Al-0.4Sc alloy 
 

 

This chapter presents the SXTS experiment results of the pure Al and Al-0.4Sc 

alloy obtained at the I15-1 beamline (Experiment EE20883-1). The research 

studied 3D atomic structure evolution versus temperature from the liquid state 

until the semisolid state with a special emphasis on revealing how the Sc-centred 

short-range ordered structures evolve and the link to nucleation of the Al3Sc 

primary phase.  

4.1. Experimentally acquired SXTS patterns, structure 
factors, PDFs and EPSR modelled PDFs 
 

The measured temperature profiles and diffraction (scattering) patterns for pure 

Al and Al-0.4%Sc Fig. 4.1. The total scattering patterns acquired at the 

temperatures above the melting point exhibited the typical disordered 

characteristics of a liquid (i.e., a diffuse halo pattern). The scattering patterns 

acquired at temperatures below the melting point contained the Bragg spots from 

the solidified crystalline phases 168. Pure Al, Al-0.4Sc, Al-5Cu-1.5Fe alloys and 

Fe48Cr15Mo14C15B6Gd2 metallic glass were used in this experiment, the detailed 

experiment parameters for these samples can be found in Table. 4.1, 4.2 and 4.3 

respectively. In this chapter, only the pure and Al-Sc results are presented. 
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Fig. 4.1. The measured temperature profiles and the 2D scattering patterns acquired at the target temperatures during heating and cooling 

for (a) a pure Al sample, and (b) an Al-0.4Sc sample respectively.



Chapter 4 
 

97 
 

 
Table. 4.1. Sample temperature, energy, exposure time used and file number of the SXTS of pure Al  
 

Sample temperature  
(°C) 

Theoretical energy 
 (eV) 

Exposure time  
(s) 

    File number 
of 

flat field 

File number 
of 

dark field 

File number of  
diffraction pattern 

Process 

25 50239 120 289252 289555 289556 

Heating 650 50239 240 289270 289559 289560 

690 50239 240 289270 289561 289562 

665 50239 240 289270 289563 289564 

Cooling 660 50239 240 289270 289565 289566 

650 50239 240 289270 289567 289568 
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Table. 4.2. Sample temperature, energy, exposure time used and file number of the total scattering experiment of Al-0.4%Sc  

Sample temperature  
(°C) 

Theoretical 
energy 
 (eV) 

Exposure time  
(s) 

File number 
of  

flat field 

File number of  
dark field 

File number of  
diffraction 

pattern 
Process 

25 50239 120 289252 289575 289576 

Heating 650 50239 240 289270 289577 289578 

690 50239 240 289270 289579 289580 

665 50239 240 289270 289581 289582 

Cooling 657 50239 240 289270 289583 289584 

650 50239 240 289270 289585 289586 

300 50239 240 289270 289587 289588  

 

Table. 4.3. Energy, exposure time used and file number of the total scattering experiment of Al-5%Cu-1.5%Fe and Fe48Cr15Mo14C15B6Gd2 

in room temperature 

Sample  
Theoretical energy 

 (eV) 
Exposure time  

(s) 

File 
number 

of  
flat field 

File number of  
dark field 

File number of  
diffraction pattern 

Al-5%Cu-1.5%Fe 48239 10 289252 289185 289186 

Fe48Cr15Mo14C15B6Gd2 

48239 30 289252 289179 289180 
48239 60 289252 289181 289182 
52239 30 289252 289171 289172 
52239 60 289252 289173 289174 
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Fig. 4.2 shows the structure factor 𝑆(𝑄), and PDF 𝑔(𝑟) obtained from the SXTS 

experiments and the corresponding EPSR modelling at different temperatures for 

pure Al and Al-0.4Sc melts. The simulated results with a satisfactory R-factor of 

<10−3, matching the experimental data very well. A pre-peak appeared at 

∼1.8 Å−1 in the 𝐹(𝑄) of the Al-0.4Sc alloy at 657 °C (red dashed circle in Fig. 

4.3a). Correspondingly, there is a minor shoulder (red dash rectangular in Fig. 

4.3b) appeared at ∼4.0 Å of the 𝑔(𝑟). Within the studied temperature range, there 

is no obvious difference between the structure factors and PDFs for both pure Al 

and Al-0.4Sc under different temperatures.  
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Fig. 4.2. The experimental and EPSR simulated (a) structure factors, 𝑆(𝑄); and 

(b) total PDFs, 𝑔(𝑟) for the liquid Al and Al-0.4Sc melt at different temperatures. 
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Fig. 4.3 shows the partial PDFs obtained from the EPSR modelling for both alloys 

at different temperatures. In the liquid Al melt, the first peak position of the 

𝑔(𝑟)஺௟ି஺௟  remained almost at the same 𝑟 value while the peak height increased 

slightly as the temperature decreased (Fig. 4.3a), indicating that the melt 

structure gradually became more ordered as the melt was cooled. There is an 

expanding trend of the Al-Al pair in pure Al upon cooling as the first peak position 

shifts to a high-value position.  Fig. 4.3b and c show the partial PDFs of the Al-Al 

and Al-Sc pairs in the Al-0.4Sc melt, respectively. A similar ‘expanding’ behaviour 

can be found in the Al-Al pair in Al-0.4Sc melt, as the temperature decreased 

from 690 °C to 657 °C, the 1st peak position of 𝑔(𝑟)஺௟ି  moved from ∼2.79 Å to 

∼2.82 Å. Interestingly, the 1st peak position of 𝑔(𝑟)஺௟ିௌ௖  moved from 2.61 Å to 

2.58 Å (Fig. 4.3c). Simultaneously, a minor shoulder appeared at ∼4.0 Å in 

the 𝑔(𝑟)஺௟ି஺௟ at 657 °C (framed by a red dashed rectangle in Fig. 4.3b). Generally, 

when a material is heated, it is supposed to dilate, that is to say, when a material 

is cooled, it is proposed to shrink. The ‘shrinking’ behaviour in pure Al upon 

heating has been reported by Lou et al. 257, consistently, here we present the 

‘expanding’ behaviour of the Al-Al pair in pure Al upon cooling, while the Al-Sc 

pair contracts. Hence it is necessary to conduct a systematic structural analysis 

of the 3d atomic structure generated by EPSR modelling. Also, the local 

coordination environment of Sc atoms should provide some clues that the 

evolution difference of Al-Al pairs and Al-Sc pair in dilute Al-0.4Sc. 
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Fig. 4.3. (a) The PDFs of the Al-Al pair obtained from the EPSR modelling in pure 

liquid Al at different temperatures. (b) The partial PDFs of the Al-Al pair and (c) 

Al-Sc pair in the Al-0.4Sc melt at different temperatures 
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4.2 3D atom structures and their evolution versus 
temperature 
 

Fig. 4.4 shows the snapshots of the reconstructed entire simulation box of Al-Sc 

melt at (a) 690°C (b) 665 °C and (c) 657°C respectively. For the Al-Sc work, all 

the atomic configurations were drawn by Jmol 258, which is an open-source Java 

viewer for chemical structures in 3D with features for chemicals, crystals, 

materials and biomolecules. EPSR modelling generates a XYZ file specifying the 

atomic geometries. Then Jmol 258 was used to read the XYZ file and output the 

configurations.  To give a more clear view of the location of Sc atoms, all the Al 

atoms in the (a), (b) and (c) were set to be transparent, and the atom ratio here 

is not the real atom ratio. To study the Al atom configuration around an arbitrary 

reference Sc atom at different temperatures, the Al atoms in the first 

neighbouring shell were extracted from the EPSR models at the three different 

temperatures (see in Fig. 4.4d, e and f). The cut-off distances were defined by 

the partial PDFs of the Al-Sc pair at different temperatures respectively.  

 Fig.4.4 shows that in such a dilute system, a lower solute concentration of Sc 

might result in no apparent symmetry in the inter-cluster distribution.  In a liquid 

state at 690 °C, the Sc-centred atom clusters (named Sc-centred polyhedrons) 

were more sparsely distributed. A zoom-in view of an individual cluster 

(see Fig. 4.5) indicated that it is a Frank-Kasper type polyhedral (full-icosahedra, 

<0, 0, 12, 0>). Some also exhibited the characteristics of fragmented icosahedra 

and icosahedra-like polyhedra with five-fold bonds. Hence, there are some 

ISROs in the Sc coordination environment in a liquid state. As the melt is cooled 

down, a more string-like pattern in the inter-cluster packing appears instead, we 

then turn to investigate the neighbouring nature between clusters.  Contrary to 

the previous mainstream research holds that there are four neighbouring and 

linking patterns in liquid or metallic glass, and they are VS, ES, FS and TS.  In 

our study, we found that the Sc-centred polyhedrons moved closer to each other 

after cooled from 665 °C to 657 °C, starting to link together via the Al-Al bonds 

(without any sharing Al atom), vertex, edge and/or face-sharing (without inter-

penetration) 259, and forming four different configurations 251 as illustrated by the 

inserts in Fig. 4.6. The Al-Al bonds connected configuration was dominant at 

665 °C with 71.4%. It decreased to 35.7% at 657 °C. Edge-sharing and face-
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sharing connected configurations appeared at 657 °C, indicating more atoms 

were connected as cooling proceeded.
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Fig. 4.4. The snapshots of the reconstructed simulation box of Al-Sc melt at (a) 690°C (b) 665 °C and (c) 657°C respectively; the Sc-centred 

Al atom clusters in the Al-0.4Sc melt at (d) 690 °C, (e) 665 °C and (f) 657 °C respectively extracted from the EPSR models.
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Fig. 4.5. An enlarged view of a Sc-centred Frank-Kasper polyhedra with CN of 12 

for the Al-0.4Sc melt at 690 °C. 
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Fig.  4.6. The fraction of four different types of MROs formed by sharing the Al-Al bond, vertex, edge, and face between the neighbouring 

clusters
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4.3 Sc-centred short-range ordered structures 
 

Geometrical analyses using coordination number, bond length, bond orientational 

and Voronoi parameter were done to reveal the fine structural characteristics for 

the 3D atom coordination environment surrounding the Sc atom,   

Fig. 4.7a shows the coordination number (CN) distribution of the Sc-centred 

polyhedrons at different temperatures. Clearly, at 690 °C and 665 °C, the peak 

value is at CN=11. While at 657 °C, the peak value is CN=12. Fig. 4.7b also 

shows that, as the temperature decreased, the average CN increased from 11.1 

to 11.52; while the mean bond length of the Al-Sc atom pairs decreased from 

2.85 Å to 2.79 Å, indicating these Sc-centred polyhedrons become more compact. 

In this paper,  𝑊෡଺  calculation was performed using the C++ code Lechne 253  

developed. Fig. 4.8a shows the frequency density of the 𝑊෡଺ invariant calculated 

on 50 Sc-centred polyhedrons (50 Sc atoms and 575 Al atoms) in the simulation 

box of Al-Sc melt at 657 °C.  For a 13-atom cluster, the values for the perfect 

icosahedron and FCC structures are -0.169754 and -0.013161 respectively 207. 

The frequency density of 𝑊෡଺ shows that 𝑊෡଺  between the ideal icosahedron and 

FCC configuration are dominant, and the 𝑊෡଺ value is -0.08984, suggesting that 

most local atomic arrangements have an intermediate structure between the 

icosahedron and FCC configuration 61. 

The Voronoi analysis of the atomic arrangement around Sc atoms was analysed 

systematically using an open visualization software (OVITO) 256. Fig. 4.8b shows 

the fraction of 6 typical polyhedrons detected in the Sc atoms coordination 

environment. These prevailing clusters such as <0 1 10 2>, <0 2 8 1> and <0 2 8 

0> were reported to contain both icosahedra-like and FCC-like structure features 

associated with geometric frustration, similar to the distorted <0 0 12 0> 

icosahedron 61. 
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Fig. 4.7.(a) the coordination number distribution of the Sc atoms in the Al-0.4Sc 

melt at 690 °C, 665 °C and 657 °C respectively.  (b)  the average CN and average 

bond length of the Al-Sc atom pair as a function of temperature. 
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Fig. 4.8. (a) A histogram of the frequency density of the  𝑊෡଺  invariant, showing 

the local geometry distribution around Sc atoms in the Al-Sc melt for the case at 

657 °C. (b) Voronoi polyhedral analysis for the Sc-centred polyhedrons, and 6 

typical polyhedrons.  
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4.4 Discussion  
 

Previously, liquid melt structures of several Al transition metal alloys have been 

reported 260-262. Our studies on Al-0.4Sc have shown that, above the melting 

temperature, the addition of 0.4wt% Sc did not result in changes to the structure 

factor nor to the PDF when compared to the liquid Al. In the semisolid region at 

657 °C, a minor shoulder appeared at ~4 Å in the 𝑔(𝑟) and 𝑔(𝑟)஺௟ି஺௟. Compared 

to the peak located at ~4.1 Å-1 for the 𝑔(𝑟) of a reference crystalline fcc phase 31 

and pure Al at 400 K 111, the minor shoulder indicated the formation of MRO fcc 

coordinated clusters in the semisolid melt. Generally, the pre-peaks observed in 

the structure factors of liquid alloys at small 𝑄 -values are attributed to the 

medium-range order in liquid Al-TM alloys 263. In this case, the pre-peak appeared 

at ~1.8 Å-1 in the 𝑆(𝑄) of the Al-0.4Sc alloy at 657 °C (red dashed circle in Fig. 

4.3b) which suggests the formation of the MROs. Meanwhile, since solid α-Al 

already formed in Al-0.4Sc at 657 °C, this appearance of MRO in the undercooled 

melt could be considered as a precursor of the fcc α-Al. 

Since icosahedral structure is not structurally compatible with L12 fcc crystalline 

order, the presence of ISRO and connected icosahedrons (Fig. 4.6) is widely 

considered as an inhibitor for crystal nucleation and leads to metastable 

icosahedral-phase formation 264, 265. The growing and enhanced icosahedral 

ISRO in the Al-Sc melt could result in a higher nucleation barrier. However, 

Redwill and Zangwill 266 proved that the icosahedral phase was not able to form 

in an Al-Sc binary alloy through casting by using the total-energy calculation and 

a self-consistent effective-medium theory. It should be noted that α-Al and Al3Sc 

phases had already formed upon cooling down to 657 °C. As a result and 

considering the very low Sc concentration in the liquid, we can confirm that ISRO 

does not reach a level that can impact nucleation. Ideally, if each ISRO is isolated, 

it would naturally tend to minimize the local energy density by forming the densest 

and most symmetrical icosahedron. However, the constituent atoms shared by 

neighbouring clusters may not always sit at the minima of all pairwise interactions 

with all of their nearest neighbours, owing to chemical variation and kinetic 

fluctuation267. In our case, isolated Sc-centred polyhedral get connected with 

temperature decreases, a higher percentage of edge-sharing and face-sharing of 
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Sc-centred polyhedral indicates they are sharing more Al atoms at lower 

temperature. Common neighbour analysis 268 on the face-sharing clusters shows 

that they possess partial L12 symmetry, and the distorted icosahedra were proved 

to have higher total energy than perfect icosahedra and the fcc cluster, thus this 

order can be considered to be in an intermediate state between these two densely 

packed configurations. This kind of geometry frustration was often attributed to 

the competition between two low-energy states (L12 and icosahedron) with dense 

atomic packing, and this kind of competition has been widely discussed in metallic 

glass, undercooled pure Al and Sm-doped liquid Al 267, 269, 270. Doping of Sm in 

liquid Al liquid was reported to be able to help ISRO to win over fcc order and 

hence can lead to glass formation under rapid cooling conditions 269, however, 

the formation of primary L12 ordered Al3Sc phase indicates that L12 order wins 

over ISRO under casting condition. An ISRO compromise is generally required 

to minimize the total energy of 12 Al atoms surrounding a transition metal atom, 

while quantitative total energy calculation shows that ISRO compromise is not 

necessary for Al-Sc alloy, substitutional fcc structure also satisfies the low total 

energy requirement271. The fcc symmetry is the energetically and geometrically 

favourable arrangement of the distorted parts of the icosahedron because an fcc 

structure has dense atomic packing with 12 coordinated atoms (same as an 

icosahedron) and low energy. Importantly, the local translational symmetry of the 

fcc configuration makes the distorted icosahedra easy to geometrically match 

with neighbouring clusters for long-range dense packing. From this point, we 

proposed that Sc-centered CN=12 Kasper polyhedra could be L12 precursors that 

form small ordered L12 clusters. These L12 clusters keep on forming at the solid-

liquid interface, and subsequently transform into Al3Sc particles with a L12 

structure, resting in a lower free-energy barrier of nucleation 272. Due to the low 

concentration of Sc and rapid crystallization speed below the melting, Sc centred 

L12 ordered cluster has not been seized in the amorphous part of Al-0.4Sc below 

the melting point. 
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4.5 Summary  
 

In this chapter, the evolutions of 3D local atomic structures of an Al and an Al-

0.4Sc alloy melt from liquid to liquid-solid coexisting state were systemically 

studied in operando and in real time using synchrotron X-ray total scattering and 

EPSR modelling. The simulated structure factors and PDFs match the 

experimental data quite well. The reconstructed 3D atomic structures show that, 

in the liquid state, icosahedral short-range ordered Sc-centred Al polyhedrons 

form and most of them with Al coordination number of 10-12. As the melt is cooled 

to semisolid state, the polyhedrons become more connected atom clusters via 

vertex, edge and face-sharing. The medium-range ordered Sc-centred clusters 

with face-sharing are proved to be the “precursors” for the L12 Al3Sc primary 

phase in the liquid-solid coexisting region. 
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Chapter 5 Results and discussion of the multiple-
component Fe-containing Al recycled alloys  
 

In this chapter, the experimental and EPSR modelling results of three Fe-

containing Al alloys (Al-1.5Fe, Al-5Cu-1.5Fe and Al-5Cu-1.5Fe-1Si) are 

presented and discussed. First temperature-dependent liquid atomic structural 

evolutions in the short- and medium-atomic range were quantified systematically 

for the three alloys by PDF analyses. Then, the fine structures that are not able 

to be revealed by PDFs were further characterised and quantified by other 

methods like Warren-Cowley parameter, Voronoi tessellation and Bond 

orientational order. The SRO structure heterogeneities due to multiple atom 

interactions, Fe-centred MRO structure heterogeneities and their evolutions 

versus temperature as well as their roles on crystal nucleation of the primary 

Al13Fe4 are all discussed and elucidated. 

 

5.1 Experimentally acquired SXTS patterns, structure 
factors, PDFs and EPSR modelled PDFs 
 
Fig. 5.1a, c and e show the synchrotron X-ray total scattering spectra, which were 

converted from the acquired 2D patterns during the experiments. Fig. 5.1b, d, f 

show how the Al13Fe4 primary phase was indexed in each alloy. The spectra at 

660 °C (for the Al-1.5Fe), 641 °C (for the Al-5Cu-1.5Fe) and 630 °C (for the Al-

5Cu-1.5Fe-1Si) were used in the EPSR modelling as the cases just prior to the 

nucleation. Fig. 5.2 shows the structure factor,𝑆(𝑄) and PDF, 𝑔(𝑟) obtained from 

the SXTS experiments and the corresponding EPSR modelling at different 

temperatures for the three alloys. The simulated results matched the 

experimental data very well. 
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Fig. 5.1. Left: the continuously collected synchrotron X-ray total scattering spectra 

(integrated from the corresponding 2D patterns) during the cooling process. Right: 

the diffraction curves that show the nucleation of the Al13Fe4 (the first appearance 

of the Al13Fe4 crystalline spots) and those prior to the nucleation. (a) and (b) for 

the Al-1.5Fe, (c) and (d) for the Al-5Cu-1.5Fe, and (e) and (f) for the Al-5Cu-

1.5Fe-1Si. The insets show their corresponding 2D scattering patterns and the 

temperatures when the Al13Fe4 primary phase initially nucleated in liquid. For the 

Al-1.5Fe sample, the scattering pattern at 660°C and 657°C is almost identical. 
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Hence, the spectrum at 660°C was used for the Al-1.5Fe alloy, rather than that 

at 657°C. 

Fig. 5.2. The experimental and EPSR simulated structure factors, 𝑆(𝑄) and total 

PDF, 𝑔(𝑟). (a) and (b) for the Al-1.5Fe, (c) and (d) for the Al-5Cu-1.5Fe, and (e) 

and (f) for the Al-5Cu-1.5Fe-1Si alloy melt respectively. 

Fig. 5.3 shows the PDF, 𝑔(𝑟) for the pure Al, Al-1.5Fe, Al-5Cu-1.5Fe and Al-5Cu-

1.5Fe-1Si melt obtained at 660°C from the experiments. Fig. 5.1 shows that 
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660°C is the reasonable temperature for the 3 alloys prior to crystal nucleation. 

Comparison of their 𝑔(𝑟) at 660°C gives us some insight of the effects of different 

solute elements on the resulting atomic structures as explained below.     

 

Fig. 5.3. The PDFs for the pure Al, Al-1.5Fe, Al-5Cu-1.5Fe and Al-5Cu-1.5Fe-1Si 

obtained by the SXTS experiments at 660°C.  

Using the 𝑔(𝑟) of pure Al as the baseline, it is very clear that, in the 𝑔(𝑟) of all 3 

alloys, the positions of the 1st, 2nd and 3rd peaks all shift towards smaller 𝒓. 

However, the added Cu in the Al-5Cu-1.5Fe and the Cu and Si in the Al-5Cu-

1.5Fe-Si alloy further shift the positions of these peaks of 𝑔(𝑟)  toward even 

smaller 𝒓. The atomic radius information is that Al = 143 pm, Fe = 126 pm, Cu = 

128 pm and Si = 111 pm 273. The results indicate that when larger radius atoms 

are replaced by smaller ones as the cases in the Al-5Cu-1.5Fe and Al-5Cu-1.5Fe-

Si, the average interatomic distance decrease, resulting in the 1st 𝑔(𝑟)  peak 

positions shift towards smaller 𝒓 274.  

To quantify the variation of the bonding characteristics of the solute atoms in the 

nearest-neighbour coordination shell, the partial PDFs of the 3 alloys are 

extracted from the EPSR models as shown in Figs. 5.4, 5.5 and 5.6. Only the Al-

Al and X-Al pairs (X = Cu, Fe and Si) are considered because the X-X pairs had 

much low-concentration. In all 3 melts, the 1st peak positions of the 𝑔(𝑟)஺௟ି஺௟ are 

at ~2.78 Å, while the 1st peak positions of all 𝑔(𝑟)௑ି஺௟are at smaller 𝒓 than that of 
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𝑔(𝑟)஺௟ି஺ . As temperature decreases, the 1st peak position of 𝑔(𝑟)஺௟ି஺௟ in all three 

alloys shift towards larger r, indicating that the Al-Al pairs expand during cooling. 

While for the 1st peak positions of 𝑔(𝑟)ி௘ି஺௟, 𝑔(𝑟)஼௨ି஺௟ and 𝑔(𝑟)ௌ௜ି஺௟, all move to 

smaller 𝒓, indicating that the X-centered atomic clusters become more and more 

compacted. In addition, for the 1st peak 𝑔(𝑟)௜௝ height, all increase slightly during 

cooling, i.e., the corresponding melt structures become more and more ordered 

during cooling. These results are consistent with our previous work on the Al-

0.4%Sc alloy 168.  

 

Fig. 5.4. The partial PDF of (a) Al-Al pair and (b) Fe-Al pair of Al-1.5Fe at various 

temperatures 
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Fig. 5.5. The partial PDF of (a) Al-Al pair, (b) Fe-Al pair, (c) Cu-Al pair of Al-5Cu-

1.5Fe at various temperatures



Chapter 5 
 

 

120 
 

 

Fig. 5.6. The partial PDF of (a) Al-Al pair, (b) Fe-Al pair, (c) Cu-Al pair and of (d) Si-Al pair of Al-5Cu-1.5Fe-1Si at various temperatures.
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5.2 SRO and MRO structures revealed by PDFs 
 

To study the local atomic structure configuration around an arbitrary reference X 

atom at different temperatures, all atoms in the 1st shell of the X atoms in the 

EPSR models are extracted using a cut-off r value (the 1st valley position of r in 

the partial PDFs). Fig. 5.7 shows typical examples of the 3D atom configurations 

for the 3 alloys according to the selected SXTS diffraction patterns prior to the 

nucleation of Al13Fe4. Fig. 5.7a, c and f show all atoms in the simulation boxes. 

For each alloy, the X-centred polyhedra are also presented, Fig. 5.7b for the Fe-

centred ones in the Al-1.5Fe; Fig. 5.7d, e for the Fe- and Cu- centred ones in the 

Al-5Cu-1.5Fe; Fig. 5g, h, i for the Fe-, Cu- and Si- centred ones in the Al-5Cu-

1.5Fe-1Si alloy. Fe-centred atomic clusters for the three melts are also presented 

in accompanying video 1, 2 and 3. Clearly, all atom clusters are randomly 

distributed in the simulation boxes. Some clusters link together by different modes 

to form more complex MRO superclusters which is the basis of forming structural 

heterogeneities in these alloys in the liquid state. These connected superclusters 

tend to form string-like patterns.  

To elucidate the structure heterogeneities in the liquid state prior to the nucleation 

of the primary Al13Fe4 phases, I focus on studying the Fe-centred MROs. Fig. 5.7j 

shows three typical Fe-centred superclusters extracted from the simulation box 

of the 3 alloy melts respectively. The Fe-centred superclusters in the Al-5Cu-

1.5Fe and Al-5Cu-1.5Fe-1Si melt consist of 3 and 4 types of atoms accordingly. 

The size of these superclusters is typically beyond the 3rd coordination shell and 

extended to nanometer range. The superclusters are connected with the Fe-

centered SROs via five different connection modes, which are by sharing the Al-

Al bonds (BS), vertex (VS), edge (ES), face (FS) and tetrahedra (TS) between 

the neighbouring clusters (Fig. 5k insets) 168, 250, 251. The section 3.6.5 describes 

how to extract such information from the EPSR modelled results. Fig. 5.7k also 

provides the calculated fractions of each connection mode for the Fe-centered 

MROs in the 3 alloys at 660°C, 641°C and 630°C, respectively. Clearly, the BS 

is the main connection mode in all 3 melts.  
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Fig. 5.7. A snapshot of all atoms and typical solute atom-centred clusters in the 

simulation box for (a-b) Al-1.5Fe at 660 ºC, (c-e) Al-5Cu-1.5Fe at 641 ºC and (f-

i) Al-5Cu-1.5Fe-1Si at 630 ºC. (j) Typical Fe-centred superclusters extracted from 

b, d and g respectively. (k) The corresponding fraction of the five connection 

modes for the Fe-centred MROs in the 3 alloys at the onset prior to crystallization. 
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The insets show the 3D configuration of the Fe-centred MROs constructed by 

different connection modes.  

To further quantify the atomic structure evolution during cooling, especially the 

heterogeneities of the Fe-containing atom clusters, changes of the connection 

modes and the total coordination number (CN) as a function of temperature are 

analysed. Fig. 5.8a, b and c clearly show that, in all 3 alloy melts, the BS fraction 

decreases monotonously during cooling, from 54.7% to 41.4% in the Al-1.5Fe; 

54.5% to 46.3% in the Al-5Cu-1.5Fe, and 55.0% to 47.5% in the Al-5Cu-1.5Fe-

1Si melt. The fraction of ES and FS instead gradually increases. While that of the 

TS remains almost unchanged. However, the fraction of VS varies differently, 

increases in the Al-1.5Fe but decreases in the other two cases. Such trends 

indicate that some of the BS-connected superclusters change into the ES- and 

FS- connected ones during cooling as the Fe-centered MROs become more 

compacted.  

 

Fig. 5.8. Supercluster connection modes and the total coordination number (CN) 

as function of temperature during cooling for the 3 alloy melts. (a-c) for the 

connection modes. (d-f) for the total CN. 
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Fig. 5.8d-f shows the evolution of the total CN, calculated by averaging all atoms 

in the 1st shell of the central reference atom.  For the Al-1.5Fe melt, the CNAl 

increases from 11.61 to 11.82, while that of the CNFe from 11.0 to 11.17. The 

CNAl, CNCu and CNFe in the Al-Cu-Fe melt also increase with the similar trend. 

The CNAl reached ~11.6, while CNCu and CNFe to ~11.1 respectively. In the Al-

Cu-Fe-Si melt, the CNAl, CNCu, CNFe and CNSi are up to 11.92, 10.87, 10.84 and 

10.82 respectively. The trends of the CNs are in a good agreement with the trends 

shown by the changes of the connection mode. i.e., the Fe-centred local ordering 

for the 3 melts become more close-packed as temperature decreases. 

5.3 Fine atomic structures beyond PDFs 
 

5.3.1 Structure characteristics quantified by Warren-Cowley 
parameter  
 

To understand more quantitatively the interactions of multiple atoms in the 3 alloy 

melts, the chemical short-range order (CSRO) for each element was calculated 

and the Warren-Cowley parameters 𝜶𝒊𝒋 for all atom pairs in the 3 melts during 

cooling (see Table 3).  𝜶𝒊𝒋 is calculated by: 

𝜶𝒊𝒋 = 𝟏 − 𝒁𝒊𝒋/(𝒄𝒋𝒁𝒊)                                                   (6) 

where 𝒄𝒋 is the mole fraction of atom j, 𝒁𝒊𝒋 and 𝒁𝒊 are the partial and total CN 196, 

198, 199. 𝜶𝒊𝒋 = 0 means a completely random distribution of atoms i and j; 𝜶𝒊𝒋 < 0 

indicates that the number of j atoms in the 1st shell of 𝑖  atoms exceeds the 

average concentration of 𝑗 atoms. 𝜶𝒊𝒋 > 0 means there is a chemical preference 

not in favour of the 𝑖 − 𝑗 nearest-neighbour pair. Table 5.1 shows clearly that all 

Al-Al and X-Al pairs have negative values, but they are very close to zero. Such 

phenomena suggest that when the pure Al liquid is doped with solute atoms, the 

liquid is in an almost completely random state, but there exists some degree of 

chemical preference between different atom pairs, although not strong. There are 

more coordinated Al atoms in the 1st shell of a centre reference atom (Al and X) 

than its average concentration in the liquid for all 3 alloys. This means the Al 

atoms and X atoms somehow compete to attract Al atoms in their 1st nearest 

neighbour shell as temperature decreases. Thus, the competition to form either 
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Al-centred or X-centred SROs drives the structural dynamic evolution in the 3 

liquids 275. The X atoms in the 1st shell of Al atom are less than its average 

concentration in the 3 melts at different temperatures. 

 

Table 5.1. Warren-Cowley parameter 𝛼௜௝ for the alloys at different temperatures 

 

 

 

Composition Pair  
Temperature (ºC) 

750 720 690 660  

Al-1.5Fe 

Al-Al -0.0008 -0.0006 -0.0006 -0.0006  
Al-Fe 0.1107 0.0782 0.0859 0.0869  
Fe-Al -0.0002 -0.0008 -0.0016 -0.0037  
Fe-Fe 0.0319 0.1162 0.0217 0.0501  

  750 720 690 660 641 

Al-5Cu-1.5Fe 

  Al-Al -0.0045 -0.0065 -0.0069 -0.0078 -0.0087 
Al-Fe 0.0452 0.0866 0.0925 0.0955 0.0657 
Al-Cu 0.0627 0.0632 0.0851 0.0856 0.0755 
Fe-Al -0.0065 -0.0055 -0.0066 -0.0079 -0.0046 
Fe-Fe 0.1245 0.1124 0.0989 0.1576 0.2357 
Fe-Cu -0.0155 -0.0214 -0.0357 -0.0216 -0.1587 
Cu-Al -0.0057 -0.0642 -0.0038 -0.0078 -0.0052 
Cu-Fe 0.1232 0.0950 0.0327 0.1267 0.0656 

  750 720 690 660 630 

Al-5Cu-1.5Fe-
1Si 

Al-Al -0.0034 -0.0034 -0.0034 -0.0024 -0.0034 
Al-Fe 0.0880 0.0800 0.0869 0.0969 0.0891 
Al-Cu 0.0798 0.0790 0.0802 0.0804 0.0804 
Al-Si 0.0879 0.0893 0.0862 0.0039 0.0905 
Fe-Al -0.0020 -0.0016 -0.0064 -0.0023 -0.0027 
Fe-Fe 0.2328 0.1874 0.4191 0.2860 0.0988 
Fe-Cu 0.0107 -0.1083 -0.0121 -0.0124 -0.0200 
Fe-Si -0.0294 0.2050 0.3495 -0.0244 0.2833 
Cu-Al -0.0012 -0.0010 -0.0058 -0.0050 -0.0058 
Cu-Fe 0.0153 -0.1024 0.1159 -0.0091 -0.0112 
Cu-Cu -0.0724 0.0120 0.2235 0.2026 0.2313 
Cu-Si 0.0362 -0.0481 -0.0206 0.0330 0.0551 
Si-Al -0.0160 -0.0014 -0.0019 -0.0029 -0.0071 
Si-Fe -0.0294 0.2050 0.3495 0.0687 0.2833 
Si-Cu 0.0426 -0.0556 -0.0228 0.1164 0.0417 
Si-Si -0.1647 0.0650 -0.0691 -0.0676 0.3327 
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5.3.2 Structure characteristics quantified by Voronoi tessellation  
 

To further quantify the local atomic configuration and the SRO structural evolution 

during cooling, we apply the Voronoi tessellation method. Fig. 5.9a, c, show 

shows the fraction of the main VPs (for all atoms) in the 3 melts, while those of 

the Fe-centred VPs in the 3 melts are given in Fig. 5.9b, d and f (the Voronoi 

indexes for the typical Fe-centred superclusters are shown in Fig. 5.10). These 

VPs are classified into 3 different types according to Cheng et al. 16 :(a) 

Icosahedra-like (ICO-like) SROs, including < 0 0 12 0>, <0 1 10 x> and < 0 2 8 

x>, where x=1, 2 …4. A polyhedron with Voronoi index <0 0 12 0> represents a 

perfect icosahedral structure with a five-fold symmetry, while <0 1 10 x> and < 0 

2 8 x> can be considered as distorted icosahedral clusters. (b) crystal-like SROs, 

including <0 3 6 x > (x=2, 3, 4 and 5) and <0 4 4 x> (x=4, 5, 6 and 7), and (c) 

those not possessing the symmetries as the above two cases 16.  Within the 

studied temperature range, the ICO-like and crystal-like VPs for all atoms are 

prevalent in the 3 melts (see Fig. 7a, c and e), where the fraction of crystal-like 

VPs is always higher than that of ICO-like. As temperature decreases, the fraction 

of both ICO-like and crystal-like VPs increases.  The gradually increased VP 

numbers in the 3 melts indicated that the atomic structures of the 3 melts become 

more heterogeneous as the temperature is cooled down. The continuous 

increase of the crystal-like VP number increase also reflected in the fact that the 

1st peak of PDFs become sharper and sharper as the  temperature is decreased 
21. It can be found from Fig. 5.9b, d and f that the fraction of both ICO-like and 

crystal-like Fe-centred VPs increases more obviously, reaching a higher value at 

the temperature prior to onset of nucleation for three melts.  Such a phenomenon 

indicates that the local environment of Fe atoms becomes more ordered than the 

liquid containing all atoms. For Al-Fe melt, the fraction of ICO-like VPs is always 

higher, while that of crystal-like in Al-Cu-Fe-Si is always higher. The fraction of 

crystal-like Fe-centred VPs exceeded that of ICO-like at 641 ºC in Al-Cu-Fe melt.  

We propose that adding other solute atoms might result in local structure changes 

of Fe atoms.  
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Fig. 5.9. Left: the number distribution of the main VPs for all atoms at different 

temperatures. Right: those for the Fe-centred VPs only. (a) and (b) for the Al-

1.5Fe, (c) and (d) for the Al-5Cu-1.5Fe, and (e) and (f) for the Al-5Cu-1.5Fe-1Si 

melt respectively. The insets show the temperature-dependent fraction of the 

ICO-like and crystal-like VPs during cooling. 
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Fig. 5.10 shows 3 typical Fe-centred superclusters (containing different type 

solute atoms) extracted from the simulation box of the Al-5Cu-1.5Fe-1Si at 630°C. 

The superclusters were formed by connecting the Fe-centered VPs via different 

connection modes. 

 

Fig. 5.10. The Voronoi indexes of 3 typical Fe-centred superclusters in the Al-Cu-

Fe-Si melt, consisting of (a) Al and Fe atoms, (b) Al, Cu and Fe atoms, (c) Al, Cu, 

Fe and Si atoms.  
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5.3.3 Structure characteristics quantified by Bond orientational 
order  
 

I also use the BOO parameters to characterize the temperature-dependent local 

structure evolution around individual elements. The spherical harmonics-based 

BOO analysis can provide a quantitative description of local rotational symmetry 

around an arbitrary central reference atom. Among these parameters, the 𝑊෡଺ 

cubic invariant is the most sensitive indicator for icosahedral symmetry 61. 𝑄଺ is 

useful in measuring the degree of crystallinity (i.e., how far a precursor is away 

from its crystal nucleus 2). 𝑄ସ is useful in quantifying the difference in symmetries 

(i.e., lattice match) 23.  

Fig. 5.11a shows the 𝑊෡଺ as function of temperature for the Al- and Fe-centred 

atomic clusters in the Al-1.5Fe melt. During cooling, 𝑊෡଺ of the Al- decreases 

gradually, while that of the Fe- decreases with slightly higher rate. In the Al-5Cu-

1.5Fe melt (Fig. 5.11b), 𝑊෡଺ of the Al- and that of the Cu- are quite similar, while 

𝑊෡଺ of the Fe- exhibits the similar trend as that in the Al-1.5Fe case but with 

approximately 10% lower in their absolute value. In the Al-Cu-Fe-Si case (Fig. 

5.11c), 𝑊෡଺ of the Fe- decreases sharply from 750 to 690 ºC, and then slowly to 

630 ºC. While those for the Al-, Si- and Cu- remain relatively stable. In summary, 

the decrease of  𝑊෡଺ for all atom clusters in the 3 melts indicates that there are 

more and more atom clusters with the five-fold symmetry (due to icosahedral 

structure) in the melts as the temperature decreases. 

Fig. 5.11d, e and f show the 𝑄଺  as function of temperature for the individual 

elements in the 3 melts. Compared to all 𝑄଺ in the 3 figures, it is very clear that 

𝑄଺  of all atoms (except the Si case in the Al-Cu-Fe-Si melt) increases as the 

temperature decreases. Among all  𝑄଺ , that of the Fe has the highest value 

(except in the Al-Cu-Fe-Si case at 720 and 750 ºC), followed by the Cu, Al and 

Si. In the Al-Cu-Fe-Si melt, 𝑄଺ of the Fe increases sharply from 0.361 to 0.396 

from 750 to 630 ºC. While 𝑄଺ of the Al, Cu and Si remain relatively flat. Such 

results indicate that the Fe coordination environment contains a higher proportion 

of the crystal-like order compared to that of the other elements.  
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Fig. 5.11. The temperature-dependent 𝑊෡଺  (a-c) and 𝑄଺ (d-f) of different atoms in 

the 3 alloy melts.  

To further elucidate the temperature-dependent structural heterogeneity 

evolution, the 𝑄ସ-𝑄଺ value for each atom is calculated. Fig. 5.12 shows the 𝑄ସ-𝑄଺ 

distribution map for each atom in the 3 melts. Clearly, the majority of the atoms 

deviate markedly from the fcc (𝑄ସ = 0.191, 𝑄଺ = 0.574), hcp (𝑄ସ = 0.097, 𝑄଺ = 

0.485), bcc (𝑄ସ =  0.036,  𝑄଺ = 0.511) 276 and the monoclinic Al13Fe4 (𝑄ସ = 0.192, 

𝑄଺= 0.491) structure. To illustrate the temperature-dependent evolution more 

clearly in the 𝑄ସ-𝑄଺ map, the normalized BOO parameter defined by Yang et al. 

32 is used here. It is calculated by ඥ𝑄ସ
ଶ+𝑄଺

ଶ ට𝑄ସ௙௖௖
ଶ +𝑄଺௙௖௖

ଶൗ , where 𝑄ସ௙௖௖ and 

𝑄଺௙௖௖ are the 𝑄ସ and 𝑄଺ for a perfect fcc lattice. The normalized BOO parameter 

is between 0 and 1, where 0 means that 𝑄ସ = 𝑄଺ = 0, 1 represents a perfect fcc 

structure.  Using this method, all atoms in the 3 melts are classified into two 

different types: the atoms with normal liquid structure, and the others with pre-

ordered liquid structure, i.e., with higher bond-orientational order. Here, I use the 

two points on the 𝑄ସ-𝑄଺ map, i.e., point (𝑄ସ = 0, 𝑄଺ = 0.48) on the  𝑄଺ axis, and 

the point (𝑄ସ = 0.48 , 𝑄଺ = 0) on the 𝑄ସ  axis to define the boundary line. It is 
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calculated as  0.793 = ඥ𝑄ସ
ଶ+𝑄଺

ଶ ට𝑄ସ௙௖
ଶ +𝑄଺௙௖௖

ଶൗ  (see all red-dash lines on Fig. 

5.12a-n), above which the atoms have pre-ordered structure, below which the 

atoms have normal liquid structure. The 0.793 is determined by the result of pure 

Al at 690 ºC and 660 ºC during the cooling process 168 . Clearly, Fig. 5.12a-n 

show that the majority of the atoms in the 3 melts are below the red curves, i.e., 

having liquid structures. A big portion of the atoms above the red curve are near 

the Al13Fe4 or fcc region. As temperature decreases, the percentage of the atoms 

with pre-ordered structure increases steadily as illustrated in Fig. 5.12o. As the 

temperature approaches the nucleation stage (i.e., below 690 ºC for the Al-Fe 

case, and below 660 ºC for the Al-Cu-Fe and Al-Cu-Fe-Si case), the percentage 

of the atoms with pre-ordered structure increases more quickly, reaching 8% to 

9% at the temperature just prior to nucleation. Such relatively ordered structures 

serve as the precursors of crystal nuclei, and they are the atomic structures at 

the intermediate steps prior to crystal nucleation 17. In our case, these pre-ordered 

atoms with high BOO parameters are the precursors of the Al13Fe4 primary phase 

in the crystallization process as discussed in detail below.  

Fig. 5.12p plots average 𝑄଺ versus 𝑄ସ for Fe atoms only in the liquid state and 

that of Al13Fe4 in the solid state. Clearly, 𝑄଺ and 𝑄ସ of the Fe-centred polyhedra 

gradually approach those of the Al13Fe4 crystalline phase (0.186, 0.494) , 

indicating that the atoms undergo gradual structural changes, i.e., the 

crystallization process does not occur abruptly, instead, it occurs progressively.  
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Fig. 5.12. Temperature-dependent 𝑄ସ-𝑄଺ distribution map for all atoms in (a-d) 

Al-1.5Fe, (e-i) Al-5Cu-1.5Fe and (j-n) Al-5Cu-1.5Fe-1Si melts. The red dash 

curves are the boundaries with the normalized BOO parameter of 0.793. The 

perfect bcc, hcp and fcc structures are marked by the green dots, while the 

monoclinic structure (Al13Fe4) is marked by the red dot. (o) Fractions of the pre-

ordered atoms as a function of temperature in the 3 melts. (p) The average (𝑄ସ,𝑄଺) 

evolution pathway of the Fe atoms in the liquid region for 3 melts during cooling.   
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5.4 Discussion  
 

5.4.1 Variations in SROs due to multiple atom interactions 
 

The interactions of multiple atoms in the liquid state for the 3 melts during cooling 

are clearly revealed by the Warren-Cowley SRO parameter and changes of the 

CN. As the temperature decreases, in the short atom range, the central reference 

Al or X atoms compete against each other, attracting other Al atoms to their 1st 

shell, forming either Al-centred or X-centred SROs. For the Al-centred clusters, 

more Al atoms appear in the 1st shell and the Al-Al bond length is larger, hence 

the 1st peak position of the 𝑔(𝑟)஺௟ି஺௟ in all 3 alloys shifts towards larger 𝒓 (see Fig. 

5.4, 5.5 and 5.6). For the X-centred clusters, more Al atoms also appear in their 

1st shell, but the X-Al bond length is smaller, hence the 1st peak position of the 

𝑔(𝑟)௑ି஺௟ in all 3 alloys shifts towards smaller 𝒓 (see Fig. 5.4, 5.5 and 5.6). In 

addition, the 𝜶𝒊𝒋 of the Al-X pairs (see Table 5.1) in the 3 melts are all positive, 

indicating there is chemical preference against the Al-X pairs during cooling.  

Fig. 5.13a shows that the 1st peak positions of 𝑔(𝑟)ி௘ି஺௟ in the Al-Fe melt are 

lower than those in the Al-Cu-Fe and Al-Cu-Fe-Si melts. While that of the 

𝑔(𝑟)஼௨ି஺௟ in the Al-Cu-Fe melt is lower than that in the Al-Cu-Fe-Si melt. Such 

phenomena indicate the competition for attracting Al atoms between different 

types of X atoms. As shown in Table 3, the Warren-Cowley parameters of X-Al 

pairs are negative. For the Fe-Al pair, when Cu atoms are added, the Cu and Fe 

atoms are competing to attract Al atoms to their 1st shell as temperature 

decreases 275. Adding Cu atoms weaken the attractive interaction between Fe 

atoms and the Al atoms in their 1st shell as the 1st peak position of 

𝑔(𝑟)ி௘ି஺௟ become larger at the same temperature (see Fig. 5.13a). Adding Si 

atoms further weaken the attractive interaction between the Fe-Al and Cu-Al pairs 

(see Fig. 5.13b).  
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Fig. 5.13. Effect of temperature on the 1st peak position of (a) 𝑔(𝑟)ி௘ି  and (b) 

𝑔(𝑟)஼௨ି஺௟ in the 3 alloy melts. 

 

5.4.2 SRO structure heterogeneities quantified by the rotational 
symmetry  

 
Fig. 5.9a, c and e show the atomic structure heterogeneities (different type SROs) 

for all atoms in the 3 melts. Fig. 5.9b, d and f show those for the Fe atoms only. 

Among them, the ICO-like and crystal-like structures are of sufficient percentage. 

As temperature decreases, the fractions of the two structures steadily increase 

but also continue to compete against each other (see all insets in Fig. 5.9). Such 

competition can be explained well by the two-order-parameter model 277, 278. The 

BOO analyses also indicate that there are higher degree of crystallinity and higher 

fractions of five-fold symmetry in the low-temperature region for the 1st shell 

coordination environment. The development of structural heterogeneities during 

cooling at SRO scale is mainly due to the growing portion and competition 

between the ICO-like and crystal-like structures.  

By using the normalized BOO parameter (i.e., the 0.793 line in Fig. 5.12) in the 

𝑄ସ-𝑄଺  map, we can separate and quantify the pre-ordered clusters away from 

the clusters of normal liquid structure. The monoclinic structure (the Al13Fe4 phase) 

is located between the fcc structure and the normal liquid (with the icosahedral 

symmetry) in the 𝑄ସ-𝑄଺ map. This is because the monoclinic structure can be 

viewed as a distorted fcc lattice, and it also has partially icosahedral symmetry 
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279, 280. As the temperature decreases, the atoms that are positioned around the 

monoclinic Al13Fe4 site (the red dots in Fig. 5.12a-n) should have a similar 

structural arrangement as compared to the monoclinic Al13Fe4 phase. To be more 

specific, the structural similarity can also be confirmed by looking at the Fe-

centred VPs in liquid (see Fig. 5.9b, d and f), where the dominant <0 2 8 1>, < 0 

2 8 2 >, < 0 2 8 3 > VPs contain partially five-fold symmetry  61 as does in the 

Al13Fe4. Fig. 5.12a-n clearly show that the number of atoms surrounding the 

Al13Fe4 (the red dots) is much higher compared to those surrounding the fcc, bcc 

and hcp cases. Hence, it can be concluded that pre-ordered atoms in the region 

surrounding the red dots are the intermediate structures between the liquid and 

the Al13Fe4 phase, i.e., the nucleation precursor for the primary Al13Fe4 phase. 

Previous numerical and experimental studies suggest that the solid-liquid 

interfacial energy of monoclinic Al13Fe4 is smaller than that of the bcc and hcp/fcc 

phase 281-283. Hence the Al13Fe4 phase first appears in the 3 melts. Our results 

also show that, at the pre-nucleation stage, the fraction of precursor in the liquid 

increases as temperature decreases together with the increase of structure 

heterogeneity (see Fig. 5.9b, d, and f). At the same time, the rotational symmetry 

of the Fe atom (see in Fig. 5.12p) in the liquid region evolves progressively 

towards that for the solid Al13Fe4. SRO structure heterogeneities quantified by 

rotational symmetry indicated that the disorder-to-order transition is a progressive 

behaviour, containing numerous steps. To address the role of the local structure 

of Fe atoms on the nucleation, I further discuss the evolution behaviour of Fe-

centred MROs during cooling in section 5.6.3. 
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 5.4.3 Fe-centred MRO structure heterogeneities and their 
evolutions 
 

Warren-Cowley parameter analysis show that 𝜶୊ୣ୊ୣ > 0  in the cooling process, 

hence the Fe-centred clusters tend to be “against” the Fe atoms in their 1st shell. 

This explains why the fraction of tetrahedral-sharing Fe-centred MROs (see the 

TS in Fig. 5.8a, b, and c) is the lowest among all connection modes.  As the 

temperature decreases, the fraction of Fe-centred MROs connected by BS (Fig. 

5.7 and 5.8) in the 3 melts decreases. While both ES and FS increase gradually 

in 3 melts during cooling. The fraction of VS in the Al-1.5Fe increases, while that 

in Al-5Cu-1.5Fe and Al-5Cu-1.5Fe-1Si melts decreases slightly. The above 

phenomena indicate that during the cooling process, the Fe-centred MROs 

become more compact, resulting in gradual changes in the connection modes. 

The increased fraction of ES and FS shows that the Fe-centred clusters connect 

each other by sharing more atoms. Clearly, one possible pathway is that the BS 

connected MROs evolve into those connected by VS and ES, and then into the 

MROs connected by FS (see Fig. 5.14a). As shown in Fig. 5.14b, among the FS 

clusters, they share 3 or 4 atoms, and the 3-atom sharing is the dominant mode 

for all 3 melts. Fig. 5.14c shows a unit cell of the monoclinic Al13Fe4 phase 280. It 

clearly shows that multiple Fe-centred clusters are linked by the FS connection 

with their nearest Fe atoms. In the cell, 63.64% of Fe atoms connect the 

neighbouring Fe atoms via FS with 3-atom sharing. These 3-atom face-sharing 

motifs in the liquid match very well to the structures of the crystalline Al13Fe4 

phase. Monoclinic crystal with partial five-fold symmetry is an energetically and 

geometrically favourable arrangement of the Fe-centred SROs containing five-

fold symmetry 279. Hence crystal nucleation starts with the formation of MRO 

clusters with the similar structures to the subsequently nucleated crystal 7, 284. In 

the cooling process, Fe-centred clusters form more MROs via FS, the same type 

of connection mode exists in the monoclinic long-range packing Al13Fe4 primary 

phase. Hence, we conclude that the Fe-centred clusters connected by FS are the 

nucleation precursors in the medium-atomic range scale in the 3 alloy melts. 

 



Chapter 5 
 

 

137 
 

 

Fig. 5.14. (a) A schematic of Fe-centred MROs evolution pathway during cooling. 

(b) The fraction of 3-atom sharing and 4-atom sharing in the face-sharing modes 

for the 3 alloy melts prior to nucleation. (c) A unit cell of the monoclinic Al13Fe4 

phase (C2/m space group), containing 78 Al atoms (blue) and 24 Fe atoms 

(orange) 280. Four representative Fe atoms (marked by the black dash circles) are 

selected to illustrate one of the typical connection modes of the Fe-centred MROs. 

(d) An enlarged illustration of the selected Fe-centred cluster linked by the FS 

connection with the nearest Fe atoms. In the unit cell in (c), 63.64% of the Fe 

atoms connect their neighbour Fe atoms via FS. 
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5.5 Summary  
 

In this chapter, the 3D atomic structures of 3 Fe-containing Al alloys in the liquid 

state have studied systematically in operando conditions, as well as their 

structural heterogeneities and evolutions versus temperature. The main new 

scientific findings are:  

  

1. The EPSR method is a computationally efficient modelling tool for 

searching and reconstructing the 3D atomic structures of multiple-

component alloy systems in the liquid state according to the X-ray total 

scattering data.  

2. Atomic structural heterogeneities do exist in the 1st atomic shell and 

beyond, which are driven by the multiple atom interactions in the systems 

during the cooling process. The degree of structural heterogeneities are 

determined by the difference in atom radius, atomic bond length and the 

chemical preference between different atoms in the multiple-component 

systems.  

3. At the short-range atom scale, the development of structural 

heterogeneities is mainly due to the existence and growth of the ICO-like 

and crystal-like structures. During cooling, the Fe atoms show a higher 

degree of crystallinity than the other atoms in the liquids. At the onset of 

crystal nucleation, the fraction of the Fe-centred ICO-like and crystal-like 

VPs reach 8-10%, while the others are in the range of 5.8-8.5%. 

4. Using a pre-defined normalized bond orientational order parameter of 

0.793, the pre-ordered atoms in the 3 alloy melts are quantified. They 

grow almost linearly with temperature from 750 to 690 ºC and then 

accelerate at the late stage of cooling, reaching 8%-9% at the onset of 

nucleation, indicating clearly the progressive nature prior to crystal 

nucleation.  

5. The Fe-centred SROs tend to connect together via five different modes to 

form larger Fe-centred MROs by consuming mainly the bond-sharing Fe-

clusters. Their percentages increase almost linearly with temperature, 

reaching approximately 18-20% in the 3 melts at the onset of nucleation. 

The Fe-centred MROs gradually approach to the structures of the Al13Fe4 
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primary phase (monoclinic structure) and are indeed the nucleation 

precursors for the Al13Fe4 phases. 
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Chapter 6 Progressive nucleation mechanism in 
solidification of multiple-component alloy  
 

Results of the three Fe-containing Al alloys presented in chapter 5 indicated that 

the ICO-like and crystal-like structures co-exist and grow simultaneously as the 

melt is cooled. However, some researchers argued that higher degree of ICO-

like structure would suppress crystal nucleation 56, 208, 216. To deepen 

understanding of the role of the ICO-like and crystal-like structures on crystal 

nucleation, in this chapter, attention was paid to some of the key results from the 

Al-5Cu-1.5Fe-1Si case.  

Fig. 6.1 shows emergence of small peaks at 628.4°C in the 1D pattern, 

corresponding to the Bragg spots in Fig. 5.1. The peaks were indexed as the 

Al13Fe4 phase, in good agreement with the results of computational phase 

calculation using the Scheil model 285. As the temperature decreased to 614.1 °C, 

the peaks of α-Al and Al8Fe2Si (α-Fe) appeared. Such phase transformation 

sequence was reported 286, the primary Al13Fe4 phase in liquid is metastable in 

liquid, with further cooling, the diffused Si and Fe atoms can be incorporated in 

Al13Fe4, forming other Fe-rich intermetallic phases. The primary monoclinic 

Al13Fe4  thus can be viewed as a metastable phase. 

Compared to stable phases like fcc/bcc with small unit cell, Fig. 6.2 show that the 

Al13Fe4 cell is much more complicated. The monoclinic unit cell consists of 102 

atoms and has a quasicrystal-like structure with faulted periodicity, comprising 

columns with five-fold symmetry along the (0 1 0) direction (pentagonal columns) 
279, 280. Given that it in liquid is metastable, as cooling continued, more Si and Fe 

atoms diffused into the Al13Fe4, forming other Fe-rich intermetallic phases 286. In 

most previous studies 48, crystallization was mainly interpreted as the  conversion 

of five-fold symmetry into crystalline symmetry. However, for the crystalline 

phases that  exhibit partial five-fold symmetry (e.g., crystal approximants, C14 

Laves phase, icosahedral quasicrystal, monoclinic Al13Fe4), and their nucleation 

pathway are still not fully understood 58. To reveal the nucleation pathway, more 

systematic Voronoi tessellation analysis for each element in the liquid was made. 
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In addition, the BOO analysis (both 𝑊෡଺ and (𝑄ସ,𝑄଺)) for the Fe atoms in liquid and 

solid state are compared.  

 

 

 

Fig. 6.1. (a) The 1D X-ray scattering intensity (converted from the 2D patterns) at 

the selected temperatures, (b) the enlarged profile of the boxed region in (a). 
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Fig. 6.2.  (a) An Al13Fe4  crystal structure containing 2499 atoms in total, and (b)  

a big crystal cell made of 4 unit cells of monoclinic Al13Fe4 phase 287, and the 

structure is composed of atom clusters forming Fe-centred five-fold symmetry in 

SRO and MRO scale when it is viewed along the [ 0 1 0] direction.  
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Fig. 6.3 illustrates the fraction distributions of the ten major Voronoi polyhedron 

(VPs, the counting threshold is > 0.2).  As shown in all insets in Fig. 6.3, the 

fraction of the ICO-like SROs (i.e., the red curve) and that of the crystal-like SROs 

(the blue curve) increase gradually as the temperature decreases from 750 ºC to 

630 ºC. Such trends indicate that when the melt was cooled further, the degree 

of structure heterogeneities in the liquid increased, coinciding with the changes 

in the first peaks of the partial PDFs, i.e., becoming sharper and higher (Fig. 5.6).  

 

Fig. 6.3. Distribution of the leading population of Voronoi polyhedron in the liquid 

Al-5Cu-1.5Fe-Si alloy: (a) Al-, (b) Cu-, (c) Fe- and (d) Si-centred polydera. For 

the Al, Cu and Fe cases, the top ten VPs are presented. However, for the Si case, 

only five VPs are above 0.2%. Interestingly, for the Al case, the top ten VPs 

consist of only ICO-like and crystal-like structures.  
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For Fe-centred VPs, the red curve and the blue curve show very similar trends of 

increasing versus temperature (i.e., similar slope for both lines) and reached the 

highest fractions for both curves at 630 ºC compared to the other three cases. 

Such a phenomenon demonstrates that the Fe-centred atomic clusters exhibited 

the highest degree of structural heterogeneities. In addition, the fraction of the 

crystal-like structure is always higher than the ICO-like SROs in the melt. This 

evidence pointed out that the structural heterogeneities were developed via the 

co-growth of ICO- and crystal-like SROs as explained in the two-order-parameter 

model 213.  

The BOO evolution of Fe atoms in liquid Al-5Cu-1.5Fe-1Si during cooling is also 

presented here. The invariant 𝑊෡଺  of the dominant Fe-centred atomic clusters 

(see in Fig. 6.4a) in the melt at 630 ºC seems to have values in between those of 

icosahedron and fcc configurations, suggesting that most of the Fe-centred local 

atomic arrangements have an intermediated structure between icosahedron and 

fcc. The icosahedron degree for Fe atoms in solid Al13Fe4 is higher than that in 

liquid. During the cooling process, the icosahedron degree is enhanced, 

approaching that of solid Al13Fe4.  In addition, the average (𝑄ସ,𝑄଺) value of all Fe 

atoms in the liquid state is plotted in Fig. 6.4b. The (𝑄ସ,𝑄଺) value of the Fe atoms 

approaches towards that of the Al13Fe4 crystalline phase. The monoclinic Al13Fe4 

possess Fe-centred five-fold symmetry in SRO and MRO scale when it is viewed 

along the (0 1 0) direction (see in Fig. 6.3).  

 

 SROs with five-fold symmetry in liquid was often considered to act as nucleation 

barrier, but an exception for quasicrystal according to previous studies 58, it can 

also act as a template for icosahedron quasicrystals due to the smaller solid-liquid 

interfacial energy. The drastic growth of icosahedron symmetry will increase 

nucleation barrier for crystals with translational periodicity, while the co-growth of 

icosahedron symmetry and crystalline symmetry in our case result in a smaller 

difference in local structural ordering between crystal and liquid (configurations 

entropy difference), decreasing Al13Fe4-liquid interfacial energy. Unlike common 

nucleation pathway where five-sold symmetry clusters convert into crystalline 

clusters, our study here presents a special scenario where Al-Cu-Fe-Si melt firstly 

transfer into a quasicrystal-like, metastable monoclinic Al13Fe4 phase, which 
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owns higher five-fold and crystalline symmetry degree than the liquid. Upon 

cooling, the Fe-centred five-fold and crystalline symmetry both get enhanced in 

liquid, leading to smaller the Al13Fe4-liquid configuration entropy difference and 

interfacial free energy. Contrary to the common beliefs, it can be found that the 

drastic development of Fe-centred five-fold symmetry in liquid upon cooling might 

not suppress but facilitates the nucleation of primary phase. Our findings provide 

the unambiguous evidence that crystal nucleation in multicomponent alloys is a 

dynamic evolution process, shedding light on fundamental understanding of 

nucleation mechanism of a metastable crystalline phase containing five-fold 

symmetry in multi-component liquids.  
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Fig. 6.4. (a) Histogram of the frequency density of the cubic invariant 

𝑊෡଺  monitoring the local geometry around each Fe atom in the melt at 630, 

together with the characteristic values for an ideal icosahedron (-0.169754), fcc 

cluster (-0.013161), Fe atoms in solid Al13Fe4, melt at 750 (-0.027746) and 630 

ºC (-0.043246). (b) The averaged Q4 and Q6 value for all Fe atoms at different 

temperatures, indicating the trajectory towards the monoclinic Al13Fe4 phase. 
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Chapter 7 Conclusions and future works  
 

7.1 Conclusions  
 

Systematic experimental and modelling studies have been carried out to study 

the atomic structures of 4 Al alloys in the liquid state and their dynamic evolution 

with temperatures. The key conclusions of this thesis are: 

(1) Upgrade of the counter-gravity casting apparatus was completed. Safer 

and semi-automatic operations have been achieved. 

(2) Upgrade of the special furnaces for synchrotron X-ray total scattering and 

tomography studies was completed which were successfully used in a 

series of operando experiments in the university lab and the Diamond Light 

Source.  

(3) Throughout this research, the EPSR is demonstrated to be one of the most 

computationally efficient methods for searching and reconstructing the 3D 

atomic structures of multiple-component alloys in the liquid state.  

(4) For the Al-0.4Sc, in the liquid-solid coexisting region (657 °C), the Sc-

centred polyhedrons form medium-range order via face-sharing, the same 

type of connection exists in the FCC long-range packing Al3Sc primary 

phase. These polyhedrons exhibit partially icosahedral and partially face-

centred-cubic symmetry. The medium-range ordered Sc-centred clusters 

with face-sharing are proved to be the “precursors” for the L12 fcc Al3Sc 

primary phase in the liquid-solid coexisting region. 

(5) For the three Fe-containing Al alloys, the atomic structural heterogeneities, 

consisting of the icosahedra-like and crystal-like structures, do exist in the 

short- and medium-range scale. As the temperature cools down, the 

factions of both structures increase approximately linearly. In the Fe-

centred atom clusters, more and more large medium-range ordered 

clusters form due to the increasing number of face-sharing connections in 

the 3 alloy melts. Such face-sharing Fe-centred clusters are the nucleation 

precursors for the Al13Fe4 phase, indicating that crystal nucleation is a 

progressive process rather than a sudden and abrupt event.  
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(6) The monoclinic Al13Fe4 has higher degree of icosahedron and crystallinity 

than liquid. The enhancement of five-fold symmetry increases the local 

structure similarity between liquid and solid primary phase, as well as the 

development of crystal-like structure. The development of icosahedron 

degree result in smaller interfacial free energy between the Al13Fe4 and 

liquid. This finding should deepen the fundamental understanding of the 

nucleation mechanism of complex crystals with high five-fold symmetry in 

multi-component systems.   

7.2 Future works  
 

In this research, all total scattering experiments were conducted at DLS. Due to 

the limited X-ray fluxes, it typically takes 20 to 30s to complete the collection of 

one scattering pattern. As a result, part of the nucleation pathway (as shown in 

Fig. 6.4b) was missing. Therefore, higher photon flux that can acquire diffraction 

patterns 10 or 100 times faster is needed for obtaining the missing data at the 

critical temperature points. Moreover, 3DXRD (3-Dimensional X-ray Diffraction) 

the best technique for studying phase nucleation and evolution in true 3D space 

which can track the centre of mass of each crystal (see Fig. 7.1k) 288, 289. The 

method is based on the use of high-energy X-rays from synchrotron sources and 

a 'tomographic' approach to diffraction, compared to the traditional total scattering 

techniques, such method requires sample rotation when collecting diffraction 

pattern. With 3DXRD the structure of the embedded grains within polycrystals or 

powders can be characterised non-destructively within millimetre to centimetre 

size specimens. The dynamics of the individual grains can be studied in the bulk 

sample. The patterns give direct information on both the liquid (Fig. 7.1a and e) 

and solid phases during the solidification process (Fig. 7.1d).  We will use the 

PDF method to process the diffraction data for the sample in liquid region and 

3DXRD method for the following crystallization process. More importantly, the 3D 

XRD can collect the pair distribution function (PDF) information for the remaining 

liquid after the primary intermetallic phase appear (Fig. 7.1b, c, f and g), which is 

essential to validate the simulation results of partially crystalline liquid metal.  

 



Chapter 7 
 

 

149 
 

Fig. 7.1 (a-d) Sample in different states during the cooling process and the corresponding data analysis methods. (e-j) The scattering 

spectra of samples at different states and the expected simulation box. (k) A typical 3D view of measured grain map acquired 3DXRD 

technique 291. 
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For modelling multiple-components or dilute alloys, it is necessary to use a larger 

simulation box that can handle and process hundreds of thousands of atoms or 

millions of atoms. The latest EPSR package (26) can do simulation with 100,000 

atoms. While the EPSR 25 used in this research can only handle 50,000 atoms. 

Recently, ISIS team has just made the Dissolve (a new code based on the EPSR) 

available to users. Dissolve employs a full classical force field and can 

accommodate multi-configuration simulations with millions of atoms. Dissolve 290 

is designed to be flexible and extensible, allowing for the study of simple 

molecular liquids as well as complex and heterogeneous systems. It offers the 

potential to investigate partially crystalline liquid metals, as depicted in Fig. 7.1f 

and i. 

In the liquid-to-solid phase transformation of metallic alloys, nucleation typically 

occurs in the atomic length scale and in ps to ns time scale. Although atomistic 

modelling can be used routinely to simulate phase nucleation events, to capture 

in real-time the nucleation dynamics by experiments are extremely difficult. In this 

aspect, the exceptionally high brightness of the X-ray free electron Laser is the 

ideal source for time-resolved experiments with time resolution of tens of fs. Using 

XFEL, it is possible image phase nucleation from fs onwards. 
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Appendix 1: Design of the furnace 
Base plate (P2)
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Position plate (P3)
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Position plate (P4) 

 

 

Side plate (P5) 
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Side plate (P6) 
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Resistance heater (P7) 
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Front plate (P9)  
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Back plate  (P10)  
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Top cover (P11) 
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Sample adaptor (P14) 
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Adaptor (P16) 
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Steel plate (P17) 
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Appendix 2: MATLAB code used for sharing modes 
calculation  
 
clear all; 
%% 
Type1_pair = []; %empty matrix of Type1 (tedrahedra-sharing)  
Type2_pair = []; %empty matrix of Type2 (Bonds, vertex, edge and face-
sharing(3 4 5 6...)  
%% 
All_data = importdata('5477-750-1box_1.txt');  
Fe_index = find(strcmp(All_data.textdata, 'Fe'));  
Fe_number = size(Fe_index, 1); %Number of Fe 
%% 
for i=1:Fe_number 
    for j=i+1:Fe_number 
        dis = Eu_dis(All_data, Fe_index(i), Fe_index(j));  
        if(dis<=4) 
            Type1_pair = [Type1_pair; Fe_index(i), Fe_index(j)];  
        elseif (dis>=4 && dis<=8) 
            Type2_pair = [Type2_pair; Fe_index(i), Fe_index(j)];  
        end 
    end 
end 
 
%% define different sharing mode 
Q = length(Type2_pair); %Count the number of Type2, which is Q 
Type2_pair_shaired = cell(Q, 1);  
for i=1:Q 
    shaired_atoms = []; % 
    rest_index = (1:size(All_data.data, 1))';  
    rest_index([Type2_pair(i, 1), Type2_pair(i, 2)], :)=[];  
    M = size(rest_index, 1); %Get 19998 remaining digits M 
    for j=1:M 
        dis1 = Eu_dis(All_data, Type2_pair(i, 1), 
rest_index(j)); %calculate d1 
        dis2 = Eu_dis(All_data, Type2_pair(i, 2), 
rest_index(j)); %calculate d2 
        if(dis1<=4 && dis2<=4) 
            shaired_atoms=[shaired_atoms, rest_index(j)]; %Get the 
shared atom index for each Fe-Fe of Type2 
            Type2_pair_shaired292 = shaired_atoms; %Save to cell array 
        end 
    end 
end 
%% Calculate the sum number of type1 and type 2, the fraction of each 
types of sharing mode  
num_type=[]; % s 
for i=1:Q 
    number = length(Type2_pair_shaired{i}); 
    if(number==0) 
        num_type = num_type; %Unchanged if the pair has no shared 
atoms 
    else 
        num_type = [num_type, number]; %Otherwise increase the number 
of shared atoms for each pair of atoms 
    end 
end 
%%  
statistic = []; %A matrix used to count the number of different atomic 
types 
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statistic(1,:) = unique(num_type); %The first line of statistic is the 
number of different shared atoms 
statistic(2,:) = hist(num_type,unique(num_type)); %The second line of 
statistic is the number of different shared atomic numbers 
for i=1:size(statistic, 2) 
    statistic(3,i) = statistic(2,i)/(sum(statistic(2,:))+1); %The 
third line of statistic is the percentage of different atomic number 
types 
end 
percent_type1 = 1/(sum(statistic(2,:))+1); 
%%  
non_exist = []; %Fe atom index not present in Type1 and Type2 
for i=1:Fe_number 
    if(ismember(Fe_index(i), Type2_pair) || ismember(Fe_index(i), 
Type1_pair)) %Appears in both Type1 and Type2, then non_exist remains 
unchanged 
        non_exist = non_exist; 
    else 
        non_exist = [non_exist, Fe_index(i)]; %Otherwise, the index 
does not appear in Type1 and Type2 
    end 
end 
non_exist_percent = length(non_exist)/Fe_number; %Non-occurring Fe as 
a percentage of all Fe atoms 
 

 

 

 

 

 


