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Wind Turbine Fault-Tolerant Control via
Incremental Model-Based Reinforcement Learning

Jingjie Xie, Hongyang Dong, Xiaowei Zhao, and Shuyue Lin

Abstract—A reinforcement learning (RL) based fault-tolerant
control strategy is developed in this paper for wind turbine
torque & pitch control under actuator & sensor faults subject to
unknown system models. An incremental model-based heuristic
dynamic programming (IHDP) approach, along with a critic-
actor structure, is designed to enable fault-tolerance capability
and achieve optimal control. Particularly, an incremental model
is embedded in the critic-actor structure to quickly learn the
potential system changes, such as faults, in real-time. Different
from the current IHDP methods that need the intensive eval-
uation of the state and input matrices, only the input matrix
of the incremental model is dynamically evaluated and updated
by an online recursive least square estimation procedure in our
proposed method. Such a design significantly enhances the online
model evaluation efficiency and control performance, especially
under faulty conditions. In addition, a value function and a
target critic network are incorporated into the main critic-
actor structure to improve our method’s learning effectiveness.
Case studies for wind turbines under various working conditions
are conducted based on the fatigue, aerodynamics, structures,
and turbulence (FAST) simulator to demonstrate the proposed
method’s solid fault-tolerance capability and adaptability.

Note to Practitioners—This work achieves high-performance
wind turbine control under unknown actuator & sensor faults.
Such a task is still an open problem due to the complexity
of turbine dynamics and potential uncertainties in practical
situations. A novel data-driven and model-free control strategy
based on reinforcement learning is proposed to handle these
issues. The designed method can quickly capture the potential
changes in the system and adjust its control policy in real-
time, rendering strong adaptability and fault-tolerant abilities. It
provides data-driven innovations for complex operational tasks
of wind turbines and demonstrates the feasibility of applying
reinforcement learning to handle fault-tolerant control problems.
The proposed method has a generic structure and has the
potential to be implemented in other renewable energy systems.

Index Terms—Fault-tolerant control, Reinforcement learning,
Wind turbine control, Intelligent control.

I. INTRODUCTION

ODERN wind turbines are becoming large-scale and
highly complicated to generate more power and meet
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diverse requirements. Due to the complex operation environ-
ment, multiple perturbations, and long-term harsh working
conditions (especially for far offshore wind turbines), unde-
sirable failures in sophisticated wind turbines will inevitably
occur in practice. The main risks associated with wind turbine
systems include actuator/sensor faults, measuring deviations,
unknown dynamics, and external disturbances, which may lead
to severe control performance degradation, power capturing
efficiency reduction, and even structural damage. The demands
for improving the reliability and safety of wind turbine control
systems are significant and urgent.

To this end, fault-tolerant control (FTC) methods have
emerged and received considerable attention in recent decades.
FTC aims to compensate for the effects of undesirable failures
and maintain the control performance at an acceptable level
under faults [1], [2]. In general, it can be categorized into
active FTC and passive FTC [3]. Active FTC methods react
actively to failures by monitoring the system with a fault
detection and diagnosis (FDD) mechanism [4] to reconfig-
ure control systems for potential performance recovery with
the remaining healthy components. They could provide the
strong capability to handle serious faults but suffer from high
design complexity and relatively poor real-time adaptability.
In contrast, passive FTC methods are usually designed to
maintain control performance under fault conditions by robust
and/or adaptive control techniques without directly employing
FDD [5]. Compared to active FTC, passive FTC has a more
flexible and simple structure, less computational complexity,
and is easier to implement. Passive FTC can instantaneously
counteract many typical failures without the requirement to
accurately detect faults as in active FTC methods.

Due to its self-healing and reconfigurable performance for
control recovery under various faulty conditions, the FTC
methods have also been applied in wind turbine operations.
For example, Ref. [6] designed two wind turbine FTC methods
— a passive FTC scheme based on a fuzzy model reference
adaptive control and an active FTC with FDD methods, achiev-
ing superior fault-tolerance ability under the torque actuator
offset faults. To particularly compensate for the pitch actuator
faults of the wind turbine pitch control, Ref. [7] proposed
an adaptive sliding mode observer-based active FTC method,
and Ref. [8] developed an adaptive output feedback sliding
mode control. Ref. [9] introduced a linear quadratic regulator-
based wind turbine individual pitch control strategy combined
with an active FTC for compensating different types of pitch
sensor faults. Additionally, an adaptive fractional-based termi-
nal back-stepping sliding mode method in Ref. [10] and an
extended state observer-based active FTC method in Ref. [11]



were developed for wind turbine FTC control considering the
actuator and sensor faults. For better understanding, Table I
summarizes the properties, types of faults, and control methods
to offer a comprehensive overview of several presentative wind
turbine FTC technologies.

The above-mentioned wind turbine FTC methods have
shown effectiveness in handling actuator and sensor faults, it is
noteworthy that the problem is still challenging. Specifically,
the strong fault tolerance and robustness for both active and
passive FTC methods usually require much more accurate and
richer system information to better understand faulty condi-
tions. However, such expectations are challenging especially
for the active FTC since the FDD for fault compensation
is error-prone under unknown and harsh working conditions.
As a result, more precise FDD requires much more model
knowledge and computational resources with complex and
tedious fault estimation structures, which is not preferable in
practice. Another key concern of FTC for wind turbines is the
optimality of control performance in faulty conditions, which
makes the mainstream FTC methods incapable because most
of those conventional FTC methods lack optimality consider-
ation and thus would bring high costs and degraded transient
performance. To our knowledge, there remains a research gap
in achieving optimal fault-tolerant control for wind turbines
with reduced model dependency. These bottlenecks motivate
us to integrate the state-of-the-art reinforcement learning (RL)
technique into the FTC framework for wind turbines. Because
the RL is a powerful tool to learn optimal control policies
for grey-box or black-box systems [12], [13], [14]. Moreover,
an RL agent can interact with the environment and analyze
the measured data in-depth to capture key system information
instead of relying on accurate analytical models. Note that the
RL-based FTC methods have shown advantages in various
fields [15], such as unmanned aerial vehicles [16], highly
flexible aircraft [17], and mobile robots [18]. To be brief, it is
still an open area to design RL-based optimal FTC for wind
turbines. Particularly, an improved RL-based FTC method
with enhanced learning efficiency is urgently needed for wind
turbine operation in complex and unknown environments.

Motivated by these features, this paper aims to design a
novel RL-based fault-tolerant controller for wind turbines un-
der actuator and sensor faults, uncertainties, and disturbances.
Specifically, an incremental model-based heuristic dynamic
programming (IHDP) method is designed for wind turbine
control. Our strategy is data-driven and model-free since it
does not rely on any pre-determined analytical wind turbine
models. Instead, the essential system information can be
captured by the critic network and also a specially-designed
incremental model, which is updated online with real-time
measurements. The incremental model can quickly capture
the real-time changes of the system, rendering adaptability
and fault-tolerant abilities to the controller. Based on the
incremental model, a critic-actor structure is utilized to solve
an optimal wind farm control problem to minimize long-
term tracking errors. Particularly, the critic is to approximate
the long-term performance metric built by tracking errors,
and the actor is to learn optimal torque and pitch control
strategies for wind turbines. The high-fidelity FAST (Fatigue,

Aerodynamics, Structures, and Turbulence) simulator devel-
oped by the National Renewable Energy Laboratory (NREL)
[19] is employed to validate the effectiveness of the proposed
method. The main contributions of this paper are summarized
as follows.

(1) In this paper, a novel incremental model-based RL
method is proposed for wind turbine fault-tolerant con-
trol. It differs from mainstream conventional active wind
turbine FTC methods that are highly dependent on ac-
curate FDD techniques and analytical wind turbine dy-
namics. The proposed RL-based FTC for wind turbines
is passive in that it not only relaxes the requirement
on complex FDD procedures but also is data-driven and
model-free to achieve optimal control performance and
strong fault tolerance simultaneously without accurate
analytical system dynamics.

(2) Different from the current methods that need to update the
whole system dynamics, the proposed algorithm only ap-
proximates the partial system dynamics in an incremental
domain, i.e., the input matrix of the incremental model
in real-time. Such a design significantly enhances the
online model evaluation efficiency and reliability with a
rapid approximation process & a simplified design struc-
ture. Notably, the employed incremental model for wind
turbine FTC applications can further result in reduced
perturbation in each sampling step and thus will possess
solid robustness and adaptability against uncertainties,
faults, and disturbances.

The rest of this paper is organized as follows. The wind turbine
control problem under actuator and sensor faults is formulated
in Section II. The proposed RL-based FTC design is presented
in Section III. The performance of the proposed method is
validated using the FAST wind turbine simulator in Section
IV. Finally, conclusions are given in Section V.

II. PROBLEM FORMULATION

The wind turbine torque and pitch control problems are for-
mulated in this section, followed by a description of actuator
and sensor faults.

Without loss of generality, the dynamics of commonly used
wind turbines can be described by:

5= f(s)+G(s)a (D

where s = [0 w, w, T, P|T is the state vector, 0, w,,
wy, Ty, and B represent the torsion angle, rotor speed, gen-
erator speed, generator torque, and pitch angle, respectively.
Moreover, @ = [Ty,ef [Bref]” is the control input, and
here T,y and ..y denote the control signals of generator
torque and pitch angle, respectively. It is noteworthy that func-
tions/matrices f and G can vary for different wind turbines,
and their specific analytical expressions are not required in our
control system design. Generally, wind turbine control tasks
aim to extract as much power as possible in Region II via
torque control by adjusting the rotor/generator speed to track
the optimal reference, and maintain the power generation and
rotor/generator speed at their rated level in Region III through
pitch control [20]. These wind turbine control tasks can be



TABLE I
SUMMARY OF EXISTING STUDIES ABOUT WIND TURBINE FTC METHODS

Ref. Fault types Control types Methods FTC properties
Fuzzy model reference .
[6] Torque actuator fault T orque & adaptive control with Pa§ sive &
pitch control . . . active FTC
model identification
. . Adaptive sliding mode .
[7] Pitch actuator fault Pitch control L . Active FTC
estimation algorithm
(8] Actuator fault Pitch control | ‘:daptive output feedback 1 /o pre
sliding mode control
[9] Pitch sensor fault Pitch control Linear quadratic regulator Active FTC
Adaptive fractional-based
[10] | Actuator and sensor faults Pitch control terminal back-stepping Active FTC
sliding mode control
] o - Torque & Extended state observer .
[11] Sensor and actuator faults pitch control based active FTC method Active FTC

regarded as the optimal tracking control problems for a long-
term reward function that can be described as follows:

a* = arg maxZ[(s — s*)TQW(S —s")] 2)

t

subject to

w, < 1. 1wk 3)
wy < 1.1w;ated (€]
T;nin < Tg,ref < T;nax (5)
5min S 67’6]" S Bmax (6)
AT;nln < A,I‘g,ref < ATgmaX (7)
Aﬁmin S A/BTef S Aﬂmaz (8)

where s* is the desired state, a* denotes the optimal control
input, and Qyy is a weighting matrix. Egs. (3) and (4) represent
state constraints, and w{f‘“"d and wg‘“ed denote the rated rotor
speed and generator speed, respectively. Egs. (5), (6), (7), and
(8) are limitations of control inputs, where T;ni”, T;’“””, Bmi“,
and /™®* are the lower & upper bounds of the generator
torque and pitch angle, respectively. AT, ,.; and AB,..y
denote the changing rates of generator torque and pitch angle,
respectively. AT;’””, ATgm‘”", AB™n and AS™2X are the
lower & upper bounds of the changing rates of torque and
pitch angle, respectively.

The above formulation describes a standard wind turbine
control problem. However, due to harsh working environments
and inevitable fatigue, wind turbines may face actuator and
sensor faults, leading to significantly degraded control perfor-
mance and reduced power production.

One of the most common wind turbine faults is the torque
actuator fault, which can be caused by the failure in con-
verter/generator electronics or an offset on the torque estima-
tion as a result of design or manufacturing problems [6]. This
failure will result in offset values of the generator torque. It
can be modeled as:

Tfves = Towes + T, ©)

,ref

where Tgﬁ_e ¢ 1s the total torque under the actuator fault, 77",
denotes the torque under the healthy case, and the term Fr, .,
represents the offset part.

Another type of fault considered in this paper is the sensor
fault, such as the generator speed measuring failure, which
usually originates from the electrical and mechanical break-
down [21]. This type of failure can behave either as the stuck
fault that the output of the sensor is a fixed value or as a partial
failure that a gain factor acts on the sensor measurements [9]:

{

where 57, 7 is the pitch angle under the pitch sensor fault, 37,
denotes the nominal pitch angle, F3 is a constant fixed value
in a stuck fault, and Fpg,  , is the partial failure factor.

Fs
]:ﬁrcf ﬁ:ef

Stuck  fault
Partial  failure

F

ref - (10)

Therefore, the wind turbine dynamics in Eq. (1) under faults,
uncertainties, and disturbances can be described by:

f(8)+ (fr(s) — f(s))dr + Af(s)
(G(s) + (G£(s) — G(8))dF + AG(s)) a + d

S:

(1)

_|_

where fr(s) and Gr(s) are nominal forms of f(s) and
G(8) under actuator or sensor faults, Af(s) and AG(s) are
unmodelled dynamics, and d denotes disturbances. In addition,
0 r is a binary constant (to be either O or 1) that is employed to
denote the existence of faults. If 6 = 0, Eq. (11) represents
the healthy case. If x = 1, Eq. (11) stands for faulty cases.

Fig. 1 provides a qualitative illustration of the wind tur-
bine structure under potential faults. The faults, uncertainties,
and disturbances altogether can significantly affect the power
generation process, degrade the control performance, and
eventually deteriorate the wind turbine life cycle. An RL-
based FTC method will be proposed to solve this issue in
the following section to achieve and maintain optimal control
performance under faulty conditions.

III. RL-BASED WIND TURBINE FTC SCHEME

This section develops a novel RL-based optimal fault-
tolerant control method for wind turbines.
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The wind turbine control system structure with actuator and sensor

A. IHDP Method

The reinforcement learning (RL) method aims to solve
optimal control problems through interactions with the envi-
ronment without using accurate system models. As a class
of RL methods in the control field, the adaptive/approximate
dynamic programming (ADP) method has been developed by
utilizing a function approximator to approximate the value
function [22]. It mainly incorporates the critic-actor structure,
neural networks, and dynamic programming logic. The incre-
mental model-based heuristic dynamic programming (IHDP)
is a recently developed ADP & intelligent control method
[23]. It is an effective strategy to solve nonlinear optimal
control problems under partial/fully unknown dynamics. IHDP
typically employs the critic-actor structure in RL. Specifically,
it utilizes a critic network and an actor-network to approximate
the state-value function and the optimal control policy, re-
spectively. The specific learning strategy for updating network
weights is introduced in the following.

1) Learning Strategy:

The critic network is used to directly approximate the state-
value function Q(sy), which is a cumulative summation of
future rewards from any initial state sj:

(oo}

-k

si) =) 7
1=k

where v € (0, 1) is the discount factor, r; is a one-step reward
function, which is designed as a quadratic function of tracking
errors between the current state s and the desired state s,
formulated at the step k as:

12)

re = (8K — SZ)TQC(sk —s%) (13)

where Q. € R™*"™ is a positive-definite matrix. In the IHDP
algorithm, an on-policy Temporal Difference (TD) method
is applied to iteratively update the critic network, which is
defined as:

ef, = O(si) — 1 — 7O(sk+1) (14)

where Q(s;) and O(s41) are the estimations of the state-
value function. Then, the critic network is updated by mini-
mizing the following error function:

1 o7
C C
Ej; = sej " ej

> 15)

Accordingly, the gradient-descent algorithm is employed to
update the weights of critic network w®:

. . 0E¢
Wik+1 = Wi = e TW,IE (16)
where 7). > 0 is a user-defined learning rate, and
OE;  OE;  9Q(sy) . 9Q(sy)
c aA ’ ¢ — Gk c (7
owy, 0Q(sy) ows owy,

We employ the actor-network to find the optimal control
policy a; via the estimated state-value function Q(sy). Please
notice that the optimal state-value function is expected to be
zero because the control objective is to minimize the long-term
tracking error, i.e. the state-value function. Therefore, the error
of the actor network ej, can be formalized by the following
equation with Q*(sg4+1) = 0.

~

= O(sps1) — @ (skt1) = O(shi1) (18)

Then, the error function for updating the actor-network is

defined as:
1
Ej = S(ef) el (19)

Accordingly, the gradient-descent algorithm is applied to
update the weights of actor-network w? [24]:

a “ OE¢
Wik+1 = Wi = Tla - 8w§ (20)
where 7, > 0 is the learning rate, and
OEp OBy 0Q(sks1) Oski1 Day
ows a@(skH) 0Sk+1 OJaj,  Ow} 2
— . 8@(8k+1) ) 8Sk+1 ) 8ak
k 8Sk+1 aak 8WZ

2) Incremental technique:

Conventional HDP methods usually utilize artificial neural
networks to approximate the whole dynamics/models of sys-
tems [23]. However, evaluating the whole dynamics/models
online can be inefficient, especially under faulty conditions
requiring quick responses. In contrast, our IHDP method can
avoid approximating the whole system model. Specifically,
it can approximate nonlinear dynamics using the first-order
Taylor series expansion around the latest condition of the
system, and only requires the online updates of input matrices
instead of whole models.

The dynamics of wind turbines subject to actuator and
sensor faults, uncertainties, and disturbances can be rewritten
in a continuous-time form as

5(t) = f(s(t),07(t)) + G(s(t), 6r(1)a(t) +d()

where s(t) € R™ and a(t) € R™
control action at the time ¢, f(s(t),

f(8))or + Af(s) and G(s(t),d7(t)) =
G(s))or + AG(s).

(22)

are the system state and

F(1) = f(8)+(fr(s) -
G(s) + (Gr(s) -



By taking the Taylor series expansion at the latest sampling
time t(, the system can be approximated around the operating
point [s(to), a(to)] as follows [25],

8(t) = 5(to) + G[s (to) , 07 (to)] Aa(t)
L Ol (s(),07(1)) + G(s(t), 07(1))a(t)]

9s(t) s(to),a(to) Aslt)
n A[f(s(t), 07 (1) + G(s(t),67(t))a(t)]

dox(1) s(to),a(to)
“ASE(t) + Ad(t) + O (As*(t)) o)

where Aa(t) = a(t) —a(ty) and As(t) = s(t) — s(tg) depict
the increments of the control action and system state, respec-
tively. Moreover, Adx(t) = dx(t) — 0x(tp) and Ad(t) =
d(t) — d(to). In addition, O (As*(t)) represents the higher-
order residual terms. By omitting the state variation-related
nonlinear terms and higher-order terms, and considering that
the fault trigger variation only affects the system around the
fault occurrence instants, the incremental model can be further
simplified as [26]

As(t) =~ G[s(to),0F (to)] Aa(t) + Ad(t) (24)

After that, the states and control inputs and their relationship
can be rewritten in a discrete form. We employ s; and
a;, to denote the discrete form of s and a at the k-th
step, respectively. With a proper data sampling frequency, the
above-mentioned continuous systems can be transferred back
into the discrete form, which is approximated at s; via the
Taylor series expansion as

Skt1 ~ s + Gp - Aag + Ady, (25)

where G, = G(s, 07, ) is the input matrix at the latest sam-
pling instant under faults and uncertainties, Aay = ay —ai_1
and Ad, = d — dj_1 are the increments of control action
and disturbance from k — 1 to k, respectively.

Accordingly, the incremental technique leads to a time-
varying linear incremental model for the control algorithms
instead of directly utilizing a nonlinear system. The time-
varying input matrix Gj can be estimated by an online
system evaluation scheme for the implementation of THDP.
The estimated matrix is denoted as Gy, and thus the predicted

system state is
Skp+1 = Sk + GkAak + Ady (26)

Notably, the designed incremental model shown in Eq. (26)
can provide the term Jsy; for approximating ds; in Eq.

(21) to update the actor network. The term % can be
expressed as '

0s1 ~

;Z*: ~ Gy 27)

Considering Eq. (27) and Eq. (21) yields
OE; 99(3 o0
k _ e . 7@/(\3]@4_1) -Gy, - @k
owy, 0Sk11 owy,
Note that the estimation of the unknown system dynamics

can be approximated by various techniques, such as adaptive
neural network [27] and fuzzy logic [28]. In this work, we

(28)

utilize the recursive least square (RLS) strategy to online
estimate the input matrix Gy, of the incremental model due to
its simple calculation and good convergence properties, which
has the following format

e = Ast, — AL, (29)
~ ~ Pr_1 Aay,
Gl =GI 30
b T AdT P, Aar " G0
1 Pk,1 AakAa;f Pk,1
Pp=~(Py_1— 31
b /\< "UTN ¥ AdT Py Aay, 3D

where ASp11 = Sgp+1 — Sk, € € R™ is the prediction error,
ASj11 = Sgt1 — Sk, A € (0,1] is the forgetting factor, Py, €
R(mxm) ig the estimation covariance matrix, which stands for
the confidence of the estimations.

Remark 1: By incorporating the above-mentioned incre-
mental model and the corresponding RLS updating strategy
into the conventional HDP method, the resulting IHDP algo-
rithm can adaptively solve the optimal control problem without
prior knowledge of system dynamics or an offline training
process. Compared with the traditional FTC methods that are
developed based on accurate nominal models, the proposed
IHDP method is data-driven and model-free.

Remark 2: The proposed IHDP utilizes an online partial
model evaluation technique to update the incremental model
(only the input matrix) in real-time according to a series
of instantaneous measurements. In this case, the data under
the unknown environment that reflects the information on
undesirable faults and uncertainties can be collected for the
controller, which brings adaptability and fault-tolerant ability.

Remark 3: The proposed IHDP method has the potential
to reduce computational complexity compared to the conven-
tional HDP algorithm and the current IHDP methods. This can
be manifested in the following aspects: 1) The proposed IHDP
method learns the model information by the RLS technique
while the conventional HDP algorithm estimates the model
information via a neural network - the latter typically requires
much data and is more computationally expensive. 2) Unlike
the current IHDP methods that estimate the global model
information (both the state and input matrices), the proposed
HDP method only estimates the partial dynamics information
(the input matrix Gy) and thus provides a simple way to lower
the computational consumption.

In summary, the proposed IHDP method mainly involves
the following three stages: incremental model learning for
providing real-time wind turbine dynamics updates, actor-
network learning for policy improvement, and critic network
learning for policy evaluation. Specifically,

1) The incremental model learning stage approximates the
next state sj41 with the estimated input matrix Gy,. It directly
affects the update of the actor-network. The incremental model
learning stage dynamically receives the real-time environmen-
tal variations and the information on potential system faults.

2) Based on the incremental model and the currently learned
critic, the actor-network learning stage updates and generates
actions to be taken. The weights of the actor-network, in



turn,Aaffect the state-value function estimated by the critic,
i.e. Q(sky+1), by influencing the action ay, and the next state
measurement Sy 1.

3) The critic network learning stage is related to the
designed reward function and the TD technique, which iter-
atively updates the weights of the critic network based on
updated measurements. The effect of the critic network is to
approximate the state-value function and therefore guide the
actor network in the following learning iteration.

B. RL-Based Wind Turbine FTC Architecture

In this subsection, the RL-based wind turbine FTC method
will be developed using the IHDP scheme designed above.
Based on the wind turbine dynamics shown in Eq. (1) and
the constraints listed in Egs. (3)-(8), the state space and
action space are defined as s = {0, w,,w,,Ty,3 | 6
0™, 0 < wy < L1w, 0 < wy < L1wfe, T < T,
Tgmax7ﬁmm S 5 S Bmax} and a = {Tg’refj Bref | T;nm
Tg,ref < T;na.x,ﬁmln < Bref < Bmax’AT;nzn < Ajjg,ref
AT AB™ < Aoy < AB™ATY, respectively.

1) Target Critic Network Integration:

In our design, a so-called target critic network is inte-
grated into IHDP. Specifically, it is known that the TD error
evaluation directly based on the main critic network might
diverge, and the learning instability is inevitable with a large
and nonlinear state-value function. One solution to alleviate
this problem is to employ a target critic network with the
evaluation Q' (s;) and weights w® such that it is updated
slower than the main critic network. For this aim, a soft
replacement strategy is utilized to update the weights of the
target network, defined as

INININ IV

Wi = TWhy + (1 —7)wj, (32)

where 7 € (0, 1] is a user-defined scalar factor. This strategy
means that the weights of the target network will be slowly
tracking the main critic network, providing a possible way for
improving the training stability and reliability.

Then, the TD error described in Eq. (14) can be rewritten
with the target critic network as

/ ~

ef = Q(sg) — 1 —7Q (skt1) (33)

2) Design of Neural Networks:

We take the actor-network as an example to explain the
general settings for neural networks in our design. The weights
of the actor-network from the input layer to the hidden layer
and from the hidden layer to the output layer are depicted as
w2l and w2, respectively. Then, based on Egs. (20) and (28),
the update rules of the actor-network are

ai at aE%
Wit1 = Wi — Tai Dwi 34)
0E¢
WZi1 =Wy’ = Nao - 8750 (35)
k

where 7,; > 0 and 714, > 0 are the learning rates, and

OE? 00(Grs1) ~ Oay
e M Gy 36
owy C 0811 k owy (36)
OEL 00(Br1) A Oap 0z
—e?. .Gy - . 7
owie ~ % gy O oz gwie D

where z§, is the output value of the hidden layer.

3) FTC Architecture Elaboration:

For better understanding, the procedure and the block dia-
gram of our IHDP algorithm for wind turbine FTC are given
in Algorithm 1 and Fig. 2, respectively. It can be seen that
the proposed control scheme has an incremental model that
requires only the input matrix to be estimated online and
serves to update the actor-network. Such a special design is
of significance to complex wind turbine systems since it is
difficult to acquire accurate wind turbine models, especially
under faults and uncertainties. Another benefit is that less
model knowledge is updated by the RLS technique, which
leads to reduced computational burden compared with the
current methods that dig out whole model information under
uncertain and faulty conditions. In addition, our IHDP utilizes
a target critic network to improve the training stability, which
provides a more reliable learning process for the wind turbine
FTC in a wide range of time-varying unknown environments.

Remark 4: To achieve fault-tolerance and optimal control
performance simultaneously, this work integrates the RL tech-
nique into the FTC framework for wind turbines such that the
optimal action will be generated in each step under a given
reward optimization task. To further improve the learning
efficiency, this work embeds the incremental wind turbine
model into the well-known RL structure such that only partial
system changes are required to be identified/updated in real-
time. In other words, it only dynamically evaluates and updates
the input matrix of the incremental wind turbine model, which
can not only enhance the online model evaluation efficiency
but also ensure optimal control performance with guaranteed
fault tolerance and robustness.

Remark 5: The discount factor in the reward function
ranges from O to 1 (inclusive), which usually aims to reduce
the weight of future rewards and balance the short-term and
long-term goals. The lower values of the discount factor mean
more emphasis is placed on the immediate rewards [29]. The
forgetting factor (0 < A < 1) in the RLS strategy means
giving greater weight to recent data and less weight to older
data. It is regarded as a weight that decreases as remote data
increases [30]. The scalar factor for soft replacement is usually
chosen following the rule 7 < 1. In this way, the target
critic network can slowly track the critic network for learning
stability improvement.

In summary, the proposed RL-based FTC scheme for wind
turbines has the following advantages: 1) The dependency on
accurate nominal wind turbine models is released. 2) The
target critic network is employed to improve the learning
stability for the wind turbine FTC task under time-varying
environmental conditions. 3) The optimization ability, robust-
ness, and safety are achieved by the RL-based FTC scheme
with ensured fault-tolerance capability.
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Fig. 2. The block diagram of the proposed IHDP algorithm for wind turbines.

ALGORITHM 1 IHDP Algorithm for Wind Turbine

Fault-Tolerant Control

1: Provide the initial state sy and action a

2 : Initialize the weights of critic, actor, and target critic
networks w¢, w{ and w}

3: for k=0 to k,,,, do

4:  Collect the measured state at next step sx4; and
the output of the critic network §j1

5:  Compute the estimated input matrix Gy according
to Egs. (29)-(31)

6: Calculate the reward shown in Eq. (13) and the
TD error for the loss function in Eq. (33)

7 Update the critic network according to the Eq.
a7

8: Update the actor network according to the Egs.
(28)

9:  Update the target critic network according to the
Eq. (32)

10: k=k+1

11 : end for

IV. NUMERICAL SIMULATIONS

In this section, the performance and effectiveness of the
proposed method are validated for wind turbine torque and
pitch control tasks considering actuator and sensor faults. The
FAST (Fatigue, Aerodynamics, Structures, and Turbulence)
simulator developed by NREL (National Renewable Energy
Laboratory) is adopted [19]. The forgetting factor A, scalar
factor 7, and discount factor v are set as 1, 0.01, and 0.9
respectively. The desired control references are given by the
lookup table scheme [31]. Two different wind profiles with
the mean speeds of 9 m/s and 18 m/s, generated by the
NREL software TurbSim [32], are employed for verification.
The simulation time in each test is set as 200s. The rated
rotor speed w"?°? and rated generator speed w;“ted are set
as 1.2671 rad/s and 122.9096 rad/s, respectively. The values
of Tgam’ Tgnzn, /Bmam’ 6min’ AT(;nar, AT;”’”L, Aﬁmar7 and
AB™™ are set as 47,403 N - m, 200 N - m, 90°, 0°, 1500
N -m, 1500 N - m, 8°, and —8°, respectively.

To validate the effectiveness and performance of the pro-
posed method, the existing HDP strategy [24], the model
predictive (MPC) method [33], and the baseline controller [34]
are carried out in simulations for comparison. The scalar factor
and discount factor in the HDP method are respectively set
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Fig. 3. Simulation results under the nominal condition by the IHDP method,
HDP algorithm, MPC strategy, and baseline controller with the mean wind
speed of 18 m/s. (a) Wind speed profiles with the mean of 18 m/s. (b)
Rotor speeds. (c) Pitch angles. (d) Power outputs.

Actor Weights W2

Fig. 4. Simulation results of actor weights. (a) Under the mean wind speed
of 9 m/s. (b) Under the mean wind speed of 18 m/s.

as 0.01 and 0.9. In the MPC strategy, the state and control
input weight matrices in the objective function are selected as
[1,10%,10,10%,10%]T and [1,10%]7, respectively. In baseline
control, the blade-pitch controller proportional, integral, and
derivative gains are set as 0.025, 0.015, and 0.18, respectively.
The proportional gain in the torque control is set as 2.33.

A. Simulation Results Under Nominal Conditions

The first set of simulations is conducted under nominal
conditions (no faults). Fig. 3 presents the simulation results
of the different controllers under a wind profile with the mean
speed of 18 m/s, as shown in Fig. 3(a). Therein, from Fig. 3(b)
and (c), all the controllers can track the reference rotor speeds
and pitch commands, while the baseline controller exhibits
considerable fluctuations compared with the IHDP, HDP, and
MPC methods. Fig. 3(d) displays the power production results.
Compared with the baseline controller, the power fluctuation
amplitudes under the IHDP, HDP, and MPC are significantly
decreased and thus the power quality is improved. This is
because fluctuating transient power trajectories can damage
the wind turbine converter. It is worth noting that the control
performance of the proposed method is similar to that of MPC
under the nominal case, illustrating the optimization ability of
our RL-based method.

The updating process of w? under the proposed method is
presented in Fig. 4. Furthermore, Fig. 5 displays the online
estimated results of several entries in the input matrix Gy,

ie., 8;%‘:1. For the wind turbine, we have
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It can be observed from Fig. 5 that the estimation errors
quickly converge to zero, which demonstrates the effectiveness
of the proposed incremental model-based RLS estimator in
providing accurate system information to the proposed wind
turbine controller.

B. Simulation Results Under Torque Actuator Faults

To evaluate the proposed method’s fault-tolerance ability
against actuator failures, a fault with a +5000 Nm torque
offset from 60 s to 120 s is tested. In addition, parame-
ter uncertainties and measuring noises are also considered.
Specifically, the parameters for stiffness coefficient and torsion
damping coefficient in the turbine are set to be 30% of their
true values. Gaussian noises with zero means and standard
deviations of 0.01 rad/s and 0.1 rad/s are considered in the
rotor and generator speeds, respectively. Fig. 6 depicts the
generator torques and tracking errors under the four controllers
considering actuator offset faults. For better presentation, some
local magnifications are given. It can be observed that the
torque values under the baseline controller leave away from the
reference with the largest errors compared with the other three
methods. The proposed method achieves the best performance
with the smallest errors, followed by the traditional HDP
method and then the MPC Method.

The power responses of the four controllers under the
faulty conditions are shown in Fig. 7. It can be seen that
our IHDP method performs best in power generation as it
approaches near the optimal value. The conventional HDP
method has larger errors than the proposed IHDP method,
but it performs better than the MPC strategy and the baseline
controller. In contrast, the response of the baseline controller
can not accurately follow the optimal trajectories. As for the
MPC method, there exists remarkable power tracking accuracy
deterioration during the initial faulty period. In contrast, the
power output under the proposed method is quickly driven
back to the optimal power trajectory. Therefore, the proposed
method has strong fault tolerance under faulty conditions.
Notably, after the faulty period, our IHDP controller still
performs expected behaviors while the others fail to achieve
the desired control goals.

The torque changes under additional offset faults situations
(+3000 Nm and +7000 Nm) are compared in Fig. 8. It
can be observed that the IHDP method and the conventional
HDP can maintain better generator torque performance than
the MPC and baseline controllers. Moreover, the generator
torque under the IHDP method is closer to the reference values
than in the traditional HDP method. As for MPC and baseline
controllers, the larger the fault offset value is, the greater
torque deviation from the desired value is created.
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Fig. 6. Generator torques under different controllers considering the torque
actuator offset fault (45000 N'm).
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Moreover, the mean square error (MSE) [30] is employed
for the characterization of fault-tolerant control accuracy,
which is defined as the average of the squares of errors:

LM
*\2
MSE:MZ(%—%)

i=1

(39)

where y; denotes the measured data, y; is the reference data,
and M is the total number of data.

The quantitative comparison results of MSE values of
the generator torque and power under different controllers
considering torque actuator offset faults are listed in Table II.
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It can be seen that the MSE values under the proposed IHDP
method are the smallest among all controllers.

TABLE I
MSE VALUES OF THE GENERATOR TORQUE AND POWER UNDER
DIFFERENT CONTROLLERS CONSIDERING TORQUE ACTUATOR OFFSET

FAULTS.
Meth
ethods Baseline | MPC | HDP | THDP
Cases

7
+3000Nm Torque(x10") 3.79 1.26 0.28 0.26
Power(x10°) 6.42 3.69 | 1.27 1.16

7
+5000Nm Torque(x10") 3.96 1.27 0.68 0.27
Power(x10°) 6.50 3.69 | 1.53 1.26

7
+7000Nm Torque(x107) 4.15 1.30 | 1.28 | 0.26
Power(x10°) 6.61 3.68 | 3.69 1.22

C. Simulation Results Under Sensor Faults

In this sub-section, two types of sensor faults are considered,
as listed in Table III. Additionally, the parameter uncertainties
and measuring noises mentioned in the previous case study
are also considered.

TABLE III
TWO TYPES OF POSSIBLE SENSOR FAULTS

Sensor Type Value Faulty period
Generator speed | ol failure | -50% 60s-110s
sensor
Generator speed | g v fault | 100 rad/s 100s-150s
sensor

Figs. 9 presents the generator speed, pitch angle, and power
production under the partial failure of the generator speed
sensor and uncertainties. As expected, the generator speed
and the pitch angle can precisely follow the desired trajectory
under the proposed method. The conventional HDP method
exhibits larger tracking errors compared with the proposed
method. These two methods have better control performance
than the MPC and baseline controller, which suffer from
large deviations from the reference trajectories. In addition,
the optimal power expectation is closely maintained by our
IHDP method, which performs better than the conventional
HDP algorithm. In contrast, the power production trajectories
under the MPC and baseline controllers are seriously affected
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Fig. 9. Simulation results under different controllers considering the partial
failure of sensors and uncertainties.

Fig. 10. Simulation results under different controllers considering the stuck
faults of sensors and uncertainties.

by the sensor’s partial failure even after the faulty conditions
are recovered.

The simulation results under the sensor stuck fault and
uncertainties are presented in terms of rotor & generator
speeds, pitch angles, and power outputs in Fig. 10, where the
local magnification displays the results under the MPC and
IHDP methods during the faulty period. It can be observed
that the proposed method can restore the rotor & generator
speeds, pitch angles, and power outputs to their references,
which illustrates the effective fault compensation and strong
robustness of the proposed method. Although the conventional
HDP algorithm also shows a certain level of robustness to
sensor faults, it creates larger errors than the proposed method.
In addition, the results under the MPC scheme can eventually
converge around the references, but large errors are created
after the fault occurs. As for the baseline controller, it can
be seen that the wind turbine control performance and power
generation severely deteriorate. It can be concluded that the
proposed IHDP method achieves acceptable performance un-
der generator speed sensor faults, followed by the conventional
HDP controller, while the MPC and the baseline algorithms
fail to recover the control performance under the selected
faulty conditions.

Table IV provides MSE values of the generator speed
and power generation under different controllers. It can be
observed that our method’s MSE values are the smallest in all



cases. The results listed in both Tables II and IV indicate that
our method achieves higher control accuracy, especially under
faulty conditions.

TABLE IV
MSE VALUES OF THE GENERATOR SPEED AND POWER UNDER DIFFERENT
CONTROLLERS CONSIDERING SENSOR FAULTS.

Meth
ethods Baseline | MPC | HDP | IHDP
Cases
Generator 6.93 1.16 | 0.26 | 0.00016
Sensor speed (x10°) ) ’ ’ :
partial failure Pitch (*1073) 121.2 4.30 1.30 0.083
Power (x10°) 17.1 1.13 | 0.50 0.35
Sensor Generator, 30.30 | 0.26 | 0.18 | 0.0028
speed (x107)
stuck fault " —3
Pitch (+10°) 203.5 | 1.65 | 1.42 | 0.094
Power (+10°) 17.4 0.91 | 0.67 0.28

D. Simulation Results Under Strong Uncertainties

This subsection aims to test the performance of the proposed
method under strong uncertainties. In addition to uncertain
stiffness & torsion damping coefficients, extra uncertainties are
considered. Specifically, the rotor inertia and generator inertia
uncertainties in the wind turbine models are set to be 30%
of their true values. Moreover, the pitch angle is polluted by
normally distributed random noises with a standard deviation
of 0.01 deg. Considering these uncertainties, simulation results
under different controllers are shown in Fig. 11. We can see
the generator speeds and powers under the IHDP, HDP, and
MPC methods stay much closer to the reference values than
the baseline controller. Moreover, IHDP and MPC achieve
comparable performance, and both of them perform better than
the HDP method. As for power generation, our IHDP demon-
strates the best power behavior among the four controllers.
The baseline controller fails to guarantee a desirable tracking
performance and leads to significant fluctuations.

0 50 100 150 200
Time(s)
Fig. 11. Simulation results under different controllers considering strong
uncertainties.

E. Simulation Results Under Intermittent Faults

This subsection tests the performance of the proposed
method under intermittent faults that occur irregularly and

unpredictably. Specifically, in Case 1, the generator torque is
set to have intermittent offset faults with +5000 Nm in 50 s-
90 s and -5000 Nm in 130 s-170 s. In Case 2, the generator
speed is set to have stuck faults at 100 rad/s in 50 s-90 s and
partial faults with -20 % in 130 s-170 s. Simulation results
under different controllers are shown in Fig. 12 and Fig. 13.
From Fig. 12, it can be seen that the torque and power under
the IHDP and HDP methods stay closer to the reference values
than the MPC and baseline controllers, indicating the strong
fault-tolerance of the proposed method. As for the results
under the sensor’s intermittent faults, it can be seen from Fig.
13 that the IHDP and HDP have comparable performance
in generator speed and power generation, and both of them
perform better than the MPC and baseline methods.
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Fig. 12. Simulation results under different controllers considering intermittent
faults in torque control.
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Fig. 13. Simulation results under different controllers considering intermittent
faults in pitch control.

FE. Comparison With the Model-Free Adaptive Control Method

In addition to the previous comparisons with the well-
known MPC, HDP, and baseline controllers, this subsection
further evaluates the performance of the proposed IHDP
method compared to an advanced model-free turbine control
method, called the model-free adaptive control (MFAC) (Ref.
[35]). Simulation results for both methods in a faulty-free
(nominal) case are presented in Fig. 14. It can be observed



that both controllers perform comparable control behaviors in
the nominal case. Considering the torque actuator offset faults
with +5000 Nm in 60 s - 100 s, the wind turbine torque
control performance under these two controllers is shown in
Fig. 15. It can be seen that the generator torque under the
proposed IHDP method stays closer to its desired values under
the chosen faults than the MFAC algorithm.
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Fig. 14. Simulation results under the proposed IHDP and the MFAC algorithm
in faulty-free condition.
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Fig. 15. Simulation result of the generator torque under the proposed IHDP
and the MFAC algorithm in a faulty condition.

In summary, extensive simulation results indicate the effec-
tiveness and strong fault-tolerance ability of our IHDP method.
In nominal cases, the results of IHDP are highly close to
the optimal solutions and similar to the conventional HDP
algorithm and MPC strategy. In faulty conditions, the proposed
IHDP method has better performance than the conventional
HDP algorithm, MPC strategy, baseline controller, and the
MFAC method. The key features of the proposed algorithm
compared with other methods are summarized in Table V.

V. CONCLUSION

A reinforcement learning (RL) based passive fault-tolerant
controller was proposed in this work for wind turbine torque
& pitch control tasks under actuator & sensor faults and
uncertainties. To release the dependency on the accurate and
complex turbine model knowledge, an incremental model-
based heuristic dynamic programming (IHDP) algorithm was
developed. It was built upon a main critic-actor structure with
an incremental model that only estimates the input matrix in
real-time. This strategy enhanced the efficiency of the system
approximation and simplified the implementation process with

reduced computational complexity. Simulation results with the
FAST simulator verified the effectiveness and adaptability of
the proposed algorithm. Comparison studies showed that our
IHDP-based wind turbine control method has strong fault-
tolerance ability and robustness in comparison with several
existing methods.

It is worth mentioning that the proposed technique would
be negatively affected by unexpected large noises and system
delays because of the incremental model derivation process.
Therefore, our future research will focus on eliminating the in-
fluences of noises and delays on incremental models. Another
key attention would also be paid to bringing out novel physics-
informed neural network techniques for wind turbine fault-
tolerant control designs such that the training efficiency and
overall control performance can be further enhanced. Notably,
the RL-based FTC methods can be applied not only to the
wind turbine and farm control task but also to a wide range
of autonomous systems, such as unmanned aerial vehicles,
spacecraft, autonomous vehicles, and robots in various control
missions.
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