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Summary

This study addresses the issue of distributed fault-tolerant consensus control for
second-order multi-agent systems subject to simultaneous actuator bias faults in
the physical layer and deception attacks in the cyber layer. Cyber-physical threats
(malicious state-coupled nonlinear attacks and physical deflection faults), unknown
control gains, external disturbances and uncertainties force the failure of the existing
graph theory-based consensus control schemes, leading to disruptions in the coop-
eration and coordination of multi-agent systems. Then, the power integrator-based
virtual control is incorporated in the distributed fault-tolerant consensus to achieve
unknown parameter estimations with the adaptive technique. The consensus-based
robustness to lumped uncertainties, resilience to attacks, compensation to faults, and
novel finite-time convergence of the neighborhood errors and velocity errors are also
realized within a prescribed finite-time settling bound. The simulation is conducted
to verify the effectiveness of the distributed finite-time adaptive fault-tolerant con-
sensus algorithm.

KEYWORDS:
second-order multi-agent systems, finite-time fault-tolerant control, distributed consensus control, adap-
tive technique

1 INTRODUCTION

Consensus control of cyber multi-agent systems (MASs) has garnered significant attention and progressed rapidly in diverse
control fields, such as autonomous vehicles1, mobile robots2, formation control3, etc. The key issue in addressing consensus
control for MASs is designing an effective distributed cooperative protocol. A concise overview of coordination or consensus in
MASs is presented in4. Recently, there has been a tremendous surge of interest in distributed consensus control of first-order5,
second-order6, and high-order MASs7, as well as in linear MASs with unknown external disturbances8 and nonlinear MASs
with mismatched uncertainties9.

Distributed consensus and coordination in MASs require accurate and reliable information interaction of each agent through
cyber topologies. The network security for MASs becomes critically desirable10 when the essential consensus is disrupted by
malicious cyber-attacks. Different from the interruption of information transmission between the sensor/actuator channel or
communication channel (denial-of-service attacks), the hostile attackers with deception attacks inject certain deceptive informa-
tion/false data or manipulate the original data to destroy the integrity and accuracy of the exchanged signal11. In addition to the
communication threats posed by deception attacks in the cyber layer, the physical faults of individual agents also pose threats to
the security, reliability, and robustness of MASs. Therefore, MASs are hoped to explore an effective method to maintain certain
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security and safety even when deception attacks and physical faults coexist. However, the existing directed or undirected bal-
anced graph theory12,13 cannot directly solve the cyber-physical constrained consensus control issue. Distributed fault-tolerant
consensus control is one of the most powerful methods to achieve the desired cooperative anti-threat performance of MASs
with adaptive approximation advantages for handling unknown parameter perturbations. Based on the adaptive approximation
and bounding control techniques, a distributed adaptive fault-tolerant consensus algorithm is developed for uncertain nonlin-
ear MASs with physical faults14. An adaptive fault-tolerant constrained consensus protocol through disturbance rejection law is
proposed in15, which employs an auxiliary variable-based observer. Furthermore, there are limited studies on distributed con-
sensus control in MASs under individual deception attacks with fault compensation in the physical layer. At present, impulse
control has been applied to MASs under deception attacks, with the following emphasis. Aiming at achieving synchronization
and security, a brand-new impulsive controller in the communication layer and an adaptive distributed fault-tolerant controller
in the physical layer are designed to tackle deception attacks in delayed and uncertain nonlinear MASs16. The mean-square
bounded synchronization of cyber-physical MASs under deception and injection attacks is achieved using a distributed impul-
sive control scheme17. An efficient impulsive control strategy is developed for MASs with deception attacks, which occur in
sensor-to-controller channels, to achieve secure synchronization18. However, impulse control mainly focuses on discrete-time
systems with the limitation that deception attacks inevitably occur at the moment when the impulse signal activates. Further-
more, it is extremely difficult and challenging to ensure the desirable anti-attack fault-tolerant consensus property of MASs with
the occurrence of timing and node-disparate physical actuator faults and deception attacks.

In general, asymptotical consensus19 in MASs entails that each agent is capable of reaching a consensus objective through
continuous adaptation and adjustment, even in the presence of physical faults or cyber-attacks. However, in some practical ap-
plications, such as the space-time-specific mission requirements of clusters in intelligent unmanned systems20, there is an urgent
need to achieve cooperative consensus within a limited amount of time durations. Thus, improving the convergence speed in the
finite-time phase is relevant for the distributed consensus control problem of MASs21,22. Under the effective construction of dis-
tributed protocols, the finite-time consensus control strategy for stochastic MASs in23 is proposed to enhance the convergence
rate and ensure the finite-time consensus in probabilities. Additionally, for the MASs with faults in the physical layer, finite-time
control techniques combined with fault-tolerant control are partially investigated to achieve the comprehensive compensation
for physical faults and limited convergence of consensus24,25. Based on the backstepping technique and finite-time Lyapunov
stability theory, an adaptive neural network fault-tolerant finite-time control scheme is developed to achieve the convergence of
tracking errors in the anticipated finite-time period25. The consensus issue of the nonlinear discrete-time MASs with Markov
jump parameters is investigated to realize the leader-following finite-time tracking objective through the fault-tolerant controller,
thus simultaneously addressing the input saturation faults26. Deception attacks that introduce false communication data pose a
challenge to adaptive control algorithms by leading to inaccurate parameter estimations. However, for MASs facing both decep-
tion attacks and actuator faults in the cyber-physical layer simultaneously, the availability of distributed fault-tolerant finite-time
consensus control algorithms based on adaptive techniques remains limited. An adaptive neural network-based finite-time re-
silient control can guarantee finite-time stability for the time-delay nonlinear dynamics subject to unknown actuator faults and
false data injection attacks27. Therefore, it is necessary and challenging to design distributed finite-time adaptive fault-tolerant
consensus control improvements with safe and secure capabilities for MASs against actuator faults in the physical layer and
miscellaneous deception attacks in the cyber layer.

The main contribution of this study is outlined as follows. (i) In contrast to fault-tolerant consensus control strategies of general
MASs in resisting independent attacks in the cyber layer or compensating separated actuator faults in the physical layer, this
study represents a comprehensive attempt to effectively handle cyber-physical threats, which manifest as self-dynamic deviations
induced by actuator bias faults, robustness degradation caused by lumped uncertainties and unreliable communication subject
to deception attacks in control channels of the second-order MASs. (ii) The commonly applied Babarlat lemma and uniformly
ultimately bounded theory-based filtering technique cannot guarantee the convergence of the neighborhood errors in finite-time
periods, and conventional adaptive methods cannot provide sufficient resilience against specific attacks. This paper introduces
a fusion method that integrates innovative power integrator-based virtual control and adaptive techniques. This approach not
only effectively handles time-varying deception attack signals but also overcomes the challenges associated with approximating
unknown bounds in control gains, handling external disturbances and uncertainties, and addressing actuator bias faults. Unlike
realizing an asymptotical consensus performance, the comprehensive robustness to lumped uncertainties, resilience to attacks,
and tolerance to faults are generated under the convergence speed improvement during the finite-time convergence phase.

The remainder of this study is arranged as follows. In Section 2, preliminaries and problem formulation are presented. Section
3 introduces the distributed finite-time adaptive fault-tolerant consensus control strategy. To demonstrate the effectiveness of
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the proposed control algorithm, Section 4 showcases the simulation results. Conclusions with future investigations in Section 5
are finally provided.

2 PRELIMINARIES AND PROBLEM FORMULATION

2.1 Preliminaries
Lemma 1. (Reference28) The Laplacian matrix ℒ of an undirected connected graph  possesses the following properties: (i) ℒ
is semi-definite. (ii) ℒ has a simple eigenvalue 0 with an associated eigenvector 1𝑁 . (iii) Assume that the eigenvalues of ℒ are
denoted as 0, 𝜆2(ℒ ),⋯ , 𝜆𝑁 (ℒ ), and 0 ≤ 𝜆2(ℒ ) ≤ ⋯ ≤ 𝜆𝑁 (ℒ ) is derived. Furthermore, if 1𝑇𝑁𝑋 = 0, 𝑋𝑇ℒ𝑋 ≥ 𝜆2(ℒ )𝑋𝑇𝑋
is derived.

Lemma 2. (Reference29) The following dynamics of the system are considered as

�̇� = 𝑓 (𝑥, 𝑡), 𝑓 (0, 𝑡) = 0, 𝑥 ∈ 𝕌 ⊂ ℝ𝑁 (1)

where 𝑓 (𝑥, 𝑡) ∶ 𝕌 × ℝ+ → ℝ𝑁 is a continuous function on an open neighborhood 𝕌 containing the origin 𝑥 = 0. Assume that
a continuously differentiable function 𝑉 (𝑥, 𝑡) ∶ 𝕌 × ℝ+ → ℝ, and real numbers 𝑑 > 0, 0 < 𝛼 < 1 exist, then 𝑉 (𝑥, 𝑡) is positive
definite and �̇� (𝑥, 𝑡) + 𝑑𝑉 𝛼(𝑥, 𝑡) ≤ 0 on 𝕌0, where 𝕌0 ⊂ 𝕌 is an neighborhood of the origin and �̇� (𝑥, 𝑡) = 𝜕𝑉 (𝑥,𝑡)

𝜕𝑥
𝑓 (𝑥, 𝑡). Then,

the origin is a finite-time-stable equilibrium of (1), and there exists a finite settling time 𝑇 ∗ satisfying

𝑇 ∗ ≤
𝑉 (𝑥(𝑡0))1−𝛼

𝑑(1 − 𝛼)
(2)

such that lim𝑡→𝑇 ∗ 𝑉 (𝑥, 𝑡) = 0 for 𝑡 ≥ 𝑇 ∗ is finally derived for any given 𝑥(𝑡0) ∈ 𝕌0∕0.

Lemma 3. (Reference30)
(i) For 0 < ℎ = ℎ1∕ℎ2 ≤ 1, where ℎ1, ℎ2 > 0 are odd integers, then |𝑥 − 𝑦|ℎ ≤ 2ℎ−1 |

|

𝑥ℎ − 𝑦ℎ|
|

is derived with 𝑥 ∈ ℝ and
𝑦 ∈ ℝ.

(ii) For 𝑦, 𝑧 ∈ ℝ and 𝑐, 𝑑 > 0, it follows that |𝑦|𝑐|𝑧|𝑑 ≤ 𝑐
𝑐+𝑑

|𝑦|𝑐+𝑑 + 𝑑
𝑐+𝑑

|𝑧|𝑐+𝑑 .
(iii) For ℎ = ℎ2∕ℎ1 ≥ 1, where ℎ1, ℎ2 > 0 are odd integers, then |

|

𝑥ℎ − 𝑦ℎ|
|

≤ 21−ℎ|𝑥 − 𝑦|ℎ.

Lemma 4. (Reference31) For 𝑥𝑖 ∈ ℝ, 𝑖 = 1, 2,⋯ , 𝑁 , 0 < ℎ ≤ 1, it follows that
(

∑𝑁
𝑖=1

|

|

𝑥𝑖||
)ℎ

≤
∑𝑁
𝑖=1

|

|

𝑥𝑖||
ℎ ≤

𝑁1−ℎ
(

∑𝑁
𝑖=1

|

|

𝑥𝑖||
)ℎ

.

2.2 Second-order MASs with deception attack and actuator fault modeling
Consider a group of 𝑁 agents with scalar-described second-order systems

{

�̇�𝑖 = 𝑣𝑖
�̇�𝑖 = 𝑔𝑖𝑢𝑖 + 𝑓𝑑𝑖 + ℎ𝑑𝑖, 𝑖 = 1,⋯ , 𝑁

(3)

where 𝑢𝑖 ∈ ℝ, 𝑥𝑖 ∈ ℝ and 𝑣𝑖 ∈ ℝ denote the control input, position state, and velocity state, respectively. 𝑔𝑖 is time-varying
control gain and is possibly unavailable for the controller, 𝑓𝑑𝑖 denotes the external disturbance on the velocity channel, and ℎ𝑑𝑖
is the uncertainty on the velocity channel.

For leaderless MASs, the distributed neighborhood error is designed as

𝑒𝑖 =
∑

𝑗∈𝑁𝑖

𝑎𝑖𝑗
(

𝑥𝑖 − 𝑥𝑗
)

, 𝑖 = 1,⋯ , 𝑁 (4)

where 𝑎𝑖𝑗 is the element of the adjacency matrix  under the graph , 𝑁𝑖 denotes the neighbor set of node 𝜈𝑖 .

Assumption 1. The time-varying control gain 𝑔𝑖 (𝑖 = 1,… , 𝑁) is positive, bounded, and unknown. Let 𝑔
𝑖

and 𝑔𝑖 denote the
unknown finite positive lower and upper bounds, respectively, such that 0 < 𝑔

𝑖
≤ |𝑔𝑖| ≤ 𝑔𝑖 <∞.

The state-dependent deception attacks in the cyber layer are modeled as

�̃�𝑖 = 𝑢𝑖 + 𝜌𝑖
(

𝑟𝑖
)

(5)
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with the actual deception attack signal 𝜌𝑖
(

𝑟𝑖
)

described as

𝜌𝑖
(

𝑟𝑖
)

= 𝑊𝑖𝜓𝑖
(

𝑟𝑖
)

(6)

where �̃�𝑖 denotes the actually attacked control input, and the deception attack 𝜌𝑖(𝑟𝑖) is combined with the unknown time-varying
weighting matrix𝑊𝑖 and the known state-coupled nonlinear function 𝜓𝑖

(

𝑟𝑖
)

with the coupled state denoted as 𝑟𝑖 =
⋃

𝑗∈𝑁𝑖
⋃

𝑖 𝑥𝑖.

Assumption 2. The deception attacks 𝜌𝑖
(

𝑟𝑖
)

are indicative of certain basic structural information. There exists a known scalar
function �̄�𝑖

(

𝑟𝑖
)

and a positive unknown constant 𝑤𝑖 > 0 such that ||
|

𝜌𝑖
(

𝑟𝑖
)

|

|

|

≤ 𝑤𝑖�̄�𝑖
(

𝑟𝑖
)

for
[

𝑡𝑎,∞
)

with the initial attack
occurring time 𝑡𝑎, where �̄�𝑖

(

𝑟𝑖
)

is continuously bounded for any sate 𝑥𝑖.

The general actuator fault in the physical layer is modeled as follows

�̃�𝐹𝑖 = �̃�𝑖 + 𝜙𝑖 (7)

where �̃�𝐹𝑖 denotes the actual fault-induced input and 𝜙𝑖 is an unknown actuator bias fault.

Assumption 3. An unknown finite positive scalar �̄�𝑖 exists such that the actuator bias fault 𝜙𝑖 satisfies the inequality |

|

𝜙𝑖|| ≤
�̄�𝑖 <∞.

Define the lumped uncertainty 𝑚𝑖 as 𝑚𝑖 = 𝑓𝑑𝑖 + ℎ𝑑𝑖, then the velocity dynamics of second-order MASs subject to deception
attacks (5) and (6) as well as actuator bias faults (7) are expressed as follows:

�̇�𝑖 = 𝑔𝑖(𝑢𝑖 + 𝜌𝑖(𝑟𝑖) + 𝜙𝑖) + 𝑚𝑖 (8)

Figure 1 Configuration of second-order MASs under deception attacks in the cyber layer and actuator bias faults in the physical
layer

Assumption 4. There exists an unknown finite positive constant 𝜃𝑖 for the lumped uncertainty such that |𝑚𝑖| ≤ 𝜃𝑖.

The objective of this study is to develop the distributed finite-time adaptive fault-tolerant consensus protocol to achieve the
convergence performance of the neighborhood error 𝑒𝑖 and velocity error 𝑣𝑖 − 𝑣𝑗 , 𝑖, 𝑗 = 1,⋯ , 𝑁 with the finite settling time
bound 𝑇 ∗ of the considered second-order MASs (3) regardless of deception attacks (5), (6) and actuator bias faults (7). Figure 1
illustrates the configuration of the second-order MASs under actuator bias faults in the physical hierarchy and deception attacks
in the cyber hierarchy.
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Remark 1. The assumption of boundedness for the control gains 𝑔𝑖 and external perturbations 𝑓𝑑𝑖 in second-order MASs is based
on energy-limited and attenuable conditions18,27. Furthermore, in the presence of both actuator bias faults and deception attacks,
the system dynamics are prone to collapse, and the integrity and consensus performance of MASs are easily compromised.
The state-dependent deception attacks considered in (6) contain certain crude structural information of the second-order MASs,
which can be parameterized as ||

|

𝜌𝑖
(

𝑟𝑖
)

|

|

|

≤ 𝑤𝑖�̄�𝑖
(

𝑟𝑖
)

. Here, �̄�𝑖 represents the boundary ofΨ𝑖(𝑟𝑖), making the constant𝜔𝑖 a positive
bound within the time-varying weight matrix 𝑊𝑖. Compared with the Bernoulli distribution-modeled deception attacks16,17

with known positive attack bounds, the state-dependent deception attacks in this study involve dynamical and coupled states of
the neighboring agents 𝑟𝑖 =

⋃

𝑗∈𝑁𝑖
⋃

𝑖 𝑥𝑖.

Remark 2. In the field of practical engineering, external disturbances and uncertainties are two crucial factors that influence the
safety of MASs. The variables denoted by 𝑓𝑑𝑖 and ℎ𝑑𝑖 not only pertain to the behavior of the 𝑖-th agent, but are also influenced
by neighboring agents32. Due to the resulting consensus problems arising from both uncertainties, the lumped uncertainty term
𝑚𝑖 is adopted to collectively represent their combined effects. In order to enhance the realism of system simulations and achieve
superior control performance, it is common practice to constrain the lumped uncertainty within bounded ranges, specifically
ensuring |𝑚𝑖| ≤ 𝜃𝑖 32,33.

3 MAIN RESULT

To ensure the finite-time convergence of the neighborhood error 𝑒𝑖 and velocity error 𝑣𝑖−𝑣𝑗 , 𝑖, 𝑗 = 1,⋯ , 𝑁 of the cyber-physical
second-order MASs, the virtual control 𝑣∗𝑖 based on power integrator technique is introduced as

𝑣∗𝑖 = −𝑐2𝑒
𝑞
𝑖 (9)

where 0 < 𝑞 = 𝑞1∕𝑞2 < 1, 𝑞1, 𝑞2 are positive odd integers, and 𝑐2 > 0 is an arbitrarily finite positive scalar. To gradually steer
the behavior of each agent towards the desired state, the virtual error 𝛿𝑖 of the velocity state 𝑣𝑖 is designed as

𝛿𝑖 = 𝑣
1
𝑞
𝑖 −

(

𝑣∗𝑖
)

1
𝑞 (10)

The 𝑖th distributed finite-time fault-tolerant consensus controller with the updated adaptive laws is expressed as

𝑢𝑖 = 𝑢0𝑖 + 𝑢𝑐𝑖 (11)

where 𝑢0𝑖 = −𝑐1𝛿
2𝑞−1
𝑖 denotes the negative feedback control item with the constant gain 𝑐1, and 𝑢𝑐𝑖 denotes the cyber-physical

compensation control item as follows

𝑢𝑐𝑖 = −𝑔�̂�𝑖𝛿
2−𝑞
𝑖 �̄�𝑖(𝑟𝑖)tanh(𝛿

2−𝑞
𝑖 �̄�𝑖(𝑟𝑖)∕𝜏𝑖) − 𝑔 ̂̄𝜙𝑖𝛿

2−𝑞
𝑖 tanh(𝛿2−𝑞𝑖 ∕𝜏𝑖) − �̂�𝑖𝛿

2−𝑞
𝑖 tanh(𝛿2−𝑞𝑖 ∕𝜏𝑖) (12)

where 𝑔 = min{𝑔
1
,… , 𝑔

𝑁
} with each 𝑔

𝑖
denoted as the lower bound of the control gain 𝑔𝑖(𝑖 = 1,… , 𝑁). The updated adaptive

laws of the parameter estimations �̂�𝑖, ̂̄𝜙𝑖 and �̂�𝑖 of the unknown parameters 𝑤𝑖, �̄�𝑖 and 𝜃𝑖 are given as
̇̂𝑤𝑖 = −𝛼1𝑖𝛽1𝑖�̂�

𝑞
𝑖 − 𝑔𝛿

2−𝑞
𝑖 �̄�𝑖(𝑟𝑖)tanh(𝛿

2−𝑞
𝑖 �̄�𝑖(𝑟𝑖)∕𝜏𝑖) (13)

̇̄̂𝜙𝑖 = −𝛼2𝑖𝛽2𝑖 ̂̄𝜙
𝑞
𝑖 − 𝑔𝛿

2−𝑞
𝑖 tanh(𝛿2−𝑞𝑖 ∕𝜏𝑖) (14)

̇̂𝜃𝑖 = −𝛼3𝑖𝛽3𝑖�̂�
𝑞
𝑖 − 𝑔𝛿

2−𝑞
𝑖 tanh(𝛿2−𝑞𝑖 ∕𝜏𝑖) (15)

where 𝛼1𝑖, 𝛼2𝑖, 𝛼3𝑖, 𝛽1𝑖, 𝛽2𝑖, 𝛽3𝑖 and 𝜏𝑖 are positive constant parameters, and �̄�𝑖(𝑟𝑖) is defined as the known scalar function in
Assumption 2.3.

Remark 3. The virtual error in 10 serves two key functions: enabling adaptive adjustments for agents based on their current
state and facilitating error convergence by incorporating velocity differences and neighborhood error, thus enhancing system
stability and reducing errors efficiently. Negative feedback control focuses on regulating position and velocity changes in second-
order MASs, but this method falls short of providing genuine compensation. To address the influence of physical failures with
unknown boundaries and time-varying cyber-attacks, the compensation controller with an updated adaptive law is essential.

Theorem 1. Consider the second-order MASs (3) with deception attacks (5), (6) in the cyber layer and actuator bias faults (7)
in the physical layer. The second-order MASs under the distributed finite-time fault-tolerant consensus controller (11), (12) with
the updated adaptive laws (13)-(15) can achieve the finite-time consensus convergence property as follows:
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(1) for ∀𝑖, 𝑗 ∈ 1,⋯ , 𝑁 , the distributed neighbourhood errors 𝑒𝑖 and the velocity errors ||
|

𝑣𝑖−𝑣𝑗
|

|

|

converge to the small residual
set Ω as follows

Ω =
{

|

|

|

𝑒𝑖
|

|

|

≤

√

2
𝜆min(Λ)

(

𝑑
𝜂2𝑐

)
1

1+𝑞

,

|

|

|

𝑣𝑖 − 𝑣𝑗
|

|

|

≤ 2

[

𝑐
1
2
(𝑞+1)

2

𝑞
𝑞
2 2

𝑞
2
−1

+ 𝑐2

(

2
𝜆min(Λ)

)
𝑞
2

]

(

𝑑
𝜂2𝑐

)
𝑞

1+𝑞
}

(16)

with the finite-time settling bound 𝑇 ∗ satisfying

𝑇 ∗ <
𝑉
(

𝑡0
)

(

1− 1+𝑞
2

)

𝑘
1+𝑞
2
𝑣

(

1 − 𝜂2
)

𝑐
(

1 − 1+𝑞
2

)

𝑘𝑑
(17)

where Λ is a symmetric positive definite matrix, 0 < 𝜂2 < 1, 𝑐 = 𝜂1𝑘𝑑

𝑘
1+𝑞
2

𝑣

, 0 < 𝜂1 ≤ 1, 𝑘𝑑 = min{𝑘3, 𝑘4, 𝑘5, 𝑘6, 𝑘7}, 𝑘3 = − 21−𝑞𝑞
1+𝑞

+
𝑐1𝑔

21−𝑞𝑐1+1∕𝑞2

− 2−𝑞
𝑐2

(�̄�+ �̄��̄�)(21−𝑞+ 𝑐2
1+𝑞

), 𝑘4 = 𝑐2−
21−𝑞

1+𝑞
− 2−𝑞

1+𝑞
(�̄�+ �̄��̄�) with �̄� = max∀𝑖∈{1,…,𝑁}{

∑

𝑗∈𝑁𝑖
𝑎𝑖𝑗}, �̄� = max∀𝑖∈{1,…,𝑁}{𝑎𝑖𝑗}, �̄�

is the maximum out-degree number of the 𝑖th agent, 𝑘5 =
𝑔𝛼1(2(𝑞−1)(1−𝑞)−2𝑞−1)
21−𝑞𝑐1+1∕𝑞2 𝑔𝑞(1+𝑞)

, 𝑘6 =
𝑔𝛼2(2(𝑞−1)(1−𝑞)−2𝑞−1)
21−𝑞𝑐1+1∕𝑞2 𝑔𝑞(1+𝑞)

, 𝑘7 = 𝛼3(2(𝑞−1)(1−𝑞)−2𝑞−1)
21−𝑞𝑐1+1∕𝑞2 𝑔𝑞(1+𝑞)

,
𝛼1 = min{𝛼11,⋯ , 𝛼1𝑁}, 𝛼2 = min{𝛼21,⋯ , 𝛼2𝑁}, 𝛼3 = min{𝛼31,⋯ , 𝛼3𝑁} with the designed scalar constants 𝛼1𝑖, 𝛼2𝑖, 𝛼3𝑖, 𝑖 =
1,⋯ , 𝑁, 𝑘𝑣 = max{ 1

2𝜆2(ℒ )
, 1
𝑐1+1∕𝑞2

, 𝑔𝑖
22−𝑞𝑐1+1∕𝑞2 𝑔𝛽1𝑚

, 𝑔𝑖
22−𝑞𝑐1+1∕𝑞2 𝑔𝛽2𝑚

, 1
22−𝑞𝑐1+1∕𝑞2 𝑔𝛽3𝑚

} with the positive designed parameters 𝛽1𝑚, 𝛽2𝑚, 𝛽3𝑚,
and 𝑉 (𝑡0) is the artificial Lyapunov function.

(2) all generalized parameter estimation errors are defined as �̃�𝑖 = 𝑤𝑖 − 𝑔�̂�𝑖, ̃̄𝜙𝑖 = �̄�𝑖 − 𝑔 ̂̄𝜙𝑖, 𝜃𝑖 = 𝜃𝑖 − 𝑔�̂�𝑖, where �̃�𝑖, ̃̄𝜙𝑖 and
𝜃𝑖 converge to the following sets within the finite-time settling bound 𝑇 ∗,

|

|

�̃�𝑖
|

|

≤

√

2𝑘𝛾𝑔𝛽1
�̄�

(

𝑑
𝜂2𝑐

)
1

1+𝑞 (18)

|

|

|

̃̄𝜙𝑖
|

|

|

≤

√

2𝑘𝛾𝑔𝛽2
�̄�

(

𝑑
𝜂2𝑐

)
1

1+𝑞 (19)

|

|

𝜃𝑖|| ≤

√

2𝑘𝛾𝑔𝛽3
�̄�

(

𝑑
𝜂2𝑐

)
1

1+𝑞 (20)

where 𝑘𝛾 = 21−𝑞𝑐
1+𝑞
𝑞

2 , 𝛽1 = max{𝛽11,⋯ , 𝛽1𝑁}, 𝛽2 = max{𝛽21,⋯ , 𝛽2𝑁} and 𝛽3 = max{𝛽31,⋯ , 𝛽3𝑁} with the designed scalar
constants 𝛽1𝑖, 𝛽2𝑖, 𝛽3𝑖, 𝑖 = 1, 2,⋯ , 𝑁, 𝑑 =

∑𝑁
𝑖=1[(1−2𝑞−1+ 1

1+𝑞
2−(𝑞−1)2(1+𝑞)+ 𝑞

1+𝑞
) (𝑔𝑖𝛼1𝑖𝑤

1+𝑞
𝑖 +𝑔𝑖𝛼2𝑖�̄�

1+𝑞
𝑖 +𝛼3𝑖𝜃

1+𝑞
𝑖 )

21−𝑞𝑐1+1∕𝑞2 𝑔𝑞(1+𝑞)
+ 0.2785𝜏𝑖(𝑔𝑖𝑤𝑖+𝑔𝑖�̄�𝑖+𝜃𝑖)

21−𝑞𝑐1+1∕𝑞2

] <
∞, and �̄� = min{�̄�1,… , �̄�𝑁} with each �̄�𝑖 denoted as the upper bound of the control gain 𝑔𝑖(𝑖 = 1,⋯ , 𝑁).

Proof: Construct the first Lyapunov function as
𝑉1 =

1
2
𝐸𝑇Λ𝐸 (21)

with 𝐸 =
[

𝑒𝑇1 ,⋯ , 𝑒𝑇𝑁
]𝑇 , Λ̃ = diag

{

𝑎, 𝜆2,… , 𝜆𝑁
}

and Λ = 𝑈𝑇
𝑁 Λ̃

−1𝑈𝑁 , where 𝑎 denotes an arbitrarily positive scalar,
and 𝑈𝑇

𝑁 denotes an orthogonal matrix satisfying ℒ = 𝑈𝑇
𝑁 diag{0, 𝜆2(ℒ ),⋯ , 𝜆𝑁 (ℒ )}𝑈𝑁 = 𝑈𝑇

𝑁Λ0𝑈𝑁 with Λ0 =
diag{0, 𝜆2(ℒ ),⋯ , 𝜆𝑁 (ℒ )} provided by Lemma 1.

It is obtained that
𝑉1 =

1
2
𝐸𝑇Λ𝐸 = 1

2
𝑋𝑇ℒ𝑋 (22)

where 𝑋 = [𝑥𝑇1 , 𝑥
𝑇
2 ,⋯ , 𝑥𝑇𝑁 ]

𝑇 .
Then, the time derivative of 𝑉1 in (21), (22) is derived as

�̇�1 = 𝐸𝑇 �̇� =
𝑁
∑

𝑖=1
𝑒𝑖𝑣𝑖 (23)

Let 𝑣∗𝑖 = −𝑐2𝑒
𝑞
𝑖 (9) be the virtual control of 𝑣𝑖, it is derived that

�̇�1 =
𝑁
∑

𝑖=1
𝑒𝑖𝑣

∗
𝑖 +

𝑁
∑

𝑖=1
𝑒𝑖(𝑣𝑖 − 𝑣∗𝑖 ) = −𝑐2

𝑁
∑

𝑖=1
𝑒1+𝑞𝑖 +

𝑁
∑

𝑖=1
𝑒𝑖(𝑣𝑖 − 𝑣∗𝑖 ) (24)
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By recalling that the virtual error 𝛿𝑖 (10), it follows from Lemma 3 that
𝑁
∑

𝑖=1
𝑒𝑖
(

𝑣𝑖 − 𝑣∗𝑖
)

≤
𝑁
∑

𝑖=1

|

|

𝑒𝑖||
|

|

|

|

|

(

𝑣
1
𝑞
𝑖

)𝑞

−
(

(

𝑣∗𝑖
)

1
𝑞

)𝑞
|

|

|

|

|

≤ 21−𝑞
𝑁
∑

𝑖=1

|

|

𝑒𝑖|| ||𝛿𝑖||
𝑞

≤ 21−𝑞
1 + 𝑞

𝑁
∑

𝑖=1

(

|

|

𝑒𝑖||
1+𝑞 + 𝑞 |

|

𝛿𝑖||
1+𝑞

)

= 21−𝑞
1 + 𝑞

𝑁
∑

𝑖=1

(

𝑒1+𝑞𝑖 + 𝑞𝛿1+𝑞𝑖

)

(25)

By substituting (25) into (24), it is obtained that

�̇�1 ≤ −𝑐2
𝑁
∑

𝑖=1
𝑒1+𝑞𝑖 + 21−𝑞

1 + 𝑞

𝑁
∑

𝑖=1

(

𝑒1+𝑞𝑖 + 𝑞𝛿1+𝑞𝑖

)

(26)

To address the virtual control 𝑣∗𝑖 (9), the second Lyapunov function candidate 𝑉2 is defined by adding a power integrator30 as
follows

𝑉2 =
1

21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

𝑣𝑖

∫
𝑣∗𝑖

(

𝑠
1
𝑞 −

(

𝑣∗𝑖
)

1
𝑞

)2−𝑞

𝑑𝑠 (27)

Let 𝑓 (𝑠, 𝑣∗𝑖 ) = (𝑠
1
𝑞 − (𝑣∗𝑖 )

1
𝑞 )2−𝑞 , 𝑖 = ∫ 𝑣𝑖

𝑣∗𝑖
𝑓 (𝑠, 𝑣∗𝑖 ) 𝑑𝑠 , the time derivative of 𝑉2 in (27) is obtained that

�̇�2 =
1

21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

⎡

⎢

⎢

⎢

⎣

𝑑(𝑖)
𝑑𝑣𝑖

𝑑(𝑣𝑖)
𝑑𝑡

+

𝑣𝑖

∫
𝑣∗𝑖

𝑑(𝑓 (𝑠, 𝑣∗𝑖 ))
𝑑(𝑠, 𝑣∗𝑖 )

𝑑(𝑠, 𝑣∗𝑖 )

𝑑(𝑣∗𝑖 )
1
𝑞

𝑑(𝑣∗𝑖 )
1
𝑞

𝑑𝑡

⎤

⎥

⎥

⎥

⎦

= 1
21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

⎡

⎢

⎢

⎢

⎣

𝑓 (𝑣𝑖, 𝑣∗𝑖 )�̇�𝑖 + (2 − 𝑞)

𝑣𝑖

∫
𝑣∗𝑖

(

𝑠
1
𝑞 −

(

𝑣∗𝑖
)

1
𝑞

)1−𝑞

(−1)𝑑𝑠
𝑑(𝑣∗𝑖 )

1
𝑞

𝑑𝑡

⎤

⎥

⎥

⎥

⎦

= 1
21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

⎡

⎢

⎢

⎢

⎢

⎣

(

𝑣
1
𝑞
𝑖 −

(

𝑣∗𝑖
)

1
𝑞

)2−𝑞

�̇�𝑖 + (2 − 𝑞)

𝑣𝑖

∫
𝑣∗𝑖

(

𝑠
1
𝑞 −

(

𝑣∗𝑖
)

1
𝑞

)1−𝑞

𝑑𝑠
𝑑
(

−
(

𝑣∗𝑖
)

1
𝑞

)

𝑑𝑡

⎤

⎥

⎥

⎥

⎥

⎦

= 1
21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

⎡

⎢

⎢

⎢

⎣

𝛿2−𝑞𝑖 �̇�𝑖 + (2 − 𝑞)

𝑣𝑖

∫
𝑣∗𝑖

(

𝑠
1
𝑞 −

(

𝑣∗𝑖
)

1
𝑞

)1−𝑞

𝑐
1
𝑞

2 �̇�𝑖𝑑𝑠

⎤

⎥

⎥

⎥

⎦

= 1
21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

⎡

⎢

⎢

⎢

⎣

𝛿2−𝑞𝑖 �̇�𝑖 + (2 − 𝑞)

𝑣𝑖

∫
𝑣∗𝑖

(𝑠
1
𝑞 − (𝑣∗𝑖 )

1
𝑞 )1−𝑞𝑐

1
𝑞

2

∑

𝑗∈𝑁𝑖

𝑎𝑖𝑗(𝑣𝑖 − 𝑣𝑗)𝑑𝑠

⎤

⎥

⎥

⎥

⎦

(28)

Since it can be obtained that
|

|

|

|

|

|

|

𝑣𝑖

∫
𝑣∗𝑖

(𝑠
1
𝑞 − (𝑣∗𝑖 )

1
𝑞 )1−𝑞𝑑𝑠

|

|

|

|

|

|

|

≤
|

|

|

|

(𝑣
1
𝑞
𝑖 − (𝑣∗𝑖 )

1
𝑞 )1−𝑞

|

|

|

|

|𝑣𝑖 − 𝑣∗𝑖 | = |

|

𝛿𝑖||
1−𝑞

|

|

𝑣𝑖 − 𝑣∗𝑖 || ≤ |

|

𝛿𝑖||
1−𝑞 21−𝑞 |

|

𝛿𝑖||
𝑞 = 21−𝑞 |

|

𝛿𝑖|| (29)

Define �̄� = max∀𝑖∈{1,⋯,𝑁}{
∑

𝑗∈𝑁𝑖
𝑎𝑖𝑗} and �̄� = max∀𝑖∈{1,⋯,𝑁}{𝑎𝑖𝑗}, and �̄� is denoted as the maximum out-degree number of

the 𝑖th agent in graph . Based on (29), it follows that

2 − 𝑞

21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

𝑣𝑖

∫
𝑣∗𝑖

(

(𝑠)
1
𝑞 −

(

𝑣∗𝑖
)

1
𝑞

)1−𝑞

𝑐
1
𝑞

2

∑

𝑗∈𝑁𝑖

𝑎𝑖𝑗
(

𝑣𝑖 − 𝑣𝑗
)

𝑑𝑠 ≤ 2 − 𝑞
𝑐2

𝑁
∑

𝑖=1

|

|

𝛿𝑖||

|

|

|

|

|

|

∑

𝑗∈𝑁𝑖

𝑎𝑖𝑗
(

𝑣𝑖 − 𝑣𝑗
)

|

|

|

|

|

|

≤ 2 − 𝑞
𝑐2

𝑁
∑

𝑖=1

|

|

𝛿𝑖||

|

|

|

|

|

|

∑

𝑗∈𝑁𝑖

𝑎𝑖𝑗𝑣𝑖 −
∑

𝑗∈𝑁𝑖

𝑎𝑖𝑗𝑣𝑗
|

|

|

|

|

|

≤ 2 − 𝑞
𝑐2

𝑁
∑

𝑖=1

|

|

𝛿𝑖||

(

�̄� |
|

𝑣𝑖|| + �̄�
∑

𝑗∈𝑁𝑖

|

|

|

𝑣𝑗
|

|

|

)

≤ 2 − 𝑞
𝑐2

𝑁
∑

𝑖=1

|

|

𝛿𝑖||
(

�̄� |
|

𝑣𝑖|| + �̄��̄� |

|

𝑣𝑖||
)

(30)
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Upon using Lemma 3, it is derived that
|

|

𝛿𝑖|| ||𝑣𝑖|| ≤ |

|

𝛿𝑖|| ||𝑣𝑖 − 𝑣
∗
𝑖
|

|

+ |

|

𝛿𝑖|| ||𝑣
∗
𝑖
|

|

≤ 21−𝑞 |
|

𝛿𝑖|| ||𝛿𝑖||
𝑞 + 𝑐2 ||𝛿𝑖‖𝑒𝑖||

𝑞

≤ 21−𝑞 |
|

𝛿𝑖||
1+𝑞 +

𝑐2
1 + 𝑞

(

|

|

𝛿𝑖||
1+𝑞 + 𝑞 |

|

𝑒𝑖||
1+𝑞

) (31)

The inequality (30) can be further written as follows by using (31),

2 − 𝑞

21−𝑞𝑐
1
𝑞

2

𝑁
∑

𝑖=1

𝑣𝑖

∫
𝑣∗𝑖

(

𝑠
1
𝑞 −

(

𝑣∗𝑖
)

1
𝑞

)1−𝑞

𝑑𝑠 ⋅ 𝑐
1
𝑞

2

∑

𝑗∈𝑁𝑖

𝑎𝑖𝑗
(

𝑣𝑖 − 𝑣𝑗
)

≤ 2 − 𝑞
𝑐2

(�̄� + �̄��̄�)
𝑁
∑

𝑖=1

[(

21−𝑞 +
𝑐2

1 + 𝑞

)

𝛿1+𝑞𝑖 +
𝑐2

1 + 𝑞
𝑒1+𝑞𝑖

]

(32)

By employing the updated adaptive laws ̇̂𝑤𝑖,
̇̄̂𝜙𝑖 and ̇̂𝜃𝑖 (13)–(15) into the first item of the right hand of (28), one obtains that

𝑁
∑

𝑖=1
𝛿2−𝑞𝑖 �̇�𝑖 =

𝑁
∑

𝑖=1
𝛿2−𝑞𝑖

[

𝑔𝑖
(

𝑢0𝑖 + 𝑢𝑐𝑖 + 𝜌𝑖
(

𝑟𝑖
)

+ 𝜙𝑖
)

+ 𝑚𝑖
]

≤ −𝑔
𝑁
∑

𝑖=1
𝑐1𝛿

𝑞+1
𝑖 −

𝑁
∑

𝑖=1
𝑔𝑖
[

𝑔�̂�𝑖𝛿
2−𝑞
𝑖 �̄�𝑖(𝑟𝑖) tanh

(

𝛿2−𝑞𝑖 �̄�𝑖(𝑟𝑖)∕𝜏𝑖
)

+𝑔𝛿2−1𝑖
̂̄𝜙𝑖 tanh

(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

+ 𝛿2−𝑞𝑖 �̂�𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)]

+
𝑁
∑

𝑖=1
𝛿2−𝑞𝑖

(

𝑔𝑖𝑤𝑖�̄�𝑖(𝑟𝑖) + 𝑔𝑖𝜙𝑖 + 𝜃𝑖
)

(33)

where 𝑔 = min
{

𝑔
1
,… , 𝑔

𝑁

}

is denoted with the lower bound element 𝑔
𝑖
.

Then, it is obtained that
𝑁
∑

𝑖=1
𝛿2−𝑞𝑖 �̇�𝑖 ≤ −𝑔

𝑁
∑

𝑖=1
𝑐1𝛿

𝑞+1
𝑖 −

𝑁
∑

𝑖=1
𝑔𝑖
[

𝑔�̂�𝑖𝛿
2−𝑞
𝑖 �̄�𝑖(𝑟𝑖) tanh

(

�̄�𝑖(𝑟𝑖)𝛿
2−𝑞
𝑖 ∕𝜏𝑖

)

+𝑔𝛿2−1𝑖
̂̄𝜙𝑖 tanh

(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

+ 𝛿2−1𝑖 �̂�𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)]

+
𝑁
∑

𝑖=1

(

𝑔𝑖𝑤𝑖�̄�𝑖(𝑟𝑖)
|

|

|

𝛿2−𝑞𝑖
|

|

|

+ 𝑔𝑖𝜙𝑖
|

|

|

𝛿2−𝑞𝑖
|

|

|

+ 𝜃𝑖
|

|

|

𝛿2−𝑞𝑖
|

|

|

)

(34)

According to 0 ≤ |𝑠| − 𝑠 ⋅ tanh(𝑠∕𝑘) ≤ 0.2785𝑘34, where 𝑠, 𝑘 ∈ ℝ, it is obtained that 0 ≤ |

|

|

𝛿2−𝑞𝑖
|

|

|

≤ 𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

+
0.2785𝜏𝑖.

By substituting (32) and (34) into (28), it is obtained that

�̇�2 ≤

[

2 − 𝑞
𝑐2

(�̄� + �̄��̄�)
(

21−𝑞 +
𝑐2

1 + 𝑞

)

−
𝑔𝑐1

21−𝑞𝑐1+1∕𝑞2

] 𝑁
∑

𝑖=1
𝛿𝑞+1𝑖

+
2 − 𝑞
1 + 𝑞

(�̄� + �̄��̄�)
𝑁
∑

𝑖=1
𝑒1+𝑞𝑖 + 1

21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1
[0.2785𝜏𝑖

(

𝑔𝑖𝑤𝑖 + 𝑔𝑖�̄�𝑖 + 𝜃𝑖
)

+ 𝑔𝑖
(

𝑤𝑖 − 𝑔�̂�𝑖

)

𝛿2−𝑞𝑖 �̄�𝑖(𝑟𝑖) tanh(𝛿
2−𝑞
𝑖 �̄�𝑖(𝑟𝑖)∕𝜏𝑖)

+ 𝑔𝑖
(

�̄�𝑖 − 𝑔 ̂̄𝜙𝑖
)

𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

+
(

𝜃𝑖 − 𝑔�̂�𝑖
)

𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

]

(35)

Define 𝑘1 =
2−𝑞
𝑐2

(�̄� + �̄��̄�)
(

21−𝑞 + 𝑐2
1+𝑞

)

−
𝑔𝑐1

21−𝑞𝑐1+1∕𝑞2

and 𝑘2 =
2−𝑞
1+𝑞

(�̄� + �̄��̄�), it is obtained that

�̇�2 ≤ 𝑘1
𝑁
∑

𝑖=1
𝛿𝑞+1𝑖 + 𝑘2

𝑁
∑

𝑖=1
𝑒1+𝑞𝑖 + 1

21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

[

0.2785𝜏𝑖
(

𝑔𝑖𝑤𝑖 + 𝑔𝑖�̄�𝑖 + 𝜃𝑖
)

+ 𝑔𝑖
(

𝑤𝑖 − 𝑔�̂�𝑖

)

𝛿2−𝑞𝑖 �̄�𝑖(𝑟𝑖) tanh
(

𝛿2−𝑞𝑖 �̄�𝑖(𝑟𝑖)∕𝜏𝑖
)

+ 𝑔𝑖
(

�̄�𝑖 − 𝑔 ̂̄𝜙𝑖
)

𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

+
(

𝜃𝑖 − 𝑔�̂�𝑖
)

𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)]

(36)
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To resist the deception attack 𝜌𝑖(𝑟𝑖) (5), (6) in the cyber layer and to compensate actuator bias fault 𝜙𝑖 (7) and lumped
uncertainty 𝑚𝑖 in the physical layer, the third Lyapunov function candidate 𝑉3 is formulated as follows

𝑉3 =
𝑁
∑

𝑖=1

𝑔𝑖�̃�2
𝑖

2𝑘𝛾𝑔𝛽1𝑖
+

𝑁
∑

𝑖=1

𝑔𝑖 ̃̄𝜙2
𝑖

2𝑘𝛾𝑔𝛽2𝑖
+

𝑁
∑

𝑖=1

𝜃2𝑖
2𝑘𝛾𝑔𝛽3𝑖

=
𝑁
∑

𝑖=1

𝑔𝑖
2𝑘𝛾𝑔𝛽1𝑖

(𝑤𝑖 − 𝑔�̂�𝑖)2 +
𝑁
∑

𝑖=1

𝑔𝑖
2𝑘𝛾𝑔𝛽2𝑖

(�̄�𝑖 − 𝑔 ̂̄𝜙𝑖)2 +
𝑁
∑

𝑖=1

1
2𝑘𝛾𝑔𝛽3𝑖

(𝜃𝑖 − 𝑔�̂�𝑖)2
(37)

where 𝑘𝛾 = 21−𝑞𝑐1+1∕𝑞2 and 𝛽1𝑖, 𝛽2𝑖, 𝛽3𝑖 are designed positive parameters.
Meanwhile, by using the updated adaptive laws of �̂�𝑖, ̂̄𝜙𝑖 and �̂�𝑖 (13)-(15), the derivative of 𝑉3 in (37) is derived as

�̇�3 =
𝑁
∑

𝑖=1

𝑔𝑖�̃�𝑖

𝑘𝛾

(

−
̇̂𝑤𝑖

𝛽1𝑖

)

+
𝑁
∑

𝑖=1

𝑔𝑖 ̃̄𝜙𝑖
𝑘𝛾

⎛

⎜

⎜

⎝

−
̇̄̂𝜙𝑖
𝛽2𝑖

⎞

⎟

⎟

⎠

+
𝑁
∑

𝑖=1

𝜃𝑖
𝑘𝛾

(

−
̇̂𝜃𝑖
𝛽3𝑖

)

=
𝑁
∑

𝑖=1

𝑔𝑖𝛼1𝑖
𝑘𝛾

�̃�𝑖�̂�
𝑞
𝑖 +

𝑁
∑

𝑖=1

𝑔𝑖𝛼2𝑖
𝑘𝛾

̃̄𝜙 ̂̄𝜙𝑞𝑖 +
𝑁
∑

𝑖=1

𝛼3𝑖
𝑘𝛾
𝜃𝑖�̂�

𝑞
𝑖

−
𝑁
∑

𝑖=1

𝑔𝑖
𝑘𝛾

(𝑤𝑖 − 𝑔�̂�𝑖)𝛿
2−𝑞
𝑖 �̄�𝑖(𝑟𝑖) tanh(𝛿

2−𝑞
𝑖 �̄�𝑖(𝑟𝑖)∕𝜏𝑖)

−
𝑁
∑

𝑖=1

𝑔𝑖
𝑘𝛾

(�̄�𝑖 − 𝑔 ̂̄𝜙𝑖)𝛿
2−𝑞
𝑖 tanh(𝛿2−𝑞𝑖 ∕𝜏𝑖) −

𝑁
∑

𝑖=1

1
𝑘𝛾

(𝜃𝑖 − 𝑔�̂�𝑖)𝛿
2−𝑞
𝑖 tanh(𝛿2−𝑞𝑖 ∕𝜏𝑖)

(38)

Finally, define the total Lyapunov candidate as 𝑉 = 𝑉1 + 𝑉2 + 𝑉3, and it follows that

�̇� ≤ −𝑐2
𝑁
∑

𝑖=1
𝑒1+𝑞𝑖 + 21−𝑞

1 + 𝑞

𝑁
∑

𝑖=1

(

𝑒1+𝑞𝑖 + 𝑞𝛿1+𝑞𝑖

)

+ 𝑘1
𝑁
∑

𝑖=1
𝛿𝑞+1𝑖 + 𝑘2

𝑁
∑

𝑖=1
𝑒1+𝑞𝑖

+ 1

21−𝑞𝑐
1
𝑞

2

𝑁
∑

𝑖=1

[

0.2785𝜏𝑖
𝑘𝛾

(

𝑔𝑖𝑤𝑖 + 𝑔𝑖�̄�𝑖 + 𝜃𝑖
)

+
𝑔𝑖
𝑘𝛾

(

𝑤𝑖 − 𝑔�̂�𝑖

)

𝛿2−𝑞𝑖 �̄�𝑖(𝑟𝑖) tanh
(

𝛿2−𝑞𝑖 �̄�𝑖(𝑟𝑖)∕𝜏𝑖
)

+
𝑔𝑖
𝑘𝛾

(

�̄�𝑖 − 𝑔 ̂̄𝜙𝑖
)

𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

+ 1
𝑘𝛾

(

𝜃𝑖 − 𝑔�̂�𝑖
)

𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

]

+
𝑁
∑

𝑖=1

𝑔𝑖𝛼1𝑖
𝑘𝛾

�̃�𝑖�̂�
𝑞
𝑖 +

𝑁
∑

𝑖=1

𝑔𝑖𝛼2𝑖
𝑘𝛾

̃̄𝜙 ̂̄𝜙𝑞𝑖 +
𝑁
∑

𝑖=1

𝛼3𝑖
𝑘𝛾
𝜃𝑖�̂�

𝑞
𝑖

−
𝑁
∑

𝑖=1

𝑔𝑖
𝑘𝛾

(

𝑤𝑖 − 𝑔�̂�𝑖

)

𝛿2−𝑞𝑖 �̄�𝑖(𝑟𝑖) tanh
(

𝛿2−𝑞𝑖 �̄�𝑖(𝑟𝑖)∕𝜏𝑖
)

−
𝑁
∑

𝑖=1

𝑔𝑖
𝑘𝛾

(

�̄�𝑖 − 𝑔 ̂̄𝜙𝑖
)

𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

−
𝑁
∑

𝑖=1

1
𝑘𝛾

(

𝜃𝑖 − 𝑔�̂�𝑖
)

𝛿2−𝑞𝑖 tanh
(

𝛿2−𝑞𝑖 ∕𝜏𝑖
)

(39)

Then, it follows that

�̇� (𝑡) ≤ 𝑘3
𝑁
∑

𝑖=1
𝛿1+𝑞𝑖 − 𝑘4

𝑁
∑

𝑖=1
𝑒1+𝑞𝑖 +

𝑁
∑

𝑖=1

0.2785𝜏𝑖
𝑘𝛾

(

𝑔𝑖𝑤𝑖 + 𝑔𝑖�̄�𝑖 + 𝜃𝑖
)

+
𝑁
∑

𝑖=1

𝑔𝑖𝛼1𝑖
𝑘𝛾

�̃�𝑖�̂�
𝑞
𝑖 +

𝑁
∑

𝑖=1

𝑔𝑖𝛼2𝑖
𝑘𝛾

̃̄𝜙 ̂̄𝜙𝑞𝑖 +
𝑁
∑

𝑖=1

𝛼3𝑖
𝑘𝛾
𝜃𝑖�̂�

𝑞
𝑖

(40)

where 𝑘3 = − 21−𝑞𝑞
1+𝑞

+
𝑐1𝑔

21−𝑞𝑐1+1∕𝑞2

− 2−𝑞
𝑐2

(�̄�+�̄��̄�)(21−𝑞+ 𝑐2
1+𝑞

) > 0 and 𝑘4 = 𝑐2−
21−𝑞

1+𝑞
− 2−𝑞

1+𝑞
(�̄�+�̄��̄�) > 0 with 𝑐1 > 21−𝑞𝑐1+1∕𝑞2 𝑔−1[ 2

1−𝑞𝑞
1+𝑞

+
2−𝑞
𝑐2

(�̄� + �̄��̄�)(21−𝑞 + 𝑐2
1+𝑞

)] and 𝑐2 >
1

1+𝑞

[

21−𝑞 + (2 − 𝑞)(�̄� + �̄��̄�)
]

.
One obtains that

�̃�𝑖�̂�
𝑞
𝑖 ≤

1
𝑔𝑞(1 + 𝑞)

[

(

2(𝑞−1)(1−𝑞) − 2𝑞−1
)

�̃�1+𝑞
𝑖

+
(

1 − 2𝑞−1 +
𝑞

1 + 𝑞
+ 1

1 + 𝑞
2−(𝑞−1)2(1+𝑞)

)

𝑤1+𝑞
𝑖

] (41)
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̃̄𝜙𝑖 ̂̄𝜙
𝑞
𝑖 ≤

1
𝑔𝑞(1 + 𝑞)

[

(

2(𝑞−1)(1−𝑞) − 2𝑞−1
) ̃̄𝜙1+𝑞

𝑖

+
(

1 − 2𝑞−1 +
𝑞

1 + 𝑞
+ 1

1 + 𝑞
2−(𝑞−1)2(1+𝑞)

)

�̄�1+𝑞
𝑖

] (42)

𝜃𝑖�̂�
𝑞
𝑖 ≤

1
𝑔𝑞(1 + 𝑞)

[

(

2(𝑞−1)(1−𝑞) − 2𝑞−1
)

𝜃1+𝑞𝑖

+
(

1 − 2𝑞−1 +
𝑞

1 + 𝑞
+ 1

1 + 𝑞
2−(𝑞−1)2(1+𝑞)

)

𝜃1+𝑞𝑖

] (43)

By substituting (41), (42) and (43) into (40), one gets

�̇� ≤𝑘3
𝑁
∑

𝑖=1
𝛿1+𝑞𝑖 − 𝑘4

𝑁
∑

𝑖=1
𝑒1+𝑞𝑖 − 𝑘5

𝑁
∑

𝑖=1
�̃�1+𝑞
𝑖 − 𝑘6

𝑁
∑

𝑖=1

̃̄𝜙1+𝑞
𝑖 − 𝑘7

𝑁
∑

𝑖=1
𝜃1+𝑞𝑖 + 𝑑 (44)

where 𝑘5 = 𝑔𝑖𝛼1(2
(𝑞−1)(1−𝑞)−2𝑞−1)

21−𝑞𝑐1+1∕𝑞2 𝑔𝑞(1+𝑞)
, 𝑘6 = 𝑔𝑖𝛼2(2

(𝑞−1)(1−𝑞)−2𝑞−1)

21−𝑞𝑐1+1∕𝑞2 𝑔𝑞(1+𝑞)
, 𝑘7 = 𝛼3(2

(𝑞−1)(1−𝑞)−2𝑞−1)

21−𝑞𝑐1+1∕𝑞2 𝑔𝑞(1+𝑞)
, 𝑑 =

∑𝑁
𝑖=1[(1 − 2𝑞−1 + 1

1+𝑞
2−(𝑞−1)2(1+𝑞) +

𝑞
1+𝑞

(𝑔𝑖𝛼1𝑖𝑤
1+𝑞
𝑖 +𝑔𝑖𝛼2𝑖�̄�

1+𝑞
𝑖 +𝛼3𝑖𝜃

1+𝑞
𝑖 )

21−𝑞𝑐1+1∕𝑞2 𝑔𝑞(1+𝑞)
+ 0.2785𝜏𝑖(𝑔𝑖𝑤𝑖+𝑔𝑖�̄�𝑖+𝜃𝑖)

21−𝑞𝑐1+1∕𝑞2

] < ∞, 𝛼1 = min
{

𝛼11,… , 𝛼1𝑁
}

, 𝛼2 = min
{

𝛼21,… , 𝛼2𝑁
}

, and 𝛼3 =

min
{

𝛼31,… , 𝛼3𝑁
}

.
Note that 2(𝑞−1)(1−𝑞) − 2𝑞−1 = 2𝑞−1

(

21−𝑞 − 1
)

> 0, 𝑘5 > 0, it follows that 𝑘6 > 0 and 𝑘7 > 0. It thus follows that

�̇� ≤ −𝑘𝑑
𝑁
∑

𝑖=1

(

𝛿1+𝑞𝑖 + 𝑒1+𝑞𝑖 + �̃�1+𝑞
𝑖 + ̃̄𝜙1+𝑞

𝑖 + 𝜃1+𝑞𝑖

)

+ 𝑑 (45)

where 𝑘𝑑 = min
{

𝑘3, 𝑘4, 𝑘5, 𝑘6, 𝑘7
}

.
It is proved that a bounded constant 0 < 𝜁 <∞ and a finite-time settling bound 𝑇 ∗ > 0 exist such that 𝑉 (𝑡) < 𝜁 when 𝑡 ≥ 𝑇 ∗.
Under Lemma 1, it follows that

𝑉1 =
1
2
𝑋𝑇ℒ𝑋 ≤ 1

2𝜆2(ℒ )
𝐸𝑇𝐸 = 1

2𝜆2(ℒ )

𝑁
∑

𝑖=1
𝑒2𝑖 (46)

Upon using Lemma 4, it follows that

𝑉2 =
1

21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

𝑣𝑖

∫
𝑣∗𝑖

(

𝑠
1
𝑞 −

(

𝑣∗𝑖
)

1
𝑞

)2−𝑞

𝑑𝑠

≤ 1
21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

|

|

|

|

|

(

𝑣
1
𝑞
𝑖 −

(

𝑣∗𝑖
)

1
𝑞

)2−𝑞
|

|

|

|

|

|

|

𝑣𝑖 − 𝑣∗𝑖 ||

≤ 1
21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

|

|

𝛿𝑖||
2−𝑞 ⋅ 21−𝑞 |

|

𝛿𝑖||
𝑞 = 1

𝑐1+1∕𝑞2

𝑁
∑

𝑖=1
𝛿2𝑖

(47)

From the definition of 𝑉3 given in (37), one obtains that

𝑉3 ≤
1

22−𝑞𝑐1+1∕𝑞2 𝑔𝛽1𝑚

𝑁
∑

𝑖=1
𝑔𝑖�̃�

2
𝑖 +

1
22−𝑞𝑐1+1∕𝑞2 𝑔𝛽2𝑚

𝑁
∑

𝑖=1
𝑔𝑖 ̃̄𝜙

2
𝑖

+ 1
22−𝑞𝑐1+1∕𝑞2 𝑔𝛽3𝑚

𝑁
∑

𝑖=1
𝜃2𝑖

(48)

with 𝛽1𝑚 = min{𝛽11,⋯ , 𝛽1𝑁}, 𝛽2𝑚 = min{𝛽21,⋯ , 𝛽2𝑁}, and 𝛽3𝑚 = min{𝛽31,⋯ , 𝛽3𝑁}.
Subsequently, it follows that

𝑉 ≤ 𝑘𝑣
𝑁
∑

𝑖=1

(

𝛿2𝑖 + 𝑒
2
𝑖 + �̃�

2
𝑖 +

̃̄𝜙2
𝑖 + 𝜃

2
𝑖

)

(49)

where 𝑘𝑣 = max{ 1
2𝜆2(ℒ )

, 1
𝑐1+1∕𝑞2

, 𝑔𝑖
22−𝑞𝑐1+1∕𝑞2 𝑔𝛽1𝑚

, 𝑔𝑖
22−𝑞𝑐1+1∕𝑞2 𝑔𝛽2𝑚

, 1
22−𝑞𝑐1+1∕𝑞2 𝑔𝛽3𝑚

}.
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Upon using Lemma 3, 𝑉
1+𝑞
2 ≤ 𝑘

1+𝑞
2
𝑣

∑𝑁
𝑖=1(𝑒

1+𝑞
𝑖 + 𝛿1+𝑞𝑖 + �̃�1+𝑞

𝑖 + ̃̄𝜙1+𝑞
𝑖 + 𝜃1+𝑞𝑖 ) is derived. Denote 𝑐 = 𝜂1𝑘𝑑

𝑘
1+𝑞
2

𝑣

, 0 < 𝜂1 ≤ 1, it is

obtained that
�̇� (𝑡) ≤ −𝑐𝑉 (𝑡)

1+𝑞
2 + 𝑑 ≤ −𝑐𝑉 (𝑡)

1+𝑞
2 + 𝜂2𝑐𝑉 (𝑡)

1+𝑞
2 = −

(

1 − 𝜂2
)

𝑐𝑉 (𝑡)
1+𝑞
2 (50)

Thus, it is obtained that

𝑉 (𝑡) <
(

𝑑
𝜂2𝑐

)
2

1+𝑞

= 𝜁 (51)

Furthermore, according to Lemma 2 and (50), it expresses the finite settling time 𝑇 ∗ as follows:

𝑇 ∗ <
𝑉
(

𝑡0
)

(

1− 1+𝑞
2

)

𝑘
1+𝑞
2
𝑣

(

1 − 𝜂2
)

𝑐
(

1 − 1+𝑞
2

)

𝑘𝑑
(52)

Then, the estimation of the neighborhood errors 𝑒𝑖 is derived as

|

|

𝑒𝑖|| =
√

𝑒2𝑖 ≤

√

√

√

√

𝑁
∑

𝑖=1
𝑒2𝑖 ≤

√

2𝑉1(𝑡)
𝜆min(Λ)

≤

√

2𝑉 (𝑡)
𝜆min(Λ)

≤

√

2
𝜆min(Λ)

(

𝑑
𝜂2𝑐

)
1

1+𝑞 (53)

According to Lemma 3, |𝜁1∕𝑞 − (𝑣∗𝑖 )
1∕𝑞

| ≥ 21−1∕𝑞|𝜁 − 𝑣∗𝑖 |
1∕𝑞 is obtained.

If 𝑣𝑖 ≥ 𝑣∗𝑖 , it holds that

𝑉2(𝑡) ≥
1

21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

𝑣𝑖

∫
𝑣∗𝑖

[

21−1∕𝑞
(

𝑠 − 𝑣∗𝑖
)1∕𝑞

]2−𝑞
𝑑𝑠

= 1
21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

𝑣𝑖

∫
𝑣∗𝑖

2(1−1∕𝑞)(2−𝑞)
(

𝑠 − 𝑣∗𝑖
)

2
𝑞
−1 𝑑𝑠

= 1
2∕𝑞 − 1 + 1

2(1−1∕𝑞)(2−𝑞)

21−𝑞𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

(

𝑠 − 𝑣∗𝑖
)

2
𝑞
−1+1

|

|

|

|

|

|

𝑣𝑖

𝑣∗𝑖

=
𝑞21−

2
𝑞

𝑐1+1∕𝑞2

𝑁
∑

𝑖=1

(

𝑣𝑖 − 𝑣∗𝑖
)

2
𝑞

(54)

When 𝑣𝑖 < 𝑣∗𝑖 holds, the proof of (54) is also obtained. Then, one gets that

|

|

𝑣𝑖 − 𝑣∗𝑖 || =
[

(

𝑣𝑖 − 𝑣∗𝑖
)

2
𝑞

]
𝑞
2

≤

[ 𝑁
∑

𝑖=1

(

𝑣𝑖 − 𝑣∗𝑖
)

2
𝑞

]

𝑞
2

≤

[

𝑐1+1∕𝑞2

𝑞21−2∕𝑞
𝑉2(𝑡)

]

𝑞
2

=
𝑐

1
2
(𝑞+1)

2

𝑞
𝑞
2 2

𝑞
2
−1
𝑉2(𝑡)

𝑞
2 ≤

𝑐
1
2
(𝑞+1)

2

𝑞
𝑞
2 2

𝑞
2
−1

(

𝑑
𝜂2𝑐

)
𝑞

1+𝑞

(55)

It follows from (9) and (53) that

|

|

𝑣∗𝑖 || = |

|

−𝑐2𝑒
𝑞
𝑖
|

|

≤ 𝑐2

(

2
𝜆min(Λ)

)
𝑞
2
(

𝑑
𝜂2𝑐

)
𝑞

1+𝑞

(56)

and it also indicates for ∀𝑖, 𝑗 ∈ {1,… , 𝑁} that

|

|

|

𝑣𝑖 − 𝑣𝑗
|

|

|

≤ |

|

𝑣𝑖|| +
|

|

|

𝑣𝑗
|

|

|

≤ 2
⎡

⎢

⎢

⎣

𝑐
1
2
(𝑞+1)

2

𝑞
𝑞
2 2

𝑞
2
−1

+ 𝑐2

(

2
𝜆min(Λ)

)
𝑞
2 ⎤

⎥

⎥

⎦

(

𝑑
𝜂2𝑐

)
𝑞

1+𝑞

(57)
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Figure 2 Communication graph topology among four agents

Moreover, for ∀𝑖 ∈ {1,… , 𝑁}, it finally follows that

|

|

�̃�𝑖
|

|

=
√

�̃�2
𝑖 ≤

√

√

√

√

𝑁
∑

𝑖=1
�̃�2
𝑖 ≤

√

2𝑘𝛾𝑔𝛽1𝑉3(𝑡)

�̄�
≤

√

2𝑘𝛾𝑔𝛽1𝑉 (𝑡)

�̄�
≤

√

2𝑘𝛾𝑔𝛽1
�̄�

(

𝑑
𝜂2𝑐

)
1

1+𝑞

|

|

|

̃̄𝜙𝑖
|

|

|

=
√

̃̄𝜙2
𝑖 ≤

√

√

√

√

𝑁
∑

𝑖=1

̃̄𝜙2
𝑖 ≤

√

2𝑘𝛾𝑔𝛽2𝑉3(𝑡)

�̄�
≤

√

2𝑘𝛾𝑔𝛽2𝑉 (𝑡)

�̄�
≤

√

2𝑘𝛾𝑔𝛽2
�̄�

(

𝑑
𝜂2𝑐

)
1

1+𝑞

|

|

𝜃𝑖|| =
√

𝜃2𝑖 ≤

√

√

√

√

𝑁
∑

𝑖=1
𝜃2𝑖 ≤

√

2𝑘𝛾𝑔𝛽3𝑉3(𝑡)

�̄�
≤

√

2𝑘𝛾𝑔𝛽3𝑉 (𝑡)

�̄�
≤
√

2𝑘𝛾𝑔𝛽3

(

𝑑
𝜂2𝑐

)
1

1+𝑞

(58)

with 𝛽1 = max{𝛽11,⋯ , 𝛽1𝑁}, 𝛽2 = max{𝛽21,⋯ , 𝛽2𝑁}, 𝛽3 = max{𝛽31,⋯ , 𝛽3𝑁}, �̄� = min
{

�̄�1,… , �̄�𝑁
}

.

4 NUMERICAL SIMULATION

This section provides a numerical simulation of the second-order MASs consisting of four agents to validate the efficiency and
feasibility of the proposed distributed finite-time adaptive fault-tolerant consensus protocol. The dynamic behavior of the MASs
is represented as follows35:

⎡

⎢

⎢

⎢

⎢

⎣

�̇�1
�̇�2
�̇�3
�̇�4

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

𝑔1 0 0 0
0 𝑔2 0 0
0 0 𝑔3 0
0 0 0 𝑔4

⎤

⎥

⎥

⎥

⎥

⎦

(

⎡

⎢

⎢

⎢

⎢

⎣

𝑢1
𝑢2
𝑢3
𝑢4

⎤

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎣

𝜌1
𝜌2
𝜌3
𝜌4

⎤

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎣

𝜙1
𝜙2
𝜙3
𝜙4

⎤

⎥

⎥

⎥

⎥

⎦

) +

⎡

⎢

⎢

⎢

⎢

⎣

𝑓𝑑1
𝑓𝑑2
𝑓𝑑3
𝑓𝑑4

⎤

⎥

⎥

⎥

⎥

⎦

(59)

where 𝑔𝑖 = 5 + 0.01𝑒−|𝑣𝑖|(𝑖 = 1, 2, 3, 4) denotes the control gain matrix, the state-independent deception attacks 𝜌1, 𝜌2, 𝜌3
and 𝜌4 are set as 𝜌1 = 0.1𝑒−𝑥1−𝑥2𝑥1, 𝜌2 = 0.1𝑒−𝑥1−𝑥22𝑥22, 𝜌3 = 0.1𝑒−𝑥2−𝑥23𝑥23, 𝑎𝑛𝑑𝜌4 = 0.1𝑒−𝑥3−𝑥4−𝑥1𝑥4, the actuator bias faults
𝜙1, 𝜙2, 𝜙3, and 𝜙4 are given by 𝜙1 = 0.4| sin(10𝑡)|, 𝜙2 = 0.3| cos(10𝑡)|, 𝜙3 = 0.1| cos(10𝑡)| and 𝜙4 = 0.15| sin(10𝑡)|, the
external disturbances 𝑓𝑑1, 𝑓𝑑2, 𝑓𝑑3 and 𝑓𝑑4 are described as 𝑓𝑑1 = 0.48 sin (0.6𝑡), 𝑓𝑑2 = 0.49 cos (0.5𝑡), 𝑓𝑑3 = 0.58 cos (0.5𝑡)
and 𝑓𝑑4 = 0.58 sin (0.4𝑡), and the uncertainty ℎ𝑑1(𝑡), ℎ𝑑2, ℎ𝑑3 and ℎ𝑑4 are set as ℎ𝑑1 = 0.52 cos (0.6𝑡), ℎ𝑑2 = 0.51 sin (0.5𝑡),
ℎ𝑑3 = 0.42 sin (0.5𝑡), ℎ𝑑4 = 0.42 cos (0.4𝑡). The topology graph of MASs with four individual agents is illustrated in Figure 2,
where the topology is undirected and each edge is assigned the weighting coefficient of 1.

The simulation aims to validate whether the MASs of four agents can achieve consensus convergence within the finite time
by applying the designed distributed finite-time adaptive fault-tolerant consensus control protocol. The simulation involves the
following parameter settings: control parameters 𝑐1 = 20, and 𝑐2 = 4. The parameters 𝛼𝑖, 𝛽𝑖, 𝑞 and 𝜏𝑖 in the updated adaptive law
are set to 𝛼𝑖 = 𝛽𝑖 = 0.01. 𝑞 = 0.9 and 𝜏𝑖 = 0.5 (𝑖 = 1, 2, 3, 4). The state-coupled nonlinear function �̄�𝑖 (𝑖 = 1, 2, 3, 4) is limited
as �̄�1 = |𝑥1|, �̄�2 = |𝑥22|, �̄�3 = |𝑥23|, and �̄�4 = |𝑥4|, respectively.

Fig. 3 depicts the changing trends in external disturbances, uncertainties, and lumped uncertainties within the second-order
MASs over the time interval of 0 to 6s. Fig. 4 and Fig. 5 respectively depict the position trajectories and velocity trajectories of
four agents from their initial states to the final states. Obviously, it is derived that under the proposed finite-time adaptive fault-
tolerant consensus control protocol, the position states and velocity states of the four agents can achieve consensus convergence
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in the finite time (around 0.64s). It indicates that despite the existence of external disturbances, uncertainties and actuator bias
faults in the physical layer and deception attacks in the cyber layer, the MASs can still achieve stability and finite-time consensus
within the limited time bound. Fig. 6 depicts the distributed neighborhood error of four agents, with the error converging to
zero in about 0.64 seconds. It suggests that all agents can achieve distributed coordination, thus validating the feasibility of the
proposed adaptive fault-tolerant consensus control algorithm.
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Figure 3 The changing trends of the external disturbance 𝑓𝑑𝑖, the uncertainty ℎ𝑑𝑖 and the lumped uncertainty 𝑚𝑖
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Figure 4 The finite-time position trajectories of four agents 𝑥𝑖, 𝑖 = 1, 2, 3, 4

Fig. 7 displays the parameter estimation of the adaptive parameters 𝜔𝑖, �̄�𝑖 and 𝜃𝑖 (𝑖 = 1, 2, 3, 4), respectively. These three sub-
figures all show the estimated parameters �̂�𝑖, ̂̄𝜙𝑖 and �̂�𝑖 finally grow to certain constant bounds. The adaptive parameter �̂�𝑖 is
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Figure 5 The finite-time velocity trajectories of four agents 𝑣𝑖, 𝑖 = 1, 2, 3, 4
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Figure 6 The finite-time neighbor error of four agents 𝑒𝑖, 𝑖 = 1, 2, 3, 4

employed to mitigate the adverse effects of deception attacks, and its bounded nature elucidates the proposed anti-attack fault-
tolerant consensus protocol against bounded deception attacks in MASs. The adaptive parameters ̂̄𝜙𝑖 and �̂�𝑖 are applied to adjust
the consensus deviation arising from actuator bias faults and the lumped uncertainty, and the boundness of these parameters also
suggests that bounded unknown actuator faults and lumped uncertainty within a finite time can be effectively managed. All of
these charts showcase the limitation of the estimated parameters �̂�𝑖, ̂̄𝜙𝑖, and �̂�𝑖. This not only implies that the general parameter
estimation errors ultimately converge within the finite time to certain bounds but also underscores the capability of adaptive
techniques to overcome challenges in approximating unknown bounds associated with control gains, external disturbances,
uncertainties, actuator bias faults, and time-varying weighted attack coefficients.

Moreover, a finite-time setting bound, denoted as 𝑇 ∗, is introduced as a performance metric to further assess the efficacy of
the proposed adaptive fault-tolerant consensus control protocol, as illustrated in Table 1. Analysis of the data in Table 1 reveals
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Figure 7 The estimations of three adaptive parameters. Top: �̂�𝑖, middle: ̂̄𝜙𝑖, and bottom �̂�𝑖, 𝑖 = 1, 2, 3, 4

that the presence of uncertainty, along with the magnitudes of parameters 𝜏 and 𝑞, can impact the magnitude of the finite-time
setting bound 𝑇 ∗. Specifically, the introduction of uncertainty typically adds complexity to the MASs, potentially resulting in
extended convergence time. The influence of control parameters on convergence time is evident: under the constant parameter 𝑞
conditions, an increase in parameter 𝜏 leads to shorter convergence time. Similarly, with the constant parameter 𝜏, appropriately
reducing the numerical value of parameter 𝑞 also results in shorter convergence time.

Table 1 The variation of finite-time setting bound 𝑇 ∗.

With or without uncertainty 𝑞 𝜏 𝑇 ∗

without 0.9 0.5 0.58
with 0.9 0.5 0.64
with 0.9 5 0.56
with 0.85 5 0.45

5 CONCLUSION

This study proposes the distributed finite-time adaptive fault-tolerant consensus control strategy to ensure the finite-time con-
sensus of the second-order MASs in the presence of deceptive attacks in the cyber hierarchy, as well as actuator bias faults and
lumped uncertainties in the physical hierarchy. To guarantee the convergence of the velocity errors and neighborhood errors
within the finite time period, the novel power iterator-based virtual control with an adaptive technique is employed. Then, the
comprehensive robustness to lumped uncertainties, resilience to attacks, and tolerance to faults are achieved during the finite-
time convergence phase, and the convergence speed is improved with the generalized and bounded parameter estimation errors.
Finally, the numerical simulation example demonstrates the feasibility and effectiveness of the proposed finite-time adaptive
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fault-tolerant consensus algorithm in a distributed fashion. In future research, deep investigations delve into the improved finite-
time convergence of the homogeneous/heterogeneous MASs with both the effective tolerance and resistance to simultaneous
actuator/sensor faults and random/deception attacks.
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