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ABSTRACT 
Explainable artificial intelligence (XAI) has been instrumental in enabling the process of making 
informed decisions. The emergence of various supply chain (SC) platforms in modern times has altered 
the nature of SC interactions, resulting in a notable degree of uncertainty. This study aims to conduct 
a thorough analysis of the existing literature on decision support systems (DSSs) and their incorpor-
ation of XAI functionalities within the domain of SC. Our analysis has revealed the influence of XAI on 
the decision-making process in the field of SC. This study utilizes the SHapley Additive exPlanations 
(SHAP) technique to analysis the online data using Python machine learning (ML) process. Explanatory 
algorithms are specifically crafted to augment the lucidity of ML models by furnishing rationales for 
the prognostications they produce. The present study aims to establish measurable standards for iden-
tifying the constituents of XAI and DSSs that augment decision-making in the context of SC. This study 
assessed prior research with regards to their ability to make predictions, utilization of online dataset, 
number of variables examined, development of learning capability, and validation within the context 
of decision-making, emphasizes the research domains that necessitate additional exploration concern-
ing intelligent decision-making under conditions of uncertainty.
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1. Introduction

The need for expeditious and accurate decision-making has 
necessitated the adoption of novel explainable artificial intel-
ligence (XAI) and methods. The conventional process of deci-
sion-making has been swiftly impacted by the progressions 
made in XAI (Haque, Islam, and Mikalef 2023; Mikalef et al. 
2023). In contemporary times, the intricacy of systems has 
increased because of their interaction with cloud technology, 
various online platforms, and advanced tools for generating 
data (Olan, Arakpogun, et al. 2022; Olan, Arakpogun, et al. 
2022; Fosso Wamba et al. 2022). Consequently, it is impera-
tive that a decision support system DSS exhibits robustness, 
as emphasized by Zhai et al. (2020). DSSs aid management 
in various functions, spanning from strategic planning to 
operational execution across the entire value chain. The DSS 
has undergone a transformation in its orientation from a 
decision-making system that was computer-based to one 
that can adapt and organize itself in a dynamic and uncer-
tain supply chain environment (Bochtis, Sørensen, and Green 
2012). Giusti and Marsili-Libelli (2015) have pointed out that 
the third industrial revolution was characterized by digitiza-
tion. In response, various firms across industries such as 
logistics, financial services, and electronic markets have incor-
porated artificial intelligence (AI) into their business opera-
tions in a proactive manner (Olan, Arakpogun, et al. 2022). 
SC is a conventional approach utilized for routine business 

decision-making, which facilitates the establishment of DSSs. 
The process of digitization has resulted in a significant 
increase in the volume of data generated by SC firms, which 
needs to be effectively utilized to enhance decision-making 
capabilities (Moynihan and Wang 2015; Banerjee and Golhar 
2013). This integration aims to enhance the decision-making 
processes and cognitive approaches of businesses. The ability 
of AI to generate business scenarios and decisions that 
closely resemble reality renders it highly suitable for SC as a 
game-changing technology (Hu et al. 2011). The integration 
of AI within the context of the fourth industrial revolution is 
expected to facilitate a significant overhaul of production, 
operations, logistics, and public governance systems. Hence, 
the integration of XAI with SC is imperative to facilitate 
prompt and efficient decision-making processes. Historically, 
the majority of research in this area has treated DSS and SC 
as distinct domains, or alternatively, as a fusion of AI and 
DSS or DSS and SC (Essien, Dzisi, and Addo 2018; Fikar 2018; 
Gromov, Kuznietzov, and Pigden 2019; Krishnaiyer and Chen 
2017). The integration of XAI and SC has not been exten-
sively investigated. The absence of relevant information in 
the existing literature motivated this research to conduct a 
comprehensive and methodical review.

The capacity of XAI to offer self-governance and adapt-
ability in a constantly changing setting has been identified 
as a DSS capability (Dellino et al. 2018). XAI is utilized in 
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high-performance computing systems to facilitate cognitive 
processes such as learning from behaviour, recalling informa-
tion, acquiring knowledge, making inferences, and interpret-
ing codes within a given context (Linardatos, 
Papastefanopoulos, and Kotsiantis 2020; Meske et al. 2022). 
The employment of neural network models is a common 
practice in the decision-making process of AI (LeCun, Bengio, 
and Hinton 2015). During the early 2000s, advancements in 
machine learning, big data, and computing power led to a 
new direction in AI research (Adadi and Berrada 2018; Polikar 
2012).

Various methodologies, including fuzzy logic, genetic 
algorithms, agent-based systems, data mining, and neural 
networks, can be employed to construct a DSS (Kingma et al. 
2014; Pan, Harrou, and Sun 2023). According to Pan, Harrou, 
and Sun (2023), the utilization of agent-based systems has 
proven to be advantageous in various business functions 
such as demand planning and forecasting, customer relation-
ship management, order fulfilment, and negotiating with 
suppliers and other value stream partners. The utilization of 
genetic algorithms has been found to be advantageous in 
the process of network design. Furthermore, the utilization 
of expert systems has demonstrated utility in the domains of 
inventory planning, make-or-buy determinations, and sup-
plier selection-related endeavours, as evidenced by studies 
conducted by Alkahtani et al. (2019); Amir-Heidari and Raie 
(2019); Cankaya et al. (2023); Teniwut and Hasyim (2020).

DSS is a crucial requirement for firms in various oper-
ational aspects such as product and process design, machine 
and equipment scheduling for optimal utilisation, quality 
assurance, maintenance, fault identification, and other con-
straints in supply chain activities. This has been highlighted 
in several studies including those conducted by Attadjei, 
Madhwal, and Panfilov (2018); Azzamouri et al. (2019); 
Balaman et al. (2018); Olan, Arakpogun, et al. (2022). XAI is a 
DSS tool that utilizes computer vision to analyze and evalu-
ate data, ultimately facilitating decision-making processes 
within a business context. According to Belciug et al. (2020), 
DSSs possess the capability to analyze extensive volumes of 
data and facilitate crucial decision-making processes. DSSs 
possess the ability to capture, store, and retrieve data while 
utilizing a feedback control mechanism. The design of DSS is 
contingent upon the network strategies implemented and 
the mechanisms employed in business operations. DSSs 
exhibit the ability to engage in problem-solving and deci-
sion-making activities within the realm of business opera-
tions, particularly in the presence of demand-related 
uncertainties. DSSs are utilized in a diverse range of fields, 
including both humanitarian operations and real-world busi-
ness scenarios. The utilization of case-based reasoning in AI 
systems facilitates decision support.

DSSs that are integrated with AI technology are present 
in various business domains (Balaman et al. 2018). 
Contemporary enterprises necessitate the integration of XAI 
across various stages encompassing the conception and pro-
motion of commodities and amenities. The development of 
has facilitated the creation of autonomous vehicles that pos-
sess the capacity to acquire knowledge and recognize 

patterns. XAI possesses the capability to measure uncertainty 
and predict the information requirements of users 
(Arakpogun et al. 2021). This entity exhibits substantial prog-
nostic capability and logical reasoning with regards to both 
planning and object manipulation.

Thus, AI techniques to identify the most suitable tools 
and cutting parameters, resulting in a noteworthy enhance-
ment of milling, and turning operations. Moreover, within 
the realm of SC, the movement of goods and services can 
be simulated through the utilization of distributed AI (Biswas 
and Samanta 2016; Brauner et al. 2019). A comprehensive 
evaluation of the relevant literature was carried out by exam-
ining the following crucial aspects of each examined study:

1. Does the DSS offer any predictive capacity regarding XAI 
potential future scenarios that could impact its 
functionality?

2. What is the number of factors taken into account during 
the development of the DSS?

3. Has any learning capability been developed to tackle 
decision making in the field of SC?

The primary outcomes of this study, as demonstrated 
through the utilization of the SHAP explainable AI technique, 
offer a comprehension of the XAI-DSSs-SC model. This is 
accomplished by identifying crucial variables, including tacit 
knowledge, that play a significant role in enhancing deci-
sion-making within the context of supply chain management. 
The remainder of this article has been organized in the fol-
lowing manner: Section 2 provides an overview of the 
study’s background, specifically in relation to XAI, DSSs and 
supply chain (SC). The third section of the paper outlines the 
methodology employed for the study’s review process. The 
fourth section of the paper presents the results obtained 
from the conducted analysis. The fifth section of the docu-
ment outlines the discussion. Section 6 presents a discourse 
on research inquiries, alongside their implications for both 
theoretical and practical applications, concluded and the 
scope for future research is established.

2. Theoretical background

XAI approaches lack the ability to offer explanations that 
effectively pinpoint biased behaviour in some sensitive situa-
tions. Providing explanations for DSSs can enhance compre-
hension and confidence in their functionality (K€ammer et al. 
2023; Liberatore and Nydick 2008). However, it is important 
to note that simplistic explanations may obscure negative 
aspects of the DSS, thereby leading decision-makers to draw 
hazardous or baseless conclusions that could be morally 
wrong (Carnero 2005; Fu, Liu, and Chang 2020). Furthermore, 
it is crucial to be cognizant of the risks associated with 
unquestioningly accepting explanations that can conceal 
complex problems (Jussupow et al. 2021; Twomey, Sammon, 
and Nagle 2021) or engage in fair-washing, which involves 
misleadingly presenting a XAI model as adhering to certain 
ethical principles. This knowledge is necessary in DSSs that 
employ such predictive capabilities.
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The utilization of XAI assumes a pivotal role in the deci-
sion-making process within the domain of SC (Haque, Islam, 
and Mikalef 2023; Meske et al. 2022; Mikalef et al. 2023). The 
primary objective of SC is to attain optimization, which can 
be accomplished by leveraging XAI to automate the deci-
sion-making process. Historically, conventional DSSs were 
limited to facilitating decision-making processes solely 
through the use of data modelling and numerical computa-
tions. The integration of XAI into the decision-making pro-
cess enables the amalgamation of both qualitative and 
quantitative analyses. XAI facilitates the emulation of intelli-
gence that closely resembles human cognitive abilities within 
a given system. Research has been carried out to explore 
diverse implementations of XAI in DSSs. Chou and Benjamin 
(1992) formulated an AI-DSS model for the purpose of con-
structing a naval vessel. Subsequently, Beşikçi et al. (2016) 
created a comparable AI-DSS system to optimize energy con-
sumption on the vessel. DSS for humanitarian supply chains 
was developed by Guillaume et al. (2014); Sahebjamnia, 
Torabi, and Mansouri (2018).

The utilization of DSS-based AI, and remote sensing has 
been implemented to facilitate efficient public decision mak-
ing (Mikalef et al. 2023; Olan, Arakpogun, et al. 2022; 
Mohiuddin Babu et al. 2022). The aforementioned studies 
employed varying AI capabilities that were appropriate for 
their respective scopes. However, there are lingering inquiries 
regarding the specific AI capabilities that have been 
employed thus far to facilitate decision-making across diverse 
scenarios. Moreover, scholarly sources highlight the utiliza-
tion of the diagnostic method in decision-making processes, 
which disregards the presence of ambiguity in the surround-
ing context (Dong and Srinivasan 2013; Erdem and G€oçen 
2012). Hence, in a period of ambiguity for numerous enter-
prises, such as the present, it is more suitable to employ the 
anticipatory decision-making competencies of artificial intelli-
gence. Various SC applications have been employed in the 
development of DSSs.

2.1. Explainable artificial intelligence and decision 
support systems

In practical contexts, various entities such as individuals, 
groups, organizations, and communities face numerous com-
plexities that necessitate decision-making and subsequent 
implementation (Dias, Cunha, et al. 2022; Dias, Cunha, et al. 
2022; Dong and Srinivasan 2013; Liu et al. 2023; Wen and 
Liao 2021). In order to exhibit rational behaviour, these 
groups must gather pertinent information, evaluate said 
information, and implement suggested courses of action 
(Alkahtani et al. 2019; Dias, Cunha, et al. 2022; Dias, Cunha, 
et al. 2022; Dong and Srinivasan 2013; Liu et al. 2023; 
Teniwut and Hasyim 2020; Wen and Liao 2021).

The level of difficulty increases progressively with each 
subsequent step, corresponding to the escalating intricacy of 
the problem (Helo and Hao 2022). In order to tackle these 
obstacles, it is imperative to develop intelligent and know-
ledge-based systems that can aid in the process of decision 
making.

The accuracy of AI systems for SC has significantly 
increased due to the expansion of structured data and proc-
essing capabilities (Bochtis, Sørensen, and Green 2012; Giusti 
and Marsili-Libelli 2015). In SC scenarios, stakeholders must 
establish agreements that prioritize security safeguards and 
privacy measures for regulated data. The aforementioned 
controlled data is generated through the utilization of sen-
sors that are strategically positioned on machines and equip-
ment that are under computerized supervision and are 
intended for regular usage (Eydi and Fazli 2019; Fikar 2018). 
Dubey et al. (2016); Queiroz et al. (2023) have demonstrated 
that a substantial quantity of data can be leveraged to pro-
duce models in significantly less time than conventional 
methods. Furthermore, the utilization of models aids compa-
nies in optimizing their decision-making processes and 
achieving maximum profitability. The utilization of XAI has 
been identified as a potential solution for enhancing the effi-
ciency of manufacturing and service firms in their operational 
activities, as suggested by various studies (Dubey et al. 2021; 
Papadopoulos et al. 2017). Initially, XAI can be perceived as 
the discipline concerned with the creation and development 
of computer-based entities that possess the capability to 
execute tasks that are typically performed by humans 
(Haque, Islam, and Mikalef 2023; Meske et al. 2022). The sec-
ondary interpretation of XAI pertains to its cognitive charac-
teristics, specifically, ‘the study of emulating human beings’ 
(Chou and Benjamin 1992; Polikar 2012). XAI has expanded 
its range of applications in various domains such as auto-
matic speech, humanoid robots, natural language processing, 
data mining, and driverless vehicles (Fosso Wamba et al. 
2015; Wamba et al. 2017). XAI possesses diagnostic capabil-
ities through various methods such as expert systems, fuzzy 
logic, rough set theory, and case-based reasoning (Bach 
et al. 2015; Gunasekaran et al. 2017). Consequently, DSSs 
that XAI are experiencing a growing utilization in aiding 
decision makers across various domains such as healthcare, 
finance, marketing, and cybersecurity. XAI presents a signifi-
cantly reduced margin of error in decision-making when 
compared to human decision-making and other systems. 
Thus, XAI enables swift, meticulous, and precise decision- 
making processes. AI has the capability to operate in envi-
ronments that are hazardous to human beings. The XAI tools 
that provide support to DSSs are commonly known as intelli-
gent decision systems, joint cognitive systems, expert sys-
tems, and knowledge-based systems (Charnes et al. 1988). 
The integration of XAI tools, including artificial neural net-
works, case-based reasoning, machine learning, cognitive 
computing, probabilistic reasoning, genetic algorithms, fuzzy 
theory, and multi-agents, with DSSs can facilitate rapid deci-
sion-making processes for the purpose of assessing and iden-
tifying optimal alternatives (Lipovetsky and Conklin 2001). 
Sophisticated DSSs possess the ability to tackle intricate deci-
sion-making processes through the utilization of vast and 
intricate data sets. The concept of XAI can be conceptualized 
as a tripartite framework consisting of formulation, solution, 
and investigation (Adadi and Berrada 2018; Ajzen 1991). 
Initially, the model is formulated to meet the requirements 
of a solver. Subsequently, the algorithm is formulated and 
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subsequently, a series of solutions are evaluated through the 
implementation of ‘what-if’ scenarios.

The process of making decisions in SC operations 
encompasses a variety of actors and functions. This phe-
nomenon introduces diverse perspectives and limitations 
into the process of making decisions. XAI is particularly 
well-suited for addressing intricate situations that involve 
numerous limitations and criteria. The decision-maker 
depends on diagnostic tools such as XAI to identify an 
appropriate problem from a range of alternative options, 
considering the intricacy involved. Specifically, if there are 
10 problems under consideration, with only one of them 
being accurate, then a maximum of 10 decisions will need 
to be examined. The emergence of model-driven decision- 
support systems has been observed in various studies 
(Dong and Srinivasan 2013; Erdem and G€oçen 2012; Eydi 
and Fazli 2019; Fikar 2018; Gunasekaran et al. 2017; 
Sahebjamnia, Torabi, and Mansouri 2018; Wamba et al. 
2017). The study conducted by Attadjei, Madhwal, and 
Panfilov (2018) pertains to the utilization of multiple opera-
tions research models by a DSS in identifying database 
features. Over the past twenty years, these models have 
gained significant strength in their ability to manage sub-
stantial quantities of data through contemporary decision- 
making technologies (Attadjei, Madhwal, and Panfilov 2018; 
Teniwut and Hasyim 2020).

Diagnostic methods in decision-making involve the iden-
tification of the accurate problem from a range of prob-
lems based on a set of indicators that signal the presence 
of a problem (Carnero 2005; Fu, Liu, and Chang 2020; 
Jussupow et al. 2021). Common experiences with this pro-
cedure involve identification of supply difficulties such as 
supply chain financing, supply networks or emerging sup-
pliers, and forecasting reason (defect) of an inadequate 
running supply chain transaction. Regardless of the situ-
ation, diagnostic tools provide information about the indi-
cators of the issue to the decision-maker, who then 
identifies the most probable reason that effectively 
accounts for these symptoms (K€ammer et al. 2023; 
Liberatore and Nydick 2008; Twomey, Sammon, and Nagle 
2021). However, in the more common scenario when sev-
eral problems (namely, concerns with suppliers) may occur 
simultaneously, the difficulty of finding a comprehensible 
solution utilising AI-based DSSs grows exponentially as the 
number of problems increases (Olan et al. 2023; Carnero 
2005). For instance, by considering the 10 aforementioned 
difficulties, the scenario shifts to a situation where any 
of the 1024 potential combinations of problems might 
potentially provide the correct conclusion. Through the 
comparison of various automated diagnostic methods for 
decision-making on multiple simultaneous problems, it is 
evident that diagnostic tools, such as XAI, vary in their 
approach. Some tools employ an exhaustive method, test-
ing every possible combination and selecting the most 
likely diagnosis. Others use a heuristic approach, testing 
only a small percentage of the total combinations but still 
achieving a satisfactory diagnosis. The drawbacks of each 

technique restrict the comprehensibility, and their respect-
ive execution times and dependability are compared.

2.2. Explainable artificial intelligence and supply chain

The utilization of XAI methodologies and instruments in the 
domains of reasoning and forecasting has the potential to 
enhance human dependence on SC (Alkahtani et al. 2019; 
Cankaya et al. 2023). The field of AI encompasses a diverse 
range of information demonstration techniques that can be 
applied to address a variety of real-world issues. The afore-
mentioned instances encompass the portrayal of restricted 
programming, rational deduction, functional and declarative 
programming dialects in contrast to rule-based formalism, 
prolog and lisp, and Bayesian models (Adadi and Berrada 
2018; Bach et al. 2015; Beşikçi et al. 2016; Chou and 
Benjamin 1992). Nevertheless, the aforementioned compre-
hensive representations give rise to rigid issues, rendering 
them less appropriate for practical applications. However, the 
field of SC places greater emphasis on manageable represen-
tations, such as linear programming constructions (LeCun, 
Bengio, and Hinton 2015). The SC discipline possesses the 
capacity to recognize and offer the most effective resolutions 
within a clearly defined realm of issues. Hence, the difficulty 
lies in presenting visual representations that possess ample 
capacity for conveying meaning in practical situations and 
can ensure prompt and accurate resolutions (Meske et al. 
2022).

XAI and SC have the potential to be implemented in vari-
ous operational domains, including but not limited to: (1) 
scheduling, (2) quality assurance, maintenance, and fault 
detection, (3) process prediction and regulation, and (4) pro-
cess and job development (Adadi and Berrada 2018; Beşikçi 
et al. 2016; Chou and Benjamin 1992; Polikar 2012). The 
aforementioned domains can be reinforced through the util-
ization of XAI methodologies such as case-based reasoning, 
fuzzy logic, knowledge-based systems, genetic algorithms, 
and hybrid techniques (Olan, Arakpogun, et al. 2022; Zhao 
et al. 2022).

Currently, SC finds application in various industries, 
including but not limited to transportation, shipping, produc-
tion, education, telecommunications, and healthcare (Dias 
and Rocha 2023; Fu, Huang, and Singh 2021; Liu et al. 2023; 
Hern�andez et al. 2014). Presently, it has become exceedingly 
challenging to operate a business entity without employing 
AI techniques to enhance the efficiency of operations and 
allocation of resources (Dias and Rocha 2023; Fosso Wamba 
et al 2015; Fu, Huang, and Singh 2021; Liu et al. 2023). The 
utilization of XAI is evident in routine decision-making proce-
dures that involve the prediction and arrangement of airline 
schedules, factory operations, and hospital operating room 
management. The use of XAI aids executives in making deci-
sions related to capacity planning and facility planning, span-
ning across various industries from manufacturing to service 
sectors (Adadi and Berrada 2018; Beşikçi et al. 2016; Mikalef 
et al. 2023). The utilization of AI can aid in the planning and 
development of a company’s business by determining the 
necessary capacity and competency for the upcoming fiscal 
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year. Therefore, XAI facilitates the provision of optimal offers 
to customers by finance firms based on their specific needs 
and preferences (Modgil, Gupta, and Bhushan 2020). The 
implementation of sales promotions can contribute to the 
enhancement of customer value and lifetime value. These 
promotions can be effectively executed through the utiliza-
tion of AI applications. The utilization of analysis, logic, and 
qualitative factors is facilitated by AI to assist professionals in 
the identification of problems (Zhao et al. 2022). The imple-
mentation of XAI has been observed to be efficacious in 
facilitating cost-efficient modes of transportation, the substi-
tution of outdated equipment, job sequencing, and produc-
tion scheduling. The utilization of DSS models and 
techniques has been found to enhance the process of deci-
sion making and mitigate the likelihood of erroneous deci-
sions (Azzamouri et al. 2019; Balaman et al. 2018). The 
planning models offered by SC facilitate the coordination 
among various divisions within a company, thereby enhanc-
ing the efficiency of the supply chain operations. In a SC 
context, data can assist decision makers in achieving profit 
maximisation and minimising losses (Gunasekaran et al. 
2017; Wamba et al. 2017).

3. Classification method

3.1. Method architecture

The SHAP value was postulated by Lundberg and Lee (2017) 
as an important tool for building any XAI model. The SHAP 
value is the average of the small inputs from all the possible 
combinations. This is a new way to explain the results of any 
machine learning method, like SHAP outputs. Most tests that 
measure the value of variables, like Pearson correlation, only 
look at the link between variables across the whole popula-
tion, not at the level of each individual case (Lundberg, 
Erion, and Lee 2018). This problem could be fixed by SHAP 
by allowing local interpretation, which compares and figures 
out the effects of the factors. A preliminary assessment was 
conducted on the online data gathered from https://www. 
crunchbase.com apparatus, and the utilization of SHAP tech-
niques for SC explanations aids in comprehending the spe-
cific features within the input instance that are contributing 
to the final decision of the model. Additionally, these meth-
ods provide insight into how the model’s decision can be 
altered by adjusting the values of certain features by a par-
ticular finding. For ML explainability and interpretability, this 
study adopts models from Gall (2018); Joseph (2020); 
Misheva et al. (2021) to provides global understanding of 
model’s behaviour.

The crunchbase dataset comprises 42 distinct features, 
encompassing 3 categorical features, 6 binary features, 23 
discrete features, and 10 continuous features. All features 
remain unchanged, with the exception of the categorical fea-
tures. One hot encoding is a technique utilized to transform 
categorical features into binary features. When dealing with 
categorical data, it is preferable to use one hot encoding 
instead of ordinal/integer encoding. This is because integer 
encoding can create a natural order relationship between 
categorical variables, which is not necessarily accurate. The 

model may acquire the knowledge that certain ordering of 
elements may lead to suboptimal performance. The quantity 
of features has increased from 42 to 122. The data was nor-
malized using the min-max normalization method prior to 
model fitting.

3.2. Generating explanations with validation

The concept of XAI has garnered significant attention within 
the data science community in recent years (Adadi and 
Berrada 2018; Joseph 2020). This is currently a popular area 
of research, with numerous tools and libraries being devel-
oped to increase transparency of black box models. 
Nonetheless, a dearth of universally accepted performance 
measurement metrics exists for the purpose of comparing 
the efficacy of said methods. There is no singular approach 
to explainability that can be deemed superior to alternative 
methods. Various methods exist for producing explanations 
for machine learning models, including model-specific versus 
model-agnostic approaches, local versus global explanations, 
and intrinsic versus post-hoc explanations. Consequently, this 
study has employed multiple explainability techniques to 
explicate the deep learning model (Moscatelli et al. 2020).

The SHAP package will be utilized to showcase its func-
tionality, employing a crushbase online dataset consisting of 
315 observations. The dataset will be utilized for the purpose 
of explainability of the relationship of XAI-DSSs-SC. SHAP 
technique serves the purpose of producing explanations that 
are specific to a given instance. This is achieved through the 
application of a local linear approximation to the behaviour 
of the model. When examining the decision function of a 
model, it may exhibit a high degree of complexity on a glo-
bal scale. However, when focusing on a specific instance, it 
can be approximated with ease through the perturbation of 
samples. A linear model has the capability to be fitted in the 
vicinity of perturbed samples, thereby providing localised 
insights into the model.

The SHAP methodology employs a game-theoretic frame-
work to produce both global and local explanations. Game 
theory is comprised of two fundamental components: the 
game itself and the players involved. In this context, the 
game refers to the process of replicating the outcome of a 
given model, while the players represent the features utilized 
to train said model. It is assumed that a machine learning 
model has already been trained for this purpose. The SHAP 
metric quantifies the degree to which individual features 
contribute to the model’s prediction. In order to ascertain 
feature importance, the outcome of each conceivable com-
bination of features is taken into account. If a dataset com-
prises ’n‘ features, the SHAP technique trains ’2n’ unique 
predictive models. The dataset employed remains constant 
across all models, with the sole variation being the number 
of features taken into account. The disparity among prognos-
tications generated by these models can aid in determining 
the overall significance of the characteristic.

Python is an open-source toolkit that facilitates the inter-
pretability and explainability of machine learning models and 
data. The system provides support for a total of eight distinct 
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algorithms that enable explainability. Three algorithms have 
been employed to elucidate the functioning of deep neural 
networks, based on their respective applications in different 
stages of the AI modelling pipeline.

The Python algorithm utilizes training data to generate 
exemplar-based explanations for the purpose of summarizing 
a given dataset. Additionally, it provides explanations for the 
predictions generated by the model. Python utilizes a super-
vised learning algorithm to train an interpretable model for 
binary classification. The system acquires knowledge of 
Boolean rules through the analysis of data that consists of a 
combination of either simple OR of ANDs rules or AND of 
ORs rules. The Contextual Explanation Method (CEM) is 
employed to produce localized explanations pertaining to a 
specific instance within a given dataset, based on a 
trained model. The process identifies the minimum 
sufficiency (PP - Pertinent Positive) and necessary absence 
(PN - Pertinent Negative) required to preserve the initial 
classification.

4. SHAP results

The SHAP summary plot is a comprehensive explanation of a 
model that integrates feature importance and feature effect 
on a global scale. A point on a summary plot represents the 
Shapely value for a feature and a specific sample. The Y-axis 
represents the features, while the X-axis represents the 
shapely values. Colours are utilized to symbolize values that 
are either low or high. The arrangement of features is based 
on their respective levels of importance. In the summary 
plot, the feature located at the top is considered the most 
significant, while the one at the bottom is deemed the least 
significant.

The SHAP global explanations are derived by taking into 
account either the complete or partial dataset. The SHAP 
method provides local explanations by focusing on individual 
instances and generating explanations that indicate which 
feature values are contributing positively or negatively 
towards the decision-making process. The local interpretation 
of the model output is presented in Figure 1, indicating a 
probability of 1.00 for the occurrence of an attack. The corre-
sponding features and their respective values are displayed, 
including ’Food_supply_chain’, ’Explainable_artificial_intelli-
gence’, ’Decision_making’, among others. The characteristics 
that increase the likelihood of a prediction are depicted in 
red, while those that decrease the likelihood of a prediction 
are represented in blue. It should be noted that the afore-
mentioned explanation undergoes alterations in accordance 
with variations in the input instance.

The SHAP force charts for a group of points from the test 
dataset is depicted in Figure 2. Fifty points were aggregated 
from each category, including normal and three types of 
attacks. As force charts ware generated based on this data, 
which is presented below. The methodology involves gener-
ating multiple force plots for a single instance, as depicted in 
Figure 3, and subsequently rotating them by 90 degrees 
before stacking them together. A distinct categorization of 
attack types is evident from the provided explanations. This 

demonstrates the variability of the influencing feature across 
the set of data points.

It is imperative that ML models exhibit transparency for 
their end users. It is imperative that individuals receive 
responses to all their inquiries, including but not limited to 
the rationale behind a model’s decision-making process, the 
contributing factors that influenced said decision, and the 
potential modifications that could be implemented to alter 
the model’s decision. The utilization of the SHAP algorithm 
facilitates the provision of responses to various inquiries 
posed by end users.

In this study, a specific scenario was examined in which a 
prediction was deemed to be ‘normal’. Through the use of 
SHAP, it was demonstrated that even slight modifications to 
the feature values can result in a change in the decision 
outcome.

The SHAP approach has the capability to identify a min-
imal set of features and their corresponding values that are 
necessary to uphold the model’s prediction. By examining 
the statistical data of explanations provided by the SHAP 
algorithm across a group of applicants, one can gain valu-
able insight into the essential features that play a significant 
role. It is feasible to obtain the values of said features for 
each category of assault.

5. Discussion

SC firms utilize data mining and ML methodologies to auto-
mate decision-making processes. In highly fluid and dynamic 
business environments, various computational techniques 
such as machine learning, multi-agent systems, evolutionary 
algorithms, and artificial neural networks can be effectively 
utilized. According to Adadi and Berrada (2018); Bach et al. 
(2015); Beşikçi et al. (2016), the application of particle swarm 
optimization can effectively optimize the network design 
problem in complex systems such as transportation. Further 
investigation is necessary in relation to the subsequent 
aspects: (1) What strategies can be employed to foster trust 
among decision makers in the context of AI-mediated deci-
sion making? (2) What strategies can be employed to reduce 
the reliance on machine processing power in making busi-
ness decisions? What is the potential impact of integrating 
convolutional neural networks with AI on enhancing DSSs? 
Furthermore, the inquiry pertains to the incorporation of 
social and ethical considerations within decision-making 
processes facilitated by AI. According to Meske et al. (2022), 
the utilization of hybrid techniques in AI presents a promis-
ing avenue for advancement. Misheva et al. (2021) empha-
sized the investigation of the correlation between minimum 
description length and the bullwhip effect as a means of 
minimizing and enhancing the efficiency of SC operations. 
Sufficient data is available for the purpose of conducting a 
study on the modelling of categorical and binary issues in 
the prediction of negotiation counteroffers (Polikar 2012). In 
addition, the implementation of multilingual tacit knowledge 
has the potential to address the challenge of cross-lingual 
interoperability through the utilization of sophisticated AI 
methodologies.
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Figure 1. SHAP summary plot XAI-DSSs-SC.

Figure 2. SHAP force plot used for local explanations to explain a particular instance where output result of ‘decision_making’ is 6.2 and shows features contribu-
ting in decision.

Figure 3. SHAP force charts for 4 types of data points.
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The utilization of XAI in conjunction with extensive data 
sets for the purpose of semantic reasoning is a prevalent 
practice in DSSs. The accuracy of a DSS is contingent upon 
its architecture and the way it interfaces with the underlying 
principles of the system. Moreover, the output of a DSS is 
contingent upon the input it receives, which is determined 
by the technological and economic factors it encompasses. 
Bochtis, Sørensen, and Green (2012) suggests that the inte-
gration of DSSs with cloud technology could enable event- 
based decision-making in business. DSSs have the capability 
to provide diverse scenarios, trends, and rankings within a 
specified timeframe. However, integrated DSSs with AL 
driven SC have the capability to handle decisions that are 
structured, semi-structured, and unstructured. In their study, 
Hu et al. (2011) identified potential avenues for further inves-
tigation into the configuration of SC, particularly with regard 
to the fluctuating and unpredictable nature of product 
demand. Humanitarian logistics is a multifaceted concern 
within the SC, particularly in the context of disaster manage-
ment (Gunasekaran et al. 2017). The establishment of a res-
cue program poses a challenge in terms of optimization and 
network development, as well as determining the appropri-
ate scale based on the extent of performance.

The domain of on-road transportation in logistics poses a 
formidable challenge owing to the issue of traffic congestion. 
The present investigation has not examined the potential 
interdependence among traffic control measures imple-
mented at different sites, nor has it taken into account the 
network’s topology. In a business setting, decisions are made 
through the integration of diverse expert opinions, often 
lacking in structure. The integration of agent-based models 
within particle swarm intelligence has the potential to effect-
ively tackle this issue. In addition, it is possible to incorporate 
multi-agent-based knowledge integration mechanisms into 
agent-based models to enhance the process of decision- 
making.

6. Implications and conclusion

6.1. Implications for research

The utilization of SHAP for XAI and SC in decision-making 
has limited research in supply chain management. Our 
review presents three significant attributes that make a valu-
able contribution to the literature on SC. In the current age 
of extensive data and digitalization, it is imperative to auto-
mate decision-making processes and prioritize the collabor-
ation between humans and machines. The amalgamation 
and interplay of humans and machines necessitates the con-
sideration of ethical and social trends.

It is imperative to acknowledge that the ability to predict 
and learn should be regarded as dynamic capabilities and 
resources that aid in managing SC uncertainty. Our findings 
demonstrate that the implementation of XAI can have signifi-
cant implications for an SC’s immediate and future objec-
tives, as each decision pertaining to a shared goal can be 
influenced by this technology. Previous research has primar-
ily concentrated on the establishment of experimental mod-
els (Chou and Benjamin 1992; Gall 2018; Haque, Islam, and 

Mikalef 2023; LeCun, Bengio, and Hinton 2015). However, 
these theories can be applied to incorporate the intercon-
nection between XAI, DSSs, and SC. Our research has found 
that the utilization of dynamic capabilities, statistical learn-
ing, and XAI capabilities’ can enhance the development of 
intelligent DSSs in SC. This contribution adds to the existing 
literature on the subject. The authors have constructed a sys-
tems framework that has the potential to facilitate the cre-
ation of an intelligent DSSs by means of the amalgamation 
of XAI and SC.

The integration of XAI has been observed to mitigate sev-
eral constraints associated with SC, thereby fostering a syner-
gistic and resilient system. The present study espouses a 
comprehensive perspective on the amalgamation of XAI and 
DSSs, which is corroborated by prior research conducted by 
Beşikçi et al. (2016); Gunasekaran et al. (2017); Misheva et al. 
(2021). Nevertheless, the aforementioned studies fail to 
include the crucial element of SC that we have examined in 
this literature review. The framework advocated in this study 
advocates for the utilization of cutting-edge technologies to 
tackle issues pertaining to security, speed, and precision, as 
posited by Mikalef et al. (2023). The present investigation has 
not examined the interdependence among SC measures 
implemented at different operations management or taken 
into account the network’s topology. In the context of busi-
ness operations, decisions are made through the integration 
of diverse expert perspectives, which are frequently unstruc-
tured in nature. The integration of SHAP models in particle 
swarm intelligence can potentially offer a solution to this 
issue. In addition, the incorporation of multi-agent-based 
knowledge integration mechanisms can be likened to the 
utilization of agent-based models to enhance the process of 
making informed decisions.

6.2. Implications for practice

The results from the analysis suggest that scholars in the 
field of DSSs exhibit a greater propensity towards investigat-
ing and constructing AI-assisted DSSs through scientific pro-
gramming, as opposed to exploring the prospective 
amalgamation of AI-DSSs and SC (Pullan, Bhasi, and Madhu 
2013; Spanaki et al. 2022; Wang, Skeete, and Owusu 2022; 
Yildiz and Ahi 2022). The possible explanation for this 
phenomenon could be attributed to the limited familiarity 
with big data, SC-based reasoning, and ML within the 
research domain of DSSs. Additionally, scholars possess lim-
ited knowledge regarding methodologies such as support 
vector machines, swarm intelligence, and stochastic 
programming.

The lack of awareness regarding the potential of AI-DSS- 
SC-based intelligent systems in the domains of uncertainty 
and risk management has an adverse effect on business 
decision makers. The integration of XAI with operations 
research principles presents a promising avenue for enhanc-
ing the conventional DSSs.

This solution is designed to assist executives in effectively 
addressing complex decision-making scenarios involving 
extensive data sets and multiple constraints. DSSs that are 
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developed in such a manner have the potential to enhance 
decision-making accuracy, while also exhibiting superior 
learning and predictive capabilities. It is imperative for pro-
fessionals who encounter uncertainty in decision-making to 
acknowledge and utilize relevant techniques and technolo-
gies. Collaborating with researchers can further enhance the 
decision-making process. It should be noted that while XAI is 
capable of providing decision-making support, it does not 
possess autonomous decision-making capabilities. Rather, 
XAI can be regarded as a valuable instrument to aid decision 
makers in making optimal decisions. Meske et al. (2022) deli-
berated on the expansion of human decision-making to XAI. 
The utilization of extensive data by XAI can enhance deci-
sion-making processes that are better suited for contempor-
ary businesses. This is due to the fact that modern 
businesses generate substantial quantities of data through 
their operational procedures. Thus, it is imperative for man-
agers and other stakeholders to prioritize the assurance of 
data security and precision. Managers have the potential to 
assist researchers in the identification and creation of appro-
priate frameworks for their decision-making procedures by 
providing access to relevant data. XAI leverages data, learn-
ing algorithms, and patterns to make decisions on behalf of 
organizations, and can be customized to align with the spe-
cific context of the business.

7. Conclusions

This study undertook a comprehensive examination of XAI, 
DSSs, and SC and their respective attributes that facilitate 
their utility in the context of commercial enterprises. Using a 
SHAP approach, which was deemed relevant for the pur-
poses of this review. Our methodology involved a SHAP 
modelling process consisting of initial planning, execution, 
and subsequent reporting of the data. The findings serve to 
delineate the characteristics and effects of XAI, DSSs, and SC. 
Individual research inquiries were addressed in order to 
enhance clarity.

One of the limitations of our study is that despite our 
thorough efforts, it is conceivable that we may have omitted 
certain keywords pertaining to the topics under 
investigation.

The studies that were reviewed have formulated several 
decision-making models. Contemporary algorithms are 
required to possess the ability to adapt to changing cir-
cumstances and evolve over time to optimize their per-
formance. The integration of diverse data types for 
immediate decision-making is a prospective area of investi-
gation for XAI and SC to develop an advanced DSS. This 
is commonly referred to as inter-operability. By integrating 
data from both fields and leveraging XAI and SC tools, it 
is possible to develop a robust and sustainable decision 
support system. The potential of SC can be further opti-
mized through the integration of quantum computing to 
facilitate deep learning, which can then be amalgamated 
with XAI to create highly efficient decision support sys-
tems. The integration of XAI with the parameters of 

stakeholders in a supply chain, including their respective 
limitations in capacity, demand, and profit projections, can 
facilitate the determination of the requisite contributions 
from each stakeholder towards the attainment of the 
desired outcome.
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