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Abstract. 

Rice production is critical to food security, and accurate yield predictions are 

required for planning and decision-making. However, precisely predicting rice 

yields using machine learning models can be difficult due to the complicated 

interactions of various factors, such as how climate affects rice production. This 

study sought to solve this rice production is critical to food security, and accurate 

yield predictions are required for planning and decision-making. However, 

accurately predicting rice yields using machine learning models can be difficult 

due to the complicated interactions of various factors, such as how climate affects 

rice production. This study aims to address this issue by investigating how 

climate data affect Malaysian rice yield prediction models. The study used a 

linear regression model trained on rice production data and compared its 

performance with models incorporating climate data. Both datasets covered the 

period from 2010 to 2021 in Malaysia. The study found that including climate 

data significantly improved the prediction accuracy, with an approximately 77% 

improvement in MAE and 69% in RMSE. The results suggest that incorporating 

climate data into yield prediction models is essential for accurate and reliable 

predictions. These findings have important implications for stakeholders in the 

agricultural industry who can use accurate yield predictions to make informed 
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decisions. However, the study’s limitations include using a single predictive 

model and data from a single country, suggesting the need for future studies to 

explore other machine learning algorithms and expand the scope of the research 

to other regions. Overall, this study contributes to the growing body of literature 

on the impact of climate data on yield prediction models and highlights the 

importance of considering climate data in agricultural decision-making. 

 

Keywords: Rice production, Climate data, Machine learning, Crop yield prediction, 

Linear regression 

1 Introduction 

Rice is a staple food for many people worldwide, including Malaysians. Meeting 

domestic rice demand is difficult because of distracting variables such as rising 

population, changes in land use, soil quality, weather patterns, plantation diseases, and 

restricted access to innovation, technologies, and resources. [2, 3]. A reliable system 

for forecasting future rice yield is required to achieve food security. However, because 

of the variability of the factors influencing rice output, developing a one-size-fits-all 

forecasting model is difficult. Moreover, the conventional practice often relies on 

historical data and expert recommendations and may not consider all factors 

influencing rice production in forecasting rice yields [17]. 

 

To overcome these challenges, machine learning approaches appear as recent 

alternatives to build prediction models for crop yields. It has a wider ability to capture 

complex relationships between various characteristics and may incorporate massive 

amounts of data, such as climate data. However, further study is needed in Malaysia on 

the utility of integrating weather-related information into machine learning models for 

rice crop prediction. In recent years, there has been a rise in interest in using machine 

learning approaches to create prediction models for crop output [2-4] and examine the 

influence of climate on agricultural productivity. Due to the continuous interaction of 

various variables impacting rice production, predicting rice yields using machine 

learning models can be challenging. 

 

The climate is one of the impacting factors in agriculture, including rice. A previous 

study has revealed that climatic conditions influence rice production in Malaysia [2, 3]. 

However, it is unclear how much climatic data can increase the accuracy of rice crop 

estimates in Malaysia. This study investigates the effectiveness of including climate 

data in predicting rice production in Malaysia using linear regression. Our hypothesis 

was that including climate data in the prediction model could increase the accuracy of 

rice yield estimation in Malaysia, as climate is crucial to rice production. This study 

aims to provide insights into the possible benefits of integrating climate data for rice 

production prediction in Malaysia by including it in a regression model. In relation to 

this, the yearly rice yield information, as well as season indicators for the main and 

secondary plantation seasons of 10 years from states in Malaysia, were employed in the 
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modeling. In addition, climatic data as predictors such as wind speed, temperature, 

humidity, and rainfall were also included in the model. 

 

This study is organized as follows: a complete overview of related studies, 

methodology, findings, and a discussion of the research’s significance for agricultural 

practices and future research in Malaysia. The study is expected to contribute to the 

growing body of literature on the impact of climate change on agriculture in Malaysia, 

as well as give important insights for policymakers and farmers in this country. 

. 

2 Related works 

Agriculture plays a crucial role in many countries, providing food and employment 

opportunities for millions of people. Accurate crop yield prediction is essential for 

farmers, policymakers, and other stakeholders because it can drive agricultural 

production, distribution, and pricing decisions. Traditional approaches to yield 

prediction have relied on statistical models and expert knowledge. However, recent 

advances in machine learning and data science have led to the development of more 

accurate predictive models for crop yields [5]. 

 

Rice yield prediction models can be modeled based on three approaches that are 

mechanistic, statistical/machine learning, and deep learning-based [19]. Regression 

modeling is a popular technique under statistical machine learning models for 

developing predictive models in agriculture. Regression models aim to establish a 

relationship between a dependent variable (in this case, crop yield) and one or more 

independent variables (such as climate data, soil quality, and agricultural practices). 

Regression models can be simple or complex, depending on the number and type of 

independent variables used. The quality of the data and the correlation among the 

variables used to generate the model might have an impact on regression performance. 

[6]. 

 

There has been growing interest in using regression models to predict crop yields with 

climate data recently. Climate factors such as temperature, humidity, rainfall, and wind 

speed are essential predictors of crop yields in many regions [7]. By incorporating 

climate data into regression models, researchers have developed more accurate and 

reliable predictions of crop yields [2, 3]. [18] replicated factors influencing rice 

production by combining typical independent variables such as temperature, 

precipitation, sunlight hours, and relative humidity to develop a deep learning-based 

rice yield forecast model. Other rice yield prediction models based on deep learning 

can be seen in. [19] 

 

In Malaysia, machine learning in combination with climatic data has proved very useful 

for predicting rice yields. As a staple crop, thus forecasting rice harvests is critical for 

guaranteeing food security and economic stability [1]. In Malaysia, researchers 

discovered that adding climate data into regression models may greatly increase the 
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accuracy of rice yield predictions [2, 3]. Because climate involves many types 

of predictors, an experiment using a different climate predictor may yield a different 

result. This study emphasizes the need of using climate variables when developing 

forecast models for rice yields in Malaysia.  

 

To summaries, regression modeling and the integration of climate information are 

important input for predicting crop yields in agriculture. Regression models may be 

used to create correlations between dependent and independent variables, and using 

climate data as an independent variable can enhance forecast accuracy. In the context 

of rice production prediction in Malaysia, adding climate data has shown to be a 

significant method for boosting forecast accuracy and guaranteeing food security in the 

country. 

 

3 Methodology 

This study's methodology section focuses on predicting rice yields in Malaysia using 

regression modelling techniques, with a particular emphasis on the role of climate data 

in this process. We employed a series of steps to achieve this, including data collection 

and analysis, data preparation, and regression modelling. Fig. 1 provides a flowchart of 

these steps and their interconnectedness in the overall process. 

 

 

Fig. 1. Flowchart of the Steps Involved in Predicting Rice Yields Using Regression Modelling 

and Climate Data in Malaysia 

 

3.1 Data Collection and Analysis 

There are two types of datasets used in this study; firstly, the climate dataset and 

secondly is, rice production data. Both datasets were contributed by different agencies 

and were merged for mining. 

 

The Malaysian Meteorological Department took the climate data used in this study. It 

consists of four numerical variables: wind speed, temperature, humidity, and rainfall. 

These data were collected from 2010 to 2021 for each month and are available for all 

states in Malaysia. These variables are essential in the study of agriculture as they affect 

plant growth and development, particularly in the case of rice. The suitability of these 

data for the study of agriculture has been shown in previous studies [2, 3]. 

 

The Department of Statistics Malaysia provided the rice production data. This dataset 

was explained by three numerical variables that are rice yield, parcel area, and planted 
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area. In addition, the data includes categorical variables such as the state of Malaysia, 

year, and season indicators. The rice yield data are reported annually for each state in 

Malaysia, with a range of values from 1.48 to 6.56 tons per hectare between 2011 and 

2021. The parcel area represents the land used for rice cultivation, while the planted 

area represents the area where the rice crop is planted. These variables are necessary 

for prediction because they represent information on the quantity of land utilised for 

rice cultivation, which directly impacts yield. Adding categorical variables, including 

state, year, and season indicators, allows for examining how these variables impact the 

rice production forecast. 

 

 

3.2 Data preparation 

The data preparation stage is an important phase in data analytic studies since it includes 

transforming the raw data into a suitable format for mining. Several types of data 

preparation approaches were employed in this work to ensure the quality and accuracy 

of the data used in constructing the prediction model using regression. The data 

preparation has six tasks that involve missing data imputation, data transformation, data 

combining/merging, data scaling, one hot encoding, and data splitting. The flowchart 

in Fig. 2 depicts the order of these processes and how they are linked in the entire data 

preparation process. 

 

 

Fig. 2. Data preparation process for rice yields prediction system  

The first task in data preprocessing is to solve the missing value problem. This problem 

is a common issue when using climate data for regression. Several reasons contribute 

to missing data, such as equipment failure or human error. Imputation is often used to 

fill in missing data to ensure the models are as accurate as possible. To estimate the 

missing value, a common imputation approach is to use the average value of the same 

month in the year before and after, as shown in equation (1). This solution can produce 

more accurate imputations than the overall average of accessible data [8–10]. While 

there are various ways of imputation, such as interpolation or machine learning 

algorithms, utilizing the average of the same month in the previous and subsequent 

years is a straightforward and effective strategy that may be used in several 

circumstances. 
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    (1) 

 

Another imputation method that can be used to replace mining values is by taking the 

average of the previous and next month’s data or values from the same month in the 

previous and succeeding years also can be used as an imputation method. It is shown 

in equation (2). This approach has the advantage of identifying inter-monthly variability 

in weather patterns and can reduce the impact of seasonal trends. Although it provides 

precise and detailed missing value estimation, it relies on more data and calculations 

[11]. The study used the first approach as the imputation method. 

 

   (2) 

 

The dataset was transferred into a yearly-based form to reduce the impact of outliers 

and obtain a more stable representation of the climate variables for each year. The 

transformed value is taken from the median of each year because the median is more 

robust to outliers. Aggregating monthly data into yearly data for climate variables has 

been widely implemented in agriculture-related research [12–14]. Each climatic 

variable was transformed separately. At the end of the process, four additional variables 

were constructed each year, indicating the median wind speed, temperature, humidity, 

and rainfall. 

 

The climate data combines the production data using the states and year properties. 

Each state and year combination from the production data is merged with the 

corresponding climate data using the same properties. This process ensures that the 

climate data is aligned with the correct production data and can be used to accurately 

train and evaluate the regression models. The combined dataset is then used as the input 

for the regression models, aiming to predict the rice yield based on the climate 

properties. This approach allows for a more comprehensive analysis of the factors 

affecting rice yield. Besides that, the outcome can potentially provide insights into how 

climate properties can be managed to improve yield. 

 

One of the requirements for a regression model’s performance is that the dataset be 

produced in a specified scaled format. Numerical features were normalized using the 

Scikit-learn library’s MinMaxScaler [15]. Normalization is a standard data 

transformation technique that scales numerical data to a fixed range (often between 0 

and 1) to guarantee that each feature is given equal weight during model training. 

Meanwhile, the values of categorical features were converted to binary representation 

using a one-hot encoding method with the Pandas and Scikit-learn libraries. [15, 16]. 

Categorical variables are converted into binary vectors via one-hot encoding, with each 

category represented by its own binary feature. This method avoids the model assuming 

any ordinal link between the categories and ensures that each category is addressed 

independently during model training. 
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The final step in data preparation for modeling is to divide the data into training and 

testing folds. This work separated the dataset into train and test sections in a 70:30 ratio. 

 

3.3 Regression modeling 

The final step of the study is modelling. It involves the construction of a prediction 

model. This research employed multiple linear regression modelling to predict rice 

yield based on the provided data. For modeling, rice yield (state, year, season indicator, 

yield volume) and climate information wind speed, temperature, humidity, rainfall) 

were fed to a regression algorithm. Regression modelling aims to establish an 

association function between the dependent variable (yield volume) and the 

independent variables (climate data and rice yield information) and use these 

associations to produce accurate predictions. The model’s performance was assessed 

using mean absolute error (MAE) and root mean squared error (RMSE). By comparing 

the performance of the two models, it is possible to learn that including climate data in 

the regression model enhances its predicted accuracy. Fig. 3 depicts the rice yields 

prediction model for this study. 

 

 

Fig. 3. Rice yields a prediction model based on multiple linear regression. 

The improvement in prediction accuracy in a model can be quantified by comparing 

the model’s error metrics before and after a modification or improvement is made. The 

Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are commonly used 

error metrics for regression models. The percentage improvement in these metrics can 

be calculated using the following equation (3).  

 

  (3) 
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4 Results  

This section outlines the study’s findings. The aim is to reveal the impact of climate 

data on rice yield prediction in Malaysia using machine learning models. The 

experiment was divided into two stages. In the first stage, model performance is 

evaluated using only production data. In the second stage, models trained on both 

production and climatic data are evaluated. The mean absolute error (MAE) and root 

mean squared error (RMSE) were computed on the test set during the experiment. Both 

evolution metrics measure the prediction model’s accuracy in predicting future rice 

yield. Lower error rates indicate a better model. The findings offer insights into the 

potential advantages of using climate data in rice yield prediction models and help 

instruct policymakers and farmers on better crop management techniques in the face of 

climate change. Table 1 depicts the rice yield prediction result using regression 

analysis. 

Table 1. Performance Metrics for Rice Yield Prediction Model 

Metrics Production data only Production and climate data Improvements% 

MAE 44612.60 10125.25 77.30 

RMSE 58770.61 18059.56 69.27 

The combination of climatic data in the prediction model enhanced the accuracy of the 

predicted rice yield significantly. The mean absolute error (MAE) decreased from 

44,612.60 in the model that only used production data to 10,125.25 when climate data 

was incorporated. This represents a 77.30% decrease in MAE. Similarly, the root mean 

squared error (RMSE) decreased from 58,770.61 to 18,059.56, resulting in a 69.27% 

decrease in RMSE. These results demonstrate the importance of considering climate 

factors in predicting rice yield, as they can significantly improve the model's accuracy. 

From the regression analysis, it can draw insights into how climatic data are used to 

forecast rice yields in the Malaysian states of Johor and Pahang. Fig. 4 demonstrates 

how including climate data considerably increased the regression model’s accuracy, 

with the resulting regression line closely resembling the real data. However, the 

prediction without climatic data showed a significant offset from the actual data, with 

a difference of over 50,000. According to our study findings, climate factors like 

temperature and precipitation are critical in affecting rice yields in these states. 
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Fig. 4. Comparison of Rice Yield Predictions with and without Climate Data in Johor/Pahang, 

Malaysia. 

Furthermore, our results demonstrate that the trend of rice production in Johor and 

Pahang is decreasing, albeit with varying degrees of decline. Specifically, the 

regression model for Johor predicts a decrease of approximately 14,000 metric tons of 

rice per year. In comparison, the regression model for Pahang predicts a reduction of 
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roughly 29,000 metric tons of rice per year. This suggests that rice production in both 

states faces significant challenges, and urgent measures are needed to address this issue. 

These findings have important implications for policymakers and stakeholders, 

providing crucial information for designing effective strategies to improve rice 

production in these states. For instance, policymakers can focus on addressing the 

underlying factors contributing to the decline in rice production, such as changes in 

climate patterns and soil degradation. Furthermore, stakeholders can use these findings 

to develop more effective agricultural practices, such as using climate-resilient rice 

varieties and efficient irrigation systems. 

In summary, our results demonstrate the importance of climate data in predicting rice 

yields in Malaysia and provide valuable insights into the trend of rice production in 

Johor and Pahang. These findings can inform evidence-based policymaking and 

stakeholder with the goal of increasing rice production and ensuring food security in 

the country. 

5 Discussion 

5.1 Conclusion 

This work examines the impact of climate information on rice production forecasting 

in Malaysia. The reduction in MAE and RMSE by 77% and 69% demonstrated that 

incorporating climatic data greatly enhanced the model’s accuracy. This shows that 

using climate data to improve the precision of models anticipating rice output could 

have significant ramifications for anyone involved in the agricultural sector, including 

farmers, decision-makers, and food distributors. 

 

5.2 Limitations 

It is important to acknowledge the limitations of this study. Firstly, the study’s 

prediction model was limited to linear regression. Future research can investigate other 

machine learning techniques, such as random forests or neural networks, to further 

boost the model’s accuracy. Second, Malaysia was the only nation using data in the 

study. To evaluate the generalizability of the findings, future studies can broaden the 

scope of the research to include other countries. Finally, because the study only 

included data from 2010–2021, it is possible that it did not fully account for the 

spectrum of climate variability that can affect rice production. Long-term studies that 

span a broader period may offer a more thorough understanding. 

 

5.3 Future Studies 

One of the potential improvements in future work is to employ advanced machine 

learning algorithms and experiment with other relevant variables that may affect rice 

production. For example, the soil types, irrigation systems, and insect control strategies 

that could affect rice production can be explored. The analysis can potentially be 
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broadened by including data from other areas to examine if the association between 

climate change and rice production is consistent across different regions. Another set 

of data points that can improve model accuracy and provide insight into the factors 

influencing rice production can be considered, such as socioeconomic characteristics, 

market prices, and governmental policies. 
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