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1. Introduction

Global terrain data is becoming increasingly available in various forms, such as contours, Triangulated Irregular Networks (TINs) and grid Digital Elevation Models (DEMs). DEMs are also known as height fields and as altitude matrices. The research reported in this paper contributes to three strands of research undertaken within the Cartographic Information Systems Research Group (CISRG) of the University of Hull. It contributes to research on a) the automatic derivation of minimalist sketches of grid DEM data, b) methodology for the evaluation of underpinning line generalisation algorithms, and c) the abstraction of subsets of points for representing the terrain as a Triangulated Irregular Network (TIN). This paper focuses on the first two aims. Field sketching of landscapes and the drawing of generalised block diagrams were valued as a scientific art and formed a part of the cartographer's training in the pre-computer era (Lobeck, 1924, Raisz, 1938). With the availability of systems for visualising terrain in various ways, the artistic methods of relief representation have largely been ignored within Geographical Information Systems (GIS). This is partly because our understanding of the cognitive processes involved in sketching is still insufficient. Yet engineering firms, such as the co-sponsors of this research project, and several other applications require artists for sketching the landscape.

As in Chinese calligraphy, sketching strives to use a minimum of graphic strokes to induce perception of the whole form, the visual impact of which is greater than the sum of the component parts. Such gestalt perception relies on the coherence of the configuration of strokes. Skilled artists study the overall structure and form of the landscape and select suitable features. In contrast, algorithmic sketching, like image analysis in pattern recognition, tends to proceed bottom up, starting with the identification of the local features. Sketch configurations with striking Gestalt qualities may not necessarily select the features which are optimal for model-based pattern recognition. This research focuses on the identification of features for human perception rather than for segmentation of the terrain.

Manual sketching is knowledge-based and involves the recognition of 'skeletal form lines' (Imhof, 1982, p 105), which bring out the relief features, such as watersheds, stream networks, breaks of slope, ridges and edges of terraces. In a feasibility study, Visvalingam and Dowson (1998; initially reported in Dowson, 1994) demonstrated that it was possible to derive sketches of DEMs without such prior knowledge. They investigated a simple profile-based sketching technique used by cartographers, such as Tanaka (1932), Raisz (1938), Robinson and Thrower (1957) and Dickinson (1969).

The generation of P-stroke sketches involves a number of processes. Visvalingam's algorithm for line generalisation was used for filtering cells of the DEM lying on global curvatures; four tolerance values were selected for selecting those on the more important convexities and concavities in the rows and columns of the DEM respectively. These selected
cells indicated where the polylines making up the sketch should be drawn. These polylines consisted of no more than subsets of the original row profiles and were called Profile-strokes, abbreviated to P-strokes. The extents of the four types of P-strokes were prescribed by rules that took account of the type of curvature (convex or concave) and the assumed view direction. The appearance of each type of P-stroke was varied so that the sketch bonded together into a visually coherent whole. The research was more concerned with the skill of 'seeing' in the process of sketching, rather than with rendering which forms a separate thread of research.

The aim of this research was to investigate whether equally effective sketches could be produced using more widely available algorithms, than Visvalingam's algorithm, for locating the features to be sketched. Visvalingam's algorithm was first evaluated by Whyatt (1991) and subsequently published by Visvalingam and Whyatt (1993). In contrast, Ramer's algorithm (1972; independently described by Douglas and Peucker, 1973), is well-known and widely available in proprietary GIS and mapping software. Visvalingam and Whyatt (1990) demonstrated that the widely cited mathematical evaluation of line generalisation algorithms by McMaster (1987) were suitable for minimal simplification (approximation) of curves even if not for their caricatural generalisation. Visvalingam and Williamson (1995) showed that the Douglas-Peucker algorithm is better than Visvalingam's algorithm for minimal simplification but that the latter produced better caricatures. The current P-stroke sketches use some 25 to 30 percent of the DEM cells. As such, they are not caricatural and fall within the limits of minimal simplification.

This study therefore was undertaken to establish whether equally effective sketches could be produced with the widely available Douglas-Peucker algorithm. This paper also includes the results obtained when Visvalingam's algorithm was used with the perpendicular distance metric, which drives the Douglas-Peucker algorithm. Dawson (1994) undertook similar comparisons prior to his selection of Visvalingam's algorithm with the area metric (explained below) for the sketches reported in Visvalingam and Dawson (1998).

In this paper, the first author re-interprets some of the previously unpublished results in Dowson (1994). Isolated profile lines and plots over contour maps do not lead to any definitive conclusions about the relative merits of the underpinning line generalisation algorithms. The P-stroke sketch, together with separations of its constituent types of strokes, provides a more useful framework for expert visual assessment of a) different algorithms for locating the global curvatures; and b) the contribution made by the different strokes to the perception of the three dimensional form of terrain. However, anecdotal comments on the sketches emphasise the subjective nature of visual assessment. This subjectivity has encouraged continuing research on objective mathematical measures of performance. These in turn have proved to be inappropriate as reviewed below. Some conjectures about the complex perceptual process
involved in seeing the P-stroke sketches were derived through scrutiny of Dawson's sketches. These provide a framework for explaining the subjective and variable visual comparisons made by people who happened to see them. These conjectures suggest that it might be possible to develop programs, based on elements of perceptual computation, for automatically and objectively evaluating the sketches.

The paper provides a brief background to the research and then provides a fuller explanation of the reasons for comparing Visvalingam's algorithm with the Douglas-Peucker algorithm. It then explains the use of profile plots to guide the selection of optimal tolerance values for conducting a fair and unbiased comparison. The relative utility of the algorithms was then evaluated by visual comparison of a) contour maps showing the filtered cells, and b) P-stroke sketches of the landscape. The sketches seemed to provide the most conclusive results. Visvalingam's algorithm locates more of the breaks of slope and curvatures that produce effective and aesthetically pleasing depictions of the landscape. Although the Douglas-Peucker algorithm selects cells which lie on more continuous tracks on planar contour maps, it does not pick out the curvatures which induce holistic vision. The resulting sketches lack coherence and appear clumsy. The conjectures they provoke about the nature of perception are then outlined with some ideas for future work. The conclusion summarises the main threads of the paper and returns to the main aims of this thread of research within the Cartographic Information Systems Research Group (CISRG) of the University of Hull.

2. Background

Visvalingam and Dowson's (1998) P-stroke sketching involves the use of Visvalingam's line generalisation algorithm for associating measures of significance to the cells of the DEM. The sketching technique treats the row and column profiles as independent lines. Visvalingam's algorithm repeatedly scans each line and eliminates the point which contributes least information to the description of the line. The significance of the point may be measured in various ways as explained by Visvalingam and Whyatt (1993). Visvalingam and Dowson (1998) used the effective area metric that was found to be the most effective for 2D lines by Visvalingam and Whyatt (1993) and Visvalingam and Williamson (1995). The effective area of a point is the area formed by the point and its two immediate neighbours. When a point is eliminated from consideration, the signed area that led to its elimination is recorded with the point. The non-boundary cells of the DEM are thus rated by two measures of significance with respect to their importance in their respective rows and columns.

The cells can be filtered at run time using tolerance values to locate cells (called core cells) lying on scale-related convexities and concavities. These core cells are then extended into P-strokes as explained in the introduction and rendered to form the sketch. Visvalingam and Whelan (1998) demonstrated how the visual impact of these sketches could be considerably improved by the inclusion of occluding contours; but noted that the latter are not sufficient on
Figure 1: P-stroke sketch with occluding contours

Source: Visvalingam and Whelan (1998)
their own to adequately define the form of the land. Figure 1b provides an example of the finished sketch.

This study investigated whether the now classic and more widely available Douglas-Peucker algorithm would provide better sketches since the method appears to be better than Visvalingam's algorithm for minimal simplification. This algorithm generalises lines by a process of progressive selection of points which are rated to best preserve the shape of the curve. We used Wade's modification of the algorithm (reported in Whyatt and Wade, 1988); and evaluated by Visvalingam and Whyatt, 1990). The algorithm recursively subdivides the line at its maximum offset (the furthest point from the line joining the current first and last points) and stores the offset value with the point. Since Visvalingam's algorithm may be used with any measure of significance, the equivalent of the test heuristic used to drive the Douglas-Peucker algorithm was also used with Visvalingam's algorithm (using the perpendicular distance from the point to the line joining its two neighbours). This provides three sets of results for comparison.

3. Rationale for exploring the Douglas-Peucker algorithm

The utility of the Douglas-Peucker algorithm for sketching was evaluated for the following reasons:

1. A DEM encodes the one-dimensional variation in heights over a surface as a matrix of height values, also referred to as a height field. The problem considered here is therefore different to the previously considered generalisation of 2D lines. The selection of extreme points, as described above, by the Douglas-Peucker algorithm makes it particularly inappropriate for generalising 2D data consisting of a hierarchy of scale-related features within features since the extreme points are often located on minor features (Visvalingam and Whyatt, 1993). The retention of these points causes shape distortion. Even surface terrain can have overhanging sections where there are cliffs as in karst landscapes. These awkward cases which occur in the real world cannot, by definition, be represented in a grid DEM. Thus, the previous conclusions about the two geometric algorithms, based on 2D lines, may not apply to grid DEMs.

2. The P-stroke style of sketching uses some 28% of cells (Visvalingam and Dowson, 1998). This still falls within the range of minimal simplification of lines, which aims to represent the original surface with a reduced set of points. Visvalingam and Whyatt (1993) found that source coastlines could be reproduced at the original scale with just 30% of points. Since the Douglas-Peucker algorithm was found to be better for minimal simplification by Visvalingam and Williamon (1995), it could be more useful than Visvalingam's algorithm for sketching and analysis of surfaces.
Figure 2: Three methods (columns) for filtering two profiles (rows)
3. The Douglas-Peucker algorithm is more accessible to end-users. This algorithm is available in many Geographical Information Systems (GIS) and is better known than Visvalingam's algorithm. It is often the only line generalisation algorithm to be included in textbooks on Digital Cartography and GIS and forms the basis of recent PhD theses in GIS (João, 1988; Dutton, 1999).

4. It could well be that people may perceive height (a distance measure) as having more significance than area in the context of terrain; DEMs only represent one dimensional variations in height over a surface. A popular approach to fractal terrain simulation involves vertical displacement of midpoints of line sections and of triangular facets respectively. As noted earlier, the Douglas-Peucker algorithm relies on a distance measure. Visvalingam's algorithm can also be used with different metrics and the utility of distance, as opposed to area, was worth exploring.

5. P-strokes pick out scale-related convexities and concavities in the terrain. It would be interesting to study the visual impact of the convex and concave features selected by some other method.

This paper therefore undertook a comparison of the results obtained using the Douglas-Peucker algorithm with those obtained from Visvalingam's algorithm using effective area and perpendicular distance.

4. Methods Used for Comparison and Results

The selection of appropriate tolerance values is a continuing problem in cartographic generalisation as it is in Image Processing. Comparative studies, such as this, need to ensure that the tolerances chosen do not bias the results in favour of a specific approach. This study therefore undertook prior comparison of DEM profiles to select tolerance values which would best reveal the differences between the methods. The impact of the chosen cut-off values was then checked by plotting the filtered cells on contour plots of the study area.

These maps confirm that the selected tolerance values are appropriate for revealing differences in the output of the algorithms. These maps initially favour the output produced by the Douglas-Peucker algorithm since it outputs trackable features. Visvalingam's algorithm outputs a more dispersed set of cells, especially when used with the area metric. However, other observations did not justify the choice of one approach over others. In contrast, the P-stroke sketches showed that Visvalingam's algorithm used with area was still the most promising method for further research on sketching. However, the sketches based on the Douglas-Peucker output revealed some interesting observations relating to human vision, which merits further experimental study.
Figure 3a: Cells selected by Visvalingam's algorithm using effective area (see Table 1)
Figure 3b: Cells selected by Visvalingam's algorithm using perpendicular distance (see Table 1)
Figure 3c: Cells selected by the Douglas-Peucker algorithm (see Table 1)
4.1 Generalised profiles

Figure 1 is based on the Port Talbot DEM generated by the Ordnance Survey of Great Britain. Figure 2 shows the application of the two filtering algorithms to two profiles of this DEM. On the contour plots in Figure 3, the grid lines are 50 units apart; each unit represents 10 meters on the ground. The two profiles shown in Figure 2 would be horizontal lines running east west (at y = 75 and 66 units respectively) across this contour plot. Figure 2 shows 3 sets of polylines for each of the two profiles. The results for Visvalingam’s algorithm appear on the left while those for the Douglas-Peucker algorithm appear on the far right. The leftmost column shows the results obtained using Visvalingam’s algorithm, driven by effective area; the middle column shows the results for the same algorithm using the distance metric. Within each subfigure, the top line shows the original profile. The other lines show the effect of progressive filtering. The tolerance value used is shown together with the number of points retained in parenthesis.

The figures for row 75 show that with this terrain, it is possible to discard almost 90% of the points before there is any significant displacement of the filtered line from the source line. At the other extreme, 4 points are clearly too few but even so all methods give a good overall impression. The distance measure (middle figure) is better at locating the edge of the plateau but it does not give as good a representation of the plateau top as the other two methods. With 6 points the area metric is better at sketching the shape of the plateau, while the other two methods select a valley point. With 9 points, the area metric retains the shape of the plateau but now includes the valley. The other two methods are not as successful in representing the plateau shape. With 12 points, all three methods are roughly similar although the Douglas-Peucker profile in the last column looks more faceted. The profiles for 15 points are even more similar.

The three lower figures for profile 66 show that the above comparison of profiles is not entirely reliable and at high levels of filtering the inclusion/omission of single points can affect the relative performance of methods. However, both these profile-based analyses and Dowson’s (1994) original analyses indicate that a subset of 5 to 6 percent of the points (i.e. an average of 12 points per profile) showed up sufficient differences between the methods without overgeneralisation of the results. This level of filtering was used with other visualisation techniques to study the impact of the algorithms on the whole DEM. First, the distributions of significant cells were studied against the backdrop of contour maps. Then, the selected cells were used to sketch the DEM using the technique of P-strokes described by Visvalingam and Dowson (1998).
4.2 Core cells against contour maps

<table>
<thead>
<tr>
<th>Feature</th>
<th>Method</th>
<th>Visvalingam (area) tolerance sq m</th>
<th>#pts</th>
<th>Visvalingam (perpendicular distance) tolerance sq m</th>
<th>#pts</th>
<th>Douglas-Peucker tolerance sq m</th>
<th>#pts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(east-west)</td>
<td>Visvalingam</td>
<td>2000</td>
<td>1010</td>
<td>12</td>
<td>982</td>
<td>12</td>
<td>994</td>
</tr>
<tr>
<td>(north-south)</td>
<td>Douglas-Peucker</td>
<td>2000</td>
<td>1163</td>
<td>12</td>
<td>1227</td>
<td>12</td>
<td>1198</td>
</tr>
<tr>
<td>Concave</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(east-west)</td>
<td>Visvalingam</td>
<td>4000</td>
<td>682</td>
<td>18</td>
<td>634</td>
<td>17</td>
<td>626</td>
</tr>
<tr>
<td>(north-south)</td>
<td>Douglas-Peucker</td>
<td>4000</td>
<td>813</td>
<td>18</td>
<td>814</td>
<td>17</td>
<td>807</td>
</tr>
<tr>
<td>TOTALS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3668</td>
<td></td>
<td>3657</td>
<td></td>
<td>3625</td>
</tr>
</tbody>
</table>

Table 1: Tolerance Values and Number of Points for Figures 3a - 3c

Figure 3 shows the distribution of DEM cells, which were selected using the three different filters. Table 1 provides the tolerance values and the number of points retained for each method. Figures 3a-c show the resulting distributions. These distributions, based on about 5.75% of points, are not dissimilar to those produced by Dawson, who used a different set of tolerance values. All three methods give a good overall impression of the major features when plotted over contour data for the area. However, detailed study reveals some notable differences:

- On the whole, Figure 3c has a cleaner and crispier pattern. The Douglas-Peucker algorithm selects cells which are more connected and which may be easier to track (as in cells D1, D2, C2 and D5). Visvalingam's algorithm with effective area produces a dispersed, possibly more noisy, distribution (as in A1-3, D3 and E2). Visvalingam's algorithm with perpendicular distance (Figure 3b) outputs a distribution, which is somewhat intermediate in character.

- Visvalingam's algorithm provides a better definition of the northern side of the valley running from A5 to C5 respectively, while the Douglas-Peucker is better at picking out the southern side. The north south concavities in A5 and B3, picked out in Figures 3b and 3c, are not so clearly defined in Figure 3a.

- The northern edge of the central plateau (in B4 and C4) is located in different places by the three methods. Note also that the depiction of the convex top of the plateau in B3 and C3 is markedly different in the three maps. The distinct line of cells, picked out by the Douglas-Peucker method, running east to west through B3 and C3 in Figure 3c seems logically misplaced against the contours.
• Visvalingam's algorithm with the area measure picks the north-south convexity (in C5) while the other two maps show the corresponding concavity.
• Some other features picked out by the Douglas-Peucker algorithm are misleading. For example, the east-west line in E3 is not a distinct ridgeline but just a watershed. North-south profiles across this area show an undulating flattish area as indicated in Figure 1b.

The maps suggest that the number of core cells retained is about right. The results, however, are as confusing as those obtained by Dowson (1994). In general, the Douglas-Peucker algorithm produces the least confusing distribution. The area-based method produces a more scattered distribution while the distance metric has characteristics of both distributions. Detailed scrutiny finds elements in favour of all methods, making a choice difficult.

4.3 A comparison of P-stroke sketches
Visvalingam and Dowson (1998) provide a detailed explanation of the P-stroke technique for sketching. The resulting sketch consists of 4 types of P-strokes or filtered sections of the profile lines shown in Figure 1a. All the sketches in this paper view the DEM from the west. So, the profile lines shown in Figure 1a run from north in the left to south on the right. Sketches from other directions may be found in Dowson (1994) and Visvalingam and Dowson (1998). Different tolerances may be used for each type of P-stroke as shown in Table 2. The A & C types pick out major convexities and concavities along the line of sight. The B & D types pick out the major convex and concave curvatures running across the line of sight (i.e. those on the profile lines shown in Figure 1a). The filtered cells, called core cells, are used as measures of significance of generalised curvatures on profiles. Different sketching rules were used to extract the P-strokes for depicting these curvatures in the feasibility study (Visvalingam and Dowson, 1998).

Tables 2 & 3 list the tolerance values and other sketch parameters used for each type of P-stroke. The sketches use 28% of the DEM cells. This subset includes those which are occluded. In general, the core cells selected by the Douglas-Peucker algorithm generate shorter P-strokes. This is not surprising since extreme points are often located on minor features. To compensate for this, a larger number of core cells were retained for the Douglas-Peucker algorithm to ensure that there was an equivalent amount of P-stroke points. Figure 4 shows the P-stroke sketches output by the three methods.

• All three sketches give a good overall impression of the plateau behind Port Talbot in Wales, UK.
• However, there is noticeable variation in the quality of the sketches. Figure 4a (Visvalingam's method with area) emerges as the most effective sketch, while Figure 4c (produced by the Douglas-Peucker method) appears somewhat crude. Figure 4b again shows elements of both sketches.
Table 2: Tolerance Values and Number of Points for P-stroke Sketches (Figures 4a - 4c)

<table>
<thead>
<tr>
<th>Stroke Types</th>
<th>Visvalingam (area)</th>
<th>Visvalingam (perpendicular distance)</th>
<th>Douglas-Peucker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tol</td>
<td>strokes</td>
<td>#pts</td>
</tr>
<tr>
<td>Convex on:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: forward profiles</td>
<td>1000</td>
<td>868</td>
<td>6082</td>
</tr>
<tr>
<td>B: cross profiles</td>
<td>2000</td>
<td>954</td>
<td>2862</td>
</tr>
<tr>
<td>Concave on:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C: forward profiles</td>
<td>4000</td>
<td>524</td>
<td>2962</td>
</tr>
<tr>
<td>D: cross profiles</td>
<td>1000</td>
<td>1334</td>
<td>5317</td>
</tr>
<tr>
<td>TOTALS</td>
<td>3680</td>
<td>17223</td>
<td>27.6%</td>
</tr>
</tbody>
</table>

Table 3: Sketch Parameters for P-stroke Sketches (Figures 4a - 4c)

<table>
<thead>
<tr>
<th>Stroke Types</th>
<th>Extension Rules</th>
<th></th>
<th>Style</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left</td>
<td>Right</td>
<td></td>
</tr>
<tr>
<td>Convex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A: forward profiles</td>
<td>full</td>
<td>none</td>
<td>solid</td>
</tr>
<tr>
<td>B: cross profiles</td>
<td>none</td>
<td>none</td>
<td>solid</td>
</tr>
<tr>
<td>Concave</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C: forward profiles</td>
<td>minimal</td>
<td>full</td>
<td>dotted</td>
</tr>
<tr>
<td>D: cross profiles</td>
<td>minimal</td>
<td>none</td>
<td>dotted</td>
</tr>
</tbody>
</table>

- Most non-cartographers, shown the sketch, preferred Figure 4a. They were convinced that it had more strokes and found it difficult to believe that this was entirely due to the more dispersed distribution of the strokes.
- The various types of P-strokes in Figure 4a harmonise to provide a holistic integrated description of the landscape. In contrast, the configuration of convex P-strokes (B-type) on the cross-profiles in Figure 4c look computer drawn and detract from the rest of the sketch.
- The large areas of white space, which gave Figure 3c a clean and uncluttered look, create visual ambiguity in the sketch, especially at the left and right edges of the central plateau.

Visvalingam's algorithm with the area metric may be used with a simple algorithm to produce sketches which surpass many manual sketches of terrain in the cartographic and geographic literature. The sketches obtained using distance-based methods, although disappointing, were nevertheless valuable since they provide insights into how the cognitive system processes P-stroke sketches of terrain. Gregory (1970, p 59) proposed that perceiving is a kind of thinking and that it appears to be driven by concepts and hypotheses. He noted that when a visual paradox is due to incompatible information, it is not possible to resolve it without rejection of some information. Figure 4c provides additional support for Gregory's idea that perception is theory-driven. This is explored next.

5. Discussion and Future Work

Gregory (1970) used a picture of a paved street as an illustration of the double reality of pictures, which are simultaneously seen as marks forming an image on a flat paper and also perceived as the three dimensional world, which they represent. A range of 3D cues, including those related to geometric and aerial perspective, enable the visual system to imagine the scene extending into 'the depth' of the picture. The sketching technique, which uses a parallel oblique projection, does not employ the normal depth cues in Figures 1 and 4.

The sketches in Figure 4 show only the significant curvatures in the landscape. They do not even include the occluding contours shown in Figure 1b. Sketches are generalised depictions of the surface and as such they do not need to be too precise in their location of features of interest, such as the occluding curvatures and the edges of plateaus. Deviations in the location of the form-defining breaks of slope are only of concern when they detract from the Gestalt quality of the sketch.

The anecdotal comparisons made by colleagues and students in Computer Science on Figures 4a and 4b are worth noting even though their opinions were not elicited as part of a designed experiment. A number of people (mostly males) saw the sketches as very similar and only saw the main differences when they were pointed out to them. The three secretaries (all female) were able to instantly assess that the figures were dissimilar and identify many of the differences quite quickly. They showed a preference for Figure 4a, produced using Visvalingam's algorithm. The gender difference is probably coincidental in this case. Members of the British Cartographic Society's Design Group were encouraging but not overly impressed by any of the computer-drawn sketches but preferred Figure 4a. Since perception is conditioned by preceptions, it is subjective to some extent and readers are free to come to their own conclusions. The first author ventures her personal conjectures after careful
Visvalingam's Algorithm using effective area

Visvalingam's Algorithm using perpendicular distance
Figure 4: Sketches based on different methods for selecting core cells

(c) Douglas-Peucker algorithm
Figure 5: Types of P-strokes generated using Visvalingam's algorithm (with the area metric)
Figure 6: Types of P-strokes generated using the Douglas-Peucker algorithm
scrutiny of Figure 4 and of the four types of P-strokes in Figures 5 and 6. Although these interpretations are not based on an exhaustive literature survey, nor on a specific theory of visual cognition, they are included here because a) they seem to fit with and extend some commonly held views, and, more importantly, b) they provide yet another approach to the evaluation of line generalisation algorithms.

5.1 Subconscious visual reasoning

Hoffman and Richards (1982) noted that the visual system seems to segment figures at the extrema of concavities and recent research by Visvalingam (1999) confirms that vision is biased towards the perception of convex forms. The discussion here, therefore, focuses on the A and B type strokes in Figures 5 and 6.

The convex A-type P-strokes in Figures 5 and 6 are not occluding contours, but some of them indicate the presence of occlusion. Other P-strokes in this class sketch other convexities, such as the frontal breaks of slope on the plateau top. The A-type strokes in both these Figures were initially judged by many to be identical and the plateau region was seen as sloping into the distance. The inclination of the plateau depends on the projection used; here, an oblique parallel projection is used (details in Visvalingam and Dawson, 1998). The top of the plateau is perceived as having slightly different inclinations in the A and B type sub-figures in Figure 5. The plateau seems higher (although we know that the skyline is exactly the same) and is seen as tilted more towards the viewer in the B-type (compared with the A-type) strokes. Although this impression is lost in Figure 4a, the A and B type strokes connect mentally to convey the 3D form of the major convex forms in Figure 4a. The B-type strokes add to the height and not just the full body and 3D form of the plateau.

The B-type P-strokes in Figure 6 also look higher and seem tilted towards the viewer. Whereas the A type strokes in Figures 5 and 6 look very similar, the B strokes look distinctly different. When seen against the framework of the A-type strokes in Figure 4c, the B-type strokes (in Figure 6) look misplaced and incoherent. Also, they do not sketch the full extent of the plateau. Actually, the A-type strokes (in Figure 6) picked out by the Douglas-Peucker algorithm are also misplaced and this also adds to the lack of fit between the two types of strokes.

As observed earlier, the B-type strokes picked by the Douglas-Peucker algorithm form connected runs in Figures 3c and 4c. Where these lines are angled on the sketch, as at the summit of the plateau on the extreme right in Figure 4c, they bond reasonably well with the other strokes. However, where they occur in vertically aligned runs, as down the spur on the left, they seem out of place and appear to be detached from the surface and seem to float in front of the latter. The same effect can be noted with the vertical runs of cells at the front of the central plateau. The visual system is quite good at detecting vertical lines. Cartographers,
who are adept at visually separating out the superimposed colour layers on maps, can also instantly spot similar but shorter vertical runs in Figures 4b, and on 4a to a lesser extent, which also seem to float. As noted by Visvalingam and Dowson (1998), these appear to be located on spurious creases running along the original contours from which the DEM was created by interpolation. Dowson (1994) found that such artefacts were much more common and noticeable on DEMs produced by the US Geological Survey. Despite these artefacts and speckled random errors, Figures 4a and 4b enable the visual system to bind the four types of strokes into a coherent whole.

The trained eye sees Figure 4c as consisting of two parts, namely a) the scene (formed by A, C and D type strokes) sloping into the distance, and b) some scribbles (consisting largely of the B-type strokes), which appear to lie between the viewer and the surface. Most people can instantly tell (without having to look at the content) when OHP slides are placed upside down or the wrong way around. Sometimes, the outcome of perception is an uneasy feeling of something being amiss and the conscious mind is left to resolve the problem. Similarly, the immediate and subconscious projection of the P-strokes in Figure 4c onto two different regions of perceived space leaves the trained mind with a gut feeling that the sketch is 'not right'. Conscious investigation suggests that visual inconsistencies could have been detected at a subconscious level. A prominent example occurs at the front right of the central plateau, where a run of mislocated B-strokes, some in front of and others behind an occluding profile, is seen as one linear primitive. This prominent example is used below to speculate about the perception of the P-stroke sketch.

There are different theories about the nature of subconscious cognition; it is known to be complex and to involve sequential computation even if not deductive logic. The aim of the following speculations is to derive heuristics which may be used in the automatic evaluation of sketching techniques based on elements of perception; there is no attempt being made here to theorise about the nature of vision in general. We could speculate that the subconscious processing of P-strokes, in the prominent example, involves a train of spatial reasoning, as in:

1. **Grouping of runs of P-strokes to form linear primitives.** Gestalt laws of continuity appear to apply locally in such early detection. (The term, primitive, is used loosely here in preference to icon (as used by Nakayama, 1990), which is linked with a competing theory of vision to that proposed by Minsky and Papert, 1969).

2. **Recognition of some primitives.** The primitive formed by the A-type stroke is recognised as a shoulder on the plateau, even if it is not labelled as such. Such recognition perhaps involves the matching of the shape of convex parts (Hoffman and Richards, 1982) against generic knowledge of landforms. At this initial stage the other primitive, emerging from the run of B-strokes, may remain unclassified since it does not make immediate sense.
3. Deduction of relative positions of primitives in the represented space. Since the lower part of this unclassified primitive is not occluded, the lower part cannot lie beyond the occluding shoulder.

4. Other consequences. If the lower part of this primitive lies in front of the shoulder, then the rest of this primitive must also lie in front of the shoulder.

5. Deductions about the pose of the tokens. If the bottom of the primitive lies on the land surface, then the primitive must be tilted towards the viewer to be in front of the shoulder. Or else, the primitive must be detached and lie between the viewer and the surface, appearing to float.

6. Optimising the deductions. It is assumed that the primitive is floating since effort is required to establish whether the bottom of the primitive lies on the surface.

The primitive is thus perceived to be in front of the surface although we know that all marks lie on the terrain surface. Conscious effort is needed to offer an alternative explanation which requires splitting the primitive into 2 parts; this involves local fixation and consideration rather than holistic instantaneous perception. This is similar to the example presented by Gestalt psychologists (reported in Hochberg, 1964, p 87) where a wireframe drawing of a cube, when seen corner to corner along its diagonal, is perceived as a flat triangulated hexagon. This is because conscious effort is needed to break the continuity of lines to perceive the tridimensional cube. The rejection of the inconsistent token from the mental model of the land surface, makes them float in front of the scene like dirt and raindrops on a window. Like the latter, they might be ignored by those intent on the scene, who see the sketches as nearly identical. But the information is there, and may be studied by adjusting the focus. As with the perception of random dot stereograms and of ambiguous figures, this requires the development of latent mental skills. Cartographers have tended to think in terms of colour separations and geographers and geologists are trained to focus on different colour planes during map analysis and interpretation. This might explain the range of conflicting anecdotal comments.

This suggests that holistic (global) perception may be the outcome of a weighted integration of the outcomes of local computation. The controversy over whether vision arises as a result of the accumulation of simultaneous local computations or as a result of a sequence of subconscious attentional fixations is outside the scope of this paper. Similarly, controversies relating to the nature of cerebral computation are not the main concerns of this paper. Since, subconscious feelings of unease (albeit subjective) are entirely image based, it may be possible to train machines to classify (score) images and thus the underpinning algorithms. However, expert 'guides' are needed to train machines and the main problem here is that their judgement is very subjective in the case of P-stroke sketches. Also, studies of this kind are concerned not just with classification but also with explanations and their implications. So, the
computational approach of deductive reasoning based on explicit premises, conjectures and inputs is suggested here.

The computation in stages 2 to 6 assumes constraints derived from generic environmental knowledge, which override facts (arising from the process used to generate the sketch) about the given image. The local outcomes appear to re-inforce each other since there are other locations in Figure 4c where similar conditions apply, e.g. in the front left of the central plateau. The mental collation of such distributed conclusions sometimes leads to a re-classification of even non-intersecting tokens, such as at the distant centre of the central plateau, as also detached from the surface. The first author's perception, of the P-stroke sketch, seems to involve:

1. **Local operators** which rely principally on two types of input, namely a) external input consisting of the *marks on the image*, and b) innate or acquired generic knowledge, including constraints and rules about spatial relationships.

2. **A predisposition to reject known facts** when they contradict the two types of input noted above. The case of the varying size of the moon when near the horizon and at zenith has already been cited widely to demonstrate this. Artists tend to use a range of techniques to take account of such failures and distortions in perception (Gombrich, 1960). Indeed, the processes of cartographic generalisation are designed to ensure that clutter does not encourage the emergence of artefacts.

3. **Dynamic changes in the perceived location of tokens in 3D space**, depending on the field and focus of perception. If we fixate locally on them, some of the freestanding tokens (e.g. in the far centre of the central plateau) appear to lie on the terrain surface. Yet, they appear to float in a holistic view. However, this double vision does not occur even when we vary our field of vision in the case of a) the A-type strokes and b) the intersecting tokens cited above possibly because the local output are more strongly weighted. Gestalt psychologists have demonstrated that the depth effect, for example, is more acute when examples are placed in a scene with other objects with depth cues, than when they are presented in isolation (Hochberg, 1964).

4. **Labeling**: this varies with the local and global view as noted above. Weighted global vision constructs the perceived terrain from the form-related (e.g. shoulder, spur or peak) and view-related (e.g. silhouette) tokens. Other primitives which do not make sense are seen as scribbles, dirt etc. The author herself has one occasion attempted to wipe a polyline off the screen thinking it to be hair!

It is possible to note other B-type tokens which do not have good configurational properties but it is not the aim of this paper to catalogue these. Instead, its aim is to note that conjectures, such as these, could provide heuristics for the automatic evaluation of generalisation algorithms, which is discussed next.
5.2 Implications for future research

Visvalingam and Whyatt (1990) pointed out that the results from widely cited evaluative studies, undertaken by some others, were inconclusive since the 2D test data they used were inappropriate and/or inexacting. With 1D profiles, this study indicates that isolated lines may also be insufficient for comparing algorithms. Indeed, manual generalisation of lines on maps is guided by the configuration of lines on source and derived images which indicate their semantic relationships. For example, rivers and contours are generalised with respect to each other to ensure that rivers always flow down the valley as depicted by contours. Sketches of the landscape, similarly, provide contextual information for studying the performance of line and DEM filtering algorithms.

It looks as if Visvalingam's method of iterative elimination of redundant points can be used to sketch a better configuration of lines than the extreme points selected by the Douglas-Peucker method. Even with one-dimensional lines, Figure 4 suggests that the area metric appears to be more useful than the distance measures. This has some implications for other studies focusing on the problem of levels of detail. For example, one approach to extracting a TIN from a DEM consists of a 3D extension of the Douglas-Peucker method, where the point which lies furthest from a triangular plane is selected on each iteration. This study suggests that this approach is likely to facet the landscape unduly and generate artefacts.

Researchers are divided about the visual and mathematical approaches used for evaluation of algorithms for generalisation of DEMs and 2D lines. Most evaluations still rely on visual judgement despite known reservations, including variations in people's perceptual and processing equipment, their experience and deep knowledge, their awareness of object knowledge (for comparison) and their understanding of the purpose of the exercise. As noted earlier, the type of visualisation (Figures 2 - 4) also influences conclusions. As a result, there is continuing interest in the formulation of more objective methods for comparison.

Fowler and Little (1979) measured the statistical goodness of fit of derived Triangulated Irregular Networks (TIN) to the original grid DEM. In the 2D context, McMaster (1987) also attempted to replace subjective visual analysis with mathematical measures of performance, such as areal and vector displacement of the generalised line from the source line. He concluded that the Douglas-Peucker algorithm was perceptually and mathematically superior to other algorithms he tested. Visvalingam and Whyatt (1990) demonstrated that his metrics and conclusions were only valid in the case of line approximation since cartographers deliberately omit entire features in caricatural levels of typification and generalisation. However, despite the acknowledged role of visualisation in scientific discovery, scientists generally tend to regard visual evaluation as subjective and unreliable (see, for example,
Jorgenson et al., 1995). There is thus continuing research on mathematical evaluation of techniques for polygonal approximation of curves (Rosin, 1997).

Returning to the immediate problem of the evaluation of algorithms for sketching, perhaps there is a third way. While perception of a sketch may be an innate neural process as suggested by some, visual evaluation is a semi-conscious active process which engages other knowledge which perception seems to ignore. Automatic evaluation, based on explicit conjectures about the types of spatial reasoning involved, offers some scope for removing the subjective elements in human perception. Even negative results will serve to refine the conjectures about pertinent perceptual criteria. From the foregoing conjectures, it is possible to formulate one line of evaluation as follows:

1. Use the Gestalt law of continuance to group the A and B type P-strokes in the images (Figures 5 and 6) into tokens.
2. Assign a strong weight to B-type tokens which intersect the A-type ones; this can be ascertained by reference to the original DEM.
3. Add the weighted lengths of the B tokens to derive a total float score for each image. This should be standardised for the region being fixated on to facilitate comparisons (see 6).
4. Use the totals to rank the images generated by using different techniques.
5. Different scale-related totals may be calculated for sub-regions of the image, to compare the changes in perception during local and global attention.

The non-intersecting vertical runs of P-strokes could also be compared numerically. Their lengths will also need to be weighted since the visual impact of longer lines may be disproportional to their lengths; such non-uniform scaling is well known in psychophysics and in cartography. If free standing, short vertical runs of P-strokes have a lower weighting, the local part of the image fixated upon will have a low total float score, providing a heuristic for relabelling if necessary. Even some of the strokes in Figure 4a appear to float. Some of these are located on spurious speckled errors in the DEM while others appear to pick out contours, highlighting deficiencies in interpolation of the heightfield. The sketch therefore provides a means of validating and cleaning DEMs. Although one gets the impression that there are many floating marks, the mind tends to focus on the obvious cases. It is difficult to consciously search and analyse the subconscious holistic perception, since this changes with local fixation. While the filtered strokes will not float (in much the same way that the B type strokes in Figures 5 and 6 do not), the results can be scrutinised. This approach to perceptual evaluation could also be applied to the detection of artefacts in simulated DEMs.
6. Conclusion

The research initially set out to explore whether the technique of P-stroke sketching, described by Visvalingam and Dowson (1998), could be improved upon by using distance-based filtering techniques. The latter were initially thought to be more appropriate for the one-dimensional variations in DEM profiles, especially since distance measures are widely used in simplification and simulation of terrain. It was difficult to draw definitive conclusions about the line generalisation algorithms using isolated lines. The P-stroke sketches, which are essentially a set of generalised profile parts, were much more useful in drawing attention to differences between the output of algorithms.

The results showed that all three methods were quite successful at portraying convex forms running across the line of sight. These are the dominant strokes in a sketch and as such many people saw the output of the three methods as very similar. The convex breaks of slope, elongated parallel to the line of sight, proved to be the touchstone for comparing the methods.

Despite the unintelligent rules for computer sketching and the interpolation artefacts in data, the sketches produced using Visvalingam's line filtering algorithm are relatively pleasing and provide a basis for future research on sketching. The P-stroke sketches produced using Visvalingam's algorithm and the area metric demonstrate that it is possible to automate the production of sketches, although this remains a research challenge. The sketching rules are still somewhat simplistic and do not take full advantage of the scale-dependent structural information provided by Visvalingam's algorithm. Current research (by John Whelan) is focusing on the use of the scale-related shape information provided by Visvalingam's algorithm. There are also opportunities for experimenting with different sketching styles and symbolism.

The use of the Douglas-Peucker algorithm resulted in sketches, which were perceived by some people (including the authors) to be less successful. One of the problems in studies of this kind is the subjective nature of visual evaluations. These less successful sketches were interesting because they served to demonstrate Helmholtz's thesis (see Hochberg, 1964; Gregory, 1970) that perceiving involves subconscious thinking. Knowledge of the spatial structure of landforms makes inconsistent tokens float in the foreground. The brain is known to ignore information which does not conflate with the preferred hypothesis for organising the recognised tokens into meaningful elements. Gestalt psychologists have used reversing figures (such as Rubin's vases) to demonstrate the brain's tendency to see the figure and suppress the background. In much the same way that the background is an area of mental space for placing information deemed to be less important, this paper speculates that the foreground (in front of the figure) may also be used as scrap space for inconsistent information, which may be ignored, perceived as incoherent scribbles or studied. It is well
known that major scientific breakthroughs were initiated by those experts (such as Fleming) who saw the significance of information which was being mentally ignored by others. This suggests that anomalies may be initially at least placed in the foreground (rather than background) to arrest attention. This, rather than detailed deductive logic, may be responsible for the unclassified tokens being shifted into the mental foreground. However, conjectures about subconscious spatial reasoning help us identify inconsistencies in the location of curvatures, which manifest themselves as lacking good form. This seems to offer some scope for training machines to assess the clarity of a sketch, as an alternative to objective, but often inappropriate, mathematical evaluations on the one hand, and more discerning but subjective and ad-hoc human judgement on the other.

The method of P-stroke sketching and inclusion of occluding lines as in Figure 1b has already taught some students of Digital Cartography (who claimed that they could not previously draw) to analyse the landscape and draw aesthetically pleasing sketches of their favourite places. Hopefully, this strand of research will teach us to ‘see’ landscapes and drawings differently and that this will stimulate interest in automating the forgotten art forms of cartography and in breeding intelligent systems capable of reasoning and debating about the relative authenticity and aesthetic quality of computer-drawn sketches.
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