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Improving Stability and Adaptability of Automotive Electric Steering Systems 

Based on a Novel Optimal Integrated Algorithm  

Abstract: 

This research proposes a new algorithm to control the Electric Power Steering (EPS) systems of 

automobiles. The algorithm combines Proportional Integral Derivative (PID) control and Sliding 

Mode Control (SMC) with parameters optimized by a Genetic Algorithm (GA). These optimal 

parameters are dynamically adjusted by a fuzzy algorithm having three inputs. The proposed 

algorithm is named as Fuzzy Proportional Integral Derivative Sliding Mode Control–Genetic 

Algorithm (FPIDSMC–GA). The algorithm helps to improve the system stability and is capable 

of adapting as per requirements of several complex conditions. The effectiveness of the new 

algorithm has been evaluated by numerical simulations conducted in MATLAB/Simulink 

environment. The value of the road disturbance is varied to investigate the system's stability. 

Simulation results confirm that the values of the motor angle and steering column angle closely 

track the reference signal under different conditions when the proposed FPIDSMC-GA based 

control algorithm is applied to control the EPS system. The tracking error increases as the road 

reaction torque increases. The control effort varies with the changes in the road reaction torque 

and reference signal, however, it is still within the allowable limit. The system adaptation and 

stability are guaranteed in the investigated cases. The average errors in motor angle and steering 

angle are found to be 0.63 and 0.07 respectively with the maximum errors not exceeding 5.73 

and 0.81. 

Keywords: Electric steering system; FPIDSMC-GA; intelligent optimal integrated control; motor 

angle. 

Abbreviation 

ACO Ant colony optimization LPV Linear parameter varying 

ADRC Active disturbance rejection control LQG Linear Gaussian regulator 

ANN Artificial neural network LQR Linear quadratic regulator 

BCGA Binary code genetic algorithm MIMO Multi input Multi output 

BPNN Back propagation neural network MPC Model predictive control 

EHPS Electro-hydraulic power steering PID Proportional Integral Derivative 

EPS Electric power steering RMS Root mean square 

GA Genetic algorithm SISO Single input - Single output 

HPS Hydraulic power steering SMC Sliding mode control 

1. Introduction

1.1.The EPS system and literature review

Most cars today use a power steering system, which are divided into three basic categories: 

hydraulic, electro-hydraulic, and electric power steering. Hydraulic steering systems are usually 

used in older cars or large trucks. However, a Hydraulic Power Steering (HPS) system still has 
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many disadvantages that cannot be resolved. According to Baek and Kang [1], the HPS system 

reduces the engine's efficiency and negatively impacts the environment because it uses a hydraulic 

system. Additionally, this system is quite bulky because it has many devices, such as oil pumps, 

reservoirs, etc. Electric Power Steering (EPS) systems have many advantages compared to 

traditional hydraulic steering systems. According to Li et al. [2], electric driving systems are safe, 

energy-efficient, and environmentally friendly. In addition, the EPS system has higher sensitivity 

and a smaller size compared to the HPS system. According to Choi et al. [3], the EPS system helps 

to improve the feelings while steering feel when the vehicle moves in many different conditions. 

These are outstanding advantages that only belong to the EPS system. 

EPS are commonly used on high-end sedans, SUVs [4], or other terrain vehicles [5]. The general 

structure of an EPS usually includes a steering wheel and column, an electric motor, a gearbox, 

and several sensors. The electric motor can be mounted on a column, rack, or pinion [6]. Some 

older vehicle models use recirculating ball and worm gear instead of rack and pinion [7]. There 

are many factors that affect the performance of the EPS system. In [8], Kim et al. indicated that 

crosswind disturbances can negatively affect the EPS system. This is also confirmed by Jung and 

Kim in [9]. In addition, road reaction torque also has a significant influence on steering [10]. The 

value of road reaction torque can be estimated based on a new method proposed by Jang et al. 

[11]. In modern or self-driving vehicles, the EPS system is often combined with the steer-by-wire 

system to form a complex modern steering system. 

Many studies relating to EPS system control have been reported recently. These control algorithms 

can be divided into two main categories: linear control and nonlinear control [12]. These two 

categories can be combined with some intelligent control algorithms. The PID algorithm is 

commonly used in EPS systems today. This is a simple algorithm that serves the control objectives, 

but it can be highly effective if we can choose the controller parameters optimally. In [13], Hassan 

et al. designed an optimal PID algorithm to control cars' EPS system. They used Binary-Coded 

Genetic Algorithm (BCGA) to find the optimal parameters kP, kI, and kD for the controller. The 

objective function of the optimal process is determined by mean-squared error, according to 

Hassan et al. genetic algorithms are also commonly used in automobiles, mechatronics, and other 

general fields [14]. The electric motor's current is quite large, up to 50 A. Using large currents can 

cause several potential dangers and increase energy consumption. Therefore, Hanifah et al. 

propose using Ant Colony Optimization (ACO) algorithm to find suitable values for the PID 

controller to reduce energy consumption [15]. This algorithm is further improved in [16] by 

Hanifah et al. As a result, its convergence is further enhanced. The results demonstrate that the 

current average value approaches the Root Mean Square (RMS) value when the PID-ACO 

algorithm is used instead of the conventional PID. In addition, we can use fuzzy algorithms to 

dynamically tune the controller parameters to respond to specific conditions instead of just finding 

an optimal value. This is highlighted by Zheng and Wei [17]. In [18], Hassan et al. claimed that a 

fuzzy-PID controller can help to reduce the energy consumption of EPS systems better than 

traditional PID. In addition, other algorithms, such as Back Propagation Neural Network (BPNN) 

or in-loop, are also used to find suitable values for the PID controller [19, 20]. PID algorithm is 

mainly suitable for Single Input Single Output (SISO) systems. If the system has Multiple Inputs 

Multiple Outputs (MIMO), Linear Quadratic Regulator (LQR) and other algorithms can be used. 
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In [21], Chitu et al. designed an LQR solution to control the EPS system. The main goal of this 

technique is to minimize the cost function of the system. External interference signals can affect 

the quality of the LQR controller. Therefore, Irmer and Henrichfreise additionally designed a 

Gaussian compensator for the system, so it became LQG [22]. Another linear control technique 

Linear Parameter-Varying (LPV) has also been applied to the EPS system [23]. 

The controlled object is usually motor angle [24, 25] or assisted torque [26]. The road disturbance 

is nonlinear; therefore, we should use nonlinear control algorithms for the EPS system instead of 

conventional linear control [19]. In [27], Lee et al. presented simulation results from different 

linear and nonlinear controllers for an EPS system. These results show that the nonlinear control 

algorithm performs more efficiently under different conditions. According to Ma et al. [28], these 

algorithms can eliminate disturbance from the road surface. Lee et al. proposed a robust control 

algorithm for the EPS system by tracking steering wheel torque [29]. A 3D map depicting the 

relationship among steering wheel torque, steering wheel velocity, and steering wheel angle is 

given in [29]. Besides, simulation results show that measured and estimated steering wheel angle 

values are always close together while steering wheel velocity and acceleration are chattered. 

Many researchers have applied H control algorithm to EPS systems, such as Dannöhl et al. [30], 

Zhao et al. [31], etc. The results in [31] show that the response of the H controller is more efficient 

than conventional PID, while PID is more responsive than H2, according to Zhang et al. [31]. A 

combination of H2 and H is performed by Zhao et al. [32] demonstrating that the value of steering 

wheel torque is significantly reduced when both algorithms H2 and H are applied. 

SMC algorithm can help to ensure system stability in the presence of external nonlinear 

disturbances. This algorithm can be applied to many mechatronic or automotive control systems 

[33-36]. Designing a sustainable SMC algorithm is not trivial because this process involves the 

higher-order derivative [36]. Recently, Kim et al. [37] proposed a steering wheel torque control 

method based on the SMC principle. The results show that system performance can be improved 

while maintaining stability against external disturbances. The reliability of this algorithm is 

verified by experiments in the discrete-time domain as reported in [38]. SMC algorithm can be 

combined with several other algorithms to improve the control performance, such as fuzzy-SMC 

[39, 40], backstepping-SMC [41], and fuzzy ANN-SMC [42]. Some other nonlinear control 

algorithms, such as MPC [43, 44], ADRC [45], or nonlinear hybrid [46] have also applied to EPS 

systems. Optimization algorithms such as non-dominated sorting GA [47], multi-objective GA 

[48], and optimal GA [49] can help optimize controller parameters. In contrast, the Takagi-Sugeno 

fuzzy algorithm can flexibly adjust these values [50]. 

1.2.Motivation and contribution 

Most of the aforementioned algorithms are usually used in a single form or as a combination of 

two-component algorithms. They can guarantee efficiency under certain conditions that are 

suitable for component algorithms. However, they still have some unresolved drawbacks 

summarized below: 
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1) Some algorithms like PID, LQR, LQG, etc. are highly effective only in linear oscillatory 

conditions. The controller's performance can be significantly degraded when the system is 

subjected to external nonlinear influences, such as disturbances or uncertainties [22, 23, 27]. 

2) The chattering phenomenon still occurs when applying only a single linear or a nonlinear 

algorithm, such as LPV [23], lead-lag control [27], ADRC [24], SMC [29, 33], MPC [45] etc., in 

contrast to applying integrated nonlinear algorithms. This can negatively affect the quality of the 

EPS system. 

3) For controllers whose parameters are optimized using optimal search algorithms such as GA 

[13, 14], ACO [15], PSO [16], or in-loop model [20], the system response only reaches the optimal 

state under one or a few specific conditions. These conditions must satisfy the optimal 

requirements of the algorithm. When the system is affected by other conditions, the optimal state 

will not be guaranteed. 

4) Using intelligent algorithms, such as fuzzy [17, 18] or BPNN [19], to flexibly adjust the 

controller’s parameters is a highly effective solution. This helps the system adapt well to external 

influences. However, the algorithm's structure (such as membership functions, fuzzy rules, etc.) is 

primarily driven by the control designer’s experience. Therefore, the adjustment range of the 

algorithm can be optimal or suboptimal. 

In order to solve these problems, we propose designing a novel intelligent optimization algorithm 

to control the EPS system. The novelty of the proposed work lies in integrating the SMC technique 

and PID algorithm and getting inspiration from fuzzy logic and GA. The PID controller parameters 

are optimally selected through GA. These parameters are then dynamically fine-tuned by a fuzzy 

algorithm that takes three inputs. In this way, the intelligent optimal controller can adapt to several 

external conditions. Additionally, this combination helps to eliminate the chattering phenomenon 

that exists when using a standalone control algorithm such as SMC. To the best of authors’ 

knowledge, this is an entirely new method that does not seem to have been applied as of now to 

control automotive EPS system. This idea is a remarkable extension to our earlier work reported 

in [51]. However, the structure of the control system in the present study is significantly different 

from the one given in [51]. In addition, in the present study, the controller parameters are optimally 

calculated before undergoing tuning using a fuzzy algorithm. This is considered as new 

contribution to solve existing problems in automotive EPS systems. 

The remaining article is organized as follows: Section 1 introduces the EPS system and reviews 

the state of the arts. Section 2 presents the mathematical model of the system. Section 3 reports 

simulation results obtained after applying the proposed control strategy to the derived model. 

Finally, Section 4 comments on the conclusion. 

2. Material 

The model of an EPS system is shown in Figure 1. The system is divided into two main parts: the 

mechanical part (steering wheel, steering column, and steering gearbox) and the electrical part 

(electric motor, ECU, and sensors). The operation of a steering system is described in (1-3). 
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Figure 1. Electric power steering system 
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The nomenclature used in (1-3) is presented in Table 1. 

Table 1. Symbol and description 

Symbol Description Unit Symbol Description Unit 

Ic 
Moment of inertia 

(steering column) 
kgm2 Kt 

Voltage coefficient 

(electric motor) 
NmA-1 

Im 
Moment of inertia 

(electric motor) 
kgm2 Td Driver torque Nm 

im(t) Current (electric motor) A N Motor gear ratio - 

u(t) Control signal v c Steering column angle rad 

Bc 
Damping coefficient 

(steering column) 
Nmsrad-1 m Electric motor angle rad 

Bm 
Damping coefficient 

(electric motor) 
Nmsrad-1 Rm 

Electric motor 

resistance 
 



6 
 

Br 
Damping coefficient 

(rack) 
Nsm-1 rp Pinion radius m 

Kc 
Torsional stiffness 

(steering column) 
Nmrad-1 Mr Mass or rack kg 

Kr Tire spring rate Nm-1rad-1 Lm 
Electric motor 

inductance 
H 

 

In this study, the control variable is motor angle m. Let e(t) be the error between the desired and 

output signals i.e.  

( ) ( ) ( )refe t y t y t= − +  (4) 

 

The first control signal of the integrated controller is determined by (5), which gives PID control 

law.         

( ) ( ) ( ) ( )1 P I Du t k e t k e d k e t = + +  (5) 

 

The second control signal indicates the SMC law. Setting the state variables as,  

1 cx =  (6) 

 

2 1cx x= =  (7) 

 

3 mx =  (8) 

    

4 3mx x= =  (9) 

 

( )5 mx i t=  (10) 

 

Taking the derivative of state variables from (6) to (10), we get:     
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3 4x x=  (13) 
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As mentioned above, the signal to be controlled is the motor angle. Therefore, 

( ) 3y t x=  (16) 

 

Taking the derivative of (16) five times, we get,       

( ) 4y t x=  (17) 
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( ) ( )
5

3
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1

i i

i

y d x d u t
=

= +  (19) 
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( ) ( )
5

5
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1
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i

y f x f u t
=

= +  (21) 

where: 

1 1 2 1 4 5 1d a b b b b c= + +  2 2 2 1 2 4 5 2d a b b b b b c= + + +  

3 3 2 3 4 5 3d a b b b b c= + +  4 4 2 3 4 4 5 4d a b b b b b c= + + +  

5 5 2 4 5 5 5d a b b b b c= + +  6 5 6d b c=  

1 1 2 1 4 1 5e a d b d c d= + +  2 1 2 2 2 4 2 5e d a d b d c d= + + +  

3 3 2 3 4 3 5e a d b d c d= + +  4 4 2 3 4 4 4 5e a d d b d c d= + + +  

5 5 2 5 4 5 5e a d b d c d= + +  6 6 5e c d=  

1 1 2 1 4 1 5f a e b e c e= + +  2 2 2 2 4 2 5 1f a e b e c e e= + + +  

3 3 2 3 4 3 5f a e b e c e= + +  4 4 2 4 4 4 5 3f a e b e c e e= + + +  

5 5 2 5 4 5 5f a e b e c e= + +  6 6 5f c e=  

 

The derivative component of the control signal is ignored. The sliding surface of the control 

system (t) is given in (22). 

( ) ( )
4

4

0

i

i

i

t k e
−

=

=  (22) 

 

where ki are the coefficients of the polynomial (23) satisfying Hurwitz criterion and k0 = 1. A 

polynomial (s) of a complex variable is considered to be the Hurwitz polynomial if the following 

two conditions are satisfied: 1) (s) is real when s is real; 2) The roots of (s) have real parts which 

are zero or negative. 
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The second control signal obtained from the SMC algorithm can be rewritten as, 
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( ) ( ) ( ) ( ) ( )
5 4 4

5 5 4

2

1 1 06

1 i i

ref i i i i
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u t y t f x k e Ksgn k e
f
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In this work, the stability of the SMC framework is evaluated according to the Lyapunov criterion. 

A nonlinear Lyapunov control function is chosen as (25). This function is positive definite x  

0. 

( ) 21

2
V x =  (25) 

 

Taking the derivative of (25), we get (26). 

( )V x =  (26) 

 

Taking the derivative of the sliding surface (22), we get (27). 

( ) ( )
4

5

0

i

i

i

t k e
−

=

=  (27) 

 

Equation (28) is obtained by taking the 5th derivative of (4). 

( ) ( ) ( ) ( ) ( ) ( )5 5 5

refe t y t y t= − +  (28) 

 

Assuming that the coefficient k0 = 1, combining (16), (21), (27), and (28), we get (29). 

( ) ( ) ( ) ( )
5 4

5 5

6

1 1

i

i i ref i

i i

f x f u t y t k e
−

= =

 
= − + + + 

 
   (29) 

 

Substituting (22), (24) and (29) into (26), we get (30). This equation shows that the derivative of 

the Lyapunov control function is negative definite x  0. Combining (25) and (30), the system is 

considered stable. 

( ) ( )V x sgn = −  (30) 

 

The final control signal is synthesized from the two component signals (Figure 2). 

( ) ( ) ( )1 2u t u t u t= +  (31) 
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This combination provides stability for the system. This has been mentioned in [53, 54]. System 

performance is guaranteed based on the optimization of controller parameters. These parameters 

are chosen so that the system’s tracking error is minimal. 

 

 

Figure 2. Proposed hybrid control scheme  

The coefficients of (5) are optimally selected using a Genetic Algorithm (GA) to ensure that the 

combination between the two signals is optimal. The proposed algorithm can help determine 

optimal values under certain conditions and is described through three basic processes: natural 

selection, crossover, and mutation. The algorithm is conceptualized in Figure 3a. 
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a b 

Figure 3. Genetic algorithm 

(a) Flow chart of GA (b) Fitness value as a function of generation 

Firstly, we need to encode the problem solution by turning it into a sequence of chromosomes. 

This can be simplified by finding the fitness function J(), where  is  a vector i.e.,  

 1 2 3, , , ,
T

n    =  (32) 

 

Any sequence of chromosomes is represented as a vector i as follows,     

1
_ _

_

0

2
2 1

i

i

L
i max i min j

i i min ijL
j

s
 

 
−

=

−
= +

−
  (33) 
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The length of the binary string Li is determined based on the desired precision i. We can calculate 

Li through i and i as given in (34). 

_ _

2

i max i min

i

i

L log
 



− 
=  

 
 (34) 

 

In the next step, we need to determine the fitness function J() that corresponds to fitness of 

individuals. So,  

( )fitness J C= +  (35) 

 

where C is a positive constant. The dominant individuals will then have to go through the process 

of natural selection. The higher the fitness of chromosomes, the greater their probability of being 

selected. The intensity of selection (𝐼) is determined by (36).     

       

2 1M M
I



−
=  (36) 

 

where M2 is the population's average fitness after selection, and M1 is the population's average 

fitness before selection. 

The subjects then need to go through the crossover process in which chromosomes share 

information. The offspring chromosomes produced by the parents are expected to be of higher 

quality. Many studies report that the probability of crossover is quite large. If we use regular 

crossover, its probability can be as high as 100%, while this number is lower if we use single-point 

crossover (37) or two-point crossover (38). In general, their values are usually greater than 0.7. 

1 1

1

2
c L

L
p

−

−
=  (37) 

 

2

1

2
c L

L
p

−
=  (38) 

 

Finally, the offspring chromosomes need to undergo the mutation process. This operation helps to 

change the genetic structure of individuals to increase diversity in population structure. However, 

the probability of mutation occurrence is relatively low to avoid disturbing the population. 

Each population should be selected based on a specific size. The computation process can converge 

very quickly if the population size is small, leading to inaccuracy and vice versa. The population 

size can be determined by (39). In general, if the nonlinearity of the problem increases, the 

population size also gets increased. 
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2kN O
d

 
  

 
 (39) 

   

where 2 is the variance and d2 is the difference between the local and global values. 

The conditions for the GA computation must be selected appropriately before starting to run the 

algorithm. The choice of these values can affect the sensitivity of the algorithm. 

Firstly, the population size (N) should not be chosen too large because it will make the search 

process more time consuming. On the contrary, if this size is too small, the search scope will be 

narrow resulting in quick convergence, which leads to an increase in the error value. The 

population size depends on the length of the chromosome string (L) or the deviation of the values 

according to (39). The population size is optimal when the value of L is between 20 and 30. 

Secondly, the search range is used as a reference solution. The optimal values are determined 

within this range. The choice of these values depends on the control designer’s experience. The 

present work determines the range of search values based on previous experimental simulation 

results. 

Thirdly, the position of the decimal point and the number of significant digits in encoding 

significantly affect the optimal values. The accuracy of the results increases as the optimal values 

increase. However, this may affect the computation speed. Typically, the position of the decimal 

point is between 2 and 4, while the number of significant digits is between 3 and 6. 

Fourthly, the crossover probability is calculated using (37) or (38). As mentioned above, this value 

is usually between 70% and 100%. If the crossover probability is more significant (approximately 

100%), chromosome information from parent to child will not be preserved. In contrast, single-

point or two-point crossover methods with a probability of 80% can help preserve chromosome 

information better, but the searchability will be lower. 

Fifthly, the mutation probability should be appropriately chosen because it can cause disturbance 

to the population. In this work, the selected mutation probability is 0.2. 

Finally, the number of generations and stopping conditions must also be determined. If the number 

of generations is small, the calculation process will occur quickly, and vice versa. In this work, the 

number of generations selected is 1000. The optimal calculation program only stops when it has 

run for 1000 generations or 700 consecutive generations without the error exceeding the threshold 

value. The results illustrated in Figure 3b show the convergence of the fitness value after 1000 

generations. The outstanding convergence ability of the algorithm causes the value of the fitness 

function to quickly decrease to zero. 

After determining the optimal coefficients for the integrated controller, we obtain the PIDSMC-

GA based control law. However, these parameters are only optimal under the specific condition 

mentioned in the algorithm's derivation. The system's quality may degrade if uncertain external 
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stimuli are not considered in optimizing the control coefficients. In addition, the influence of 

disturbances (road reaction torque) also changes continuously and dramatically affects the 

system’s performance. Finally, the amplitude and frequency of the reference value also change in 

different cases leading to an increase in the tracking error. Therefore, it is necessary to flexibly 

adjust the controller's parameters to adapt to specific conditions. To solve this problem, we propose 

a fuzzy algorithm to flexibly fine-tune the optimal controller parameters. These parameters are 

adjusted for a range of values relative to the optimal value previously determined by GA, thus 

improving the overall quality of the control system. The combination of GA and fuzzy provides 

superior results in adjusting parameter values. This has been achieved by first calculating the 

optimal adjustment range using the GA instead of just choosing an arbitrary range empirically. 

The fuzzy algorithm proposed in this research has three inputs. The first input is the road reaction 

torque, while the second and third inputs relate to the reference signals (amplitude A and frequency 

). Only the kP and kI coefficients are adjusted to improve the system's adaptability, while the kD 

coefficient remains fixed (to reduce sensitivity's influence, the value of kD should be small). The 

membership functions of the fuzzy system are shown in Figure 4 and Figure 5 corresponding to 

the coefficients kP and kI respectively. Looking at Figure 4, there are three types of membership 

functions used for the three inputs: GAUSSMF (Gaussian membership function), TRIMF 

(triangular membership function), and TRAPMF (trapezoidal membership function). For the kI 

coefficient (Figure 5), TRIMF and TRAPMF functions are used. The mathematical model of the 

membership functions is given as follows: 

GAUSSIMF: 

( )

2
1

2

x c

MF x e 

− 
−  

 =  (40) 

 

TRIMF: 

( )

0

0

MF

x a

x a a x b

b a
x

c x b x c

c b

x c






−  

 −

= 
−  

 −
 

 (41) 

 

TRAPMF:         
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( )

0

1

0

MF

x a

x a a x b

b a

x b x c

d x c x d

d c

x d






−  


−


=  
 −  


−
 

 (42) 

 

where a, b, c, and d are specific values of the membership function. 

 

Figure 4. Membership functions of kP 

The first input of the fuzzy algorithm for coefficient kP has five membership functions 

(GAUSSMF) as shown in Figure 4. Unlike kP, the first input of the fuzzy algorithm for kI has seven 

membership functions (2 TRAPMF and 5 TRIMF) (Figure 5). These functions are divided into 

corresponding levels of the system, including VLN (very large negative), LNE (large negative), 

NEG (negative), NEU (neutral), POS (positive), LPO (large positive), and VLP (very large 

positive). The second and third inputs in Figure 4 and Figure 5 are similar. This is because the 
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influence of road reaction torque (the first input) is much more significant compared to the other 

factors. 

 

Figure 5. Membership functions of kI 

Fuzzy surfaces are shown in Figure 6 (for the coefficient kP) and Figure 7 (for the coefficient kI). 

Fuzzy surfaces describe the relationship between inputs and outputs. The third input is represented 

through the internal links of the fuzzy surface. These surfaces are established based on fuzzy rules. 

Table 2 and Table 3 list the fuzzy rules used to adjust the values of the coefficients kP and kI 

respectively. The symbols for the output include ZE (zero), LO (low), NO (normal), HI (high), 

VH (very high), and EH (extremely high). In general, fuzzy rules and degrees of membership 

functions are often established based on the control designer’s experience, which may be gained 

from previous simulations or experimentations. 

 

Table 2. Fuzzy rules for the coefficient kP 

1st input 2nd input 3rd input Output 1st input 2nd input 3rd input Output 

LNE NEG NEG VH NEU NEU POS LO 

LNE NEG NEU HI NEU POS NEG NO 
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LNE NEG PSO VH NEU POS NEU LO 

LNE NEU NEG HI NEU POS POS NO 

LNE NEU NEU NO POS NEG NEG HI 

LNE NEU PSO HI POS NEG NEU NO 

LNE PSO NEG VH POS NEG POS HI 

LNE PSO NEU HI POS NEU NEG NO 

LNE PSO PSO VH POS NEU NEU LO 

NEG NEG NEG HI POS NEU POS NO 

NEG NEG NEU NO POS POS NEG HI 

NEG NEG PSO HI POS POS NEU NO 

NEG NEU NEG NO POS POS POS HI 

NEG NEU NEU LO LPO NEG NEG VH 

NEG NEU PSO NO LPO NEG NEU HI 

NEG PSO NEG HI LPO NEG POS VH 

NEG PSO NEU NO LPO NEU NEG HI 

NEG PSO PSO HI LPO NEU NEU NO 

NEU NEG NEG NO LPO NEU POS HI 

NEU NEG NEU LO LPO POS NEG VH 

NEU NEG PSO NO LPO POS NEU HI 

NEU NEU NEG LO LPO POS POS VH 

NEU NEU NEU ZE     

 

Table 3. Fuzzy rules for the coefficient kI 

1st input 2nd input 3rd input Output 1st input 2nd input 3rd input Output 

VLN NEG NEG EH NEU NEU POS LO 

VLN NEG NEU VH NEU POS NEG NO 

VLN NEG POS EH NEU POS NEU LO 

VLN NEU NEG VH NEU POS POS NO 

VLN NEU NEU HI POS NEG NEG HI 

VLN NEU POS VH POS NEG NEU NO 

VLN POS NEG EH POS NEG POS HI 

VLN POS NEU VH POS NEU NEG NO 

VLN POS POS EH POS NEU NEU LO 

LNE NEG NEG VH POS NEU POS NO 

LNE NEG NEU HI POS POS NEG HI 

LNE NEG POS VH POS POS NEU NO 

LNE NEU NEG HI POS POS POS HI 

LNE NEU NEU NO LPO NEG NEG VH 

LNE NEU POS HI LPO NEG NEU HI 

LNE POS NEG VH LPO NEG POS VH 

LNE POS NEU HI LPO NEU NEG HI 

LNE POS POS VH LPO NEU NEU NO 

NEG NEG NEG HI LPO NEU POS HI 

NEG NEG NEU NO LPO POS NEG VH 



18 
 

NEG NEG POS HI LPO POS NEU HI 

NEG NEU NEG NO LPO POS POS VH 

NEG NEU NEU LO VLP NEG NEG EH 

NEG NEU POS NO VLP NEG NEU VH 

NEG POS NEG HI VLP NEG POS EH 

NEG POS NEU NO VLP NEU NEG VH 

NEG POS POS HI VLP NEU NEU HI 

NEU NEG NEG NO VLP NEU POS VH 

NEU NEG NEU LO VLP POS NEG EH 

NEU NEG POS NO VLP POS NEU VH 

NEU NEU NEG LO VLP POS POS EH 

NEU NEU NEU ZE     

 

 

Figure 6. Fuzzy surface for the coefficient kP 
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Figure 7. Fuzzy surface for the coefficient kI 

3. Results 

Numerical computations and simulations were performed in the MATLAB-Simulink environment. 

This process was performed by a PC system with the following technical configuration: CPU i9-

12900K, 32 GB of RAM, and a 512 GB SSD. 

 

3.1.Conditions 

The parameters of the EPS system are shown in Table 4. These values are referred in [44]. The 

input to the simulation setup is road reaction torque (Tr). There are three cases shown in Figures 

8, 9, and 10. The magnitude of Tr is varied considering four scenarios: (a) Tr = 2 Nm, (b) Tr = 4 

Nm, (c) Tr = 6 Nm, and (d) Tr = 8 Nm. The reference signal is categorized into two types 

corresponding to two conditions (A = 1 rad,  = 1 rad/s and A = 2 rad,  = 2 rad/s). The outputs 

from the simulation setup are the change in motor angle, steering column angle, and current. These 

results are evaluated based on the error between the actual signal and the desired signal. 

Table 4. Electric steering specifications 

Symbol Value Unit Symbol Value Unit 

Ic 0.04 kgm2 Kt 0.05 NmA-1 

Im 0.0004 kgm2 N 13.65 - 

Bc 0.072 Nmsrad-1 Rm 0.37  

Bm 0.0032 Nmsrad-1 rp 0.007 m 

Br 3820 Nsrad-1m-1 Mr 32 kg 

Kc 115 Nmrad-1 Lm 0.0056 H 

Kr 43000 Nrad-1m-1    
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In each scenario, we used two simulation situations as detailed below: 

+ The first situation: The EPS system is controlled by the optimal and integrated algorithm 

(PIDSMC-GA). The controller parameters are optimized by GA and do not change under the 

investigated conditions. 

+ The second situation: The EPS system is controlled by the intelligent, optimal and integrated 

algorithm (FPIDSMC-GA). The controller parameters are dynamically fine-tuned based on 

previously defined optimal values. This helps to improve the system's adaptability to different 

conditions. 

 

Figure 8. Road reaction torque − 1st case 

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 
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Figure 9. Road reaction torque − 2nd case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 
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Figure 10. Road reaction torque − 3rd case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

3.2.Simulation results 

3.2.1. The first condition (A = 1 rad,  = 1 rad/s) 

The reference signal for the motor angle is a periodic sinusoidal. Three cases are investigated under 

this condition, corresponding to the road reaction torques. 

The first case: 

The first case refers to the use of road disturbance in the form of a periodic sinusoidal function 

(Figure 8). This case has four scenarios corresponding to four levels of stimulation from the road 

surface. Therefore, the simulation results are illustrated as figures with four corresponding 

subplots. 
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Figure 11 depicts the change in motor angle throughout the simulation time (10s). In the first 

scenario, the PIDSMC-GA and FPIDSMC-GA signals closely track the reference signal (Figure 

11a). The maximum error in the motor angle is found to be 0.24 for the situation applying the 

PIDSMC-GA. This is further reduced to 0.19 in case of applying the FPIDSMC-GA. 

Additionally, the value of the average error calculated according to the RMS criterion is also very 

small, which is 0.09 and 0.04 in case of PIDSMC-GA and FPIDSMC-GA respectively.   In the 

second scenario, control signals follow the desired signal as illustrated in Figure 11b. For the 

PIDSMC-GA, the error reaches up to 0.30. When the FPIDSMC-GA controls the EPS system, 

the error between the reference signal and the actual output obtained is minimal and is only 0.19, 

which is similar to the first scenario. Looking at the RMS value, we notice that the average error 

does not change for the FPIDSMC-GA situation, while this figure increases by 0.05 for the other 

situation. 

In the following two scenarios (Tr = 6 Nm and Tr = 8 Nm), the value of the motor angle follows 

the desired value. The error between scenarios is almost unchanged when using the optimal 

integrated fuzzy algorithm (see Table 5). For the PIDSMC-GA, the error value increases as the 

road disturbance increases, but the change is relatively small. The amplitude of the reference signal 

is 1 rad  57.32, while the maximum error between the output signal and the reference signal is 

only 1.06. In general, both algorithms proposed in this research can guarantee the system's 

stability in the first case. 
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Figure 11. Motor angle − The first case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

In addition to monitoring the motor angle, the change in steering column angle has also been 

considered carefully. The value of the steering column angle is much smaller than the motor angle. 

Looking at Figure 12 closer, we can see that the trend in change of the steering column angle is 

similar to that of the motor angle. The output signals follow the set reference signal, even though 

the road reaction torque changes from Tr = 2 Nm to Tr = 8 Nm. Simulation results demonstrate 

that the maximum error in the steering column reaches up to 0.12 (for all the four scenarios) when 

the FPIDSMC-GA based control law is applied to control the EPS system. The difference in the 

average errors attained by PIDSMC-GA and FPIDSMC-GA is negligible. 
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Figure 12. Steering column angle − The first case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

Compared with HPS systems, EPS systems consume less energy. We have considered the energy 

consumption in an EPS system in simulation cases. Figure 13 depicts the change in current in 

different scenarios. According to the research findings, the maximum and average values of the 

current demonstrated by both PIDSMC-GA and FPIDSMC-GA are same.  In the first and second 

scenarios, the current value is quite small. This number increases twofold as the road disturbance 

increases up to 6 Nm, and it continues to rise with the increase in the value of Tr. 
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Figure 13. Current − The first case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

In the first case, system stability is guaranteed in all scenarios when we used either of the two 

control algorithms proposed in this research. In the following, higher-frequency road excitation is 

used to investigate the system's stability. 

Table 5. Simulation results (1st case − 1st condition) 

 FPIDSMC-GA PIDSMC-GA 

Tr 

(Nm) 
2 4 6 8 2 4 6 8 

Error 

m_max () 
0.19 0.19 0.19 0.20 0.24 0.30 0.66 1.06 
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Error 

m_RMS () 
0.04 0.04 0.05 0.07 0.09 0.14 0.34 0.53 

Error 

c_max () 
0.12 0.12 0.12 0.12 0.12 0.12 0.13 0.13 

Error 

c_RMS () 
0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.04 

Value 

im_max (A) 
2.06 2.06 4.61 7.54 2.05 2.06 4.61 7.54 

Value 

im_RMS (A) 
0.78 1.10 3.01 4.96 0.78 1.10 3.01 4.96 

 

The second case: 

Random road disturbances are used in the second case (Figure 9). The simulation results included 

motor angle, steering column angle and current. The change in motor angle is depicted by the 

subplots in Figure 14. In the first scenario (Tr = 2 Nm), the output signals from both control laws 

follow the reference signal (Figure 14a). The maximum errors in case of PIDSMC-GA and 

FPIDSMC-GA are 1.17 and 0.32 respectively, while the corresponding RMS errors are 0.45 

and 0.11. Once the value of road disturbance increases, the difference between these values 

becomes larger. In the second scenario (Tr = 4 Nm), the maximum error between the output signal 

and the reference signal when using the PIDSMC-GA and FPIDSMC-GA is 2.00 and 0.55. The 

average error value is decreased to 0.19 by applying FPIDSMC-GA control law compared to 

PIDSMC-GA (where it is 0.81 as illustrated in Figure 14b). 
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Figure 14. Motor angle − The second case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

Looking at Figure 14c more closely, we can see a difference between the output signal and the 

desired signal in case of PIDSMC-GA. According to the simulation results, the maximum error in 

this case goes up to 3.01, while the average error is 1.19. Compared to the first case, this error 

increases by 4.5 times as illustrated in Figure 14c. This indicates that the optimal parameters of 

the controller are only suitable for specific conditions. When these conditions change, the control 

performance and so as the quality of the system can be affected. However, the impact in this 

scenario is not significant. If the parameters of the optimal controller are dynamically adjusted by 

the fuzzy algorithm, the system's response is more efficient. The output signal obtained from the 

FPIDSMC-GA controller follows the reference signal (Figure 14c). The difference between the 

performance achieved by FPIDSMC-GA and reference is inconsiderable and is 0.76 (maximum 

value) and 0.27 (average value). 
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The final scenario shows the system's stability under the most severe conditions (Tr = 8 Nm). There 

is a significant difference between the results obtained from the PIDSMC-GA and FPIDSMC-GA 

based control laws. In case of e the PIDSMC-GA controller, the system's response is not 

sustainable. The value of the error can reach up to 4.05 With the average error reaching 1.55 

calculated according to the RMS criterion. On the contrary, the value of the motor angle follows 

the reference signal at all times in case of FPIDSMC-GA (Figure 14d). Therefore, their error values 

are minor, 0.97 (maximum) and 0.33 (average). These error values are 4.18 time and 4.70 time 

lower than the corresponding values achieved earlier in case of the PIDSMC-GA controller. This 

difference in errors between the two control laws demonstrate over-performance of FPIDSMC-

GA based controller compared to PIDSMC-GA control law. 

 

Figure 15. Steering column angle − The second case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 
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The trend in change of steering column angle is similar to that of motor angle. Figure 15 shows 

that the output signal followed the reference signal in the first scenario (Figure 15a) as well as in 

the second scenario (Figure 15b). If road disturbance increases, the results achieved from the 

PIDSMC-GA controller cannot precisely follow the reference signal (Figure 15c). The output 

signal obtained deviates from the reference signal when the road reaction torque increases as 

shown in Figure 15d. According to simulation results, the maximum error of the steering column 

angle is 0.35 when we use the PIDSMC-GA to control the EPS system. Application of the 

FPIDSMC-GA permits reducing the maximum error as well as the average error by a factor of 

three, which is a significant improvement in achieving better control performance. Table 6 presents 

the corresponding results of the second case with first condition.  

 

Figure 16. Current − The second case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 
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Figure 16 illustrates the energy consumption when using electric steering in different scenarios. If 

the value of Tr is increased, the control current also increases. The maximum value of im can be up 

to 11.29A corresponding to Tr = 8 Nm (Figure 16d). The difference between two signals received 

from the two controllers (FPIDSMC-GA and PIDSMC-GA) under discussion is insignificant. 

Table 6. Simulation results (2nd case − 1st condition) 

 FPIDSMC-GA PIDSMC-GA 

Tr 

(Nm) 
2 4 6 8 2 4 6 8 

Error 

m_max () 
0.32 0.55 0.76 0.97 1.17 2.00 3.01 4.05 

Error 

m_RMS () 
0.11 0.19 0.27 0.33 0.45 0.81 1.19 1.55 

Error 

c_max () 
0.12 0.12 0.12 0.12 0.12 0.17 0.26 0.35 

Error 

c_RMS () 
0.02 0.02 0.03 0.04 0.04 0.06 0.09 0.12 

Value 

im_max (A) 
5.41 6.81 8.67 11.29 5.38 6.81 8.66 11.22 

Value 

im_RMS (A) 
2.93 3.28 3.90 4.66 2.93 3.28 3.91 4.67 

 

The third case: 

The third case represents and simulates a more extreme condition. Here, the excitation signal from 

the road surface has a rectangular pulse (Figure 10). The value of this signal increases rapidly from 

zero to peak and thus, it is a suitable signal to analyze stability of the steering system. 
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Figure 17. Motor angle − The third case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

In the first case (Figure 11a) and the second case (Figure 14a), both output signals obtained from 

the two controllers follow the reference signal. This is not true in the third case. If we apply the 

PIDSMC-GA optimization algorithm to the EPS system, the error between the output signal and 

the desired signal turns out to be 2.53 for the first scenario (Figure 17a). However, application of 

FPIDSMC-GA permits having better trajectory tracking with a maximum error of no more than 

1. In the second scenario (Tr = 4Nm), the error between the output signal obtained from the 

controllers and the reference signal increases. The maximum values of errors are 4.78 and 1.63 

for the PIDSMC-GA and FPIDSMC-GA situations respectively (Figure 17b). 

A more considerable difference can be seen in the third scenario. According to Figure 17c, the 

value obtained from the PIDSMC-GA fluctuates around the reference value at times corresponding 

to the excitation pulse from the road surface. Consequently, the maximum value of error can be as 
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high as 7.05 while the RMS error is 2.40. However, the output signal obtained from the 

FPIDSMC-GA controller still closely follows the desired signal. At some point, this signal may 

fluctuate slightly but not significantly. According to the results illustrated in Figure 17c, the 

maximum error in FPIDSMC-GA is only 2.26, which is 32.06% compared to the situation where 

only the PIDSMC-GA controller is applied. This over-performance of FPIDSMC-GA is primarily 

due to the flexible adjustment of controller parameters based on the fuzzy algorithm. System 

responsiveness and stability are guaranteed under many different conditions.  

In the last scenario (Tr = 8 Nm), the difference between the desired and actual values increases 

rapidly if the controller parameters are not dynamically tuned. Figure 17d shows that the output 

signal obtained from PIDSMC-GA does not adequately track the reference signal. The maximum 

value of the error can be up to 9.41, which is 16.42% of the oscillation amplitude of the desired 

signal. Application of the fuzzy algorithm to adjust the controller's parameters to adapt well to 

different conditions improves the control performance.  This situation results in a maximum error 

value of 3.32 only, which is 35.28% of the situation corresponding to PIDSMC-GA. The value 

of the RMS error when PIDSMC-GA is applied is 3.25, which does not exceed 1 in the situation 

with the FPIDSMC-GA. These results establish the superiority of combining the fuzzy algorithm 

with the PIDSMC-GA optimization algorithm proposed in the present research. Some recent 

studies [29, 44, 52] illustrate that the output signal can be affected by road disturbances. 

Figure 18 gives information about the change in steering column angle over time. In the first 

scenario, the signal difference is insignificant (Figure 18a). In the second scenario, the error 

between the output signal and the desired setpoint is evident for the PIDSMC-GA situation. The 

excitation pulse from road disturbance increases the error (Figure 18b). In the third scenario, the 

signal obtained from the PIDSMC-GA fluctuates around the set signal with a maximum and 

average errors of 0.55 and 0.18 respectively. In contrast, when applying the FPIDSMC-GA 

based control law, the output signal still closely follows the reference signal with minor errors 

(max = 0.28 and RMS = 0.06). Figure 18d shows that the difference between the results is largest 

when Tr = 8 Nm. According to this finding, the maximum value of the error can reach up to 0.75 

with the control based on PIDSMC-GA. However, the system's stability is guaranteed once we 

apply the intelligent adaptive algorithm (FPIDSMC-GA) to control the EPS system. Based on the 

ability to flexibly fine-tune the controller’s parameters, the FPIDSMC-GA can potentially help to 

improve the system stability and adaptability under more severe conditions. 
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Figure 18. Steering column angle − The third case 

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

According to Figure 19, the change in the current signal in both situations is similar. In general, 

the peak value in FPIDSMC-GA is slightly higher than the corresponding value in PIDSMC-GA, 

but the average value calculated according to the RMS criterion is equivalent in both control 

algorithms thus indicating same average energy consumption. These results can be seen in Table 

7. 
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Figure 19. Current – The third case 

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

In the first condition (A = 1 rad,  = 1 rad/s), the output signals follow the reference signal if the 

excitation from the road surface is small. If the value of  𝑇𝑟 increases, the error also increases 

proportionally. In the third case, the output signal obtained from the PIDSMC-GA controller 

cannot follow the reference signal at many times. This can negatively affect system stability. 

However, if we use the fuzzy algorithm to adjust the parameters of the PIDSMC-GA controller 

(which becomes FPIDSMC-GA), the system's responsiveness and adaptation can be guaranteed.  

In the second condition, the reference signal will be changed to investigate the adaptation of the 

new algorithm proposed in this research. 

Table 7. Simulation results (3rd case − 1st condition) 
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 FPIDSMC-GA PIDSMC-GA 

Tr 

(Nm) 
2 4 6 8 2 4 6 8 

Error 

m_max () 
0.97 1.63 2.26 3.32 2.53 4.78 7.05 9.41 

Error 

m_RMS () 
0.28 0.47 0.65 0.83 0.75 1.52 2.40 3.25 

Error 

c_max () 
0.15 0.20 0.28 0.40 0.20 0.37 0.55 0.75 

Error 

c_RMS () 
0.03 0.04 0.06 0.09 0.06 0.11 0.18 0.25 

Value 

im_max (A) 
5.74 10.14 14.81 19.71 5.75 9.93 14.32 18.70 

Value 

im_RMS (A) 
3.10 3.77 4.77 5.92 3.11 3.78 4.77 5.91 

 

3.2.2. The second condition (A =2 rad,  = 2 rad/s) 

In the second condition, the amplitude as well as the frequency of the reference signal are doubled. 

We investigate the changes in output signals in three cases. 

The first case: 

The first case uses periodic sinusoidal road surface noise as shown in Figure 8. Like in the first 

condition, the value of the motor angle obtained from the two controllers closely follows the 

reference signal (Figure 20).  For PIDSMC-GA controller, the difference between the error is more 

considerable. In the first scenario, the resulting error values are 1.12 (max) and 0.64 (average) 

(Figure 20a). As Tr increases, the error values increase slightly to 1.27 and 0.70 for the second 

scenario (Figure 20b), 1.54 and 0.85 for the third scenario (Figure 20c) and 1.81 and 0.96 for 

the final scenario (Figure 20d). In general, the difference between these error values is not 

significant. For FPIDSMC-GA controller, an error of 0.91 (max) and 0.27 (average) is observed. 

These values do not change even though Tr increases (see results in Table 8). Optimizing controller 

parameters using the GA can help to ensure system stability under certain conditions. 
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Figure 20. Motor angle − The first case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

The difference in the values of steering column angle in these scenarios is not significant. 

According to Figure 21, the maximum difference between all scenarios is only 0.42 (for both 

simulation situations). Their average error value is only 0.14 for FPIDSMC-GA, which is 0.01 

lower than the PIDSMC-GA scenario. This shows that optimizing the parameters of the integrated 

algorithm using the GA has the potential to increase system efficiency.  
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Figure 21. Steering column angle − The first case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

In the second condition, the amplitude and frequency of the reference signal increase. In order for 

the output signal to accurately follow the set signal, the EPS system needs to use a larger current, 

i.e., consume more power than the first condition (Figure 13 and Figure 22). Figure 22a shows that 

the maximum value of im is 7.69A (PIDSMC-GA) and 7.75A (FPIDSMC-GA) when Tr = 2Nm. 

These figures increase sharply to 13.97A with Tr = 8Nm (Figure 22d). In conclusion, there is no 

difference in power consumption between the two scenarios: FPIDSMC-GA and PIDSMC-GA. 
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Figure 22. Current − The first case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

Table 8. Simulation results (1st case − 2nd condition) 

 FPIDSMC-GA PIDSMC-GA 

Tr 

(Nm) 
2 4 6 8 2 4 6 8 

Error 

m_max () 
0.91 0.91 0.91 0.91 1.12 1.27 1.54 1.81 

Error 

m_RMS () 
0.27 0.27 0.27 0.27 0.64 0.70 0.85 0.96 

Error 

c_max () 
0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 
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Error 

c_RMS () 
0.14 0.14 0.14 0.14 0.15 0.15 0.15 0.15 

Value 

im_max (A) 
7.75 8.78 11.33 13.97 7.69 8.78 11.33 13.97 

Value 

im_RMS (A) 
2.86 4.14 5.55 7.03 2.86 4.13 5.54 7.03 

 

The second case: 

The second case simulates the output signal variation under random disturbance from the road. As 

evident in Figure 23, the value of the motor angle obtained from both controllers closely follows 

the reference signal, with minor errors in the first and second scenarios. According to Table 9, the 

maximum error in the motor angle obtained from FPIDSMC-GA and the reference signal is only 

0.91 for the first (Figure 23a), second (Figure 23b), and third (Figure 23c) scenarios. This value 

slightly increases to 0.92 (after rounding) for the final scenario (Figure 23d). The average values 

calculated according to RMS criteria are 0.22, 0.25, 0.33 and 0.38 for first, second, third and 

final scenarios respectively. These results demonstrate strong adaptability of the FPIDSMC-GA 

to the changes in simulation conditions. 
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Figure 23. Motor angle − The second case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

With the PIDSMC-GA, the system's stability is met only under certain conditions. In the first and 

second scenarios, the output follows the reference signals with an error not exceeding 2. However, 

the error increases to nearly 4 in the final scenario (Figure 23d). The value of the steering column 

angle follows the desired signal in all the four scenarios when the PIDSMC-GA is used to control 

the EPS system (Figure 24). When the FPIDSMC-GA algorithm is applied to the system, the signal 

difference is similar to the one above. These results are presented in Table 9. 
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Figure 24. Steering column angle − The second case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

Figure 25 illustrates energy consumption of the EPS system in the scenarios under discussion.  

Compared to the first condition, the current used in this condition has a more considerable value. 

As the road reaction torque increases, the peak as well as average values of current also increases.  
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Figure 25. Current − The second case  

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

Table 9. Simulation results (2nd case − 2nd condition) 

 FPIDSMC-GA PIDSMC-GA 

Tr (Nm) 2 4 6 8 2 4 6 8 

m_max error () 0.91 0.91 0.91 0.92 1.73 1.98 2.78 3.86 

m_RMS error () 0.22 0.25 0.33 0.38 0.74 0.95 1.30 1.61 

c_max error () 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 
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c_RMS error () 0.09 0.05 0.09 0.09 0.11 0.08 0.13 0.15 

im_max value (A) 7.77 8.79 11.27 13.74 7.71 8.75 11.21 13.67 

im_RMS value (A) 2.77 3.31 3.91 4.70 2.77 3.32 3.91 4.71 

 

The third case: 

The difference between the signals is more evident in the third case. According to the research 

findings, the value of the motor angle obtained from the PIDSMC-GA controller cannot follow 

the desired signal (Figure 26). The error becomes higher at times corresponding to the excitation 

pulse from the road surface. The maximum difference between these two signals is found to be 

2.48 for the first scenario (Figure 26a), 4.68 for the second scenario (Figure 26b), and 6.95 for 

the third scenario (Figure 26c). If road disturbance is increased up to 8 Nm, the difference between 

the actual and desired signals can be as high as 9.34 (Figure 26d). However, if we use the fuzzy 

algorithm to dynamically adjust the controller parameters, the error between the desired signal and 

the actual signal can be reduced. According to Table 10, the maximum error in the FPIDSMC-GA 

is only 5.73 for the fourth scenario (Figure 26d), while the average error in this case is only 0.63, 

much smaller than the corresponding situation in the PIDSMC-GA based control law.  In all the 

four scenarios, the output signal with the application of the FPIDSMC-GA follows the reference 

signal with negligible error. 
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Figure 26. Motor angle − The third case 

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

The results in Figure 27 show that the value of the steering column angle does not follow the 

desired signal when using the PIDSMC-GA controller. This phenomenon is observed in case of 

the second, third, and fourth scenarios (Figures 27b, 27c, and 27d). This can be improved by 

changing the parameters of the integrated controller based on the fuzzy principle. The FPIDSMC-

GA intelligent hybrid algorithm helps in maintaining system stability under several complex 

conditions. 
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Figure 27. Steering column angle − The third case 

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

In the last case, power consumption is the greatest. As illustrated in Figure 28, the value of current 

can be up to 20.61 A for the PIDSMC-GA situation and 21.72 A for the FPIDSMC-GA situation.  

Their corresponding RMS values are 4.34 A and 4.39 A respectively. Compared to the first 

condition, the peak value of the current increases but the RMS value decreases. In general, the 

current used in this case has a significant amplitude but is still within the allowable limit. 



47 
 

 

Figure 28. Current − The third case 

(a) Tr = 2 Nm, (b) Tr = 4 Nm, (c) Tr = 6 Nm, (d) Tr = 8 Nm 

Table 10. Simulation error results (3rd case − 2nd condition) 

 FPIDSMC-GA PIDSMC-GA 

Tr (Nm) 2 4 6 8 2 4 6 8 

m_max error () 1.39 2.20 3.55 5.73 2.48 4.68 6.95 9.34 

m_RMS error () 0.21 0.35 0.49 0.63 0.64 1.02 1.51 2.04 

c_max error () 0.46 0.52 0.61 0.81 0.47 0.55 0.68 0.92 
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c_RMS error () 0.02 0.03 0.05 0.07 0.05 0.07 0.11 0.15 

im_max value (A) 10.41 13.82 17.65 21.72 10.19 13.30 16.73 20.61 

im_RMS value (A) 3.30 3.45 3.80 4.39 3.30 3.43 3.77 4.34 

 

3.2.3. Considering the influence of noise 

In a control system, noise cannot be completely eliminated. Noise can be generated from several 

sources, such as sensors, measurements, and electronic device noise. The two aforementioned 

conditions in subsections 3.2.1 and 3.2.2 analyzes the influence of disturbances without 

considering noise. In this section, the influence of noise in simulations and derivations is 

considered. Simulations are performed under the most robust conditions (A = 2 N/m,  = 2 rad/s, 

and Tr = 8 N/m). 

The first case: 

The change of state variables (motor angle, steering column angle, and current) in the first case is 

depicted in Figure 29. Figure 29a shows the change in motor angle, while Figure 29b provides 

information about the steering column angle. The difference in results between Figure 29a and 

Figure 20d (motor angle without noise) is negligible. The maximum error is unchanged (0.42), 

while the RMS error is slightly reduced. This is true for both algorithms: FPIDSMC-GA and 

PIDSMC-GA. Under the influence of noise, the steering column angle signal (Figure 29b) is 

sometimes slightly affected. As a result, the signal experiences slight vibrations instead of 

following a smooth curve. However, this influence is not significant. The integrated algorithm 

designed in this article guarantees output signal stability. 

The current signal strongly suffers from chattering because it is not the object being controlled 

(Figure 29c). Compared to the result in Figure 22d (without noise), the value of the current in this 

condition is increased. Simulation results show that the peak value and RMS value of the current 

are 16.63A and 8.59A respectively. These values are 2.66A and 1.56A higher than the 

corresponding values in the case of not considering noise. These results are obtained when the 

system is controlled by the FPIDSMC-GA based control law.  The results for the PIDSMC-GA 

scenario are similar to those for FPIDSMC-GA. 

 



49 
 

 

Figure 29. Simulation results with the noise − The first case 

(a) Motor angle (b) Steering column angle (c) Current  

The second case: 

Disturbances in the second case change continuously over time (the random function). The change 

in motor angle value is illustrated in Figure 30a. This is the controlled object, so its error is 

negligible even when the system is subjected to disturbances and noise. The maximum value of 

error in the motor angle is increased slightly by 0.03. If the system is controlled by the PIDSMC-

GA controller instead of the FPIDSMC-GA, the system error increases (see Table 11). Figure 30b 

shows that the steering column angle signal is affected by noise. However, this influence is not 

considerable and thus, it does not have a negative impact on the system. 
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Figure 30. Simulation results with the noise − The second case 

(a) Motor angle (b) Steering column angle (c) Current  

According to Figure 30c, noise significantly affects the current signal. These values fluctuate 

continuously, causing the maximum error to increase from 13.74 to 14.17 and the RMS error from 

4.70A to 5.35A when the system is controlled with the FPIDSMC-GA. The power consumption 

of the PIDSMC-GA controller is slightly larger than that of the FPIDSMC-GA. 

The third case: 

Figure 31 illustrates the change in output values when subjected to disturbances (impulse signals) 

and system noise. Compared to the two cases mentioned above, the influence in this case is more 

evident. Depending on the level of disturbances and noise, the output signals experience chattering. 

The controlled object (motor angle) is only slightly chattered (Figure 31a), while the steering 

column angle (Figure 31b) and current signal (Figure 31c) are greatly affected. As a result, the 

system error is increased. Moreover, the power consumption in this case is also higher. Simulation 

results are listed in Table 11. 
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Figure 31. Simulation results with the noise − The third case 

(a) Motor angle (b) Steering column angle (c) Current  

Table 11. Simulation results (with noise). 

 FPIDSMC-GA PIDSMC-GA 

 Sine Random Pulse Sine Random Pulse 

m_max error () 0.89 0.95 5.38 1.83 3.93 9.40 

m_RMS error () 0.14 0.32 0.57 0.96 1.70 3.32 

c_max error () 0.42 0.42 0.78 0.42 0.42 0.89 

c_RMS error () 0.05 0.06 0.10 0.08 0.14 0.26 
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im_max value (A) 16.63 14.17 21.50 16.59 14.21 20.31 

im_RMS value (A) 8.59 5.35 5.05 8.59 5.36 5.03 

 

Based on these results, we can make some remarks as follows: 

+ Road disturbance significantly impacts the stability of the steering system. As the value of Tr 

increases, the error between the output signal and the desired signal also increases. 

+ PIDSMC-GA optimally integrated controller can help to maintain system stability under certain 

conditions. However, system stability will not be guaranteed if road disturbances become more 

severe. 

+ Flexibly changing the parameter values of the integrated controller is a suitable solution in the 

form of the FPIDSMC-GA. This change can help the system to adapt to external conditions. 

Therefore, it improves system stability under complex conditions. 

+ Power consumption increases with the increase in road disturbance or the reference signal. When 

comparing the two scenarios, FPIDSMC-GA and PIDSMC-GA, we can see that the current used 

by them is the same. 

+ For objects controlled by the FPIDSMC-GA, the influence of noise is not significant. Regarding 

other objects, chattering occurs when the system is subjected to disturbances and noise. 

4. Conclusion 

In this research, we proposed the design of an optimally intelligent integrated algorithm 

FPIDSMC-GA to control the EPS system. A numerical simulation is performed to investigate the 

control performance. Road reaction torque Tr is considered as the external disturbance, and motor 

angle is the controlled signal. The value of Tr is varied in different scenarios. Simulation results 

demonstrate that the conventional optimization algorithm PIDSMC-GA cannot guarantee system 

stability under some complex conditions. To address this problem, we proposed FPIDSMC-GA 

which ensured that the values of the motor angle and steering column angle closely follow the set 

reference signal when the control law is used to control the EPS system. The error between the 

desired signal and the output signal is negligible, thus witnessing the superior performance of the 

FPIDSMC-GA based controller. The responsiveness and adaptability of the proposed control 

algorithm are guaranteed in several complex conditions. Therefore, the proposed control algorithm 

helps to improve system quality and stability. 

While there are several salient features of the proposed hybrid control algorithm, the work also 

bears a few limitations mentioned here: 1) The current generated from the proposed controller is 

quite large, which increases the energy consumption; 2) The influence of external disturbances 

(road reaction torque) and system noise on the current is significant, which causes this signal to be 

chattered; 3) Membership functions are established based on previous simulation experience 

without optimization; 4) Road reaction torque is assumed to be known instead of being accurately 
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calculated using a vehicle dynamics model. 5) The optimal reference value range is selected 

empirically based on previous simulation calculations. In the future, we plan to add an optimally 

calculated object (current) according to the RMS criterion to solve the first limitation and to 

propose ideal optimization methods to replace the conventional fuzzy algorithm with an adaptive 

optimal fuzzy algorithm to solve problems 2 and 3. In addition, the fourth issue can be solved by 

using complex vehicle motion models. Finally, the fifth problem is planned to be solved using 

intelligent self-learning algorithms (such as ANFIS, reinforcement learning, or deep learning) to 

interpolate and predict the ideal value ranges of physical automotive EPS systems. Additionally, 

conducting future experiments on a physical testbed is planned to further demonstrate the 

performance of the proposed algorithm. 
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