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LLM-guided Instance-level Image
Manipulation with Diffusion U-Net
Cross-Attention Maps
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Abstract

The advancement of text-to-image synthesis has introduced powerful generative mod-
els capable of creating realistic images from textual prompts. However, precise control
over image attributes remains challenging, especially at the instance level. While exist-
ing methods offer some control through fine-tuning or auxiliary information, they often
face limitations in flexibility and accuracy. To address these challenges, we propose
a pipeline leveraging Large Language Models (LLMs), open-vocabulary detectors and
cross-attention maps and intermediate activations of diffusion U-Net for instance-level
image manipulation. Our method detects objects mentioned in the prompt and present
in the generated image, enabling precise manipulation without extensive training or in-
put masks. By incorporating cross-attention maps, our approach ensures coherence in
manipulated images while controlling object positions. Our approach enables precise
manipulations at the instance level without fine-tuning or auxiliary information such as
masks or bounding boxes.

1 Introduction
Text-to-image synthesis, a field at the intersection of computer vision and natural language
processing, tackles the challenge of generating visually realistic images from textual descrip-
tions [8, 12, 15, 25, 26]. This area holds immense potential for various applications, from
revolutionizing human-computer interaction to creative content generation. The research
community has recognized this significance, evidenced by the development of increasingly
powerful text-to-image models such as Imagen [28], DALL-E 3 [4] and Stable Diffusion 3
[10].
However, this field has some challenges. Current models often struggle to capture the full
nuance of a text description, resulting in images that lack detail or contain nonsensical ele-
ments. Additionally, ensuring photorealism and semantic consistency across generated im-
ages remains a hurdle. Overcoming these obstacles is crucial, as it would pave the way for
a future where humans can seamlessly communicate their creative vision through text, with
machines acting as their capable artistic partners. Tackling these challenges can bridge the
gap between human imagination and visual representation.
Among these challenges, a particularly important one is that creating the precise prompt to
generate the desired image can be difficult. All desired image attributes should be conveyed
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through text, including those inherently complex or impossible to express accurately. Hence,
designing a method for precise image editing is a crucial task in the field of text-to-image
synthesis.
Previous research has tried to address the challenge of limited control in image editing.
However, some methods rely on fine-tuning of pretrained models [5, 11, 17, 27] which is
computationally expensive, require large amounts of data and may limit the range of edits.
Other methods such as [32] inject diffusion features and self-attention maps to generate a
new image while keeping details and appearance from the source one, limiting the range of
possible edits. Some methods enable image editing in a zero-shot manner via editing cross-
attention maps [9, 13], limiting only to object-type, not instance-level manipulations. Other
methods take auxiliary information such as masks [1, 2, 22], which is not always an option,
or generate it [7] to better localize the region of interest, limiting the set of resulting edits.
Wu et al. [33] proposed Self-correcting LLM-controlled Diffusion (SLD) that automatically
aligns the generated image with the user prompt. Firstly, it detects the objects described in
the user prompt using a Large-Language Model (LLM) and open-vocabulary detector. Then,
LLM finds inconsistencies between the user prompt and detection results and suggests the
modification. Then, it performs latent operations to edit the image. This loop is repeated un-
til LLM does not suggest any modifications. This method can be used not only for aligning
the image with the prompt but also for image manipulation directly. However, the editing
needs to be expressed through the text, limiting the manipulation precision.
To address the issues mentioned above, we propose a novel pipeline. Firstly, we utilize LLM
and an open-vocabulary detector to detect the objects mentioned in the prompt and presented
on the generated image in the same way as in [33]. This enables instance-level manipulations
without requiring any auxiliary information from the user. Then, we perform the instance-
level manipulation specified by the user. In contrast to [33] which performs latent operations
using unsupervised segmentation, our method utilizes the guidance on cross-attention maps
and intermediate activations of diffusion U-Net. This enables precise manipulation of such
attributes as position while preserving the original image details. Hence, our pipeline enables
to perform precise instance-level manipulations without fine-tuning or auxiliary information
while ensuring the preservation of original appearances.

2 Background & Related work
This section provides the necessary background and overview of the related research. Sec-
tion 2.1 describes the idea behind diffusion models, Section 2.2 describes the guidance and
Section 2.3 gives an overview of the related work.

2.1 Diffusion models
Diffusion models use text prompts to generate high-res images from noise through sequential
sampling [15, 18, 30]. The aim is to reverse a time-dependent destructive process where
noise corrupts data. A neural network εθ estimates either the denoised image or the noise
εt added to create the noisy image zt = αtx+σt ∗ εt . Training involves minimizing the loss
function:

L(θ) = Et∼U(1,T ),εt∼N (0,I)[||εt − εθ (zt ; t,y)||22], (1)

where εθ , often having a U-Net architecture with self- and cross-attention at different reso-
lutions, incorporates conditioning signal y such as text [26, 28]. Once the model is trained,
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the model can produce samples based on conditioning y by setting the noise zT ∼ N (0,I),
then iteratively estimating the noise and updating the noisy image using techniques such as
DDIM [29] or DDPM [15]:

ε̂t = εθ (zt ; t,y),zt−1 = update(zt , ε̂t , t, t −1,εt−1) (2)

2.2 Guidance
Diffusion models offer post-training adjustment through guidance, involving the composi-
tion of score functions [8, 19, 30]. Conditional samples can be generated using classifier
guidance, combining unconditional score function p(zt) with classifier p(y|zt) as p(zt |y) ∝

p(y|zt)p(zt) [8, 30]. Classifier guidance during sampling adjusts the estimated error term ε̂t :

ε̂t = εθ (zt ; t,y)− sσt∇zt log p(y|zt), (3)

where s sets guidance strength. This shifts sampling towards images the classifier considers
more likely [8]. Additionally, diffusion sampling can be guided using any energy function
g(zt ; t,y), not limited to classifier probabilities. Integrating such guidance yields high-quality
text-to-image samples with low energy according to function g:

ε̂t = (1+ s)εθ (zt ; t,y)− sεθ (zt ; t,∅)+ vσt∇zt g(zt ; t,y), (4)

where v denotes an additional guidance weight for g.

2.3 Diffusion-based Image editing
Image editing is a fundamental task in computer graphics, involving the manipulation of an
input image by incorporating various additional elements, such as labels and reference im-
ages. Recent advances in text-to-image diffusion models expand their use in image editing
tasks, including local and global edits.
Some methods attempted to solve this task by retraining or fine-tuning the diffusion model.
For instance, InstructPix2Pix [5] generates image editing dataset using GPT-3 [6], Stable
Diffusion [26] and Prompt-to-Prompt [13] and then trains a diffusion model on this dataset
to edit the image given the source image and editing prompt. Imagic [17] first optimizes the
text embedding to the input image, then fine-tunes the diffusion model to further improve
the fidelity, and interpolates between the original and optimized embeddings to generate the
resulting image. DreamBooth [27] fine-tunes the diffusion model to reconstruct the images
of a specific object and objects of that type to be able to generate new images of that object,
given only 3-5 images with it. In comparison, Gal et al. [11] proposed to optimize the vector
embedding associated with the specific object, rather than the diffusion model, to minimize
the reconstruction loss, given 3-5 images of that object. However, all these methods re-
quire retraining or fine-tuning of the diffusion model or optimization of the text embedding
which is computationally expensive and may limit the range of possible edits. In contrast,
our method does not change the diffusion model weights and text embeddings by utilizing
guidance.
Some methods attempted to perform image editing in a zero-shot manner. Tumanyan et al.
[32] proposed to inject self-attention maps and features from diffusion U-Net during gen-
eration to preserve the original appearances and details. Prompt-to-Prompt [13] achieves
certain types of image editing such as word addition, removal, and replacement by adding,
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removing or replacing corresponding cross-attention maps during generation. Self-Guidance
[9] utilizes guidance with cross-attention maps and intermediate features of diffusion U-Net
to manipulate such attributes as position, size, shape and appearance. However, since these
methods are based only on cross-attention maps, they can perform image editing only at the
object-type level (i.e., manipulate all objects corresponding to the word, not a single object),
but not at the instance level. In contrast, our method can perform instance-level manipula-
tions by extracting objects from the image using LLM and an open-vocabulary detector.
Blended Diffusion [1] blends the CLIP-guided [24] latents with the original image at ev-
ery diffusion image using the user-specified mask to achieve region-based image editing.
Blended Latent Diffusion [2] further develops this idea by applying the same operation in
the latent space rather than in the pixel space. DragonDiffusion [22] manipulates the inter-
mediate features of the diffusion model to perform different types of edits such as position
change, resizing and object pasting, given the necessary editing masks. However, these ap-
proaches require mask specifying the region of interest as an input which is not always an
option. DiffEdit [7] automatically generates the editing mask based on the difference be-
tween the source and query prompts, then, at some diffusion steps, it blends the generation
results from the query prompt with the source image. However, the generated mask is not
precise. Such an approach also does not enable instance-level manipulations and limits the
range of possible edits. In contrast, our method extracts the bounding boxes corresponding
to every object mentioned in the prompt using LLM and an open-vocabulary detector. This
enables to extract precise regions of interest without limiting the set of possible edits.
Self-correcting LLM-controlled Diffusion (SLD) [33] utilizes a different approach. Firstly,
it extracts a set of objects from the prompt using LLM and detects them on the image. Then,
LLM suggests necessary edits to make the image align with the prompt. Finally, it performs
corresponding latent operations to edit the image. This loop is repeated until the image fully
matches the prompt. We use the object extraction and detection part in our method since
it enables to precisely locate the objects which should be manipulated or preserved without
auxiliary information. However, the editing part is limited only to text-based image manip-
ulation which is not precise. To enable more precise editing, we utilize the guidance based
on the cross-attention maps on features from diffusion U-Net.

3 Methodology
An overview of our method can be seen in Fig. 1. Firstly, LLM parses the objects from the
given prompt. Then, the open-vocabulary detector detects the parsed objects on the generated
image. Then, given the user edit, we perform the image editing using guidance based on the
cross-attention maps and features from the diffusion U-Net. Section 3.1 describes LLM
parsing and open-vocabulary detection, and Section 3.2 describes the image editing with
guidance.

3.1 LLM-based object detection
In our method, LLM-based object detection extracts the objects mentioned in the prompt
and are present in the generated image. We do it in the same way as was done by Wu et al.
[33]. Firstly, LLM extracts the objects mentioned in the prompt along with their attributes
and quantities. Then, the open-vocabulary detector [21] detects the objects extracted during
the previous step on the image. In contrast to methods such as Self-Guidance [9] which
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Figure 1: Overview of our pipeline. Firstly, LLM parses the objects from the prompt. Then,
an open-vocabulary object detector detects these objects on the image. Finally, the image is
edited with the use of guidance.

operate at the object level and can not extract separate objects, these steps enable our method
to precisely locate all the objects of interest without requiring auxiliary information from the
user such as masks unlike methods such as DragonDiffusion [22]. Then, the image can be
edited at the instance level by utilizing the obtained bounding boxes.

3.2 Image editing with guidance
After obtaining the detection results, the user needs to provide which object needs to be ma-
nipulated. This enables more precise edits compared to methods enabling only text-based
manipulations such as SLD [33]. Then, image editing is performed using guidance based
on cross-attention maps and features from diffusion U-Net. Only the position can be manip-
ulated, but the method can be extended to other manipulations. Guidance has been shown
to enable precise control over the image generation process [3, 14], while recent research
has demonstrated that cross-attention maps contain the information about the object position
and shape [9, 13] and intermediate diffusion features contain the information about object
appearances [22, 32]. Hence, this enables better control over the position while preserving
appearances in the image, in contrast to methods such as SLD [33] that directly inject objects
into the latent vector degrading the image realism and fidelity.

3.2.1 Position

Given the original object bounding box (x1,y1,x2,y2) and shift (x,y), the position can be
manipulated by using the following guidance term:

gposition(o) =− 1
(x2 − x1)(y2 − y1)

∑
h,w

(Ah,w ∗Mtarget
h,w )2+

+
1

(x2 − x1)(y2 − y1)
∑
h,w

(Ah,w ∗Morig
h,w )

2,

(5)

where Ak is the cross-attention map corresponding to token k obtained during the image
editing, Morig is the mask corresponding to the original bounding box, Mtarget is obtained
by shifting Morig by the shift (x,y) and ∗ denotes element-wise multiplication. The first aims

Citation
Citation
{Mou, Wang, Song, Shan, and Zhang} 2024

Citation
Citation
{Wu, Lian, Gonzalez, Li, and Darrell} 2023

Citation
Citation
{Bansal etprotect unhbox voidb@x protect penalty @M  {}al.} 2024

Citation
Citation
{Ho and Salimans} 2021

Citation
Citation
{Epstein, Jabri, Poole, Efros, and Holynski} 2023

Citation
Citation
{Hertz, Mokady, Tenenbaum, Aberman, Pritch, and Cohen-or} 2023

Citation
Citation
{Mou, Wang, Song, Shan, and Zhang} 2024

Citation
Citation
{Tumanyan, Geyer, Bagon, and Dekel} 2023

Citation
Citation
{Wu, Lian, Gonzalez, Li, and Darrell} 2023



230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275

6 AUTHOR(S): BMVC AUTHOR GUIDELINES

to minimize the model’s focus on the original location, i.e. remove the object from there,
while the second term aims to make the model focus on the target location, i.e. make the
object appear at the target location.

3.2.2 Object preservation

For the rest of the objects which are not manipulated, we calculate the Mean Squared Error
between the intermediate activations of diffusion U-Net obtained during the original genera-
tion denoted as Ψorig and intermediate activations obtained during the manipulation denoted
as Ψtarget:

gpreserve(o) =
1

(x2 − x1)(y2 − y1)
∑
h,w

(Ψ
orig
h,w ∗Morig

h,w −Ψ
target
h,w ∗Mtarget

h,w )2 (6)

3.2.3 Total guidance term

Given the set of objects O and the manipulated object ok, the total guidance term is the
following:

g = w0
1

|O|−1 ∑
o̸=ok∈O

1
|Ψ|

|Ψ|

∑
i=0

gpreserve(o)+w1
1
|A|

|A|

∑
i=0

gmanipulation(ok) (7)

This guidance term is used to update the noise estimate according to Eq. 4.

4 Results & Discussion
As LLM, we chose the Gemma-7b instruction model [20] which has been shown to outper-
form other state-of-the-art LLMs such as Mistral-7B-Instruct-v0.2 [16] and Llama 2 [31].
For the open-vocabulary detector, we used OWLv2 [21] which was shown to perform the
best on zero-shot open-vocabulary object detection task. We tested our pipeline on the Sta-
ble Diffusion XL model [23] since it is one of the state-of-the-art diffusion models. Our
method applies the position guidance term from Eq. 5 to all cross-attention maps at the first
upper block of the diffusion U-Net since it contains the most precise information about ob-
jects’ position and shape and the preservation guidance term from Eq. 6 to the features of
the third upper block of the diffusion U-Net since it contains the most precise appearances
and details.
We compared our method to Self-Guidance [9], which provides a method for manipulating
the position, although it provides manipulation only at the object-type level, not at the in-
stance level. We also compared it to DragonDiffusion [22], which enables manipulating such
attributes, such as position at the instance level, but requires auxiliary information in the form
of masks or bounding boxes. In contrast to Self-Guidance, our method enables instance-level
manipulations. Unlike DragonDiffusion, our method does not require any auxiliary informa-
tion. We did not compare our method to SLD [33] since it requires an OpenAI API key,
which we could manage to obtain. Other methods for image manipulation with diffusion
models do not enable instance-level editing and do not enable manipulating the position.
Section 4.1 underscores the precision of our approach in manipulating object positions at
an instance level, showcasing its superiority over current state-of-the-art methods such as
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Self-Guidance and DragonDiffusion. Section 4.2 presents a comparative analysis of differ-
ent preservation terms, showing the impact of utilizing intermediate activations compared
to cross-attention maps in maintaining appearance fidelity during manipulation. Designing
a metric for evaluating the image editing techniques is not yet a solved task, especially for
methods that manipulate attributes such as position. Hence, we used qualitative (i.e., visual)
comparison for both experiments to directly visualize the results and assess our approach,
similar to previous methods [2, 9, 13, 22, 27].

Original image Our method Self-Guidance DragonDiffusion

(a) Move monkey, id=1 (the rightmost) by (−0.7,0)

(b) Move monkey, id=0 (in the center) by (−0.25,0)

(c) Move monkey, id=2 (the leftmost) by (−0.25,0)

(d) Move green motorcycle by (0,−0.25)

Figure 2: Examples of the position manipulations.

4.1 Position
The examples of the position manipulation can be seen in Fig. 2. Our method achieves pre-
cise position manipulation while largely preserving the appearance fidelity of manipulated
objects. Notably, our approach can manipulate specific instances of objects, which Self-
Guidance [9] does not achieve, being limited to controlling object types rather than individ-
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ual instances. For instance, our method can manipulate individual monkeys while preserving
their distinct appearances. In contrast, Self-Guidance gives the same result for manipulating
any monkey since it can only perform edits at the object type level and can not differentiate
between different instances of the same object type. Compared to DragonDiffusion [22], our
method maintains fidelity and realism in the manipulated images, particularly in the regions
where objects are repositioned. While DragonDiffusion may preserve appearances more pre-
cisely, our method’s advantage lies in its ability to maintain realism and fidelity, crucial for
applications requiring realistic modifications.
Despite these strengths, there are areas for improvement in our method. Notably, while
our approach generally preserves appearances well, there are occasional deviations, such as
colour shifts in objects like monkeys or minor alterations in motorcycle details. Furthermore,
the appearance of the moved object changes completely since the position term in Eq. 5 uti-
lizes cross-attention maps containing only information about the general object’s location
and shape, not the appearances.
Another problem is that the method requires a thorough choice of hyperparameters for each
manipulation, which may pose a challenge in practical applications. The weights require
tuning, as the combination of weights working well for one object may not yield satisfactory
results for another.
Moreover, our method, along with Self-Guidance and DragonDiffusion, faces difficulties in
effectively manipulating large objects. For instance, attempting to reposition the motorcy-
cle in Figure 2 resulted in no displacement, highlighting a limitation in handling substantial
changes without compromising image fidelity. Although DragonDiffusion managed to place
the motorcycle upper, it failed to remove it from its original location.

4.2 Ablation study on different preservation terms
We also compared two different preservation terms in Eq. 6: one that utilizes the cross-
attention maps as the position manipulation term in Eq. 5 and one that utilizes intermediate
activations of diffusion U-Net. The comparison can be seen in Fig. 3. As can be seen,
utilizing cross-attention maps makes only general location and shape unmodified while the
appearances are significantly changed. In contrast, the intermediate activations of diffusion
U-Net. The reason is that, unlike cross-attention maps, intermediate activations contain
information not only about the general position and shape but also about appearances.

5 Conclusion & Future Work
In this paper, we presented a pipeline for instance-level image manipulation. Our method
enables the detection of objects mentioned in the prompt and present in the generated im-
age by leveraging LLMs and open-vocabulary detectors, facilitating precise control at the
instance level without the need for expensive fine-tuning or auxiliary information such as
input masks. In addition, our method precisely preserves the appearances of the image, en-
suring its coherence.
Future work will focus on making our approach less sensitive to the choice hyperparameters.
Making it not necessary to tune hyperparameters for every manipulation will make it much
more convenient for users. In addition, we will focus on improving the preservation of the
manipulated object’s appearance during manipulation and on improving the position manip-
ulation of large objects. Our method and previous methods do not solve these problems, and
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Original image Cross-attention maps Intermediate features

(a) Move monkey, id=1 (the rightmost) by (−0.7,0)

(b) Move monkey, id=0 (in the center) by (−0.25,0)

(c) Move monkey, id=2 (the leftmost) by (−0.25,0)

(d) Move green motorcycle by (0,−0.25)

Figure 3: Comparison of different preservation terms in our method.

addressing them will further enhance the precision of image editing approaches. Finally,
current research does not provide suitable metrics for evaluating methods for this type of
image editing. Hence, future work will also focus on designing such a metric.
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