IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 22 August 2024, accepted 5 September 2024, date of publication 11 September 2024,
date of current version 23 September 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3457784

==l RESEARCH ARTICLE

Exploring the Impact of Conceptual Bottlenecks
on Adversarial Robustness of Deep
Neural Networks

BADER RASHEED !, MOHAMED ABDELHAMID 2, ADIL KHAN 3, (Member, IEEE),
IGOR MENEZES “4, AND ASAD MASOOD KHATAK !, (Senior Member, IEEE)

ICollege of Technological Innovation, Zayed University, Abu Dhabi, United Arab Emirates
2Institute of Data Science and Artificial Intelligence, Innopolis University, 420500 Innopolis, Russia
3School of Computer Science, University of Hull, HU6 7RX Kingston upon Hull, U.K.

4Faculty of Business, Law and Politics, University of Hull, HU6 7RX Kingston upon Hull, U.K.

Corresponding author: Bader Rasheed (b.rasheed @innopolis.university)

ABSTRACT Deep neural networks (DNNs), while powerful, often suffer from a lack of interpretability
and vulnerability to adversarial attacks. Concept bottleneck models (CBMs), which incorporate intermediate
high-level concepts into the model architecture, promise enhanced interpretability. This study delves into the
robustness of Concept Bottleneck Models (CBMs) against adversarial attacks, comparing their original and
adversarial performance with standard Convolutional Neural Networks (CNNs). The premise is that CBMs
prioritize conceptual integrity and data compression, enabling them to maintain high performance under
adversarial conditions by filtering out non-essential variations in input data. Our extensive evaluations across
different datasets and adversarial attacks confirm that CBMs not only maintain higher accuracy but also show
improved defense capabilities against a range of adversarial attacks compared to traditional models. Our
findings indicate that CBMs, particularly those trained sequentially, inherently exhibit higher robustness
against adversarial attacks than their standard CNN counterparts. Additionally, we explore the effects of
increasing conceptual complexity and the application of adversarial training techniques. While adversarial
training generally boosts robustness, the increment varies between CBMs and CNNs, highlighting the role
of training strategies in achieving adversarial resilience.

INDEX TERMS Concept bottleneck models, adversarial attacks, robustness, interpretable models.

I. INTRODUCTION

Deep neural networks (DNNs) have seen significant growth
in recent years, being widely applied in fields like computer
vision, natural language processing, and speech recognition,
as well as in sectors such as healthcare, agriculture, energy,
and transportation. In healthcare, transparency is crucial
for medical image analysis and disease diagnosis, ensuring
clinical trust and regulatory compliance. Similarly, secure
systems are necessary in agriculture for crop monitoring and
yield prediction to protect sensitive data from cyber threats.
Moreover, security measures are essential in energy and trans-
portation for optimizing consumption, traffic management,
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and autonomous driving, preventing malicious attacks, and
ensuring safety and efficiency.

As DNNs continue to permeate other critical domains,
the demand for models that not only deliver high accuracy
but also uphold transparency and security standards is
crucial for fostering trust and reliability in their applications.
Nonetheless, DNNs have faced criticism due to their ‘‘black-
box” nature, posing significant challenges in terms of
interpretability. The interpretability issue of DNNs is often
addressed through techniques like saliency maps [28] and
class activation mapping (CAM) [15], [40], or perturbation-
based methods such as Local Interpretable Model-agnostic
Explanations (LIME) [27]. These techniques facilitate an
understanding of what the network is focusing on or how it
processes inputs. Despite the recent advancements in these
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methods, their explanations can be highly subjective and
may not consistently provide insights across different dataset
samples.

Another issue is the susceptibility to adversarial attacks,
wherein deliberate modifications to input data result in
erroneous outputs. Such vulnerabilities present severe risks,
especially in applications where safety and reliability are
paramount [1], [16], [37]. Different defensive strategies have
been developed to make DNNs less vulnerable to adversarial
attacks. Among these, adversarial training stands out as a
particularly effective method [7], [17] [38], [39] that has
emerged as a robust strategy to strengthen DNNs by exposing
them to adversarial examples during training. However, its
effectiveness varies as it usually does not cover attacks that
differ from those encountered during training.

To address these challenges and strengthen DNNs against
adversarial attacks, thereby enhancing their resilience and
robustness, this study conducted a series of simulations
using CBMs. CBMs, introduced by [2], integrate an inter-
mediary layer of human-understandable concepts preceding
final decision-making. This approach not only enhances
interpretability by making model reasoning accessible and
modifiable but also maintains competitive accuracy com-
pared to traditional DNNS. In this study, we hypothesize that
by imposing a structured conceptual framework on the model
through CBMs, DNNs may not only preserve predictive
performance but also demonstrate greater resistance to adver-
sarial perturbations, which typically exploit model-specific
vulnerabilities in less structured prediction environments.
We explore a range of adversarial attacks, from simple to
complex, to evaluate the CBMs’ ability to maintain integrity
under different conditions. We aim to enhance the models’
resilience by incorporating multiple concepts, ensuring that
final predictions rely on robust features.

Our research adopts a comprehensive approach that
integrates theoretical analysis with empirical validation.
Theoretically, we establish a framework to assess CBMs’
vulnerability to input perturbations, including a detailed
Information Loss Analysis to understand the impact of
concept integration on model robustness. Experimentally,
we compare the resilience of CBMs and traditional CNNs
against adversarial attacks. Our investigation aims to deter-
mine whether integrating explicit, human-understandable
concepts within neural networks’ decision-making pipelines
enhances their resistance to such manipulations.

Our study follows a two-part structure. First, we bench-
mark the adversarial robustness of CBMs against standard
CNN s across various datasets, focusing on white-box attacks
where the adversary knows the model’s architecture and
parameters. We employ different attack methodologies in
these scenarios. Second, we investigate how increasing
conceptual complexity and the application of adversarial
training techniques influence the robustness of these models.
We evaluate how adversarial training affects CBMs and
CNNs differently, highlighting the role of training strategies
in achieving adversarial resilience.
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This innovative approach offers a promising pathway
to enhance our understanding of DNNs robustness against
adversarial perturbations. This study highlights the potential
of CBMs in critical applications and lays the groundwork
for future research focused on developing more secure and
interpretable Al systems.

Il. BACKGROUND

A. CONCEPT BOTTLENECK MODELS

One of the principal strengths of employing CBMs lies in
their capacity to enhance explainability and performance.
They achieve this by mapping inputs to a series of under-
standable concepts, known as bottleneck, which are then
utilized for predictive tasks, thereby augmenting accuracy
and explainability [35]. Compared to alternative methods,
concept bottleneck models have been shown to elucidate a
higher percentage of model predictions, thereby surpassing
them in terms of explainability [36].

The theoretical foundation of CBMs [2], [19], [20] involves
decomposing the model into two stages. A neural network
g maps the input x € R? to a human-specified concept
space, where ¢ € RK represents a vector of k concepts.
Subsequently, another neural network 7 maps the concepts
k to the final prediction y € R. As a result, the prediction
of a CBM can be represented as f(X) = h(g(X)). For
training CBMs, we use Lcj : R xR — Ry to measure
the difference between the predicted and true concepts, and
Ly : R xR — Ry to measure the difference between
predicted and true targets. The two common ways for training
CBMs are:

1) The Sequential bottleneck models, which learn the
network g = argmin, Zi’j Lcj(gj(x(i)); cj(i)), then it
uses the trained concept predictor g to learn h =
argmin, >, Ly (h(g(x)); y?) .

2) The Joint bottleneck models, which learn both of the
networks h, g at the same time by minimizing the
weighted sum

= w321 (16 () )
ALy (3(x7) 1 ¢") } )
J

for some A > 0. This A\ hyperparameter controls the
trade-off between task and concept loss. For the models
trained on the datasets CUB and Concept MNIST,
we set A to 0.01 and 1 respectively.

One of the main advantages of this new architecture of
CBMs is that it allows turning an end-to-end neural network
into a CBM model by resizing one of its layers to have k
neurons that represent the concepts to predict, then attach the
prediction layer to it.

B. STANDARD END-TO-END MODEL
For comparative analysis, a standard Convolutional Neural
Network (CNN) is also examined. This model operates on
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FIGURE 1. The architecture of a Concept Bottleneck Model (CBM). The input X is mapped to a series of
human-understandable concepts C through the function g. The concepts are then used by the function h to predict the final
output Y.
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FIGURE 2. A standard CNN. The input X is directly used to predict the output Y through a series of convolutional layers
without the intermediary step of mapping to human-understandable concepts.

an end-to-end basis, classifying inputs directly from raw data
without the intermediate step of explicit concept prediction.
Its primary mechanism involves automatic feature extraction,
which does not segregate data into human-understandable
concepts. Techniques like saliency maps and class activation
mapping are required to interpret the results of CNNs. On the
other hand, CBMs results can be interpreted effortlessly
without using any technique.

Moreover, it’s insightful to consider the architecture
of standard CNN models through the lens of the CBM
framework, conceptualized as f(x) = h(g(x)). In CNNs,
the function g extracts features which are then processed by
h to produce the final output. Unlike CBMs, the features
extracted by g in CNNs do not represent distinct, interpretable
concepts but rather are considered generic features that feed
into subsequent network layers.

The training process for CNNs mirrors this architecture:

h, g = arg r;ll’ign ZLY (h (g (x(i))) ; y(i)) )

This framework ensures a balanced comparison between
CBMs and CNNs, highlighting any differences in perfor-
mance attributable to the interpretability and structured
learning approach of CBMs.
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C. ADVERSARIAL ATTACKS

Adversarial attacks [1] involve manipulating the input data
to a neural network in a manner that causes the network to
make a mistake. These perturbations are often imperceptible
to humans but can drastically alter the network’s predictions.
In our study, we operate under the premise that the adversary
has complete awareness of the model’s architecture and
parameters, characterizing the scenario as a white-box
attack.

1) PROJECTED GRADIENT DESCENT (PGD)
Projected Gradient Descent [8] is a white-box attack that
involves taking multiple steps of gradient ascent over the
input data with respect to the loss function, with each
step followed by a projection onto the set of allowable
perturbations.

The PGD attack can be formalized as follows:

XD =1 (x(’) +a - sign(V L0, xV, y))) 3)

where x is the input, y is the true label, 8 represents the
model parameters, L is the loss function, « is the step size,
and IT denotes the projection operation on the set of possible
perturbations S.
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2) CARLINI & WAGNER (C&W)

The C&W attack [9] finds an adversarial example by solving
an optimization problem that minimizes the distance to
the original input while also misclassifying it. The C&W
L, attack can be written as:

min [|8]l2 + ¢ - f(x +9) “

where § is the perturbation, x is the original input, ¢ is
a constant found via binary search, and f is the objective
function that causes misclassification.

3) DeepFool
DeepFool [10] is an untargeted, iterative attack that aims to
find the closest distance of the input data to the decision
boundary of the classifier. For a binary classifier, it can be
expressed as:

D)
V],

where f represents the classifier’s decision function.

For a multi-class classifier, DeepFool iteratively perturbs
the input along the direction that is normal to the decision
boundary of the current closest class. The specific algorithmic
details are quite intricate; for an in-depth understanding, refer
to the original paper.

KD — 0

Vi) Q)

D. ADVERSARIAL TRAINING
The role of adversarial training [7] is to enhance the
robustness of neural networks by explicitly training them with
adversarial examples. This approach incorporates adversarial
examples into the training process, where the model learns
to classify both clean and perturbed inputs correctly. The
adversarial examples are typically generated by applying
small but deliberate perturbations to training data, aiming to
maximize the training loss. This technique is formalized as
follows:

Let x be the clean input and y its corresponding label.
The adversarial example X,qy is generated by solving the
optimization problem:

Xady = X + arg ”I’?”EIX L@, x+6,y) (6)
<e

where § is the perturbation, € is the magnitude of the allowed
perturbation, L is the loss function, and 6 are the model
parameters.

The model is then trained on a mixture of clean and
adversarial examples, which can be expressed as minimizing
the expected loss:

mgin E(X’),)ND [wL(0, %, y) + (1 — )L(O, Xaqv, y)] (7)

where D is the data distribution and « is a hyperparameter that
balances the importance of clean and adversarial examples in
the training process.
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This process helps the model to not only perform well
on clean data but also to resist potential adversarial attacks
during deployment.

IIl. QUANTITATIVE ANALYSIS OF CBM ROBUSTNESS

In this section, we outline the theoretical underpinnings
guiding our analysis of vulnerability and information loss,
setting the stage for understanding how data compression and
concept representation enhance model resilience. We begin
by examining how CBMs improve resilience by reducing vul-
nerability to input perturbations through conceptual filtering.
Next, we explore the impact of conceptual compression on
information loss and its effects on the defensive capabilities
of CBMs.

1) REDUCING VULNERABILITY WITH CONCEPTUAL
FILTERING

Adversarial robustness consists of a model’s ability to
maintain its performance and resist crafted perturbations -
adversarial attacks - designed to mislead the model’s
predictions. It is well-established that deep neural networks
(DNNp5s) are vulnerable to such attacks, leading to erroneous
predictions due to imperceptible perturbations in natural
samples [32].

This study examines various levels of complexity in
adversarial attacks by specifying intermediate features that
serve as high-level concepts within the CBM framework.
This approach paves the way for a detailed vulnerability
analysis, revealing how CBMs mitigate the impact of
adversarial perturbations on model predictions. It is widely
acknowledged in the literature that a system’s vulnerability,
regardless of its scale, arises from its exposure and sensitivity
to hazardous conditions, as well as its ability to manage, adapt
to, or recover from such conditions [30].

Given that the interconnectedness of layers in DNNs
functions as a complex system, this study similarly views
DNNSs’ vulnerability (V) as the measure of susceptibility
to attacks due to small variations in input data. This
encompasses both the exposure and sensitivity of DNNs to
adversarial conditions and their ability to maintain resilience
and robustness in model output predictions. Reducing vulner-
ability enhances the model’s resilience to minor variations,
especially those introduced by adversaries to deceive the
model. Such resilience is crucial in adversarial scenarios
where attackers subtly manipulate input data to mislead the
model’s predictions without detection.

Reducing vulnerability enhances the model’s robustness
against adversarial attacks by making it less reactive to high-
frequency noise. It also improves the model’s ability to
generalize across diverse datasets and various attack methods
not encountered during training.

In CBMs, vulnerability is inherently reduced (AV > 0)
as the model’s output relies more on distilled concepts C
rather than direct input features, as we will demonstrate
later. Mathematically, vulnerability represents the norm of the
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gradient of the model’s output (¥) with respect to its input
(X), denoted as V = ||Vxf(X)||, where f : R" — R™is a
neural network function mapping the input vector X € R” to
the output vector ¥ € R™, and || - || denotes a suitable norm
(e.g., the Euclidean norm).

In CBMs, the prediction function is decomposed into
two stages: f(X) = h(g(X)). The central hypothesis posits
that the concept representation C encapsulates the relevant
information in X for predicting Y, thereby filtering out
irrelevant variations.

To illustrate the impact on vulnerability, we compare the
vulnerability of the model with and without the concept
bottleneck:

o Without CBM: The vulnerability is Vhon-cBM =

1Vxf Ol
o« With CBM: The vulnerability becomes Vcpm =
IVx h(g(X))II-
The reduction in vulnerability, AV, is then calculated as
AV = Vion-cBM — VeMm. To establish AV > 0, we employ
the chain rule for differentiation, yielding: Vxh(g(X)) =
(Vxg(X))(Vch(C)) where C = g(X).

Since g(X) is designed to capture only the relevant
concepts for predicting Y, it inherently acts as a filter,
reducing the impact of small perturbations in X on Y.
Consequently, this filtering effect means that |Vxh(C)|| is
expected to be smaller than ||Vxf(X)||, as g(X) discards
irrelevant variations in X.

Because h(C) operates on a more compressed, concept-
focused representation of X, the gradient Vch(C) is less
susceptible to small, irrelevant perturbations in C (and thus
X) compared to the gradient of f (X') with respect to X directly.

As a result, the product of these gradients, representing
the vulnerability of the CBM, || Vxh(g(X))||, is smaller than
the vulnerability of the non-CBM model, || Vxf(X)||. This is
because both the reduction of irrelevant information by g(X)
and the focused prediction mechanism of 4(C) contribute to
dampening the effect of input perturbations on the output.
Thus, we have ||[Vxh(g(X))|l < |IVxf(X)|, which implies
that AV = Vyon-ceM — VoM > 0.

This mathematical exposition demonstrates that introduc-
ing a concept bottleneck reduces the model’s vulnerability
to input perturbations, thereby enhancing its adversarial
robustness through a quantifiable reduction in vulnerability
(AV > 0). The theoretical underpinning provided by
the Information Bottleneck principle [23] supports our
hypothesis that CBMs, by focusing on relevant concepts,
reduce the vulnerability of the model’s output to input
perturbations.

2) IMPACT OF CONCEPTUAL COMPRESSION ON
INFORMATION LOSS

In CBMs, Conceptual Compression involves a strategic
selection and retention of essential information while
discarding non-essential details. This approach shares sim-
ilarities with information dropout techniques, which are
designed to mitigate information loss during processing
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stages [22]. To understand the impact of this strategy,
we turn to Information Loss Analysis. This methodology
explains how conceptual compression in CBMs enhances
adversarial robustness by filtering out ‘“‘irrelevant” features
from inputs—those that do not substantially contribute to the
target outputs. By focusing on relevant features, the model
minimizes its vulnerability to being misled by adversarial
perturbations that target these non-robust features [13], [26].
This filtration process effectively reduces the attack surface
that adversaries can exploit, making the model’s predictions
more robust by anchoring them in the relevant conceptual
features that are less susceptible to adversarial noise.

The mutual information [12] I(X; Y) and I(X; C; Y) can
be used to quantify the information loss due to the concept
bottleneck. The reduction in mutual information, Al =
I(X;Y) — I(X; C;Y), reflects the amount of ‘‘irrelevant”
information filtered out by the concepts, which is not
necessary for predicting Y.

To formalize the relationship between mutual information
changes and vulnerability reduction, we start by expressing
the mutual information metrics in terms of entropy [11]:

Mutual Information 1(X;Y) = H(Y) — H(Y|X): The
amount of information that the input variable X contains
about the output variable Y.

Mutual Information I(X;C;Y) = H(Y) — HY|X, C):
The amount of information that X contains about ¥ mediated
through the concepts C.

The reduction in mutual information due to concept
compression can then be linked to a reduction in the model’s
vulnerability to input perturbations. This can be modeled as
a function of the entropy reduction:

Al =1(X;Y)—I(X; C;Y)
=H(Y)-HY|X)]-[HY)—-HYI|X,C)

Simplifying, we obtain:
Al =HYI|X,C)—HYI|X)

To demonstrate mathematically and theoretically how C
serves as an efficient compression of X in terms of relevant
information for predicting ¥, we will leverage the concept
of a Markov chain. The objective is to establish that C, as a
distilled representation of X for predicting Y, does not exceed
the information X provides about Y, leading to I(X;Y) >
I(C;Y).

3) CONCEPTUAL FRAMEWORK AND MARKOV CHAIN
ANALYSIS

The Markov chain model [12] used in the conceptual
setup illustrates how breaking direct dependencies between
raw input features and outputs can inherently limit the
pathways through which adversarial perturbations influence
the model’s predictions. This setup implies that the output Y
depends solely on the concept C, and not directly on the raw
input X, establishing a form of conditional independence that
enhances security measures [33].
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Considering the relationship between X, C, and Y,
we model it as a Markov chain: X — C — Y. This implies
that C is a function of X and that Y, the output, is generated
based on C without directly accessing X. In this setup, C
captures the relevant aspects of X needed for predicting
Y, acting as a bottleneck. This is crucial for the model’s
focus on relevant features, potentially reducing the model’s
complexity and enhancing interpretability.

In this study, the Markov chain is defined by the property
that the future state (Y') depends only on the current state (C),
and not on the sequence of events (or states) that preceded it
(X). Mathematically, this is represented as:

PY|X,C)=PY|C)

This equation encapsulates the principle of conditional
independence in CBMs, indicating that once we know the
concepts C, the input X provides no additional information
about the output Y.

4) REDUCTION IN UNCERTAINTY ABOUT Y FROM C
The reduction in uncertainty about Y from knowing C can be
quantified by A(l) = H(Y |X, C)—H(Y|X). A negative A(I)
indicates a more reliable model in the face of data variability
and potential perturbations as the uncertainty will be reduced.
Given theidentity I(Y; C | X) =HY | X)—-HY | X, C),
it follows that H(Y | X,C) = HY | X) = I(Y;C | X).
This rearrangement emphasizes that the mutual information
I1(Y; C | X) quantifies the reduction in uncertainty about Y
due to the knowledge of C, given X.
Since mutual information is inherently non-negative

IY;C|X)=0,
this non-negativity implies that:
HY |X,C)<H(Y |X)

Therefore, the entropy of Y conditioned on both X and C
can never exceed the entropy of Y conditioned on X alone.
This inequality also implies that equality holds if and only
if C provides no additional information about Y beyond
what is already contained in X. In such a case, C perfectly
encapsulates the relevant information from X necessary for
predicting Y.

IV. EXPERIMENTAL DESIGN

Our experimental setup involves a comparative analysis
of CBMs and traditional CNNs across multiple datasets.
We meticulously outline the specifics of the network
architectures, training procedures, and adversarial attack
scenarios to ensure reproducibility and clarity in evaluating
our hypotheses. The goals of our methodology are threefold:
1) To demonstrate the inherent robustness features of CBMs,
2) To explore the effects of adversarial training, and 3) To
investigate the impact of conceptual complexity on model
performance. Through rigorous testing and analysis, we aim
to provide a comprehensive assessment of how well CBMs
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maintain their integrity and accuracy when faced with
sophisticated adversarial challenges.

A. DATASETS DESCRIPTION AND CONCEPTUAL
ANNOTATIONS

CBMs heavily rely on datasets that are not only rich in images
or data points but also annotated with human-understandable
concepts directly related to the output predictions. In our
study, we explore two such datasets: Concept MNIST and
CUB.

1) CONCEPT MNIST DATASET

A variant of the MNIST dataset, augmented with additional
concept labels for each digit, was introduced in [6]. The
creation of datasets like MNIST demonstrates the evolving
landscape of concept-based Al systems and highlights the
need to effectively address uncertainties and incorporate
human interventions [34]. The Concept MNIST dataset
includes initial and additional concepts:

The initial concepts in the dataset include:

« Non-overlapping concept: This concept is simply the
one-hot encoding of the digit in the image, considered
as a single concept.

o Opverlapping concepts: These include the presence of
curved lines and straight lines in the digit.

The new set of overlapping concepts added later to the

Concept MNIST dataset includes:

« Intersection Points: Identifies whether a digit has points
where lines intersect. For example, digits like ’4’, ’8’,
’9’, and ’0’ have intersection points, while *1’,’2’, °3’,
’5’, and ’7’ do not.

o Closed Loops: Determines whether a digit contains
closed loops. Digits such as ’6’, ’8’,’9’, and *0’ feature
closed loops, whereas others do not.

o Presence of Horizontal/Vertical Lines: This concept
specifically looks for the presence of horizontal or
vertical lines in addition to identifying straight and
curved lines.

« Top/Bottom Heavy: Examines whether a digit has more
visual weight at the top (like ’9’) or at the bottom (like
’6°).

2) CUB DATASET

The second dataset used was the Caltech-UCSD Birds-200-
2011 (CUB) dataset. This dataset contains 11,788 images
of 200 different classes of birds, as detailed in [14] The
original dataset included 312 binary concepts representing
the features of each bird class. However, after processing
the dataset as described in [2], the number of concepts was
reduced to 112 for each class.

B. CBM AND CNN ARCHITECTURES FOR
EXPERIMENTATION

We derived our model structures from [2] and [6]. As men-
tioned in section II-B, we consider the architecture of CNNs
through the lens of the CBM framework. This approach
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allows us to describe the architectures by detailing the g and &
networks. Both models employ identical g and % networks as
demonstrated in Figs. 1 and 2, but utilize different training
mechanisms. The training mechanisms for the Sequential,
Joint, and CNN models are explained in detail in sections II-A
and II-B. This structure ensures a fair comparison between
the models. An in-depth comparison of the architectures of
CBMs and CNN s is presented in the subsequent subsections:

1) CONCEPT MNIST MODELS

o Architecture of Network g: The network g, acting
as the initial feature extractor and concept mapper,
comprises the following components:

— Convolutional Layers: Two convolutional layers
each with 32 filters of size 3 x 3, designed to extract
spatial hierarchies from input images. These layers
employ a stride of 1 and are followed by ReLU
activation functions.

— Max Pooling: Each convolutional layer is followed
by a max pooling layer with a window of 2 x 2 and a
stride of 2, which reduces the spatial dimensions of
the feature maps, thus condensing the information
and enhancing feature robustness against small
translations.

— Fully Connected Layers: After flattening the
output from the convolutional stacks, the data is
passed through two fully connected layers. The first
has 128 units and the second is split into two seg-
ments: 10 units for non-overlapping concepts and
an additional set designed to capture overlapping
concepts, calculated as 10 + n_concepts x 2 where
n_concepts is the number of overlapping concepts
being modeled.

o Architecture of Network /: Following the concept
layer g, the network & maps these high-level concepts
to final class predictions:

— Input Processing: The network accepts input from
g, which includes a vector for non-overlapping
concepts and another for overlapping concepts.

— Fully Connected Layers: Comprises an initial
layer with 32 units followed by a final output layer
with 10 units corresponding to the class predictions.
Both layers use ReL.U activation.

2) CUB MODELS

o Architecture of Network g: the network g is an Incep-
tion V3 model pretrained on ImageNet and fine-tuned
following instructions in [25]. The size of the output
layer is changed to match the number of concepts.

o Architecture of Network /: Network / operates as a
straightforward Multi-Layer Perceptron (MLP), directly
mapping the processed concepts from network g to the
final class predictions:

— Input Layer: Receives an input of dimension
112 from network g, which encapsulates high-level
concepts.
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— Output Layer: A fully connected layer that maps
the input dimensions directly to the number of
classes. This layer is designed to output the final
class predictions based on the input concept vector,
utilizing a linear transformation followed by a
softmax activation.

V. EXPERIMENTS

A. TESTING THE ROBUSTNESS OF CBMS VERSUS DNNS
In this experiment, we evaluate the robustness of Concept
Bottleneck Models (CBMs) against standard Convolutional
Neural Network (CNN) models by deploying Loo-norm
Projected Gradient Descent (PGD) attacks with varying
intensities of €.

Following the training of the models on the Concept
MNIST dataset, we subjected them to adversarial attacks
as shown in Table 1. Without any adversarial perturbations,
the models exhibit comparable accuracy, with the Sequential
model slightly surpassing the others. As the attack’s € value
increases beyond 0.1, the Sequential model maintains a
performance edge, outstripping the Joint model by 2.15% and
the standard CNN model by 3.67%.

Regarding the CUB dataset results in Table 2, the standard
CNN model initially has higher clean accuracy without
perturbations. Moreover, within the € range of 0.0005 to
0.001, it continues to outperform the CBMs. Nonetheless,
when € surpasses 0.001, the Sequential model begins to
demonstrate markedly enhanced robustness. Specifically,
when € = 0.005, the Sequential model exceeds the
performance of both the Joint and standard CNN models by
a margin of 9.03% and 10.7%, respectively. These results
illustrate that while standard CNNs may achieve higher
accuracy in the absence of perturbations, CBMs, especially
the Sequential model, offer superior robustness against
adversarial attacks. This robustness is crucial for applications
where models need to perform reliably under potentially
hostile conditions, making CBMs a valuable approach for
developing resilient Al systems.

B. IMPACT OF ADVERSARIAL TRAINING

In this experiment, we are going to adversarially train the
CBMs and CNN models using the PGD Lo, attack with
different values of €. After training, we test the accuracy of
each model before and after the adversarial training against
PGD Ly attacks with various € values. Additionally, we aim
to understand how well each model generalizes to different €
values other than the ones it was trained on.

o On the Concept MNIST dataset, as represented in Fig 3
(a), the performance of the Sequential model before
adversarial training is slightly better than the Joint and
CNN models, as observed in the previous section. After
adversarial training, the standard CNN model shows a
slight edge in robustness compared to the other models
across different € values. An interesting observation
from Fig 4 is that when the models are adversarially
trained with ¢ = 0.05 and 0.1, the Joint model
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TABLE 1. The accuracy of the models —sequential, joint, and CNN— on the concept MNIST dataset after being subjected to projected gradient descent

(PGD) attacks at various epsilon (eps) intensities.

Epsilon (eps) | Sequential Model Accuracy (%) | Joint Model Accuracy (%) | CNN Model Accuracy (%)
0 (No attack) 98.77 98.72 98.67

0.05 93.76 93.14 93.87

0.1 71.39 69.86 71.36

0.2 10.21 8.06 6.54

0.3 10.21 8.07 6.54

0.4 10.21 8.06 6.54

TABLE 2. The accuracy of the models —Sequential, Joint, and CNN— on the CUB dataset after being subjected to projected gradient descent (PGD) attacks

at various epsilon (eps) intensities.

Epsilon (eps) | Sequential Model Accuracy (%) | Joint Model Accuracy (%) | CNN Model Accuracy (%)
0 (No attack) 72.01 75.87 77.63

0.0005 34.92 28.75 43.13

0.001 21.82 13.65 23.58

0.0025 15.33 5.30 6.89

0.005 13.57 4.54 2.87

generalizes better to higher ¢ values than the other
models. As the value of € increases, the performance
of the Joint and standard CNN models becomes almost
identical across the different € values.

e On the CUB dataset, as represented in Fig 3 (b),
the results are more definitive. The Sequential model
performs much better before adversarial training when
€ > 0.001. However, after adversarial training, the
standard CNN model outperforms the CBMs by approx-
imately 9%. The standard CNN model also generalizes
significantly better than the other models to e values
it was not trained on. These findings highlight the
importance of adversarial training in enhancing model
robustness. While the Sequential CBM shows promising
performance on clean data and low-intensity adversarial
attacks, the standard CNN model demonstrates superior
robustness and generalization capabilities when sub-
jected to higher-intensity attacks and different € values.

C. GENERALIZATION TO OTHER ATTACKS
In this experiment, we evaluate the ability of adversarially
trained models to generalize to unseen attacks by subjecting
them to Deepfool and C&WL; attacks.

¢ On Concept MNIST:

— C&WL, attack: as shown in Table 3 (a), the Joint
model outperforms the other models across all €
values, except when € = 0.1, where the standard
CNN model slightly surpasses the Joint model.

— Deepfool attack: the results of the Deepfool attack,
displayed in Table 4 (a), indicate that initially,
the standard CNN model performs better than the
CBMs. However, when the value of ¢ > 0.1, the
Sequential model outperforms the other models.

o On CUB dataset: For the CUB dataset, the performance
of the standard CNN model is superior to that of
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the other models when subjected to both C&W and
Deepfool attacks. These findings suggest that, while
the Joint model shows strong performance against the
C&W attack on the Concept MNIST dataset, and
the Sequential model demonstrates resilience under
the Deepfool attack for higher € values, the standard
CNN model consistently shows superior performance on
the CUB dataset across both types of attacks.

D. IMPACT OF ADDING MORE CONCEPTS TO THE
DATASET
This experiment was conducted exclusively on the Concept
MNIST dataset. The original Concept MNIST dataset
includes two concepts, as described in section IV-Al.
Initially, we start with one concept, which is the non-
overlapping one-hot encoding of the numbers in the image.
Gradually, we add more concepts to the dataset to test how
the number of concepts affects the robustness of the models.
Fig. 5 presents a comparative analysis of three different
models’ performance on normal and adversarial images
across a range of added concepts. The models maintain nearly
uniform high accuracy on normal examples, with negligible
variance between them. Conversely, the performance on
adversarial images reveals distinct patterns. The CNN
model’s performance on adversarial images is consistently
the lowest across all concept counts. This outcome is
expected because the CNN model does not rely on the
concepts, i.e., changing the number of concepts does not
affect its performance on adversarial examples. The Joint
model exhibits a variable pattern: its accuracy on adversarial
images starts comparably low to the CNN model with zero
to three new concepts but then increases sharply, surpassing
the Sequential model at four added concepts. As more
concepts are added, the Joint model’s performance fluctuates,
displaying a series of peaks and troughs. This variability
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FIGURE 3. Comparing the performance of the models before and after adversarial training on (a) Concept MNIST and (b) CUB datasets.

Model Performance for Training Eps = 0.05

Model Performance for Training Eps = 0.1

Model Performance for Training Eps = 0.2

++ sequential Before (0.05)

-+ CNN Before (0.05)
—e— CNN After (0.05)

Accuracy (%)
Accuracy (%)

=+ Sequential Before (0.1) 200,

—e— Sequential After (0.1)

-+ Joint Before (0.1)

o Joint After (0.1)

<=+ CNN Before (0.1)
—o— CNN After (0.1)

Accuracy (%)

+++ Sequential Before (0.2)
—e— Sequential After (0.2)
+++s Joint Before (0.2)

o Joint After (0.2)

+++ CNN Before (0.2)
—e~ CNN After (0.2)

.20 030 040 005 010
Test Attack Epsilon

Model Performance for Training Eps = 0.3

20
Test Attack Epsilon

Model Performance for Training Eps = 0.4

20 030 040
Test Attack Epsilon

100 100

TT~—— |

Accuracy (%)
Accuracy (%)

-+ Sequential Before (0.3)
—e— Sequential After (0.3) —e— Sequential After (0.4)
+++ Joint Before (0.3) 201 ... joint Before (0.4)

o Joint After (0.3) o Joint After (0.4)

+++ CNN Before (0.3)
—e— CNN After (0.3)

+++ CNN Before (0.4)
—e~ CNN After (0.4)

T——

-+ Sequential Before (0.4)

005 010 020 030 040 005 010
Test Attack Epsilon

030 0.40

Test Attack Epsilon

FIGURE 4. The results of adversarial training the models on Concept MNIST dataset. The figures represent training
the models with one epsilon and testing their generalization to the other epsilon.

suggests that the Joint model benefits from the addition
of concepts but in an inconsistent manner. The Sequential
model’s accuracy on adversarial images, while higher than
the CNN’s, also demonstrates some variability but remains
between the performance of the Joint and CNN models
throughout the range of added concepts. This indicates that
while the Sequential model benefits from additional concepts,
it does not achieve the same level of robustness as the Joint
model at certain points.

VI. DISCUSSION

A. ROBUSTNESS OF CONCEPT-BOTTLENECK MODELS
(CBMS) COMPARED TO STANDARD CNNS

The experiments reveal that Concept-Bottleneck Models
(CBMs), including Sequential and Joint models, exhibit
higher robustness to adversarial attacks than standard Convo-
lutional Neural Networks (CNNs). This is primarily due to the
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structured prediction strategy that CBMs utilize, effectively
maintaining conceptual integrity even under adversarial
conditions. Sequential models, which sequentially model
intermediate concepts before addressing the final classifi-
cation task, display the highest robustness, suggesting a
protective effect against adversarial manipulation. On the
other hand, Joint models, which concurrently train on concept
and class predictions, may inadvertently transfer non-robust
features to the prediction layer, potentially compromising
their robustness [4], [29]. Additionally, CBMs’ ability to
compress data into concept-based representations reduces
the available attack surface, making it challenging for
adversaries to exploit detailed data features effectively.
This synergy between maintaining conceptual integrity and
minimizing data complexity through compression enhances
CBMs’ defense capabilities, marking them as suitable
for security-sensitive applications and highlighting the
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FIGURE 5. The results of adversarial training the models on CUB dataset. The figures represent training the models
with one epsilon and testing their generalization to the other epsilon.

TABLE 3. Attacking the adversarially trained models on Concept MNIST (a) and CUB (b) datasets with C&WL, attack.

(a)
Epsilon | Sequential | Joint | Standard
0.05 10.16 15.04 9.71
0.1 20.66 20.26 20.87
0.2 48.94 51.15 48.01
0.3 47.14 49.44 46.98
0.4 49.95 52.16 47.69

TABLE 4. Attacking the adversarially trained models on concept MNIST (a) and CUB (b) datasets with Deepfool attack.

(@)

Epsilon | Sequential | Joint | Standard
0.05 16.73 15.36 21.67
0.1 14.99 13.66 16.7
0.2 22.53 20.34 20.47
0.3 21.8 18.57 20.25
0.4 2248 18.95 21.31

importance of concept-bottleneck strategies in developing
resilient Al systems.

B. IMPACT OF ADVERSARIAL TRAINING

Adversarial training has shown to influence the resilience
of both CBMs and CNNs, albeit in distinct manners
across model architectures. CNNs, with their focus on
local feature extraction, demonstrate enhanced adversarial
accuracy primarily against perturbations similar to those
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(b)
Epsilon | Sequential | Joint | Standard
0.0005 58.51 51.05 61.74
0.001 55.13 48.69 62.15
0.0025 49.59 48.74 61.65
0.005 43.04 44.63 58.73
(b)
Epsilon | Sequential | Joint | Standard
0.0005 43.61 38.45 48.27
0.001 37.09 32.26 43.46
0.0025 24.59 25.18 35.28
0.005 13.77 15.59 24.66

seen during training. The localized feature adaptability of
CNNs makes them robust against specific types of adversarial
attacks where perturbations are aligned with their receptive
fields. However, this adaptability may not necessarily extend
to novel, sophisticated adversarial strategies that bypass
or exploit these local features. CBMs, on the other hand,
operate on a higher level of abstraction, focusing on the
relationships and structures between concepts within the data.
This approach makes them less sensitive to the specific
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in the dataset.

pixel-level changes that adversarial attacks often employ.
However, it also means that their ability to adapt through
adversarial training might be more nuanced, as improvements
in robustness require adjustments at the conceptual level
rather than the feature or pixel level. If adversarial examples
do not directly perturb the concepts learned during training
but instead manipulate other aspects of the input space, CBMs
may fail to adapt. CNNss are able to better adapt to adversarial
perturbations seen during training, as they are not confined
to a predetermined set of concepts. This partially aligns with
theoretical insights, which suggest that CBMs’ robustness
is inherently tied to their conceptual structure. Despite
these insights, all models exhibited vulnerabilities to sophis-
ticated or highly variable adversarial inputs, highlighting
the limitations of adversarial training. Future advancements
in hybrid training approaches or architectural innovations
may lead to the development of neural networks robust
not only to known threats but also to evolving adversarial
strategies.

C. ROBUSTNESS AND CONCEPTS NUMBER

The results show that the impact of adding concepts on model
robustness does not follow a straightforward pattern; instead,
it fluctuates, with certain concepts affecting the models
differently. This variability indicates that not all concepts
contribute equally to robustness, and their impact can depend
on the specific architecture (Sequential, Joint, or CNN) and
the nature of the concepts themselves. Certain concepts have
a differential impact on model accuracy and robustness,
indicating that the nature of the concept (e.g., presence of
closed loops, intersection points) and its relevance to the task
at hand can influence how a model generalizes from training
to adversarial contexts.
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VIl. FUTURE RESEARCH DIRECTIONS

Our findings have laid a foundational understanding of
the robustness of Concept-Bottleneck Models (CBMs) and
Convolutional Neural Networks (CNNs) against adversarial
attacks. To build on this foundation, key areas for future
research include:

« Diverse Datasets: It is crucial to expand testing to a
broader array of datasets. This will help ensure that
findings on the robustness of CBMs are not skewed by
class and concept imbalances, such as those observed in
the CUB dataset. Diverse datasets can provide a more
comprehensive assessment of model robustness across
different scenarios and data distributions.

o Adversarial Training Refinement: There is a need
to refine adversarial training algorithms to specifically
target the concepts modeled by CBMs. By focusing
on concept-specific perturbations, we can enhance the
robustness of DNNs, making them more resilient to
attacks that exploit specific conceptual vulnerabilities.

e Minimizing Information Compression: Developing
training mechanisms that minimize the information
compressed within the concepts used to predict Y
can also reduce vulnerabilities. By focusing on the
essential aspects necessary for robust prediction, we can
ensure that the models retain critical information while
discarding extraneous details that may be exploited by
adversarial attacks.

o Semantic-based Attacks: Exploring the impact of
semantic-based adversarial attacks is another important
area of research. These attacks could reveal additional
vulnerabilities or strengths in CBMs, particularly when
compared to CNNs that do not explicitly model con-
cepts [18]. Understanding how CBMs handle semantic
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perturbations can provide insights into their robustness
and guide improvements.

o Concept Investigation: A systematic investigation into
which concepts significantly influence model robustness
and why is essential. By focusing on these concepts’
geometric properties or semantic depth, we can design
CBMs that prioritize robust and essential concepts for
classification.

These directions promise to deepen our understanding of
adversarial robustness and guide the development of more
secure Al systems capable of withstanding sophisticated
threats. Addressing these research areas will advance the field
of adversarial robustness, leading to the creation of models
that are not only accurate but also resilient to adversarial
manipulation.

VIil. CONCLUSION

Our comprehensive study demonstrates the enhanced robust-
ness of Concept Bottleneck Models (CBMs) against adver-
sarial attacks compared to traditional Convolutional Neural
Networks (CNNSs). This robustness stems from the con-
ceptual integrity and data compression capabilities inherent
in CBMs, which effectively filter out non-essential input
variations. However, when adversarially trained, standard
CNNs adapt better to the perturbations seen during training.
While standard CNNs can achieve comparable robustness
through targeted adversarial training, CBMs inherently offer
a more robust framework due to their structured conceptual
integration.

Additionally, we investigated the impact of increasing con-
ceptual complexity within CBMs. Our findings indicate that
the effect of adding more concepts depends on the robustness
of the concepts themselves. Robust concepts enhance the
model’s resilience to adversarial attacks, while non-robust
concepts may not significantly improve performance.

This research underscores the potential of CBMs in
sensitive and critical applications where robustness and
interpretability are paramount. It also lays the groundwork
for future explorations into creating more secure and
interpretable Al systems. Future research can enhance the
robustness and reliability of CBMs by focusing on diverse
datasets, refining adversarial training methods, minimizing
information compression, exploring semantic-based attacks,
and systematically investigating critical concepts, paving the
way for advancements in secure Al technologies.
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