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Abstract 

Rising concerns over climate change, largely driven by anthropogenic CO2 emissions, have intensified 

research and development in low-carbon and carbon-neutral energy solutions. Hydrogen is 

increasingly gaining attention. Unlike fossil fuels, hydrogen combustion produces only water vapor, 

making it an environmentally attractive fuel source. This potential has spurred technological 

innovations in hydrogen production methods. Sorption-enhanced steam reforming (SE-SR) of methane 

is an emerging technology incorporating in-situ carbon capture that enables hydrogen (blue)  

production from natural gas. This study aims to advance this approach through mathematical 

modelling and scale-up within bubbling fluidised bed reactors. This is significant because SE-SR 

currently has a low technology readiness level (TRL). The aim was achieved by developing novel reactor 

and process models in Barracuda Virtual Reactor® and Aspen Plus® software, respectively, as well as 

applying scaling laws and methodologies to upscale SE-SR of methane for industrial applications. 

A computational particle fluid dynamics (CPFD) reactor model was developed using Barracuda VR® and 

rigorously validated against experimental data from the literature. Comparisons showed close 

agreement, with deviations between simulated and literature values falling within a narrow range of 

0.1-2%. The validated CPFD model was then employed to evaluate the reliability of two potential scale-

up methodologies. One of the methodologies was later selected for scaling simulations, due to better 

preservation of hydrodynamic behaviours and chemical conversion rates at more conserved materials 

and reactor dimensions. It was applied, in conjunction with the CPFD model, to progressively upscale 

the SE-SR reactor - first from a bench-scale reactor to an industrial-sized 1 MWth unit, then further to 

commercial-scale reactors of 50 MWth and 150 MWth. This effort establishes a validated simulation-

guided approach for methodically upscaling SE-SR reactor from bench-scale to full commercial scale.  

Furthermore, the economic scalability of SE-SR was also evaluated. A rigorous process simulation in 

Aspen Plus® software and cost assessment was conducted comparing projected levelised cost of 

hydrogen (LCOH) for scaled-up SE-SR systems against more established blue hydrogen alternatives, 

including autothermal gas-heated reforming coupled with carbon capture and storage (CCS), as well 

as conventional steam methane reforming plus CCS. The analysis found SE-SR to have a competitive 

economic outlook at the 600 to 1000 MWth commercial scale assessed. This benchmarking suggests 

SE-SR can be scaled cost-effectively for industrial applications. As the technology continues to mature, 

capital requirements may see further reductions. SE-SR therefore demonstrates strong potential as an 

economically viable pathway to facilitate large-scale production of low-carbon hydrogen. 
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 Introduction   

1.1 Background  

Climate change is one of the defining challenges of our time that has garnered significant attention 

and concern. Significant changes to systems across the planet demonstrate the reality of climate 

change. One of the most visible manifestations of this change is the rise in sea levels, which threatens 

coastal environments through inundation, flooding and erosion [1]. Wetlands are being swallowed and 

coastal communities are facing increased storm surge damage. This existential challenge is particularly 

acute for island nations and low-lying coastal cities, as the immense polar ice sheets continue to 

respond slowly to the warming [2]. Warming seas are also causing significant disruptions to marine 

ecosystems, altering the distribution of marine life and acidifying the oceans at rates not seen for 

millions of years [3]. These changes are disrupting vital underwater ecosystems that billions of people 

rely on for sustenance and livelihoods. On land, shifting rainfall patterns linked to climate change are 

extending drought conditions in some areas while increasing the frequency and intensity of heavy 

rainfall events and subsequent flooding in others [4]. These changes are exacerbating wildfire risk and 

degrading soil fertility, posing a threat to crop and livestock production, as well as the availability of 

freshwater resources for human populations and natural habitats worldwide. The impacts of climate 

change are not limited to environmental disruptions. Unprecedented weather extremes, such as 

intensifying hurricanes and heatwaves, are also inflicting significant economic losses, providing an 

early glimpse of the future disruptions that await if warming persists unchecked [4]. 

The scientific consensus by the Intergovernmental Panel on Climate Change (IPCC), is that the Earth's 

climate change is driven primarily by human activities [5]. Other possible influences, including 

variations in solar activity and volcanic eruptions, could not explain the rapid rise in global surface and 

ocean temperatures over the past century and the ongoing increases that break successively warmer 

records. Figure 1.1 illustrates the proof of human influence on worldwide surface temperatures 

presented in the latest IPCC assessment, which aggregated findings from paleoclimate archives, 

present-day measurements, and computed climate simulations. As seen from Figure 1.1, the patterns 

of warming align with rising concentrations of human-emitted greenhouse gases and are inconsistent 

with natural factors alone.  
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Figure 1.1: An updated assessment of human influences on broad-scale surface temperature from 

1850 to 2019 [5]. 

Greenhouse gases (GHGs) like CO2, CH4 and nitrous oxide (N2O) are emitted through industrial 

processes, transportation, energy production, agriculture and deforestation. However, a considerable 

portion of CO2 emissions originate from those activities, compared to the other gases, as seen in Figure 

1.2. Fossil fuel burning for activities such as generating electricity and powering vehicles, industrial 

processes and heating contributes the most to increased CO2 emissions since preindustrial times. Coal, 

oil and natural gas contain carbon that produces CO2 when burned, and emissions have risen sharply 

with industrialisation and global population growth.  

 

 

Figure 1.2: Global GHG emissions by gas from 1990 to 2019 [6]. 

Deforestation, primarily for cattle ranching and crop cultivation, is also a major driver of CO2 emissions 

and additional warming through releasing carbon stored in trees and vegetation [6]. Agricultural 

activities including farming methods, fertilizer use and livestock production are key sources of non-CO2 
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GHGs like CH4 and N2O. Methane, released during rice cultivation, livestock digestion and waste 

handling, has over 25 times the global warming potential of CO2 over a 100 year period. Nitrous oxide 

emissions result from applied nitrogen fertilizers and manure being broken down by microbes in soils 

and oceans, with agricultural soil management responsible for around 60% of total N2O emissions [5]. 

Clearly, climate change poses an urgent threat with irreversible environmental consequences due to 

the interdependence and vulnerability of living systems. Mitigation actions, such as the adoption of 

clean fuels, are expected to stabilise the climate balance. The role of hydrogen as a clean energy 

solution has gained significant attention. Hydrogen offers a versatile and promising pathway to mitigate 

the environmental impacts of energy production and usage [7]. Unlike fossil fuels, the combustion of 

hydrogen does not release carbon dioxide, making it a clean energy carrier that can be utilised across 

various sectors. Depending on the production method, hydrogen can have significantly lower 

greenhouse gas emissions compared to traditional energy sources.  

The current use of hydrogen remains largely traditional. A major application of hydrogen is as an 

industrial feedstock in chemical and manufacturing processes. These industries rely on its chemical 

properties as a reducing agent to produce vital compounds such as ammonia and methanol. 

Additionally, hydrogen serves as a fuel in the refining process, converting crude oil into finished 

petroleum products like gasoline. Figure 1.3 depicts the global distribution of hydrogen applications 

between 2019 and 2023. The petroleum refining industry emerges as the primary consumer of 

hydrogen during this period. Following closely are industrial applications, comprising ammonia, 

methanol, and steel production. It is noteworthy that the vast majority of this hydrogen demand is 

satisfied through production methods that rely on unabated fossil fuel sources, highlighting the current 

dependency on traditional energy resources in hydrogen production. 
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Figure 1.3: Distribution of hydrogen usage by sector from 2019 to 2023 [8] 

The potential applications of hydrogen in the fight against climate change are extensive. In 

transportation, hydrogen-powered fuel cell electric vehicles (FCEVs) can replace conventional gasoline 

or diesel-powered vehicles, reducing tailpipe emissions and improving air quality in urban areas [7]. In 

power generation, hydrogen can be used to generate electricity through direct combustion or fuel cells. 

Furthermore, hydrogen can play a crucial role in decarbonising hard-to-abate industrial sectors, such 

as steel production, chemical manufacturing and refining, where traditional approaches are 

challenging. Hydrogen can also be utilised for heating and cooling buildings, displacing the use of fossil 

fuels in the residential and commercial sectors. 

1.2 Motivation 

As the world navigates the complexities of the climate crisis, the versatility and clean nature of 

hydrogen make it a promising solution that can contribute to a more sustainable and low-carbon future. 

Governments and private sector actors around the world are already taking steps to promote the 

adoption of hydrogen technologies, recognising the crucial role they can play in achieving global 

climate goals. However, unlocking the full potential of hydrogen in mitigating climate change will 

require significant development of enabling infrastructure and scale-up of production capacity to meet 

growing market demands.  
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Figure 1.4: Projected low-carbon hydrogen demand from 2030 to 2050 net-zero scenario [9]. 

The demand for hydrogen is projected to increase substantially in the coming decades, with some 

demand still expected to be sourced from unabated fossil fuels, if additional low-carbon production is 

not scaled up [9]. As seen in Figure 1.4, projections indicate that low-emission hydrogen demand will 

increase more than fourfold by 2050 compared to 2030 levels, driven by its growing application in 

aviation and marine transport, heavy-duty transport such as freight trucks and buses, and 

manufacturing industries like steel, cement and chemicals. Thus, highlighting the urgent need to boost 

and expand the availability of competitively priced clean hydrogen. 

Recent analyses suggest that fossil-based hydrogen integrated with carbon capture and storage (blue 

hydrogen) technologies, deployed at large scale, could help meet increasing hydrogen demand in the 

medium term [10]. Blue hydrogen exploits existing natural gas infrastructure while potentially 

capturing over 90-95% of emissions. The successful transition of emerging blue hydrogen production 

technologies, such as sorption-enhanced steam reforming (SE-SR) of methane, from laboratory-scale 

to commercial-scale operations is important for their widespread adoption. SE-SR of methane has 

been identified as a promising approach to produce high-yield blue hydrogen at lower costs, thanks to 

its compact nature and efficient carbon capture capabilities [11]. However, the technology is currently 
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at a low maturity level, and significant research is needed to overcome possible challenges that might 

be associated with its scale-up. Modelling and simulation techniques can play a vital role in this 

endeavour, providing insights into the complex physical and chemical phenomena occurring during the 

scale-up. In addition, literature on large-scale modelling of the SE-SR technology is limited. Thus, this 

work exploits opportunities to investigate SE-SR further. 

1.3 Aim and objectives 

The aim of this study is to investigate the behaviour and performance of sorption enhanced steam 

reforming (SE-SR) of methane for large-scale low-carbon hydrogen production, by developing high-

fidelity models and validating a scaleup methodology. This was achieved through these objectives: 

1. Conducting a general literature review to examine the current state of research and 

development in the wider field of low-carbon hydrogen production, with a particular focus on 

SE-SR technology. 

2. Conducting a comprehensive review to understand the state-of-the-art in simulation and 

modelling approaches for SE-SR of methane in fluidised bed reactors (FBR). 

3. Developing and validating a computational particle fluid dynamics (CPFD) model to simulate 

lab-scale SE-SR, benchmarked against published experimental data. 

4. Extending the CPFD model to simulate a full-loop bench-scale SE-SR system and validating 

model predictions. 

5. Developing and validating a scale-up methodology for SE-SR in bubbling fluidised bed reactors 

using the validated CPFD model. 

6. Evaluating the performance of a 1 MWth SE-SR of methane system at varying operating 

conditions and extrapolating the model to assess behaviour at larger scales of 50 and 150 

MWth. 

7. Conducting a techno-economic analysis of SE-SR of methane production at commercial scales 

to benchmark against conventional blue hydrogen technologies, using validated process 

simulation models. 
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1.4 Novelty and scope of the study 

1.4.1 Novelty  

One of the major innovative elements of this research is the development and validation of a scale-up 

methodology for SE-SR of methane, leveraging high-fidelity computational particle fluid dynamics 

(CPFD) simulations.  

Firstly, a CPFD model was developed and validated to accurately simulate a single lab-scale SE-SR 

reformer unit, which was then extended to the full-loop bench-scale system, rather than just the single 

reactor unit. This involved a rigorous validation process, where the model's predictions of both the 

hydrodynamics and chemical kinetics behaviour were benchmarked against published experimental 

data. This approach represents a significant advancement over previous work, which has often relied 

on simpler validation methods or modelling approaches. 

Starting with the validated lab-scale CPFD model, a systematic scale-up methodology based on the 

principles of similarity, for SE-SR in bubbling fluidised bed reactors was developed. This scale-up 

approach, which was validated using CPFD simulations, allowed the prediction of the performance and 

behaviour of SE-SR technology at reactor scales that could be expensive to study experimentally.  

This innovative combination of advanced CPFD modelling and scale-up criteria represents a unique 

contribution to the field, as it addresses one of the critical barriers to the commercialisation of SE-SR 

technology – the challenge of transitioning from lab-scale to large-scale commercial operations. 

1.4.2 Scope of study 

This research focuses on developing an advanced computational model to support the scale-up of SE-

SR hydrogen production technology. No experimental testing is included in the scope of this project 

but data from published literature is used to validate the model [12,13]. 

Computational particle fluid dynamic models will be developed using the Barracuda VR® software 

platform. Barracuda VR® software is used as it will not only allow for a detailed simulation of the lab-

scale systems and the entire bench-scale process loop, but also the simulation of the multiphase 

hydrodynamics within SE-SR reactors at larger scales. 

A steady-state simulation of the technologies used for bench-marking SE-SR of methane process will 

be developed in Aspen Plus® software and validated using published literature data. Aspen Plus® was 

used because it has an extensive property database that ensures accurate modelling of the intricate 

behaviours of those processes, including the carbon capture units. Furthermore, it is integrated with 
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economic tools that will enable the estimation of costs associated with some of the components used 

in these technologies. 

1.5 Thesis outline 

The structure of this thesis is centred around the key research objectives outlined in section 1.3. It 

comprises ten chapters, with chapters 3, 5 and 8 based on the contributions extracted for publication 

in peer-reviewed journals. Chapter 1 (current chapter) introduces the background of study and 

establishes the motivation and objectives of this thesis.  

Chapters 2 and 3 delve into the existing body of knowledge, first through a literature review on low-

carbon hydrogen production methods, and then by critically examining the current simulation and 

modelling approaches used for SE-SR processes, particularly in the context of fluidised bed reactors. 

Chapter 2 also explores the recent advancements and the current state of research in the SE-SR field, 

identifying the critical knowledge gaps that the thesis aims to address.  

Chapters 4 and 5 represent the core of the computational modelling work undertaken in this research. 

Chapter 4 presents the development and rigorous validation of a three-dimensional CPFD model for 

simulating the lab-scale SE-SR process. This detailed model serves as the foundation for the 

subsequent scale-up studies. Building upon this, Chapter 5 extends the CPFD model to a bench-scale 

circulating fluidised bed reactor, exploring the effects of reactor geometry and solids ratios on the 

performance of the SE-SR system. 

The scale-up analyses are then addressed in Chapter 6, where a scale-up methodology for transitioning 

the SE-SR technology from lab-scale to commercial-scale operations is proposed and validated. This 

chapter provides a framework for designing and scaling-up larger-scale SE-SR in fluidised bed reactor. 

Chapters 7 and 8 focus on evaluating the performance and economics of commercial-scale SE-SR 

systems, respectively. Chapter 7 investigates the parametric analysis of 1 MWth SE-SR reactor and the 

effect of scale, ranging from 1 MWth to 150 MWth, on the key performance indicators of SE-SR in 

bubbling fluidised bed reactors. This is complemented by Chapter 8, which presents a techno-

economic analysis to assess commercial viability of large-scale blue hydrogen production via the SE-SR 

of methane and benchmarks it with other established blue hydrogen production technologies. 

The final two chapters provide a broader perspective on the research. Chapter 9 offers a general 

discussion, synthesising the key findings and highlighting the overall contributions of the work to the 

advancement of SE-SR technology. The thesis concludes with Chapter 10, which summarises the main 
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conclusions and outlines the future research directions and opportunities to further enhance the 

deployment of SE-SR technology. 
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 General Literature Review   

2.1 CO2 emissions and impact 

Earth's natural temperature is regulated through a fine balance between incoming solar radiation and 

outgoing heat. Some of the sun's rays are reflected back into space by the Earth's surface and 

atmosphere, while others are absorbed and re-radiated as thermal energy. Certain gases in the 

atmosphere, called greenhouse gases (GHGs), which includes CO2, methane, and nitrous oxide, play a 

vital role in this process. They act like a protective blanket, trapping some of the outgoing heat and 

preventing it from escaping back into space. This phenomenon, known as the greenhouse effect, is 

essential for sustaining a habitable planet [14]. 

However, problems arise when the concentrations of these greenhouse gases increase significantly 

above the levels that exist naturally in our atmosphere. When higher concentrations of greenhouse 

gases are present, they begin to trap more heat in the lower atmosphere, leading to a gradual warming 

of the planet. Among all greenhouse gases, CO2 emissions make up the largest share of total emissions 

and have consequently been the focus of extensive scientific research due to their significant impact 

on anthropogenic climate change and global warming [15]. The combustion of fossil fuels, such as coal, 

oil and natural gas for energy production, transportation, and industrial processes, has been identified 

as the primary source of increased atmospheric CO2 levels over the past century. This increase in CO2 

emissions has been linked to human activities, like industrialisation and urbanisation [15]. 

 

Figure 2.1: Growth of annual global CO2 emissions from 1900 to 2023 [16]. 
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While efforts have been made through clean energy initiatives and programs to reduce CO2 emissions, 

concentrations in the atmosphere have continued climbing to new record highs. In 2023, global CO2 

emissions reached 37.4 Gt, according to the International Energy Agency (IEA) – the highest annual 

total ever recorded, as seen in Figure 2.1 [16]. This represents an increase of around 1 gigaton from 

2022 levels. Human activities have raised the atmosphere's CO2 content by 50% in less than 200 years. 

Data from the National Oceanic and Atmospheric Administration (NOAA) have revealed an alarming 

increase in the current CO2 concentration, rising from 320 ppm recorded in 1960 to a concerning 425 

ppm in recent times, a marked rise of over 30% in just over half a century [17]. These emissions and 

relatively high concentrations of CO2 and other GHGs have also led to a measurable global warming of 

approximately 1 °C over the past 150 years [18]. Although a 1 °C increase may seem small, it represents 

a significant accumulation of heat in the atmosphere and oceans. Concerningly, the last decade was 

the warmest on record. In fact, 2023 is now considered the warmest year since systematic record 

keeping began, as the global average temperature was 1.18 °C above the 20th century average of 

13.9 °C [18]. 

To prevent the most severe consequences of climate change, global leaders agree we must limit 

average global temperature rise to below 2°C through ambitious emissions reduction interventions. 

This is the internationally agreed upon goal as outlined in the 2015 Paris Agreement, signed by nearly 

every country [19]. Reaching this target will require global anthropogenic CO2 emissions to fall by 

around 45% from 2010 levels by 2030, according to the IPCC [20]. 

2.2 Low-carbon hydrogen production technologies 

Hydrogen is a promising energy carrier and a potential solution for decarbonising various sectors, 

including transportation, industry, and power generation. Today's hydrogen landscape is characterised 

by production methods heavily reliant on fossil fuels but this is changing as governments and industries 

worldwide recognise hydrogen's potential as a clean energy carrier. Looking to the future, hydrogen 

market is expected to undergo immense growth. This expansion will be driven by technological 

advancements, economies of scale, and supportive policy frameworks across the globe. Leading the 

way in hydrogen policies and initiatives are countries such as Canada, China, the United States, 

members of the European Union, and the United Kingdom. 

The UK's Ten Point Plan places a strong emphasis on developing and scaling hydrogen production 

technologies as a key strategy for achieving net-zero emissions [21]. More recently, the country's 

previous target for low-carbon hydrogen production capacity was doubled, raising it to 10 GW by the 

year 2030, and mandating that 6GW be derived from electrolytic (green) hydrogen and 4GW from CCS-
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enabled (blue) hydrogen [22]. To support the achievement of this 2030 production capacity target, the 

UK government introduced the Low Carbon Hydrogen Agreement (LCHA), which underpins the 

hydrogen production business model. The LCHA is structured as a private law contract between 

hydrogen producers and a government-appointed counterparty, and serves as a financial support 

mechanism designed to bridge the cost gap between low carbon hydrogen and high carbon fuels, 

thereby incentivising the production of low carbon hydrogen. 

Furthermore, the UK's Balanced Net Zero Pathway, as seen in Figure 2.2, recognises the importance of 

diversifying hydrogen production methods to meet the country's ambitious targets for low-carbon 

hydrogen deployment. This approach acknowledges that different production routes will play varying 

roles over time as the hydrogen economy evolves and scales up. Initially, a significant portion of 

hydrogen production is expected to come from fossil fuel-based routes but will likely shift towards 

renewable-based production methods as the transition progresses. 

 

Figure 2.2: The UK’s projected clean hydrogen supply mix by production technology: 2025-2050 [23]. 

The transition towards a low-carbon hydrogen economy has sparked significant interest and research 

into various production technologies that can minimise CO2 emissions. A diverse range of methods 

have been proposed and explored, each with its own advantages and challenges. To better understand 

the landscape of low-carbon hydrogen production, it is essential to review the literature and examine 

the different technologies in detail. The classification of different hydrogen production technologies 

used here is based on the primary energy input required for the conversion of the feedstock materials: 

2025 2030 2035 2040 2045 2050

0

50

100

150

200

250

H
y
d

ro
g

e
n

 S
u

p
p

ly
 (

T
W

h
)

 Imported H2

 Biomass+CCS

 Fossil gas+CCS

 Electrolysis



13 
 

electrolytic, biological/biochemical and thermochemical hydrogen production. The cost of hydrogen 

per kg and the Technology Readiness Level (TRL) of these technologies were also highlighted. The TRL 

scale is a measure used to assess the maturity of emerging technologies, with scale that runs from 1 

to 9 [24]. A TRL of 1 represents the lowest level of technology maturity, while 9 represents the highest, 

most advanced state where a technology has been proven and adopted for full operational use. 

2.2.1 Electrolytic hydrogen production technologies 

This method of producing hydrogen involves using electricity to divide water molecules into their 

constituent parts of hydrogen and oxygen via a process called electrolysis [25]. The electricity required 

can be generated from low-emissions renewable energy sources such as solar, wind, hydropower or 

nuclear – which then powers the electrolysis. Some of the primary electrolytic techniques are alkaline 

electrolysis, solid oxide electrolysis and proton exchange membrane (PEM) electrolysis, all of which 

use electricity to split water into hydrogen fuel [26–29].  

In the alkaline electrolysis process, an electrolytic cell contains an electrolyte solution made of alkaline 

chemicals such as potassium hydroxide or sodium hydroxide [30]. Two electrodes – a positive anode 

and negative cathode – extend into the cell. When an electric current flows through the electrodes, a 

redox reaction occurs at each one. At the negative cathode, water molecules are reduced. This means 

they gain electrons from the external power source, causing the molecules to split apart into hydrogen 

gas and hydroxide ions (2H2O + 2e⁻ → H2 + 2OH⁻). The hydroxide ions remain soluble in the alkaline 

electrolyte and diffuse across to the anode side of the cell. Meanwhile, at the positively-charged anode, 

the hydroxide ions undergo oxidation and generate oxygen gas as well as water molecules (2OH⁻ → 

1/2O2 + H2O + 2e⁻) [30]. Although alkaline electrolysis is a mature technology, with a TRL of 9 and an 

efficiency of up to 80%, it faces certain limitations such as the requirement for a corrosive alkaline 

electrolyte and the potential for gas crossover between electrodes, reducing efficiency and purity [31–

33]. Ongoing research efforts aim to address these challenges by developing advanced electrode 

materials, optimising cell designs, and integrating renewable energy sources to provide the necessary 

electrical input [34,35]. Its updated levelised cost of hydrogen (LCOH), calculated over the hydrogen 

plant operational lifetime, ranges from £2.08/kgH2 to £7.42/kgH2 (converted) but can go higher 

depending on the source of electricity used [36,37]. 

Unlike alkaline electrolysis systems that rely on liquid electrolyte solutions, PEM electrolysers use a 

solid polymer membrane as the electrolyte. A PEM electrolyser is made up of the membrane electrode 

assembly (MEA), which comprises a polymer electrolyte membrane sandwiched between two porous 

electrodes – the anode and cathode. The polymer membrane, usually made of a perfluorosulfonic acid 

(PFSA) material like Nafion, selectively allows the transport of protons (H⁺) while blocking the passage 
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of electrons and gases. The electrodes are coated with catalysts, such as platinum, to facilitate the 

electrochemical reactions [38]. When an external electrical supply is connected to the electrodes, a 

series of reactions occur. At the anode, water molecules are oxidised, producing oxygen gas, protons, 

and electrons (2H₂O → O₂ + 4H⁺ + 4e⁻). The protons generated at the anode are selectively transported 

through the polymer membrane to the cathode, where they combine with electrons to form hydrogen 

gas (4H⁺ + 4e⁻ → 2H₂) [39]. PEM electrolysis offers some advantages over alkaline electrolysis, including 

higher efficiency, compact design, and the ability to operate at higher current densities [40]. The solid 

PEM eliminates the need for corrosive liquid electrolytes and minimises gas crossover issues, 

enhancing overall performance. However, they typically have higher capital costs due to the use of 

expensive catalysts and membrane materials, with updated LCOH ranging from £2.31/kgH2 to £9/kgH2 

[37,41]. PEM electrolysers are in the early stages of market adoption, with TRL of 8, and have 

efficiencies ranging from 67% to 82% [39]. Ongoing research efforts focus on developing cost-effective 

catalysts, improving membrane durability and efficiency. 

Solid oxide electrolysis cell (SOEC) presents an innovative approach to hydrogen production through 

the electrolysis of water at elevated temperatures. Contrary to conventional alkaline and PEM 

electrolysis systems that can operate at relatively low temperatures, SOEC technology harnesses the 

unique properties of solid oxide ceramic materials as electrolytes, enabling high-temperature 

operation typically ranging from 600°C to 900°C [42,43]. The core component of an SOEC system is the 

solid oxide electrolyte, commonly composed of yttria-stabilized zirconia (YSZ) or other ion-conducting 

ceramic materials. This solid electrolyte facilitates the selective transport of oxide ions (O²⁻) at high 

temperatures [42]. When an external electrical supply is applied across the electrodes, the high 

operating temperature enables the following reactions to occur: at the cathode, water vapor is 

reduced to produce hydrogen gas and oxide ions (H2O(vapor) + 2e⁻ → H2 + O²⁻). Simultaneously, at the 

anode, the oxide ions are oxidised, generating oxygen gas and releasing electrons (O²⁻ → 1/2O2 + 2e⁻) 

[39]. SOEC technology offers several advantages, including high efficiency, with potential to achieve up 

to 95% efficiency [44]. This high efficiency is attributed to the materials’ ionic conductivity and the 

potential for co-production of steam or electricity by integrating with waste heat sources [44,45]. 

However, the high operating temperatures also present challenges, including material degradation, 

sealing issues, and the need for expensive high-temperature materials. Additionally, the start-up and 

shutdown processes for SOEC systems can be complex and time-consuming due to the high operating 

temperatures involved [44]. The TRL of SOEC technology is currently at 5 and is in the active research 

and development stage for commercialisation. The updated cost of hydrogen ranges from £2.38/ kgH2 

to £15.45/kgH2 [41,44]. Ongoing research efforts in SOEC focus on improving the durability and lifetime 
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of the ceramic components, developing cost-effective materials and exploring integration with various 

heat sources. 

2.2.2 Biochemical hydrogen production technologies 

Biochemical hydrogen production involves using microorganisms like bacteria or algae to produce 

hydrogen gas through metabolic pathways. There are three main biological methods for producing 

hydrogen: dark fermentation, photo-fermentation and biophotolysis. These processes differ in their 

metabolic mechanisms and pathways for hydrogen production, as well as the components and designs 

of the bioreactors used. 

Dark fermentation involves anaerobic bacteria breaking down a variety of organic substrates like 

sludge, bagasse and municipal wastes in the absence of oxygen and light, to produce hydrogen carbon 

dioxide [46,47]. Two popular types of anaerobic bioreactors that are commonly used for this reaction 

are continuous stirred-tank reactors and fluidised bed bioreactors. Continuous stirred-tank reactors 

provide homogeneous conditions through constant mixing, while fluidised bed bioreactors suspend 

the substrates using an upward flow of gas [48]. Although relatively simple and cost-effective, the 

hydrogen yield from dark fermentation alone is low, prompting researchers to explore hybrid systems 

that combine it with other techniques. When biomass is used as the substrate for hydrogen production, 

the energy efficiency typically ranges from 60-80% [49]. Additionally, the TRL of dark fermentation 

technology is 7 and is at early market stage. The updated cost of hydrogen production ranges from 

£1.53 to £2.34/kgH2, which is lower than methods such as electrolysis [50]. Research into biologically 

produced hydrogen (bio-H2) via dark fermentation has increasingly focused on optimisation strategies 

using continuous reactor systems. 

Photo-fermentation uses anaerobic bacteria or algae that metabolise organic compounds, in the 

presence of light, to release hydrogen [51–53]. Photo-fermentation shows promise for hydrogen 

production from a wide range of substrates, with studies demonstrating maximum hydrogen yields of 

up to 80% but low conversion efficiencies of up to 9.3% [54]. Photo-fermentation technology is still in 

the emerging phase, primarily confined to research and development efforts, with TRL of 4 [50]. 

However, it offers several advantages, such as the ability to utilise a wide range of organic feedstocks, 

including waste materials, and the production of valuable byproducts like organic acids [53]. 

Additionally, the process does not require an external energy source, as it is driven by the metabolic 

activities of the microorganisms and the adoption of light energy. Nonetheless, photo-fermentation 

systems face challenges, including sensitivity to light intensity and the need for specialised 

photobioreactors, which can contribute to higher operational costs [55]. The updated cost of hydrogen 



16 
 

production via photo-fermentation ranges from £2.34 to £2.95/kgH2 when using glucose as the 

feedstock [49]. 

Biophotolysis occurs in photobioreactors, where light interacts with microorganisms to drive the 

dissociation of water into oxygen, protons and electrons. These substrates are then recombined 

through microbial metabolic processes to yield molecular hydrogen gas [56,57]. The theoretical 

maximum efficiency of biophotolysis is around 10-16%, based on the conversion of solar energy into 

chemical energy stored in hydrogen [58]. However, in practice, the reported efficiencies are much 

lower, typically ranging from 1% to 2%, due to factors such as the requirement for specific light 

conditions. Biophotolysis is still considered an emerging technology and is primarily at the research 

and development stage, with a TRL of 4 [50]. While significant progress has been made in 

understanding the underlying mechanisms and optimising the process, further research is needed to 

address challenges related to scalability, efficiency and long-term stability before commercial viability 

can be achieved. The updated cost of hydrogen production from biophotolysis ranges from £2.59 to 

£12.49/kgH2, depending on the energy source [59,60].  

Although energy efficiency can be moderate, the low hydrogen yield and higher costs present 

drawbacks that need to be addressed for biochemical processes to be a competitive approach 

particularly for large-scale hydrogen generation. 

2.2.3 Thermochemical hydrogen production technologies 

Thermochemical hydrogen production technologies leverage high-temperature heat sources to drive 

chemical reactions that produce hydrogen from various feedstocks such as water, natural gas or coal. 

Some approaches under development utilise renewable heat from concentrated solar power or 

nuclear energy in innovative thermal-driven cycles referred to as thermochemical cycles. Others focus 

on biomass and fossil fuel feedstocks integrated with carbon capture techniques to minimise 

greenhouse gas emissions, in processes such as gasification, partial oxidation (POX), autothermal 

reforming (ATR) or steam methane reforming (SMR). 

2.2.3.1 Thermochemical water-splitting technologies 

Thermochemical water splitting uses high temperatures and carefully selected chemical compounds 

to dissociate water into hydrogen and oxygen through a series of thermochemical reactions. At the 

core of the process is a closed-loop series of chemical reactions known as a thermochemical cycle. 

Water serves as the sole feedstock and input, while select chemical compounds enable the reversible 

reactions and are continuously reused throughout repetitive turns of the cycle [61–63]. 
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Solar collectors or nuclear reactors can be adopted to generate the intensive heat required, either 

delivering it directly or using thermal storage mechanisms to indirectly provide thermal power on 

demand. As each reaction in the sequence is catalysed by chemical agents under controlled thermal 

conditions, energy absorbed at one stage propagates the changes needed to drive the next. In this way, 

high-grade heat inputs are ratcheted down step-by-step until the bonding forces within water are 

overcome and its dissociation into gases is achieved. 

Significant research has explored various thermochemical water splitting cycles, with over 300 cycles 

reported in scientific literature to date. Among the most prominent are the sulphur-iodine (S-I), 

copper-chlorine (Cu-Cl) and magnesium-chlorine (Mg-Cl) cycles. In the S-I cycle, the process begins 

with the endothermic dissociation of sulfuric acid (H2SO4) at temperatures of at least 850°C, followed 

by a series of chemical reactions involving iodine and water to produce hydrogen and oxygen [64]. The 

heat required for the initial dissociation step can be provided by concentrated solar power (CSP). The 

Cu-Cl cycle involves a series of chemical reactions between copper and chlorine compounds at high 

temperatures (around 550°C) to split water molecules. This cycle has the advantage of operating at 

lower temperatures compared to the S-I cycle, making it potentially more suitable for integration with 

nuclear and renewable heat sources [65]. 

However, these thermochemical approaches have not achieved widespread commercial adoption 

compared to more conventional hydrogen production methods. Some key challenges that have limited 

their cost competitiveness include material corrosion at high operating temperatures, complex solids 

handling during phase changes of reagents, and thermal efficiency losses. Continued engineering 

efforts aim to address these technological hurdles [66–68]. Reported thermal-to-hydrogen energy 

conversion efficiencies range from 14.1% to 82%, while updated costs for hydrogen production vary 

significantly from £2.19/kgH2 to £8.72/kgH2, depending on cycle design and the source of heat input 

[68]. 

2.2.3.2 Thermochemical conversion technologies 

These technologies use thermal energy to break down fossil fuel or biomass feedstocks into gaseous 

components like CO, CO2 and H2 [69]. Approaches in thermochemical conversion of fossil fuels and 

biomass include partial oxidation, gasification, pyrolysis and reforming. In line with the UK's net-zero 

pathway and policy phasing out coal, feedstock options reviewed here are restricted to natural gas and 

biomass [23]. Also, all processes reviewed in this section can be integrated with carbon capture and 

storage (CCS) technologies to capture associated CO2 and generate low-carbon hydrogen. 
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2.2.3.2.1 Partial oxidation (POX) 

Partial oxidation fuel reforming method takes place in a reformer, where carbonaceous feed reacts 

with less oxygen than required to produce hydrogen and carbon monoxide [70]. The practical 

operating condition for this process occurs at 1150 – 1500°C, 25 – 100 bar and oxygen-to-carbon (O/C) 

ratio greater than 0.4, with an efficiency between 60% and 75%. In the presence of a catalyst, partial 

oxidation achieves a complete conversion of oxygen and almost complete conversion of hydrocarbon 

at high gas hourly space velocity and relatively low temperatures (800 – 900°C) [71–75]. This is referred 

to as catalytic partial oxidation. 

Although partial oxidation is known to be compact, with good response time, as well as receptive to 

variety of fuels, it is marred with low hydrogen yield. There are also safety concerns associated with 

this process, owing to its high temperature operation. Additional drawbacks include carbon formation, 

system complexity due to compliance with exact O/C ratio and high capital cost due to post treatment 

of product gases or installation of air separation unit [71,76–78]. Currently, there are no published data 

on the hydrogen cost when this process is integrated with CCS. However, the adjusted hydrogen cost 

for POX without CCS is estimated to be £1.77/kgH2 or less [79].    

2.2.3.2.2 Reforming 

Among the various hydrogen production technologies available at commercial scale, steam methane 

reforming (SMR) remains one of the most cost-effective for producing high yields of hydrogen. SMR 

process involves the reaction of hydrocarbons, commonly natural gas, with high-temperature steam in 

the presence of a nickel catalyst. This triggers a set of endothermic reforming and exothermic water-

gas shift reactions. Initially, the methane and steam react at pressures of 15-30 atm and temperatures 

from 700-950°C to produce syngas (CO and H2) [80]. Then, the water-gas shift reaction further converts 

some CO and H2O into additional hydrogen. Typical SMR facilities can achieve hydrogen production 

efficiencies in the range of 70-85%, depending on design.  

Although SMR benefits from efficient and low-cost hydrogen production at large scales, it currently 

results in relatively large volumes of CO2 emissions during operations. SMR can be integrated with CCS 

technologies to mitigate these emissions and produce low-carbon hydrogen. Notable commercial-

scale examples applying post-combustion capture to SMR include facilities in Port Arthur, Texas, and 

Port Jerome, France, which boast CO2 capture rates upwards of 80-95% [81]. Estimates put the 

adjusted cost of low-carbon hydrogen via SMR integrated with CCS between £1.90/kgH2 and 

£2.86/kgH2, with a TRL of 4 to 9, depending on the type of CCS technology [59,82,83]. Overall, SMR 

remains one of the leading production routes but continues to be improved through carbon abatement 

technologies. Ongoing research in SMR include advancing catalysts, developing reactor designs, 
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devising concepts to integrate with carbon capture, improving modelling and simulation, and 

improving efficiency via process intensification techniques such as sorption-enhanced chemical 

looping steam reforming (SE-CLSR), steam plasma methane reforming, steam methane reformer-

membrane reactors (SMR-MR) and sorption-enhanced steam reforming (SE-SR) [84–89]. 

Auto-thermal reforming (ATR) is another reforming process that has achieved greater commercial 

maturity. In ATR, partial oxidation and steam reforming reactions occur simultaneously through 

controlled addition of air and steam to produce syngas, which is shifted via water-gas shift reaction to 

convert CO to CO2 and generate more hydrogen [80]. This yields a shifted syngas suitable for 

downstream CO2 capture. 

ATR is the combination of partial oxidation and steam reforming process, where the heat from 

oxidation is supplied for an endothermic steam reforming process in the presence of a catalyst, all in 

a single reactor. The hydrocarbon feedstock, steam and oxidant enter the reformer at the same time 

where the heat generation from oxidation process is used to drive the steam reforming reaction to 

produce syngas, which can be shifted to produce more hydrogen and carbon dioxide [90]. It is operated 

at a temperature range of 900 – 1500°C, pressure between 1 – 80 bar, with adjustable oxygen-to-

carbon ratio and steam-to-carbon ratio [91,92]. Despite its easier start-up, high energy efficiency, fuel 

flexibility and better temperature control, ATR large scale deployment is hindered by nitrogen 

separation downstream, high explosion risks and investment cost for the oxygen production unit 

[80,93–95]. In order to maximise process output and improve carbon capture, various concepts of ATR 

technology have been developed such as; gas switching reforming (GSR), ATR with carbon capture and 

sequestration (ATR-CCS), sorption-enhanced ATR (SE-ATR), and membrane assisted autothermal 

reforming (MA-ATR), which selectively separates hydrogen produced in the reformer thereby 

bypassing water-gas shift or downstream hydrogen purification [96–98]. The methane conversion 

efficiency has been reported to reach 99% while the energy efficiency is between 60% and 75%, 

depending on the process configuration and operating condition [99–101]. Current research trends for 

this technology are geared towards catalyst development, process condition optimisation, and CCS 

integration [102–104]. There is currently no operational ATR with CCS hydrogen production facilities, 

instead projects have been announced and are presently in construction. As obtained from the 

International Energy Agency (IEA) database, these projects include H-Vision, Netherland; HyNet 

Northwest, UK; Acorn Aberdeenshire, with completion date set between 2024 – 2040 [105]. 

Regardless, techno-economic assessments for ATR with CCS have been conducted and LCOH is 

estimated at £1.88 – £3.26/kgH2 [83,106]. 
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A novel and improved design for ATR, called chemical looping reforming (CLR), uses a chemical looping 

concept to partially oxidise fossil gas, eliminating the need for direct feeding of air or oxygen to the 

reactor and improving hydrogen yield. In CLR, the oxygen carrier such as Fe2O3 and NiO, alternates 

between reduced and oxidised states as it transfers oxygen between the fuel and an air stream. During 

one half of the cycle, the oxidised oxygen carrier reacts with the fossil gas to produce syngas, aided by 

the oxygen captured on its surface from prior contact with air. In the second half of the cycle, the now 

reduced carrier is regenerated by reaction with air, replenishing its stored oxygen for the next reaction 

with fuel. This syngas can be further shifted to produce a concentrated CO2 stream suitable for capture 

[107–109]. CLR has been integrated with CCS in a few relative processes termed chemical looping 

reforming carbon capture (CLR-CC), chemical looping reforming – sorption-enhanced water-gas shift 

(CLR-SEWGS) and sorption-enhanced chemical looping reforming (SE-CLR) for potential power plant 

applications [110,111]. Based on a techno-economic assessment conducted by Argyris et al. [106], the 

adjusted LCOH of blue hydrogen via CLR(-CC) ranges from £1.77/kgH2 to £2.37/kgH2, depending on the 

scale of production and capture rate [106]. Whilst chemical looping reforming shows promise as a 

means of producing concentrated CO2 streams, it remains an immature technology that requires 

further research and development before commercial deployment.  

2.2.3.2.3 Pyrolysis 

Pyrolysis is an irreversible thermal decomposition of material at high temperature heat, in the absence 

of oxygen [112]. Pyrolysis can be applied to both gaseous and solid materials such as natural gas and 

biomass, as well as other hydrocarbon feedstocks, for hydrogen production [113–118]. This process 

results in the production of a diverse range of products present in the gaseous, liquid and solid phases, 

depending on factors like residence time, temperature, and heating rate. At very high temperatures, 

ranging from 1000°C to 3000°C, the pyrolysis process primarily yields gaseous products; whereas at 

lower temperature ranges of 500°C to 900°C, the production of liquid products, often referred to as 

pyrolysis oil, becomes more prevalent [119–121]. Unfortunately, the high energy requirements 

associated with pyrolysis at elevated temperatures can have adverse effects on the material properties 

and hydrogen yield, particularly when using biomass as the feedstock. To address these challenges, 

process modifications have been explored, such as the use of catalysts to improve the efficiency and 

product characteristics [69]. Catalytic pyrolysis has been applied to various feedstocks to produce char 

and hydrogen. Studies have reported energy efficiencies of up to 58% for catalytic pyrolysis processes 

[117,122–124]. Compared to other high-temperature reforming methods, pyrolysis produces less CO2 

per unit of hydrogen. However, residual emissions still occur that could potentially be abated. 

The pyrolysis of biomass with CCS is gaining significant attention in the context of bioenergy with 

carbon capture and storage (BECCS) technologies [125–127]. If the integrated pyrolysis and carbon 
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capture system is designed specifically for hydrogen production from biomass, rather than electricity 

production, it can be termed HyBECCS [128,129]. In a biomass pyrolysis-CCS or HyBECCS system, the 

biomass feedstock is first subjected to the pyrolysis process. This leads to the production of a gas 

stream, a liquid bio-oil and a solid biochar residue [130]. The resulting gas stream contains a mixture 

of CO, CO2, hydrogen, methane, and other light hydrocarbons. This gas stream undergoes further 

processing, including a water-gas shift reaction to increase hydrogen and CO2 content. Subsequently, 

the gas is directed to a CO2 capture unit where CO2 is separated from the other components and 

prepared for storage. The biochar produced during the pyrolysis process can be used as a soil 

amendment, potentially improving soil fertility and sequestering carbon in the soil [131]. Additionally, 

the liquid bio-oil can be further refined and utilised as a biofuel or as a feedstock for the production of 

various chemicals. There are currently no published data on the hydrogen cost for HyBECCS. However, 

the adjusted cost of hydrogen from biomass pyrolysis, without CCS, ranges from £1.62/kgH2 to 

£2.86/kgH2 [132]. Although biomass pyrolysis technology is matured, its TRL for low-carbon hydrogen 

production is currently at 4 [133].  

2.2.3.2.4 Gasification  

Gasification converts carbonaceous solid materials like biomass into gaseous products (H2, CO2, CH4, 

H2O, CO), with reactions occurring at temperatures of 500°C – 1400°C and pressures of up to 33 bar, 

usually achieved using gasifying agents [134–136]. Gasifying agents, such as steam, air, and oxygen, 

have been strategically employed for oxidising or gasifying solid fuels. Several gasification techniques 

have been developed and demonstrated, including steam gasification, air and oxygen gasification, 

supercritical water gasification (SCWG), and chemical looping gasification (CLG). Each of these 

processes produces syngas, which can be further processed through the water-gas shift reaction to 

facilitate CO2 capture [137–139]. 

Gasification of biomass occurs in four stages: drying, pyrolysis, oxidation and reduction [140]. These 

gasification reactions can be carried out in different types of gasifiers, which vary in terms of the flow 

direction of the solid fuel and oxidant, the mode of heat supply, and how the solid fuel is supported 

within the reactor vessel. Specifically, gasifiers are differentiated based on whether the solid fuel and 

oxidant move counter-currently or co-currently, how heat is supplied (e.g. indirectly via heated 

recirculated gases or directly via partial oxidation) and how the solid fuel is introduced and distributed, 

such as through gravity feed or fluidised beds [140,141]. When this gasification process using biomass 

as its feedstock is integrated with CCS, it can also be considered a HyBECCS system. 

As reported by Pfeifer [142], the integration of this process with CCS has been demonstrated at pilot 

scale. However, pilot plants at a capacity of 8MW using biomass as feedstock, have been reported to 
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produce the lowest purity of hydrogen (48–52 H2 vol%), compared to the lower scale plants (20kW to 

200kW) with H2 purity >70 vol.% [143]. Other operational gasification with CCS plants are retrofits, 

including the SINOPEC demonstration plant, Coffeyville facility and Great Plains Synfuel, and have been 

reported to produce blue hydrogen and syngas for industrial use such as fertilisers [144]. The major 

challenge associated with this process is the formation of tar and char, which can influence hydrogen 

yield and promote catalyst deactivation. The estimated cost (and updated £) of hydrogen produced via 

biomass gasification, without CCS, is at £2.30/kgH2 to £18.48/kgH2, depending on the type of biomass 

feedstock [50,59]. Additionally, the TRL of biomass gasification, without CCS, is currently at 9, whereas 

that of biomass gasification with CCS (HyBECCS) is at 3-5 [133,145]. 

Figure 2.3 summarises the various low-carbon hydrogen production technologies reviewed in this 

chapter, presenting their TRL and estimated hydrogen costs based on literature. It is important to note 

that the estimated costs reported are dependent on the models, assumptions and fuel types used in 

each study. The actual production costs could vary depending on location-specific factors such as fuel 

costs, resource availability, plant size, carbon pricing policies and other conditions not captured in the 

generic cost analysis. As low-carbon technologies continue to progress along their development curves, 

their estimated costs are likely to decline. Therefore, the costs shown here should be interpreted as 

preliminary estimates, subject to change as these technologies mature. 
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Figure 2.3: Summary of reviewed low-carbon hydrogen production technologies. 

2.3 Carbon capture and storage (CCS)  

The production of low-carbon hydrogen via thermochemical processes is closely tied to the 

implementation of effective carbon capture methods. Notwithstanding the fact that some 

thermochemical pathways, such as water splitting cycles, are inherently carbon-free, other routes 

involving hydrocarbon feedstocks like natural gas or biomass generate significant CO2 emissions. To 

mitigate these emissions and achieve the desired low-carbon footprint, carbon capture technologies 

play a crucial role. CCS involves the separation and capture of CO2 emissions from thermochemical 

processes like SMR, POX, ATR or gasification. The captured CO2 is then compressed and transported 

for permanent storage in suitable geological formations, such as depleted oil and gas reservoirs or 

deep saline aquifers. 

2.3.1 The CCS value chain  

The main stages in the CCS value chain can be divided into capture, transport and storage, as shown 

in Figure 2.4. Several technologies are available for CO2 capture and can be integrated into 

TRL 1

TRL 2

TRL 3

TRL 4

TRL 5

TRL 6

TRL 7

TRL 8

TRL 9
Alkaline electrolysis: £2.08 – £7.42/kgH2

SMR with CCS: £1.90 – £2.86/kgH2

ATR with CCS: £1.88 – £3.26/kgH2

PEM electrolysis: £2.31 – £9/kgH2

SOEC: £2.38 – £15.45/kgH2

Biomass gasification with CCS

Dark fermentation: £1.53 – £2.34/kgH2

Photo-fermentation: £2.34 – £2.95/kgH2

Biophotolysis: £2.59 – £12.49/kgH2

Thermochemical cycles (S-I): £2.19 – £8.72/kgH2

Biomass pyrolysis with CCS

CLR with CCS: £1.77 – £2.37/kgH2

SE-SR: £2.84/kg H2

Thermochemical cycles

Water thermolysis
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thermochemical hydrogen production facilities, including post-combustion capture, pre-combustion 

capture, and oxy-fuel combustion.  

Post-combustion capture involves separating CO2 from the flue gas or shifted syngas (mainly CO2 and 

hydrogen) after the combustion of the fossil fuel. This is the most mature and widely studied CO2 

capture technology and has been integrated in industrial hydrogen production facilities [146]. One 

advantage of this technology is its ability to be retrofitted to existing infrastructure without significant 

modifications. In post-combustion CCS, CO2 can be separated from the flue gas using various 

techniques such as absorption, adsorption or cryogenic separation [147]. Many post-combustion 

processes employ cyclic separation and regeneration between two columns. One column separates 

the CO2 from the flue gas stream via absorption or adsorption, depending on the specific separation 

method used. Meanwhile, the other column undergoes regeneration where the captured CO2 is 

released, often through temperature or pressure changes [147]. This cyclic process allows for a steady 

capture process with the captured CO2 available for further transport and storage or utilisation. 

However, the separation process can be energy-intensive and can reduce the overall production plant 

efficiency.  

Pre-combustion CCS is aimed at capturing CO2 from fossil fuels before they are burned for energy 

production. In this technology,  solid or liquid fossil fuels are first converted into syngas via gasification 

or reforming, before it is shifted. The key aspect of pre-combustion capture is that the CO2 is separated 

from the shifted syngas before the hydrogen fuel is used or combusted for energy generation [148]. In 

a combined cycle power plant, for instance, this separated hydrogen can then be used to fuel gas 

turbines for electricity production. The shifted syngas has high CO2 concentration, which improves the 

efficiency of the subsequent CO2 separation process. The separation can be achieved using methods 

similar to those employed in post-combustion capture systems. 

Oxy-fuel combustion involves burning the feedstock in pure oxygen instead of air, resulting in a flue 

gas stream highly concentrated in CO2, along with water vapor and minimal impurities like nitrogen 

[149]. The advantages of this approach include the high CO2 concentration in the flue gas, simplifying 

CO2 separation and reducing the energy penalty associated with capture. Additionally, the absence of 

nitrogen minimises the formation of nitrogen oxides, potentially reducing emissions and the need for 

additional flue gas treatment. However, challenges exist, such as the energy penalty from the air 

separation unit and the need for specialised boilers and burners designed for oxy-fuel combustion 

[149]. 
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Figure 2.4: Carbon capture and storage value chain. 

CO2 transportation is important in the CCS value chain, as it facilitates the movement of the captured 

CO2 from industrial sources to suitable storage sites. The choice of transportation method is influenced 

by factors such as the distance between capture and storage locations, the volume of CO2 to be 

transported, regulation and associated costs [150]. 

One of the primary methods for CO2 transport involves the use of pipelines. This approach is generally 

economical for transporting large volumes of CO2 over long distances. The captured CO2 is compressed 

into a dense phase, either liquid or supercritical state, before being pumped through the pipeline 

network. In some cases, existing natural gas pipelines can be retrofitted or new pipelines can be 

constructed specifically for CO2 transportation [151]. 

Another option is ship transportation, which may be more suitable for offshore storage sites or when 

pipelines are not feasible. In this method, the captured CO2 is liquefied and loaded onto specialised 

ships or barges for maritime transport [151]. Ship transportation can be cost-effective for shorter 

distances or smaller volumes of CO2 [150]. 

For smaller-scale CCS projects or when pipelines and ships are impractical, CO2 can be transported by 

trucks or railcars in pressurised tanks or containers. However, these modes of transportation are 

generally less efficient and more expensive than pipelines or ships for large-scale CO2 transport [151]. 

Regardless of the transportation method employed, various factors must be considered, including 

pipeline or tanker design, materials compatibility, safety considerations and environmental impacts. 

Conversely, the sequestration of captured CO2 from industrial sources is an essential component of 

CCS system. Long-term containment of captured CO2 involves injecting the gas deep underground 

through various geological sequestration techniques. Commonly evaluated storage approaches and 

projects comprise depositing CO2 into depleted oil and gas reservoirs, saline aquifers, and un-minable 

coal deposits [151]. Prior to injection, the captured CO2 is compressed into a dense, supercritical state 
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to maximise storage efficiency within the porous rock formations. The injection process involves 

drilling wells into the geological reservoir and pumping the CO2 into the storage site. 

Various trapping mechanisms contribute to the long-term storage security of CO2 within these 

geological formations. These mechanisms include structural trapping, where the CO2 is confined 

beneath low-permeability cap rocks or seals; residual trapping, where CO2 becomes immobilised in 

the pore spaces of the rock; solubility trapping, where CO2 dissolves in formation fluids; and mineral 

trapping, where CO2 reacts with the rock matrix to form solid carbonate minerals over longer 

timescales [152]. To ensure the integrity and safety of CO2 storage sites, comprehensive monitoring 

and verification techniques are employed. These include seismic surveys and satellite monitoring, 

among others [153]. Ongoing monitoring and management of the storage sites are essential to 

mitigate any potential risks and ensure the long-term containment of the stored CO2. 

2.3.2 CO2 separation methods  

Carbon capture technologies rely on efficient methods to separate and concentrate CO2 from mixed 

gas streams. These separation methods can be incorporated into traditional thermochemical 

processes to enable lower-carbon hydrogen production. Leading separation methods under 

investigation include absorption, adsorption, cryogenics, and membranes. 

2.3.2.1 Absorption 

Absorption is one of the most widely used CO2 separation techniques, particularly in post-combustion 

capture processes. It can be broadly classified into two categories: physical absorption and chemical 

absorption. Both methods involve the separation of CO2 by dissolving or reacting it with a liquid solvent. 

Physical absorption relies on the solubility of CO2 in a non-reactive liquid solvent, governed by Henry’s 

law. Common solvents include Selexol (dimethyl ethers of polyethylene glycol), Rectisol (methanol 

cooled to low temperatures) and Purisol (N-Methyl-2-Pyrrolidone) [154]. The process operates by 

contacting the gas stream with the solvent in an absorption column, where CO2 dissolves. The CO2-rich 

solvent is then regenerated by heating or depressurisation, allowing the captured CO2 to be released 

and compressed for storage. In physical absorption processes, high pressure and low temperature 

favour increased absorption [155]. However, for flue gas streams with CO2 partial pressures lower than 

15 vol%, physical absorption becomes an economically unfavourable option for CO2 separation [156]. 

Chemical absorption method involves the selective dissolution or reaction of CO2 in a liquid absorbent, 

such as carbonates, amine-based solvents or ionic liquids. The CO2-rich gas stream is brought into 

contact with the absorbent, where an intermediate compound is formed between the solvent and CO2 

[157]. The resulting CO2-loaded absorbent is then regenerated through heat input, to release the 
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captured CO2 for subsequent compression and storage. Chemical solvents using amines like 

monoethanolamine (MEA) have been extensively studied and employed as they can achieve 90%+ 

capture [158]. However, challenges such as solvent degradation, corrosion and high energy 

requirements for solvent regeneration have driven research into alternative absorbents and advanced 

absorption processes.  

2.3.2.2 Adsorption 

Adsorption is another widely employed technique for CO2 capture, alongside absorption processes. It 

involves the selective accumulation of molecules on the surface of a solid adsorbent material, driven 

by intermolecular interactions between the adsorbent and the adsorbate [159]. In CCS, the gas stream 

is passed through a bed of adsorbent material, where CO2 molecules are preferentially adsorbed onto 

the porous surface. Once saturated, the adsorbent is regenerated, through pressure or temperature 

swing processes, to release the captured CO2 [156]. Just like absorption, adsorption process can also 

be classified into two main categories: physical adsorption and chemical adsorption. 

Physical adsorption, also known as physisorption, is a reversible process driven by relatively weak van 

der Waals forces or electrostatic interactions between the adsorbent and the CO2 molecules [159]. 

Commonly used adsorbents for physical adsorption of CO2 include activated carbons, zeolites, and 

metal-organic frameworks (MOFs) [160]. As highlighted by Webley and Danaci [161], physical 

adsorption processes can operate at relatively low temperatures (as low as 25°C) and high pressures 

(up to 20 bar) to maximise the adsorption capacity. The regeneration of the adsorbent is achieved by 

reducing the pressure or increasing the temperature. In physical adsorption, the high pressures 

required to achieve sufficient adsorption capacity, increases energy consumption and operational 

costs but the process generally offer relatively lower energy requirements, typically having an enthalpy 

of less than 40 kJ/mol [162]. The adsorption capacity and selectivity of the adsorbent are usually 

influenced by surface area, pore structure or pore size distribution and surface chemistry [160]. 

Therefore, current research is focused on improving these properties. 

In contrast, chemical adsorption or chemisorption, involves the formation of strong chemical bonds 

between the adsorbent and the CO2 molecules [161]. However, the regeneration of the adsorbent 

often requires higher temperatures, making the process more energy intensive. Amine-functionalised 

adsorbents such as amine-grafted mesoporous silicas and amine-impregnated adsorbents, and metal 

oxides such as calcium oxides, are commonly employed for the capture of CO2 [160]. Whilst, chemical 

adsorption processes can operate at lower pressures and offer higher CO2 adsorption capacities and 

selectivity, they could require higher temperatures especially for regeneration, leading to increased 

energy consumption (more than 40 kJ/mol) and potential adsorbent degradation over time [161]. 
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Adsorption processes for CO2 capture offer advantages such as low energy requirements and the 

potential for high CO2 selectivity than absorption processes. However, challenges include sorbent 

degradation, potential difficulties in scaling up the process, and solids handling. 

2.3.2.3 Cryogenic CO2 capture 

Cryogenic CO2 capture is usually operated at temperatures of between -50°C and -150°C, and leverages 

the distinct boiling points and phase behaviour of different gases, to enable the selective recovery of 

CO2 in its liquid or solid form [163,164]. In operating this process, the gas stream is first cooled down 

below the critical temperature of CO2 (approximately 31°C). This initial cooling step allows for the 

removal of water vapor and other condensable impurities, which can interfere with the subsequent 

cryogenic separation. Once the gas stream is sufficiently cooled, it is further chilled to cryogenic 

temperatures, causing the CO2 to liquefy or solidify, while other gaseous components, such as nitrogen 

and oxygen, remain in the vapor phase [164]. The separation of the CO2-rich liquid or solid phase from 

the remaining gas stream can be achieved through various techniques, including distillation columns 

and flash separators [163]. 

One of the advantages of the cryogenic process is its ability to produce a highly concentrated CO2 

stream, which can be directly compressed and transported for storage or utilisation, eliminating the 

need for additional purification steps [165]. However, the process can be energy-intensive due to the 

substantial cooling requirements and the need for efficient heat integration systems to recover the 

refrigeration energy. 

Furthermore, the presence of impurities, such as water vapour, sulphur compounds or particulates, 

can adversely affect the performance of the cryogenic process by forming solid deposits or altering the 

phase behaviour of the gas mixture. Pretreatment steps may be necessary to remove these impurities 

and ensure reliable and efficient operation [165]. 

2.3.2.4 Membrane systems  

Membrane systems use semi-permeable membranes to selectively separate gas mixtures based on 

their permeation rates [156]. The two main approaches for membrane-based CO2 capture methods 

are membrane gas permeation and non-dispersive membrane contactors.  

Membrane gas permeation uses selective polymer barriers to preferentially allow faster permeation 

of CO2 over other gases from the flue gas. Multiple modules produce enriched and depleted streams. 

On the other hand, non-dispersive membrane contactors employ porous, hydrophobic barriers 

providing a large interface for highly efficient mass transfer of CO2 directly from gas to liquid solvent 

without dispersion, via absorption [166,167]. Their key mechanisms – selective permeability versus 
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gas-liquid contact – influence process selection based on feed composition and project needs. 

Polymeric membranes, such as polyimides, cellulose acetate, and perfluoropolymers, are widely used 

due to their high CO2 permeability and selectivity. Alternatively, inorganic membranes, such as zeolite 

or carbon molecular sieve membranes, offer higher thermal and chemical stability but may suffer from 

lower permeabilities and higher costs at larger scales. CO2 membrane separation process has been 

tested at pressures, ranging from 10 to 60 bar, and temperature within a range of 25°C to 60°C, as 

higher temperatures can adversely affect the membrane's performance and stability [166]. 

The selection of the right separation method often depends on the CO2 concentration in the gas stream, 

volume of flue gas or shifted gas, and economic considerations. Sometimes, a combination of the 

different separation techniques may be employed to achieve optimal performance and cost-

effectiveness. Membrane separation processes offer advantages such as simplicity, modularity, and 

potential for low energy consumption. However, challenges include membrane plugging due to 

impurities, limited flux, and the need for multi-stage separation processes to achieve high CO2 purities 

[152,154]. 

2.4 Research trend in sorption-enhanced steam reforming (SE-SR) process 

Traditional steam reforming with CCS operates as separate units for reforming and carbon capture. 

This separation can result in energy inefficiencies and heat losses due to heat duties crossing unit 

boundaries, thereby increasing the overall thermal requirements and costs. Research is therefore 

exploring techniques like process intensification to improve efficiency and capture rates. Process 

intensification seeks to improve process efficiency, economics, and performance through reactor 

design and process innovations [168]. SE-SR is a prime example of applying process intensification 

principles to help overcome challenges in conventional steam reforming, while improving CO2 capture 

and hydrogen yield. Thus, this work focuses on SE-SR as it intensifies the process by combining 

reforming, water-gas shift and carbon capture simultaneously within a single reactor [83]. SE-SR 

process is described in more detailed in Chapter 3. 

Though other thermochemical conversion processes, such as chemical looping reforming, offer 

alternatives for improving carbon capture, they remain in early stage with associated technical 

challenges. Moreover, SE-SR benefits from leveraging the commercial-scale design knowledge 

developed for traditional SMR. Research interest in SE-SR process has been growing and various 

aspects have been investigated for different purposes. However, the core research trend is focused on 

testing feedstocks, sorbents, catalysts, and reactor concepts, using mathematical models and 

experiments, as depicted in Figure 2.5.  Furthermore, the methodology adopted to select research 
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articles for analysis is presented in Figure 2.6. About 121 articles majorly from Google scholar, were 

screened from 1956 to 2024, including conference proceedings and peer-reviewed publications. 

However, relevant articles between 1956 and 2006 were less than 20, and majority of the articles 

screened were between 2006 and 2024. 

 

Figure 2.5: Distribution of core research trend for SE-SR process. 

 

Figure 2.6: Block flow diagram of the methodology followed to select research articles. 

2.4.1 Feedstock 

A variety of alternative feedstocks beyond natural gas, represented in Table 2.1, have been proposed 

and investigated for use in SE-SR process to produce high-purity hydrogen. Individual studies 

conducted lab-scale tests and thermodynamic equilibrium modelling to evaluate the potential of 

reforming various feedstock compounds via SE-SR. In addition to examining thermodynamic feasibility, 
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these works also aimed to determine the effect of various operating conditions on the reforming 

process. 

One noteworthy aspect is the ability to utilise byproducts and compounds present in waste streams as 

feedstocks. This includes materials such as glycerol, a byproduct of biodiesel production, coke oven 

gas and industrial waste streams containing compounds like phenol and acetic acid. Additionally, the 

process has been explored with a variety of liquid and gaseous feedstocks, such as alcohols (methanol, 

ethanol, butanol), hydrocarbons (propane, isooctane), bio-oils, and biogas. 

The use of biogas and bio-oil as feedstocks for SE-SR is becoming increasingly popular due to their 

sustainable and renewable nature. The study by García et al. [169] compared the performance of 

biogas and pure methane feedstock for SE-SR. The results showed that the CO2 in the biogas was 

removed by the dolomite sorbent at temperatures of 550-700°C, allowing the SE-SR process to 

produce high-purity, high-yield hydrogen from the biogas feedstock, with similar performance to pure 

methane. However, the study noted that at temperatures above 700°C, the CO2 removal by the sorbent 

became less effective for the biogas feedstock compared to methane. As a result, the hydrogen yield 

was still slightly lower for biogas compared to methane at the higher temperatures, indicating that the 

presence of CO2 in the biogas had a slight influence on the conversion to hydrogen. 

Conversely, Xie et al. [170] conducted an experiment on SE-SR of bio-oil produced from corn cob 

pyrolysis, using calcium oxide (CaO) as the CO2 sorbent. The results showed that using CaO significantly 

improved both the hydrogen yield and concentration, compared to experiments without sorbent. Over 

75-85% hydrogen concentration and yields over 85% were achieved between 750-800°C, with a 

steam/carbon ratio of 12. However, these optimal conditions identified, such as the high steam/carbon 

ratio of 12, are more extreme compared to other biomass feedstocks. For example, in SE-SR of biogas, 

literature reported an optimal steam/carbon ratio between 4 and 6 [169]. The difference could be 

attributed to bio-oil having a more complex composition than biogas, requiring greater steam levels to 

drive reforming reactions to completion. 

It is worth noting that while the SE-SR process has been studied with a wide range of feedstocks, 

methane remains the dominant choice, as it is widely available and has well-established conversion 

pathways. 
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Table 2.1: Alternative feedstocks investigated for SE-SR for hydrogen production and the purpose of 

related studies. 

References Feedstock  Type of Study 

[171,172] Glycerol Experiment, thermodynamic modelling 

[173,174] Butanol  Experiment, thermodynamic modelling 

[175,176] Methanol  Experiment, thermodynamic modelling 

[177–181] Ethanol, bioethanol Experiment, thermodynamic modelling 

[182–184] Coke oven gas Experiment, thermodynamic modelling 

[185,186] Waste Experiment 

[170,187,188] Bio-oil Experiment, thermodynamic modelling 

[189,190] Propane  Thermodynamic modelling 

[191,192] Phenol  Experiment 

[193,194] Acetic acid Experiment, thermodynamic modelling 

[195] Hydroxyacetone  Thermodynamic modelling 

[196] Isooctane  Experiment 

[197] Glucose  Experiment, thermodynamic modelling 

 

2.4.2 Catalyst and sorbent development 

In SE-SR system, the catalyst and sorbent are the key solid materials that enable the system to produce 

blue hydrogen. The catalyst facilitates the steam reforming of natural gas or other feeds to generate 

hydrogen, while the sorbent captures the generated CO2 and prevents it from being released into the 

atmosphere. 

The choice of solid sorbent for CO2 capture in SE-SR has been reported to be dependent on a number 

of other factors, including kinetics of adsorption and desorption, adsorption capacity, cost, 

performance, and stability after multiple carbonation – regeneration cycles [198]. Sorbents are 
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generally classified as physical and chemical sorbents; where chemical sorbents allow for chemical 

reaction between the sorbate and sorbent and physical sorbents do not. Physical sorbents are suitable 

for relatively low temperature applications while chemical sorbents tend to find application in high 

temperature processes due to their high capacities at such temperatures. Chemical sorbents include 

metal oxide sorbents (CaO, MgO, NaO), alkali metal carbonates (including K, Na, Li and Al) and 

hydrotalcites, while zeolites and metal organic frameworks make up physical sorbents [199]. 

In SE-SR process, chemical sorbents employed can be grouped into natural and synthetic sorbents. 

Natural sorbents are derived from naturally occurring minerals such as limestone, dolomite and 

hydrotalcite and are usually calcined for CO2 capture. Synthetic sorbents that have been widely tested 

include sodium zirconate (Na2ZrO3), lithium zirconate (Li2ZrO3), calcium aluminate (CaAl2O4), and 

lithium orthosilicate (Li4SiO4) [199,200]. Modifications of calcium, lithium and sodium-based sorbents 

are also considered as synthetic, and aim to resolve challenges such as sintering, attrition, and low 

number of carbonation-regeneration cycles encountered in the use of natural sorbents [201].  

Natural sorbents are known to degrade after a few numbers of cycles even though they are 

characterised by high adsorption capacity at high temperatures. For instance, Johnsen et al. [13]  

studied the SE-SMR process using dolomite as a sorbent. A 98 – 99% hydrogen purity was achieved 

and remained so for up to four carbonation – calcination cycles of dolomite, followed by a reduced 

CO2 sorption unto dolomite [202]. Current research is focused on the development and modification 

of new sorbents to improve cyclic performance of sorbents, without sintering.  

In their research to produce high purity hydrogen, Broda et al. [203,204] prepared a CaO-based 

synthetic sorbent and compared its cyclic characteristics with a natural sorbent (limestone), in the 

presence of nickel catalyst. Under similar operating conditions, the synthetic sorbent demonstrated 

multicycle capability more than twice limestone, capturing more CO2 and producing a higher amount 

of hydrogen. High purity hydrogen of 99% was produced at 500°C and steam-carbon ratio of 4. Similar 

research carried out using synthetic sorbents also proved increased cyclic performance, with an 

average cycle of 10 [205–207].  These are small number of cycles and will have to be proven for up to 

hundreds to thousands of cycles before they are deemed cost competitive at large scale when 

compared with natural and cheap sorbents such as limestone [208]. Comprehensive and recent 

reviews on state-of-the-art for CO2 capture sorbents for SE-SR process can be found in literature 

[209,210]. 

The criteria for catalyst selection have been reported to include high thermal and mechanical stability, 

high activity at high temperatures, increased life-time and efficient heat transfer [211]. Nickel catalyst 

is the most widely adopted catalyst for steam reforming compared to other noble metals such as 
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platinum, iridium, and rhodium. However, due to its tendency to sinter at high steam – carbon ratio, 

research have been carried out towards the modifications of nickel catalyst. Ochoa-Fernandez et al. 

[212] prepared series of synthetic nickel–cobalt hydrotalcite catalysts and tested the effect of different 

loadings of the nickel–cobalt hydrotalcite compound on the performance of the SE-SR process. High 

nickel loading showed less deactivation tendencies whereas increased activity was observed for high 

cobalt loading. The best catalytic performance was found to be 30% nickel and 10% cobalt loading on 

hydrotalcite. Numerous studies have been carried out to develop and improve the properties of 

catalysts used for steam methane reforming [213–221]. These studies explored the addition of metal 

loads like Cu and Zn to create bimetallic catalysts, with the aim of enhancing activity and stability 

through synergistic effects between the active components. Addition of promoters such as lanthanum 

(La) and CeO2 were also investigated to modify the catalyst surface and structural properties. 

More recently, focus is shifting towards the development of single particle materials performing 

functions of both CO2 capture and steam methane reforming [222–229]. The dynamics of the SE-SR 

process has led to increased interest in the development of a more compact material made from the 

combination of sorbent and catalyst, called bifunctional catalysts or combined sorbent catalyst 

materials [230,231]. They have been widely reported in literature for use in hydrogen production via 

SE-SR, due to their attractive benefits: elimination of particle sintering, low solid holdup in the reactor, 

no need for particle separation, better integration of exothermic and endothermic reactions and 

improved inter-particle flow [230]. 

In a recent study carried out by Di Giuliano et al. [232], a novel bifunctional catalyst was developed. 

The material made up of reforming catalyst – Nickel, and sorbent – CaO (in the form of CaO-Mayenite) 

– was proven to be stable after multicycles of reforming/carbonation and calcination, up to 205 cycles. 

At reforming operating condition of 650°C and 1 bar, and regeneration operating condition of 850°C 

and 1 bar, a stable continued uptake of CO2 as well as reforming reaction were observed on a lab scale 

basis. 

Bifunctional materials show promise for SE-SR but also face some technical hurdles. One challenge is 

that the sites absorbing CO2 could expand during usage, which can potentially clog catalytic regions on 

the material surface over repeated cycles [210]. This swelling effect has the risk of reducing catalytic 

activity levels needed to drive the capture process. 
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2.4.3 Reactor design and process configuration  

Limited work has explored improvements to reactor design and process configuration for SE-SR 

process. Some examples include reactor concepts that have been explored experimentally and 

computationally to analyse SE-SR performance. 

Cherbański and Molga [233], and Obradović and Levec [234] investigated SE-SR of methane for 

hydrogen production using multi-stage trickle bed reactors. Cherbański and Molga [233] developed a 

model of their reactor and found that higher temperatures, higher sorbent loading and pressures 

below 0.4MPa improved performance. Obradović and Levec [234] conducted experiments using a 

42mm diameter reactor, as shown in Figure 2.7, and validated a model showing their multi-stage 

design yielded hydrogen at higher purity than single-stage reactors. Both studies demonstrated that a 

multi-stage trickle bed configuration can efficiently capture CO2 while producing hydrogen. However, 

poor heat and mass transfer as well as the formation of hotspots within the catalysts pose challenges. 

Additionally, scaling up the reactor design presents difficulties due to the complex phenomenon 

involved [235,236]. 
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Figure 2.7: Schematic view of a (a) lab-scale multi-stage trickle bed reactor with (b) plate-type catalyst 

and (c) scanning electron microscopic image of the catalyst  [234]. 

Fixed bed reactors were among the earliest designs tested for SE-SR. These reactors offer efficient gas-

solid contacting and easy flow modelling but can suffer from rapid hot spot formation and high 

pressure drop [237,238]. Researchers have investigated both adiabatic and non-adiabatic, as well as 

multi-bed fixed bed configurations, exploring ways to improve process efficiency, sorbent development, 

and process integration [239–243]. Dual fixed beds operated cyclically allowed proof-of-concept 
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testing for continuous hydrogen production [244]. However, challenges regarding intermittent valve 

shutdown and switchover time for sorbent regeneration limited further development. 

Fluidised bed reactor designs exhibit potential for continuous solids circulation for SE-SR, which 

eliminates the need for switchovers. The two main configurations that have been explored are dual 

bubbling fluidised beds and circulating fluidised beds, presented in Figure 2.8, both of which could 

enable continuous hydrogen production. Few studies have explored dual bubbling fluidised bed 

configurations to analyse the reforming and regeneration performance in circulating mode [12,245]. 

However, experimental testing using fluidised bed designs has been limited, especially for the 

circulating mode [146]. Whilst limited experimental studies have provided insights, modelling efforts 

have been the primary focus to understand the complex multiphysics and multiscale phenomena 

[246–248]. Yet, limitations exist in terms of closure approximations, model oversimplification, and the 

inability to fully capture particle-level interactions. Moreover, some of the studied SE-SR models in 

circulating mode require benchmarking against reproducible bench-scale experimentation. Alternately, 

interests are more intensified in the modelling of the single unit reforming/carbonator of the SE-SR, 

with a number of investigations reported in the literature [249–254]. Though the fluidised state 

enables uniform temperatures and easy solids circulation between reactors, challenges such as particle 

attrition and reduced performance due to poor gas-solid contact in certain flow regimes still need to 

be addressed [255–257].  
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Figure 2.8: Schematic drawing of proposed dual bubbling fluidised beds (RHS) and circulating fluidised 

beds (LHS) for SE-SR process [258]. 

Membrane reformer design have the potential to improve hydrogen production from steam methane 

reforming by separating hydrogen selectively in-situ via a membrane [259–261]. This shifts the 

chemical equilibrium towards greater fuel conversion. However, incomplete conversion can still occur 

due to limited permeation through the membrane, for higher hydrocarbons [262]. Recently, combining 

membrane technology with SE-SR shows prospect to circumvent this issue. Few proof-of-concept 

studies have demonstrated the viability of this approach. Andres et al. [263]  developed a novel reactor 

with a palladium membrane and limestone sorbent, achieving 78% thermal efficiency, 87% CO2 

capture and 99.99% hydrogen purity. Chen et al. [264] numerically modelled a SE-SR membrane 

fluidised bed reactor, finding over 91% methane conversion and 98% hydrogen purity could be 

achieved under optimal conditions. Wu et al. [265] experimentally validated thermodynamic models, 

achieving up to 91% conversion and 98.1% purity, at steam-to-methane ratio of 4, 1.3 atm and 600°C 

experimental operating condition. Of course, challenges remain in scaling the technology, improving 

membrane stability under reaction conditions, and identifying more cost-effective membrane 

materials. 

Beyond reactor design, one study has explored the overall process configuration of the SE-SR system, 

to optimise the integration of various components such as the reformer, sorbent regenerator, 

hydrogen purification unit and heat recovery systems. This study performed a thorough assessment of 

six distinct SE-SR of methane configurations for generating low-carbon hydrogen, using Aspen Plus 

simulation software [266]. The main conclusions indicated that the configuration combining SE-SR 

reactors, pressure swing adsorption and chemical looping combustion heat source could realise nearly 

100% CO2 capture, while achieving the highest net efficiency of 75.5%. The process route incorporating 

SE-SR reactors, pressure swing adsorption and oxy-fuel combustion heat source also attained full CO2 

removal but with an approximately 2.7 percentage point reduction in net efficiency. Recycling 

hydrogen gas in the SE-SR system allowed for 94.2% carbon capture, though this came at the cost of 

decreased overall process performance. 

2.4.4 Reactor model development 

Accurate reactor models are essential for progress in SE-SR technology, as they allow researchers to 

gain a better understanding of the complex and coupled phenomena occurring within the reactor, 

optimise the process parameters and scale up the system. Fixed-bed and fluidised-bed reactor models 

have become quite popular in the literature for analysing SE-SR systems.  
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Depending on the level of complexity, fixed-bed reactor models can be classified as continuum or 

dispersion models, cell models, stochastic models, and Computational Fluid Dynamics (CFD) models 

[267]. The continuum and dispersion models treat the fixed-bed as a continuous medium, without 

considering the discrete nature of the packing. The cell model divides the system into discrete parts, 

which are then modelled as a combination of continuous stirred-tank reactors or plug-flow reactors. 

The stochastic model considers the random nature of the packing structure and flow distribution 

within the fixed-bed, while the CFD model takes into account the interior geometry of the reactor and 

solves the conservation equations, to provide a more detailed description of the flow and transport 

phenomena within the fixed-bed reactor [267]. Among these models, the continuum models are 

popularly adopted for modelling SE-SR in fixed bed reactors. 

Pseudo-homogeneous and 1D heterogeneous continuum models are commonly used to simulate SE-

SR in fixed-bed reactors [268–274]. Pseudo-homogeneous models assume ideal plug-flow reactor 

behaviour, incorporating an axial dispersion coefficient to account for deviations from this. They treat 

the catalyst and sorbent as a single, dispersed phase, with concentration and temperature gradients 

only in the axial direction [275]. This approach was initially applied and validated for lab-scale 

processes, assuming uniform particle properties. However, in real systems, heterogeneity exists 

between the catalyst and sorbent phases, as well as intra-particle concentration and temperature 

variations. Heterogeneous models address this by including separate solid-phase mass and energy 

balances, along with an effectiveness factor to account for resistance to heat and mass transfer within 

the pellets. Rusten et al. [276] found negligible differences between 1D pseudo-homogeneous and 

heterogeneous models for small (< 5 mm) particles, but discrepancies emerged at larger sizes due to 

diffusion limitations within the pellets, highlighting the importance of the heterogeneous approach. 

2D heterogeneous models have also been developed and tested against experiments for SE-SR in fixed 

beds. These models capture radial variations in temperature, which can be significant in larger-scale 

reactors. Wu et al. [277] found close agreement between 1D and 2D heterogeneous models’ post-

breakthrough, but greater deviations pre-breakthrough and at the breakthrough point, suggesting 2D 

effects may be more prominent at larger scales. Moreover, Li and Cai [278] showed that the pre-

breakthrough period, connected to the sorbent carbonation/calcination cycle, is sensitive to sorbent 

properties and should be carefully modelled. 

Early studies on SE-SR reactor modelling for fluidised beds focused on the development of simple two-

phase models to capture the basic principles of the process. For instance, Johnsen et al. [279] 

developed a non-linear algebraic fluidised bed model for a bubbling fluidised bed reactor, considering 

the kinetics of the steam reforming reaction, CO2 sorption and sorbent regeneration. The model was 
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able to predict the reactor performance, including the hydrogen yield and CO2 capture efficiency, under 

various operating conditions.  

As the research for fluidised bed progressed, more sophisticated and comprehensive reactor models 

have been developed to better represent the complex multiphysics and multiscale phenomena 

involved in the reactive processes. These advanced models often employ CFD techniques to capture 

the detailed fluid dynamics, heat and mass transfer and chemical kinetics within the reactor. The 

majority of the CFD models used for the SE-SR process are based on the Eulerian-Eulerian two-fluid 

approach, which treats the solid and gas phases as interpenetrating continua [146]. While this 

modelling approach offers computational efficiency and the ability to capture the overall trends in the 

fluidised bed behaviour, it also comes with several drawbacks. 

The Eulerian-Eulerian two-fluid model relies on empirical constitutive relations to describe the 

complex solid-gas interactions and particle-scale phenomena, which can introduce significant 

uncertainties and limit the model's predictive accuracy, especially in regions with high solid volume 

fractions or rapid changes in flow patterns [280]. Furthermore, the Eulerian-Eulerian approach 

typically employs a homogeneous description of the solid phase, overlooking the potential for 

heterogeneities in parameters such as sorbent conversion or catalyst deactivation within the fluidised 

bed. This simplification can lead to inaccuracies in the prediction of local reaction rates and product 

distributions, particularly in large-scale reactors where such heterogeneities are more pronounced. To 

address these limitations, some researchers have explored the use of more advanced modelling 

techniques, such as the coupling of the Eulerian-Eulerian approach with the discrete element method 

(DEM) to better capture the particle-scale dynamics [281]. However, the computational cost associated 

with these advanced models can be prohibitive, especially for the optimisation and scale-up of SE-SR 

reactor systems. 

As the research in this field continues, further advancements in reactor modelling, including the 

incorporation of more detailed kinetic models, the coupling of multiphysics phenomena, and the 

integration of experimental data for model validation, are expected to be important in the optimisation 

and scale-up of SE-SR process. 

2.4.5 Other activities 

Other active areas of research on SE-SR involve thermodynamic modelling, energy and exergy analysis, 

and process integration. Thermodynamic modelling has been widely used to assess the feasibility and 

performance of SE-SR components such as sorbents and feedstocks, as well as its energy and exergy 

efficiencies. Ortiz et al. [282] used Aspen Plus® to model SE-SR of methane, finding it could produce 
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95% hydrogen while saving 20-25% energy compared to conventional SMR. Ochoa-Fernández et al. 

[283] developed an Aspen Plus® SE-SMR model to analyse CO2 sorbents, determining yield and 

efficiency depended on sorbent properties. 

The suitability of SE-SR for hydrogen-based power generation has been explored through system 

modelling. Cobden et al. [284] used Aspen Plus® to model hydrotalcite as a sorbent, finding 51% 

efficiency and 90% carbon capture. Zhang et al. [285] developed an Aspen Plus® conceptual design for 

hydrogen and combined heat/power generation via SE-SR of methane. Their thermodynamic analysis 

showed 83% energy and 74% exergy efficiencies, outperforming conventional SMR. Diglio et al. [286] 

proposed parallel fixed-bed reactor configurations in Aspen Plus® for continuous high-purity hydrogen. 

A six-stage cyclic process maintained 92% hydrogen production, with part powering SE-SMR and the 

rest fuelling a solid oxide fuel cell for self-sufficient power generation. 

Additionally, exergy and energy efficiencies of SE-SR have been examined in some studies through 

appropriate thermodynamic modelling. Tzanetis et al. [287] modelled SE-SR of methane and 

conventional SMR to conduct energy/exergy analyses. Their steady-state Peng-Robinson 

thermodynamic model found SE-SR's exergy efficiency increased to 78% compared to SMR, while 

yielding 17.3% purer hydrogen. Similarly, Zhu et al. [288] integrated chemical looping combustion into 

SE-SR of methane for heat and conducted a process simulation to analyse the process advantages. The 

process achieved 14.4% higher exergy efficiency than SMR, with 92.6% hydrogen purity. Alam et al. 

[289] designed SE-SR of methane, integrated with a heat recovery steam generator. Their simulation 

showed 98% hydrogen purity, 95% carbon capture, and around 68% and 70% exergy and energy 

efficiencies, respectively. 

2.5 Summary 

This review evaluated multiple promising low-carbon hydrogen production methods, with a focus on 

thermochemical processes and their potential role in enabling a sustainable hydrogen economy. These 

thermochemical processes coupled with effective carbon capture could help reduce greenhouse gas 

emissions while supporting the large-scale deployment of clean hydrogen. Sorption-enhanced steam 

reforming (SE-SR) stands out as a compelling option for producing blue hydrogen due to its inherent 

ability to capture CO2 during hydrogen generation, avoiding the need for separate carbon capture.  

The various feedstocks, sorbent and catalyst materials, reactor design concepts and reactor model 

developments for SE-SR were also reviewed. Research into using different renewable feedstocks for 

SE-SR is advancing. Though natural gas currently dominates steam methane reforming commercially, 

exploring alternative inputs depending on regional resource availability and emission reduction 
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priorities, could increase interests in adopting SE-SR process. Advances in sorbent and catalyst 

materials likewise warrant reevaluating reactor designs to improve performance as properties evolve. 

More complex trickle multi-bed configurations showed promise but have seen limited real-world 

testing.  

Furthermore, developing comprehensive kinetic models remains critically important. Therefore, 

notable progress has been made developing SE-SR reactor models, especial in fixed bed reactors. 

However, most models only address the steam reforming reactions and CO2 sorption kinetics in 

isolation. For example, there is a need to represent the kinetics of interacting factors more 

comprehensively like CO2 adsorption and desorption, and how changing conditions can affect the 

complex interdependence between sorption and reforming reactions over time. Additionally, 

incorporating deactivation mechanisms, like sintering and degradation, into kinetic models is also 

essential for accurate long-term performance prediction. Scaling up and optimising SE-SR reactor 

systems also presents an area of interest. Most research focuses on lab-scale models; more work is 

needed addressing scale-up issues involving larger particle handling, reactor geometry influences on 

flow and heat transfer, and commercial-scale operational optimisation. In summary, key research 

needs identified include more rigorous kinetics studies, long-term testing, larger pilot demonstrations 

and comprehensive lifecycle assessments to advance this promising hydrogen production pathway.  

The current review has shown methane to be the most common carbonaceous feedstock for SE-SR. 

Additionally, CaO and nickel-based catalysts are widely used as the solid sorbent and reforming catalyst, 

respectively, in reported SE-SR systems. As the ultimate goal of this research is to scale-up an SE-SR 

design, CaO and Ni-based materials were selected for further investigation due to the significant kinetic 

and operational data available for these combinations. Exploring alternative sorbent-catalyst pairings 

was deemed less critical in this study, although, complementary studies employing new solid materials 

with enhanced properties may become valuable for future optimisation and commercialisation efforts. 

A detailed review of SE-SR mathematical models, presented in Chapter 3, informed the selection of 

appropriate mathematical models to simulate the intended laboratory-scale and subsequent scaled-

up SE-SR system. 
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 Review of mathematical models for sorption-enhanced steam 

reforming (SE-SR) process in fluidised bed reactors  

This chapter is based on the peer-reviewed publication: 

• Udemu C, Font-Palma C. Modelling of sorption-enhanced steam reforming (SE-SR) process in 

fluidised bed reactors for low-carbon hydrogen production: A review. Fuel 2023;340:127588. 

https://doi.org/10.1016/J.FUEL.2023.127588.  

3.1 Introduction 

Sorption-enhanced processes have been reviewed in literature, as seen in Table 3.1, on a broader 

scope. However, no review has been devoted to modelling studies concerning SE-SR in fluidised bed 

reactor at the reactor level. Therefore, this chapter not only focuses on highlighting the status of SE-

SR models, but also its modelling approaches and reliability, while providing guidance for future 

modelling of SE-SR process in fluidised bed reactors. In this chapter, the sorption-enhanced process by 

steam reforming of methane is mainly described, but also includes steam reforming of other raw 

materials. The first section gives an overview of the technology and provides a brief review of 

experimental and pilot studies conducted in fluidised bed reactors. The second section focuses on the 

models, modelling activities and approaches implemented to study SE-SR process. It is worthy to note 

that this review does not consider feedstocks employing solid fuels such as coal and biomass.

https://doi.org/10.1016/J.FUEL.2023.127588
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Table 3.1: Highlights of review studies concerning SE-SR process 

Authors Review focus 

Harrison [290] General overview of research activities in sorption-enhanced process with emphasis 

sorbent adoption and durability. 

Voldsund et al. [291] General review of fossil-fuel based hydrogen production technologies with carbon 

capture such as absorption, adsorption, membrane, cryogenic separation 

technologies 

Hanak et al. [292] Review of progress and application of calcium-looping technologies in power 

generation systems including the application of sorption-enhanced process in power 

generation 

Wang et al. [293] Detailed review of sorbents for carbon capture including techno-economic 

assessment and sorbent application technologies. 

Giuliano and Gallucci [294] Review of SE-SR of methane with focus on the adoption and progress of CaO-based 

sorbent and Nickel-based catalyst in SE-SR of methane. 

Barelli et al. [295] Overview of methods to improve hydrogen production by SMR. Review of operating 

parameters for SE-SR of methane including performance of commonly used SMR and 

carbonation kinetic models. 

Wu et al. [296] Brief review on materials and thermodynamic studies of SE-SR with focus on 

developments in adsorptive reactor configuration. 

Romano et al. [297] Brief review of calcium-looping technologies modelling studies. 

Soltani et al. [298] Reviewed the impact of different process configurations of SE-SMR and the 

application of artificial intelligence in optimisation of SE-SMR 

Sikarwar et al. [299] Explored the various dimensions of in-situ CO2 capture including sorption-enhanced 

– gasification of solid fuels, reforming of gaseous hydrocarbons, and water-gas shift 

of various feedstock. 

3.2 SE-SR technology 

3.2.1 Process overview 

The concept of sorption-enhanced reaction for hydrogen production was earlier proposed by Gluud et 

al. [300], in which the steam reforming and shift reactions occur in a such a manner that the produced 

CO2 is removed immediately, thereby shifting the equilibrium towards more hydrogen and CO2 
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production, according to Le Chatelier’s principle. As shown in Figure 3.1, the steam reforming and 

carbonation reactions mentioned, occur in the reformer/carbonator in the presence of a catalyst and 

sorbent. To reduce the cost of replacing fresh sorbent after each capture cycle, the sorbent is 

regenerated in a calciner or regenerator. In the calciner, the sorbent is regenerated by reducing the 

partial pressure of CO2 below its equilibrium either by pressure swing [301] or temperature swing [302]. 

Various reactor concepts have been proposed and reported for SE-SR, including trickle bed [303,304], 

fixed bed [223,305–312] and fluidised bed reactors. 

 

Figure 3.1: Schematic diagram of the sorption-enhanced steam reforming process. 

Existing pilot scale configurations for SE-SR usually involve single or two interconnected bubbling 

fluidised bed (BFB) reactors. In SE-SR occurring in fluidised bed reactors, the fuel and steam are usually 

introduced through the bottom of the reactor at a specified steam-to-carbon ratio, and a flowrate 

above the minimum fluidisation velocity for the binary particles (catalyst and sorbent). The reforming 

and water-gas shift reactions occur inside the reactor alongside the sorption reaction, with reaction 

temperature ranging between 550°C and 650°C under atmospheric conditions [308,313–316]. This 
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combined reforming/carbonation reaction is considered to be thermally neutral, which means that the 

exothermic carbonation reaction provides just enough heat for the reforming reaction in the reactor 

[290]. Accordingly, the carbonation reaction produces CaCO3 solids that are regenerated in the calciner 

operated at or above 900°C to produce pure CO2 stream, with heat provided directly or indirectly. The 

combined reforming reaction is represented in equation 1, while the carbonation/regeneration 

reaction is given in equation 2. 

CaHbOc+(2a-c)H2O ⇌ (2a-c+
1

2
b) H2+aCO2   1 

MOa(s)+CO2(g)⇌MCO3(s)  2 

M denotes alkali or alkaline-earth metals such as potassium, calcium, sodium, lithium, and aluminium 

– based materials. Zeolites, metal organic frameworks, and hydrotalcites also make up the sorbents 

[317]. Hydrogen concentration at the outlet stream of SE-SR can reach as high as 99.31%, as observed 

in the work of Wu et al. [318] using methanol as feedstock and hydrotalcite as sorbent, or much lesser 

at ~94% [319], depending on the feedstock, sorbent and operating conditions. 

Catalysts and sorbents play a crucial role in the performance of SE-SR. The development and use of 

solid sorbents is popular due to their lower regeneration temperature which reduces the energy 

penalty for CO2 separation [320]. The choice of solid sorbent for CO2 capture in SE-SR has been 

reported to be dependent on a number of other factors including kinetics of adsorption and desorption, 

adsorption capacity, cost, performance and stability after multiple carbonation – regeneration cycles 

[295]. On the other hand, the criteria for catalyst selection include high thermal and mechanical 

stability, high activity at high temperatures, increased lifetime and efficient heat transfer [321]. Nickel 

catalyst is the most widely adopted catalyst for steam reforming compared to other noble metals such 

as platinum, iridium and rhodium. However, due to the tendency of these catalysts and sorbents to 

sinter at high steam-to-carbon ratio, a great deal of development is being made towards the 

improvement of these materials. A more compact material made by the combination of sorbent and 

catalyst is found to be feasible for application in SE-SR. These materials are referred to as bifunctional 

catalysts or combined sorbent catalyst materials [294,322], and have been widely reported in literature 

for use in hydrogen production via SE-SR. They benefit from the minimisation of particle sintering, low 

solid holdup in the reactor, little or no particle separation, better integration of exothermic and 

endothermic reactions and improved inter-particle flow [294]. 
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3.2.2 Thermodynamics and effect of operating conditions 

A thermodynamic analysis of SE-SR of methane using a calcium-based sorbent shows that an 

equilibrium hydrogen content of >95% can be attained at steam-to-carbon molar ratio of 4, pressure 

of 15 atm, and temperatures below 750°C [323]. Figure 3.2 illustrates how hydrogen composition 

changes under this condition, at varying temperatures. A maximum hydrogen content of 96% can be 

obtained at 650°C, in addition to a highly efficient carbonation reaction. Although hydrogen purity 

increases with temperature due to high methane conversion, the CO2 separation efficiency is highly 

reduced at temperatures above 850°C and desorption occurs. It has also been reported that even 

higher pressures up to 30 bar for SE-SR reduces the hydrogen purity and methane conversion but 

improves the carbonation reaction [324].  

 

Figure 3.2: Hydrogen yield at equilibrium with and without CO2 sorbent (reused from Balasubramanian 

et al. [323], with permission from Elsevier). 

Factors such as temperature, pressure, steam-to-carbon ratio are known to affect hydrogen production 

by SE-SR processes in similar ways as described by thermodynamics. Temperature is a fundamental 

quantity that affects hydrogen purity and yield, as well as efficiency. At higher temperatures, fuel 

conversion is favoured due to endothermic steam reforming reaction, whereas CO2 removal is inhibited 

due to the exothermic carbonation reaction [308]. Thus, CO2 and hydrogen are relatively increased and 

reduced, respectively, in the prebreakthrough periods. Therefore, an optimum temperature at which 

hydrogen purity is improved whilst reducing outlet CO2 composition, must be determined. Barelli et al. 

[295] divided the typical response (see Figure 3.3) from a sorption-enhanced reactor into start-up 
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region – period of catalyst reduction and activation; prebreakthrough period – equilibrium for SE-SR is 

reached and maximum concentration can be obtained for all components; breakthrough period – all 

sorbent has been converted and H2 begins to reduce; and post-breakthrough period – corresponding 

to the absence of adsorption and dominance of steam reforming.  

 

Figure 3.3: Reactor response profile for SE-SR of methane (reused from Balasubramanian et al. [323], 

with permission from Elsevier). 

High steam-to-carbon (S/C) ratio has also been known to improve hydrogen concentration in the 

product stream [308]. Experimental trends for SE-SR show that the average S/C ratio used in 

experiments is 3 for methane but up to 6 for ethanol and glycerol. This implies that steam-to-fuel ratio 

is entirely subject to the type of feedstock adopted and will increase with the carbon content of the 

feed. However, due to increased plant cost imposed by higher steam-to-carbon ratios, an optimum is 

advised.  

Conversely, the trend in published works shows that almost 80% of the experiments are carried out in 

fixed bed reactors, possibly due to ease of operation at lab scale while a few are performed in bubbling 

fluidised bed reactors. However, it is important to perform more SE-SR experiments in fluidised bed 

reactors, as these are more appropriate for large scale applications. This will also improve modelling 

and validation studies and enable understanding the challenges associated with continuous operation 

mode for the process, even at large scale. 
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3.3 Review of experimental and pilot tests in fluidised bed reactors 

Experiments are important in model validation, to ensure the reliability and accuracy of the model in 

process analysis. Few experiments have been conducted for SE-SR in fluidised bed reactors and main 

achievements are described here.  

3.3.1 Lab-scale fluidised bed reactors 

An experiment conducted by Johnsen et al. [325] is popularly employed in model validation of SE-SR 

of methane in BFB reactors. In their work, a lab scale BFB reactor of height (without the expansion 

section) – 0.66m and inner diameter of 0.1 m was used to study the performance of SE-SR of methane 

within the bubbling regime. Sorbent regeneration was also carried out sequentially in the same reactor 

at 850°C. Under a catalyst/dolomite mass ratio of 2.5, S/C ratio – 3, reforming temperature and 

pressure of 600°C and 1 atm respectively; hydrogen composition reached 98-99 vol.% dry basis for up 

to 180 minutes, after 4 carbonation–calcination cycles. The duration reduces because of reduced 

sorption capacity of the dolomite sorbent caused by the increasing number of cycles. Similar results 

showing reduced sorption capacity with increasing carbonation–calcination cycles have also been 

reported by Hildenbrand et al. [326]. 

In the experiment by Hildenbrand et al. [326], the performance of natural dolomite sorbent during SE-

SR of methane was examined in a fluidised bed reactor of inner diameter 25 mm. They reported the 

existence of an induction period, during which calcium hydroxide (Ca(OH)2) is produced by the reaction 

of CaO with water vapour. This induction period is found to be dependent on temperature and steam-

to-carbon ratio, with elevated temperatures and steam-to-carbon ratios reducing the induction time. 

Low hydrogen yield was observed during this period, due to the subsequent reduction in steam, 

following the formation of Ca(OH)2.  

Martínez et al. [327] compared the performance of a separate synthetic CaO-based sorbent and 

reforming catalyst particles with a combined sorbent catalyst material (CSCM), under relevant 

operating conditions. An SE-SR experiment was conducted in a batch fluidised bed reactor of length – 

853 mm, internal diameter – 53.1 mm and distributor plate located 586 mm from top reactor. The 

same reactor was adopted for the calcination of the sorbent in a steam-rich environment and in the 

presence of small hydrogen. The CO2 sorption capacity of the CSCM was found to be the same as that 

of the separate sorbent particles, and H2 purity reached 96%. The presence of at least 4 vol% H2 within 

the calciner was recommended to prevent the deactivation of the catalyst due to oxidation. 
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Figure 3.4: Laboratory set-up for SE-SR of biogas (reused from García et al. [328], with permission from 

Elsevier). 

More recently, García et al. [328] experimentally investigated the performance of SE-SR of biogas in an 

updraft fluidised bed reactor (see Figure 3.4) and compared the results with the conventional biogas 

reforming. The reactor, which has an inner diameter of 27mm, was loaded with dolomite sorbent and 

nickel-based hydrotalcite catalyst materials at a sorbent-to-catalyst ratio of ≥ 5 g/g for the 

experimental runs. Hydrogen purity of 98.4 vol% was obtained at 550–600°C before it reduced with an 

increase in temperature, whereas the hydrogen yield obtained at 650°C was 93.2% for methane and 

92.7% for biogas. 

3.3.2 Pilot test facilities for SE-SR 

SE-SR is still transitioning to TRL 6; therefore, few pilot test facilities are in existence. For example, a 

1.5MWth pilot plant is currently being developed at Cranfield University, UK to produce blue hydrogen, 

with the major aim of demonstrating SE-SR under high pressure conditions (up to 30 bar), while 

improving the process economics [329]. A brief review of the pilot operations performed in currently 

existing pilot plants will be provided below, with the goal of identifying key operating parameters and 

results, useful for modelling studies and validation.  

3.3.2.1 Institute for Energy Technology, IFE Hynor  

IFE, Hynor operates the Hydrogen Technology Centre consisting of a high temperature solid oxide fuel 

cell (SOFC) technology integrated with a hydrogen reformer pilot plant, shown in Figure 3.5. The 

reformer system is a dual bubbling fluidised bed prototype that produces hydrogen by sorption-
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enhanced steam reforming of methane [330]. The 30kWH2 pilot plant has a reformer/carbonator, which 

is a bubbling fluidised bed with freeboard height, freeboard inner diameter and bed diameter of 1.20 

m, 0.348 m and 0.2545 m respectively, interconnected to a bubbling bed calciner and a riser unit for 

transport. To enhance heat integration, a high-temperature heat exchanger was installed inside the 

calciner. Its surface area was sized to provide sufficient heating surface for driving the endothermic 

decarbonation reaction that occurs within the calciner. A riser with height, 4.5 m, and inner diameter, 

0.067 m, transports the solids from the reformer to the calciner using the reformate gas (contains 

minor quantities of CO2, CO, unconverted CH4 and N2). The operating conditions for the 

reformer/carbonator and the calciner are 600°C and 850°C, respectively, at near atmospheric pressure 

and using dolomite sorbent and nickel catalyst. 

              

Figure 3.5: Design of the dual bubbling fluidised bed SER plant at IFE (reused from Meyer et al. [331], 

with permission from Elsevier).  

A first batch test of the plant was run at reformer condition – 600°C, fluidisation velocity – 0.29m/s, 

steam to carbon ratio – 4 and sorbent to catalyst mass ratio of 2.8, using upgraded biogas as the 

feedstock. A stable hydrogen concentration of 95% vol. and high carbon capture rate was obtained. 

Temperature distribution across the reactor bed was reported to be uniform, validating the feasibility 

of operating the process under such conditions. The regeneration batch test, first powered up by 

electricity before stabilizing with the burner, exhibited a linear and even temperature increase across 

the bed. However, tests are ongoing to operate these reactors as a loop, coupling the solid circulation 

in continuous mode. 
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3.3.2.2 Gas Technology Institute (GTI) Hydrogen Technology 

GTI has piloted an SE-SR process termed the compact hydrogen generator (CHG), with hydrogen 

production capacity of 20 MSCFD (~48 kg/day) and located at the Energy and Environment Research 

Centre (EERC) in Grand Forks, North Dakota [332]. The pilot plant, with flow diagram presented in 

Figure 3.6, consists of reformer/carbonator fluidised bed reactor, loaded with ~11 kg of nickel-based 

catalyst and CaO sorbent that is elutriated through the bed, a standpipe, which temporary stores the 

CaCO3 to be regenerated, and an indirectly fired rotary kiln calciner. The reformer is operated at 700°C, 

steam to carbon ratio of 3, and 1-3 atm pressure, whereas the calciner temperature is maintained at 

850-900°C. Sorbents of small particle sizes (<10 microns) is adopted for rapid release of CO2 within a 

short residence time in the calciner, to mitigate sorbent decay and sintering caused by high 

temperature exposure. The standpipe is also controlled at hydraulic head of about 0.14 – 0.2 atm to 

prevent pressure differences between the reactor system as well as separate hydrogen product gases 

and burner gases, coupled with a rotary valve at the bottom to direct solids into the calciner. 

 

Figure 3.6: Process flow diagram of GTI’s compact hydrogen generator pilot plant (reused with 

permission from Mays et al. [333]). 

Four tests were carried out in the plant in 2016, with the first test riddled with challenges arising from 

design and installation such as rotor damage and the inability to seal the burner hat. However, 

subsequent tests proved successful, culminating in ~80-90% hydrogen purity, 90% CO2 capture rate 

and minimisation of catalyst degradation. The fourth test to increase the feed rate to design rate was 

successful, but hydrogen purity was reduced due to low sorbent activity. Finally, the total pilot plant 
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operational time reportedly reached 88+ hours of SER operation and more than 200 hours of solids 

handling operation, achieving >92% hydrogen purity and 90% carbon capture rate [334]. 

3.4 Models for SE-SR process 

Modelling studies are incredibly useful in developing an understanding of chemical processes, 

especially modern technologies like SE-SR. Rigorous modelling work will accelerate the deployment of 

SE-SMR technology, as these studies will expose complications and bottlenecks, as well as provide 

solutions, associated with the process at large scale. This section aims to provide insights on the status 

of SE-SR models and modelling approaches, highlight model reliability, drawbacks, and provide 

guidance for future modelling works, in order to advance SE-SR technology. The increasing interest in 

SE-SR as a technology for low carbon hydrogen production is the main driver for this section.  

The overall mathematical model can vary depending on the scale (lab to large), spatial dimension (1D, 

2D and 3D) and state (steady and dynamic). Modelling of reactive flows like SE-SR in fluidised bed 

reactor incorporates bed fluid dynamics (hydrodynamics) and the chemical reaction kinetics models. 

The hydrodynamic models are categorised into the conventional fluidisation models and CFD models, 

while the kinetic models depend on the type of sorbent and feedstock employed, which is different 

for each feed and catalyst type. 

3.4.1 Kinetic models 

In SE-SR, kinetic models are developed for the reforming, carbonation/sorption and decarbonation 

reactions as described here. 

3.4.1.1 Steam reforming reactions 

SE-SR of methane using nickel-based catalyst and calcium oxide (CaO) as sorbent are predominant in 

literature, due to their natural abundance and well-established kinetics. Several kinetic models have 

been developed to describe steam methane reforming (SMR) kinetics using elaborate reaction 

mechanisms, different kinetic approaches and over various catalysts. The intrinsic kinetics of steam 

reforming of the hydrocarbons were mostly developed by conducting experiments in fixed-bed or 

tubular reactors. One of the earlier kinetic studies performed for steam methane reforming over nickel 

reported that the reaction of steam with methane is first order relative to methane, with methane 

decomposition being the rate-determining step [335]. This model neglects diffusion limitation of the 

gases in the derivation of the rate equation and could be difficult in its prediction of product 

distribution. A subsequent kinetic model proposed that the desorption of carbon monoxide and 
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carbon dioxide is the rate determining step [336]. The complexities and conflicting description of SMR 

kinetic models resulted in the development of more exhaustive models by other researchers.  

In SE-SR of methane over nickel catalyst, kinetic models by Numaguchi and Kikuchi (NK) [337], and Xu 

and Froment (XF) [338] are commonly applied. The NK model considered the Langmuir-Hinshelwood 

and power law type approach to develop a hybrid rate equation for SMR, while assuming surface 

reaction as the rate-controlling step. The model was studied for reaction temperatures and pressure 

up to 1160K and 25 bar, respectively. Conversely, Xu and Froment [338] presented a number of possible 

chemical reactions and generated 21 set of rate equations from developed reaction schemes, in their 

kinetic study of SMR over Ni/MgAl2O4 catalyst. They used the Langmuir–Hinshelwood approach to 

describe and formulate the reaction step and rate equation. Their mechanism indicated that CO and 

CO2 are formed in parallel out of the methane adsorbed onto the catalyst, with the predicted rate 

reported to be dependent on the partial pressure of hydrogen. Although this model has been criticised 

for being complex and misrepresenting the mechanism of methane dissociation [339], it is widely 

adopted to model processes involving SMR on Ni-based catalysts. This is probably because all the 

possible reaction mechanisms involved in SMR, as well as the diffusion limitations, were considered in 

the determination of the intrinsic rate equation. A summary of the reforming reaction applied to SE-

SR is presented in Table 3.2. 
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Table 3.2: Rate equations for steam reforming reactions applied to SE-SR 

Ref. Reactions Rate equations (kmol.kgcat
-1s-1) Equation 

Methane 

[338] 

R1: CH4 + H2O ⇌ CO + 3H2  

R2: CO + H2O ⇌ CO2 + H2  

R3: CH4 + 2H2O ⇌ CO2 + 4H2  

R1=

k1

PH2
2.5[PCH4

PH2O - 
PH2

3 PCO

K1
]

DEN2    

R2=

k2
PH2

[PCOPH2
 - 

PH2
PC𝑂2
K2

]

DEN2   

R3=

k3

PH2
3.5[PCH4

𝑃𝐻2𝑂
2  - 

PH2
4 PC𝑂2

K3
]

DEN2   

DEN = 1 + KCH4
PCH4

 + KCOPCO+ KH2
+ 

KH2OPH2O

 KH2

    

3 

 
4 
 
 
5 
 
 
6 

Methane 

[337] 

SMR: CH4 + H2O ⇌ CO + 3H2  

WGS: CO + H2O ⇌ CO2 + H2  rSMR=
kSMR

0 ·exp(-
ESMR

RT
)(pCH4

pH2O-
pCOpH2

3

KSMR
)

pH2O
1.596   

rWGS=
kWGS

0 ·exp(-
EWGS

RT
)(pCOpH2O-

pCO2
pH2

KWGS
)

pH2O

  

7 

8 

Ethanol 

[340] 

r1: C2H6O ⇌ C2H4O+H2  

r2: C2H4O ⇌ CO+CH4  

r3: CH4 + H2O ⇌ CO + 3H2  

r4: CO+ H2O ⇌ CO2 + H2  

r1=
kETDPC2H6O

DEN
(1-

1

KETD
⋅

PC2H4OPH2

PC2H6O
)  

r2=
kACDPC2H4O

DEN
(1-

1

K𝐴𝐶𝐷
⋅

𝑃𝐶𝑂PCH4

PC2H4O
)  

r3=
kSMRPH2OPCH4

DEN2 (1-
1

KSMR
⋅

PCOPH2
3

PH2OPCH4

)  

r4=
kWGSPH2OPCO

DEN2 (1-
1

KWGS
⋅

PCO2
PH2

PH2OPCO
)  

DEN = 1 + KCH4
PCH4

 + KEtOHP𝐸𝑡𝑂𝐻+ KH2𝑂PH2𝑂  

9 

10 
 
 
11 
 
12 
 
13 

Glycerol 

[341] 

C3H8O3(g)+3H2O(g)⇌   

3CO2 g +7H2 g +345kJ/mol  

Ri=(νi)Ae-Ea/RTpC3H8O3

β pH2O
γ Ametalsurface  14 

(νi = −1 or +1, if species i is being consumed or produced, respectively) 

Different kinetic models are developed for different catalyst systems because the variation of catalyst 

composition affects the parameters obtained and mechanisms in the kinetic model, thereby creating 

difficulty in the derivation of a general rate equation applicable for different catalysts [342]. Other 

kinetic models with associated rate expressions for SMR on various catalyst systems have been 

proposed using different kinetic modelling approaches. Power law approach was used to develop 

kinetic models for SMR on Rh–Ni/MgAl2O4 catalyst and Ni-YSZ (yttria-stabilized zirconia) cermet, by 

Katheria et al. [343] and Sugihara et al. [344], respectively. Other kinetic models employing Langmuir-

Hinshelwood approach have been developed for Ni/a-Al2O [345], Nickel/Calcium Aluminate [342] and 

LaNiO3 perovskite-type oxide [346] catalyst systems. 

In Table 3.2, the rate expression for ethanol steam reforming (ESR) catalysed by nickel catalyst, is based 

on Langmuir-Hinshelwood-Hougen-Watson kinetic model developed by Wu et al. [340], which 
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considers four reaction pathways – ethanol dehydrogenation, acetaldehyde decomposition, steam 

reforming, and water gas shift. Other rate expressions for ESR often used combine the power rate law-

based ethanol decomposition developed by Mas et al. [347] with the SMR rate expressions of Xu and 

Froment [338]. In the case of glycerol steam reforming, the reaction rate is derived using the power 

law approach, with the main reactions being glycerol decomposition and SMR. 

3.4.1.2 Carbonation reactions 

Carbonation involves the reaction of CO2 with alkali or alkaline-earth metal oxides-based sorbents or 

any other material such as layered double hydroxides, hydrotalcite, zeolites, capable of adsorbing CO2 

[293,348]. Rate expressions for these reactions can be developed based on a typical gas-solid 

heterogenous kinetic models [349]. The generic model for carbonation is expressed as [349]; 

dx

dt
=kf(Pa)F(x)  15 

Where f(Pa) represents the driving force in terms of CO2 partial pressure and depends on the order of 

reaction. The definition of F(x) is a function of conversion and is based on any of the particle kinetic 

models such as the shrinking core, grain and pore models. According to the shrinking core model, the 

reaction progresses from the surface to the middle of the particle, leaving behind a thin product layer. 

It separately describes the surface reaction and product layer diffusion, leading to separate equations 

developed for both regions [350]. This model has been used to describe the kinetics of dolomite, as 

presented in Table 3.3 [351]. A parameter, n was introduced to account for the nonlinear driving force. 

Alternatively, the grain model considers how grain size distribution changes with the reaction [350]. 

Stendardo and Foscolo [352] used the grain model to describe the behaviour of dolomite carbonation, 

while accounting for the dramatic decrease in the rate of carbonation that the shrinking core model 

was unable to explain. Similarly, Sun et al. [353] established an intrinsic rate expression for the 

carbonation of limestone and dolomite using a grain model. The rate constants were determined for 

each driving force (based on CO2 partial pressures) less than and greater than 10kPa. Grain models 

have also been developed by a few authors for bifunctional pellets, assuming a constant volume and 

spherical pellets [312,354]. Aloisi et al. [354] successfully validated with experimental data, a pellet 

model developed for a new multifunctional catalyst for SE-SR of methane. The model was proven to 

describe the catalytic and sorption considering sorbent decay, with sensitivity analysis of sorbent grain 

size performed to account for sintering.  

Pore models assume that the reaction proceeds by initially filling small pores before the diffusion 

process occurs [350]. Its variation, a three-dimensional random pore model (RPM), imagines the 

reacting solid surface to be the result of randomly overlaid cylindrical surfaces with specified pore size 
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distribution, and has been modified for applications in SE-SR. The RPM for fluid-solid reactions 

originally proposed by Bhatia and Perlmutter [355] has taken on a variety of forms to account for 

sorbent multi-cycling in SE-SR process [356].  

Furthermore, apparent kinetic models that describes reaction kinetics in a simple and transparent way 

without the use of morphological measurements, can also be employed to describe carbonation in SE-

SR [357]. Other sorption diffusion kinetics models such as the linear driving force (LDF) model have 

also been proposed [358]. LDF model features a driving force based on the linear difference between 

the equilibrium and actual adsorption amounts, as well as a proportionality constant, taking into 

consideration the adsorbent's intraparticle diffusional resistance. It is worthy to note that the 

conversion for CaO-based sorbent is usually assumed to be below 28% due to reduced sorbent usage 

and degradation during CaO multi-cycling.
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Table 3.3: Rate equations adopted for carbonation in SE-SR 

Sorbent [Ref.] 
Kinetic 

models 
Rate equations  Equations 

Dolomite  [351] SCM 𝑟𝑐 =

3

𝑅𝑃
(1−𝑋𝐶𝑎𝑂)

2
3

1

𝑅𝑇
(𝑃𝑐𝑜2

−𝑃𝑐𝑜2,𝑒𝑞
)

𝑛

1

𝑘4
+

𝑅𝑃[(1−𝑋𝐶𝑎𝑂)
1
3−(1−𝑋𝐶𝑎𝑂)

2
3]

𝐷𝑒
+

(1−𝑋𝐶𝑎𝑂)
2
3

𝑘𝑔

  16 

Dolomite [352], 

Bifunctional catalyst [354] 
GM rc =

𝜎0,CaO𝑘𝑠(1−𝑋𝐶𝑎𝑟𝑏)2 3⁄ (𝐶CO2−𝐶CO2,eq)

1+
𝑘𝑠𝑁Ca
2𝐷𝑃𝐿

𝛿CaO √1−𝑋𝐶𝑎𝑟𝑏
3 (1− √

1−𝑋𝐶𝑎𝑟𝑏
1−𝑋𝐶𝑎𝑟𝑏+𝑋𝐶𝑎𝑟𝑏𝑍

3
)
  17 

Dolomite [353] GM 

𝑟𝑐 =
𝑑𝑋

𝑑𝑡
= 𝑘𝐶 (𝑃𝑐𝑜2

− 𝑃𝑐𝑜2,𝑒𝑞
)

𝑛
𝑆(1 − 𝑋𝐶𝑎𝑂)    

18 

𝑘𝐶 =

{

1.04 × 10−4𝑒𝑥𝑝 (
−𝐸

𝑅𝑇
)   𝑎𝑡 𝑃𝐶𝑂2

− 𝑃𝐶𝑂2,𝑒𝑞 ≤ 10𝑘𝑃𝑎 ;  𝑛 = 1

1.04 × 10−3𝑒𝑥𝑝 (
−𝐸

𝑅𝑇
)   𝑎𝑡  𝑃𝐶𝑂2

− 𝑃𝐶𝑂2,𝑒𝑞 > 10𝑘𝑃𝑎 ;  𝑛 = 0 
     

  
19 

Limestone [353] GM 

𝑟𝑐 =
𝑑𝑋

𝑑𝑡
= 𝑘𝐶 (𝑃𝑐𝑜2

− 𝑃𝑐𝑜2,𝑒𝑞
)

𝑛
𝑆(1 − 𝑋𝐶𝑎𝑂)  

20 

𝑘𝐶 =

{
1.67 × 10−3𝑒𝑥𝑝 (

−𝐸

𝑅𝑇
) 𝑎𝑡 𝑃𝐶𝑂2

− 𝑃𝐶𝑂2,𝑒𝑞 > 10𝑘𝑃𝑎;  𝑛 = 0

1.67 × 10−4𝑒𝑥𝑝 (
−𝐸

𝑅𝑇
)  𝑎𝑡 𝑃𝐶𝑂2

− 𝑃𝐶𝑂2,𝑒𝑞 ⩽ 10𝑘𝑃𝑎;  𝑛 = 1 
    

21 

Limestone [359] Apparent  𝑑𝑋

𝑑𝑡
= 𝑘𝐶 (𝐶𝑐𝑜2

− 𝐶𝑐𝑜2,𝑒𝑞
)

0.37
(1 −

𝑋𝐶𝑎𝑟𝑏

𝑋𝑈
)

2.61
   

22 

Limestone, dolomite 

[356] 
RPM dX

dt
=kC(𝐶co2

-𝐶co2,eq
)

(𝑃/𝑃𝑜)0.083

(1 −
𝑋𝑁

𝑋𝑈,𝑁
)

2/3

  23 

Hydrotalcite [358,360] LDF 
𝛿𝑞𝐶𝑂2

𝛿𝑡
= 𝐾𝐿𝐷𝐹(𝑞𝐶𝑂2

∗ − 𝑞𝐶𝑂2
)  24 

LiO-based [349] Apparent  
dX

dt
=K(Pco2

-Pco2,eq
)

n
(1-

𝑞

𝑞max
)  

25 

Lithium zirconate [361] Apparent  𝑟ad =
Δ𝑤max

𝑀CO2

kadCCO2

n (1-
Δw

Δwmax
)  26 

(n = order of reaction; U = Ultimate; N = Number of cycles; Z = molar volume ratio of sorbent) 

3.4.1.3 Decarbonation/calcination reactions 

SE-SR is ideally operated in a cyclic manner, where regenerated sorbent is recycled back to the 

carbonator. This affects the texture of the sorbent, and in turn the kinetics of the carbonation and 

calcination. Under this cyclic condition, Okunev et al. [362] analysed decarbonation rates data 

obtained from experiments for a CaO-based sorbent. A rate expression for decarbonation of CaO was 

formulated in terms of CO2 pressure, sorbent texture, Sherwood number and temperature. For SE-SR 

process employing CaO-based sorbent, the decarbonation model by Okunev et al. [362] is popularly 

employed and is presented in equation 27. 
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𝑟𝑑𝑒𝑐𝑎𝑦 =
1

𝑀𝐶𝑂2

2.46×104𝑆𝑠𝑝𝑒𝑥𝑝[
−20474

𝑇
]

[16
𝑑𝑝

2𝑆𝑠𝑝𝜌𝑝

𝜀2𝑆ℎ
]

2/3

+𝑒𝑥𝑝[7.8(
𝑃𝐶𝑂2

𝑃𝐶𝑂2,𝑒𝑞
)]

(1 −
𝑃𝐶𝑂2

𝑃𝐶𝑂2,𝑒𝑞
)   

27 

3.4.2 Hydrodynamic models 

Hydrodynamic models delineate the behaviours and interactions between the gas-solid and solid-solid 

flows, for the various fluidisation regimes characterised by variations in gas velocity. The original 

hydrodynamic model developed by Toomey and Johnstone [363], and later improved by Kunii et al. 

[364], describes bed dynamics using bubble action. Though, hydrodynamic models for fluidised bed 

reactors have been expanded to include the rising CFD models. 

3.4.2.1 Conventional fluidisation models 

In bubbling fluidised beds, the conventional fluidisation models are the two-phase model postulated 

by Toomey and Johnstone, which was later improved by Davidson and Harrison [365], and the three-

phase model developed by Kunii-Levenspiel [364]. These models use bubble motion to describe the 

behaviour of fluidised beds, thus limiting its application to bubbling fluidised bed reactor, and are 

usually empirical or non-predictive [366]. Several modifications to the originally proposed two and 

three phase models have gone on to be developed. One of such models is the Orcutt model which has 

been applied to SE-SR of methane [351]. A schematic of such model is presented in Figure 3.7. 

 

Figure 3.7: Schematic of the differential slice for a two-phase fluidisation model. 

In this modelling approach, a differential slice is taken across any height of the reactor 

(reformer/carbonator) for the bubble and emulsion phases. Mass and energy balances are then 

written for each phase (gas and solid) in the bubble and emulsion phases, with an interphase mass 

transfer coefficient (kbe) used to represent the mass exchange between both phases. The resulting 
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equations are partial differential equations which must be solved numerically along with their 

constitutive correlations. Whilst some of the hydrodynamic parameters including minimum 

fluidisation velocity, bubble rise velocity, bubble size and bed voidage are presented in Table 3.4, more 

details on these variables are available in literature [364–366]. 

Table 3.4: Relevant constitutive correlations in conventional fluidisation model 

Parameters  Equations  Unit  Equation No. Ref.  

Minimum fluidisation 

velocity  

𝑢𝑚𝑓 = Re𝑝,𝑚𝑓
𝜇𝑔

𝑑𝑝𝜌𝑔
 ; 

Re𝑝,𝑚𝑓 = √33.72 + 0.0408Ar − 33.7 ; 

Ar = 1.75
(𝜀𝑚𝑓

3 𝜙)
Re𝑝,𝑚𝑓

2 +
150(1−𝜀𝑚𝑓)

(𝜀𝑚𝑓
2 𝜙2)

Re𝑝,𝑚𝑓  

m/s 28 [367] 

Bubble voidage fraction 𝜖𝑏 =
𝑢 − 𝑢𝑚𝑓

𝑢𝑏
 - 29  

Bubble rise velocity U𝑏=0.711√gdb m/s 30 [365] 

Bubble size 
𝑑𝑏 =  𝑑𝑏𝑚 − (𝑑𝑏𝑚 − 𝑑𝑏0) 𝑒𝑥𝑝 (

−0 ⋅ 3𝑧

𝑑𝑡
) 

m 31 [368] 

Interphase mass transfer 

coefficient 
𝑘𝑏𝑒 = 0 ⋅ 75𝑈𝑚𝑓 +

0 ⋅ 975𝑔0⋅25𝐷0⋅5

𝑑𝑏
0⋅25  

1/s 32 [364] 

 

Other fluidisation models have also been postulated to describe flow structures and transition from 

the various existing fluidisation regimes. For circulating fluidised beds which mostly operate in the fast 

fluidisation regime, these models have been classified into three types: (1) models capable of 

predicting the axial variation in density of solids suspension only, (2) models that assume two or more 

phases to predict radial variations, and (3) models that describe gas-solid flow using the principles of 

fluid dynamics [369]. While the Type 2 models have been loosely adopted to model SE-SR in a CFB 

[370], Type 3 models (including CFDs) are commonly used in the modelling SE-SR process in fluidised 

bed systems.   

3.4.2.2 CFD models 

CFD approach employs the conservation law of fluid dynamics to predict gas-solid flow behaviour in 

fluidised beds. This approach has been proven to depict bubble formation, growth and decay for a 

continuous flow [371], and can be used for a wide range of fluidisation regimes. Modelling of the 
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conservation equations (mass, momentum and energy) for the solid and gaseous phases requires that 

the phases be described using any of the following approaches, depending on the level of detail sought; 

Eulerian-Lagrangian (E-L) or Eulerian-Eulerian (E-E) [372]. E-L approach treats gas phase as a continuum, 

whereas solids are treated as discrete phase and particle motion is tracked. Two classes of Eulerian-

Lagrangian approach exist: discrete element method (DEM) and dense discrete phase model (DDPM) 

[373], where the latter has recently been used to model the sorption-enhanced process. The Eulerian-

Eulerian (multi-fluid or two-fluid model) approach is widely applied in the literature for the modelling 

of the SE-SR process, due to its low computational cost. In the E-E approach, both phases are described 

as interpenetrating continua, with individual conservation equations written and solved for the fluid 

and/or solid phases. The resulting averaged equation produces a set of unknowns that are solved using 

closure laws such as the constant particle viscosity (CPV), particle and gas turbulence (PGT), particle 

and gas turbulence with drift velocity (PGTDV), particle turbulence (PT), and kinetic theory of granular 

flows (KTGF). Majorly, the concept of kinetic theory of dense gases is applied to the granular solid flows 

to estimate the necessary constitutive correlations for the solid interfaces such as interphase 

momentum transfer, internal heat and mass transfer, solid pressure, stress tensors (see Table 3.5) [374]. 

Detailed description of these multiphase flow model equations and other corresponding parameters 

can be found in literature [375].  

The conservation equations of mass, momentum and heat each contain the term, S, which can be a 

sink or source of these quantities. For instance, S in the mass conservation equation accounts for the 

mass transfer between the gas and solid phases due to the production and consumption of gas species 

from reforming and carbonation. The balanced rate of formation and consumption are derived for 

each of the gas components using the reforming and carbonation reaction rate expressions and 

inserted into their respective transport equations. 
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Table 3.5: Governing equations for a CFD model in the Eulerian framework, and some constitutive 

correlations and drag models 

Principles  Equations Equation No. Ref.  

Continuity  33 [375] 

Momentum  34 [375], 

[376] 

Species composition  35 [375] 

Energy conservation  36 [375] 

Granular temperature 37 [375] 

Solid pressure 38 [377] 

Interfacial momentum force 39  

Wen and Yu drag model  ;  40 [378] 

Gidaspow drag model ;  

;  

41 [379] 

Syamlal-O'Brien drag model ; 

;  

42 [380] 

Gibilaro drag model 43 [381] 

    

Conversely in the momentum equation, the pressure, viscous and interfacial forces are accounted for 

in the solid and gaseous phases. To complete the momentum equation for the solid phase, a solid 

pressure, Ps, is included to the right-hand side of the equation. The interphase momentum force 

includes a drag function, 𝛽 – an important parameter for describing hydrodynamics in fluidised bed 

reactors. This can be described by various drag models such as the Syamlal-O'Brien, Gidaspow, Energy 

minimization multi-scale (EMMS) and Gibilaro drag models; that have been applied to model SE-SR in 

fluidised bed reactors, as presented in Table 3.5. The energy conservation equation is written in terms 
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of specific enthalpy, 𝐻 , and solved for phase k, where 𝛥𝐻𝑘  represents the heat of reaction. The 

mathematical models for SE-SR have been popularly solved using numerical techniques such as finite 

volume and finite difference methods in Ansys FLUENT, MFIX and MATLAB respectively.  

3.5 Status of modelling activities for SE-SR in fluidised bed reactors 

This section highlights and analyses the state-of-the-art in modelling works applied to SE-SR, and 

discusses the challenges and limitations associated with the models. Different models and modelling 

approaches have been employed to predict the performance of SE-SR in fluidised bed reactors. A 

summary of these modelling studies available in literature, including their kinetic model used and 

modelling approach, is presented in Table 3.6. 

3.5.1 Two-phase models 

One of the earliest models of SE-SR in fluidised bed reactors was developed using the conventional 

fluidisation model. Johnsen et al. [351] applied Orcutt’s two-phase model to simulate SE-SR of 

methane in a bubbling fluidised bed reactor, as described in section 3.4.2. The bubble phase was 

assumed to be without reaction and in plug flow regime, whereas the dense phase contains gases that 

are perfectly mixed. Their model applied the SMR kinetic model of Xu and Froment [338], the shrinking 

core model for carbonation/calcination, and was implemented in MATLAB. Both reactors were solved 

in an iterative manner by guessing the initial temperature of solids input to the reformer, until steady-

state was achieved. Although this model is simple and was able to simulate SE-SR of methane, the 

assumption of stagnant solids, the inability to account for flow details such as particle size distribution 

and internal circulation, and the complex solution procedure restricts the use of this model, especially 

for scaleup studies.  

Johnsen [370] also applied this conventional approach to model CFB riser for SE-SR of methane, based 

on the slip-factor criterion. He assumed a steady state plug flow for the catalyst, gas and sorbent in the 

reformer and determined the solid fraction, using the correlation proposed by Pugsley and Berruti 

[369]. Though the results obtained were not validated by any experiments, solid fraction was found to 

be the key parameter influencing the performance of SE-SR of methane, as seen in equation 44. 

Equation 44 represents the design equation for a riser model, assuming a constant solid fraction along 

the height of the reactor; where  is the solid fraction, F and  are the solid molar flow and the 

rate of reaction for species 𝑖, respectively. Increasing the solids flow rate increases the solid fraction, 

which inadvertently leads to an increase in the reaction rate. 
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44 

The two-phase model has not been considered for a while in SE-SR process modelling. Moreover, 

technological advancement has accelerated the adoption of computer-based models such as CFD.  

3.5.2 Two-fluid CFD models 

Current modelling works for SE-SR in fluidised bed reactors, using a wide range of feedstocks and 

sorbents, are dominated by CFD models. In the two-fluid model, conservation equations are written 

and solved for two phases: one gas phase and one particulate phase (for both sorbent and catalyst) 

based on the Eulerian framework. This is different from the multi-fluid/three-fluid model where 

conservation equations are solved for all the phases involved in the process – one gaseous phase and 

two solid phases (catalyst and sorbent). However, in most cases, the sorbent and catalysts are assumed 

to have the same properties and constant size [382–389]. CFD simulation of SE-SR in fluidised bed 

reactors have been carried out based on different levels of model complexities; usually based on phase 

description and spatial dimensions (1D, 2D and 3D) of the computational domain. The phase 

description mentioned here depends on whether it is a two-fluid, three-fluid or E-L model.  

A close inspection of literature reveals that majority of the modelling activities originate from a 

research group in the Norwegian University of Science and Technology, Norway. Their central research 

theme was on improving reactor models using codes developed inhouse. Transient behaviour studies 

have been led by Solsvik et al. [386,387,390], which was focused on developing a transient 1D two-

fluid model and applying it to SE-SR process. The 1D two-fluid model was applied to the simulation of 

SE-SR of methane in a BFB reactor to investigate its performance compared with a 2D two-fluid model 

[390]. Granular temperature, which is the kinetic energy that describes the random velocities of the 

particles, was not considered in the model. The finite volume method was implemented to solve the 

model equation in MATLAB and FORTRAN programs. Model validation was performed using simulation 

results of species outlet composition obtained for a formulated 2D model. However, this 1D model was 

unable to accurately predict internal flow behaviours such as bed expansion and gas bypassing 

compared to the 2D model, and relatively small errors in the outlet CO2 composition, compared with 

experimental data, were also observed. Figure 3.8 shows the disparity in bed expansion between the 

1D and 2D models. Larger bed expansion was predicted by the 1D model compared with the 2D model. 

The 1D model was also extended to the simulation of SE-SR of methane in a CFB reactor, where they 

discovered that reactor performance is largely impacted by the reactor temperature. 
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Figure 3.8: Comparison of solid fractions in 1D and 2D modelling of SE-SR of methane in a BFB reactor 

(reused from Solsvik et al. [390], with permission from American Chemical Society). 

Compared to the one-dimensional model, a two-dimensional models can provide a more accurate 

prediction of gas-solid behaviours. Lindborg and Jakobsen [391] applied an axisymmetric 2D two-fluid 

model to investigate the performance of SE-SR in fluidised bed reactor, under varying heat supply 

conditions and reactor widths. The kinetic models were incorporated via a user defined function (UDF) 

to a CFD software, employing a finite volume method, to solve the set of governing equations. In their 

work, an ozone decomposition reaction occurring in a BFB reactor was first modelled to compare 

simulation results of the gas-solid reaction with laboratory experiments (model validation), before 

applying the model to SE-SR of methane. Though slightly deviating results for the in-bed 

concentrations were obtained during model validation, the impact of different bed diameters on 

reactor performance was successfully demonstrated (see Figure 3.9). Figure 3.9 shows relatively low 

temperatures as bed diameter increases, whereas decreasing hydrogen concentration is observed up 

to a bed diameter of 0.91 m. However, this axisymmetric 2D may not sufficiently provide a very good 

prediction of reactor performance. This is because the resulting flow pattern can depict large 

concentration of catalyst-sorbent particles at the central axis, since particles are unable to pass 

through the axis, thus negatively impacting on the hydrogen output result.  
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Figure 3.9: Influence of bed diameter on outlet hydrogen concentration and temperature (reused from 

Lindborg and Jakobsen [391], with permission from American Chemical Society). 

In a study conducted by Herce et al. [384], 2D two-fluid model based on KTGF, combined with the 

Taguchi method was used to perform a sensitivity analysis on variables including bed expansion, CO2 

concentration, methane conversion, hydrogen production, pressure drop and solid fraction for SE-SR 

of methane. The model predicted that hydrogen production is very sensitive to temperature. Also, 

increased gas-solid residence time, influenced to a great extent by hydrodynamics, was also observed 

to significantly affect hydrogen production. Carbonation reaction was also established to be the rate 

limiting step of SE-SR of methane, with hydrogen purity reaching 92%.   

Similarly, Phuakpunk et al. presented a simple 2D two-fluid model to simulate SE-SR of methane [383] 

and ethanol [392] in the riser of a CFB reactor. As with some other works, model validation was 

comparable for hydrogen output but showed great deviation for CO2 concentration – about 40%. The 

model was used in conjunction with a 2k factorial design method to perform a sensitivity study and 

explore the relationship between process variables like catalyst-to-sorbent ratio, temperature and gas 

velocity, and the response variables: hydrogen flux and purity. While inlet temperature was reported 

to greatly affect hydrogen flux, overall hydrogen performance – hydrogen flux and purity – was shown 

to be significantly influenced by solid flux, gas velocity and riser diameter. Further, the response was 

optimised, and the hydrodynamics of the optimum case investigated. Their work represents the first 

attempt at optimising hydrogen production in a newly designed riser reactor for SE-SR process. 

Although, their work did not present considerable information on sorbent performance, it has been 

established that only a part of sorbent's capacity is being utilised during SE-SR process in fluidised bed 
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reactors [393]. Therefore, the use of riser may impact on equipment size and cost, as the problem of 

low residence time affecting sorbent utilisation in a riser is solved by increasing the riser height. 

Conversely, a more elaborate 3D two-fluid model formulated by Wang et al. [394] and applied to the 

same process and particle properties, revealed behaviour slightly distinct from the 2D two-fluid model 

simulation. The steady-state model also presented a more uniform temperature distribution across 

the bed, indicating complete mixing as shown in Figure 3.10. In another work using the same model, 

they successfully investigated how hydrodynamic parameters, such as the restitution coefficient and 

gas flow rates, affect the reactions of SE-SR of methane [395]. It was pointed out that the effect of 

restitution coefficient was less significant compared with gas flow rate, as this variable is more 

apparent and dependent on the condition of the gas flow rates.  

 

 

Figure 3.10: Vertical cross-sectional (a) and axial (b) distributions of temperature in the reactor (reused 

from Wang et al. [394], with permission from Elsevier). 

Nevertheless, the simplification of the catalyst-sorbent particle in the two-fluid model neglects the 

internal transport phenomena occurring at the particulate level, and could impact results of hydrogen 

evolution and carbon capture. Moreover, Chen et al. [382] have revealed that assuming the same 

properties for both catalyst and sorbent particles generated a high error percent between simulation 

and experiments in the prediction of CO2 concentration (see Figure 3.11). 
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Figure 3.11: Comparison of gas products (H2 and CO2) of SE-SMR and SMR obtained from experiment 

and 2D two-fluid model (reused from Chen et al. [382], with permission from Elsevier). 

3.5.3 Three-fluid CFD models 

Accordingly, a three-fluid approach, in which the catalyst and sorbent particles are considered as 

separate phases and a particle-particle drag term is introduced to couple both particles, is more 

suitable [20]. Such approach can enable the study of phenomena such as particle segregation – an 

indication of mixing behaviour– or separation, since for such two-pellet system, catalysts need to be 

separated from sorbent, for sorbent regeneration under high-temperature condition. With this 

approach, it is also possible to explore the impact of phenomena such as diffusion limitation on the 

particle scale, which is often neglected in SE-SR modelling. Though, in some steam reforming kinetic 

models, intra-particle diffusion limitation is usually accounted for using effectiveness factor. Chao et al. 

[397] presented a multifluid model for polydisperse particles, introducing a semi-empirical frictional 

particle-particle drag term to account for the long-term frictional contact of particles, combined with 

the collisional particle-particle drag. The model was able to demonstrate the segregation of catalyst 

and sorbent particles under varying operating conditions, as well as its impact on reactor performance 

for SE-SR of methane. The authors noted that segregation occurs at the start of the process due to the 

large density difference and heavier catalyst particles but becomes well-mixed as reaction proceeds, 

due to sorbent conversion. Also, solids were reported to blend when the bed is run at 0.2m/s, below 

which they segregate, with this velocity showing no direct impact on the purity of the hydrogen 

produced.  

In an earlier study conducted by Di Carlo et al. [389], this modelling approach was employed to 

investigate the hydrodynamics of SE-SR of methane in a lab-scale BFB reactor and compare results with 

the conventional SMR process. The 2D model considered intra and external mass transfer resistances 
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in the development of the kinetic models for both catalyst and sorbent, and included a collisional 

particle-particle drag, which accounts for short term frictional contact of particles. However, model 

validation results appeared to underpredict bubble diameter and overestimate experiment data, with 

a relatively large error (24%) reported for CO2 molar fraction in the output gas. The authors emphasised 

the need for a model to be further validated at a higher superficial gas velocity. The same multiscale 

reaction approach applied to the carbonation model was integrated by Chen et al. [319]. They 

formulated a 2D three-fluid model resembling Di Carlo et al.’s [389], to simulate SE-SR of coke oven gas 

in a BFB reactor. The model explored the two types of pellets designs applicable to SE-SR process: 

monofunctional pellets or two-pellet design, where the sorbents and catalysts are modelled as 

separate particles, and bifunctional pellets or one-pellet design, which integrate the sorbents and 

catalysts as a single particle. Modelling of sorbent pellets for SE-SR in fluidised beds was achieved by 

applying the shrinking unreacted core kinetic model, which incorporates the three resistance terms – 

chemical reaction, intra-particle diffusion and external mass transfer, in its rate equation. Meanwhile, 

for the bifunctional pellet, the external diffusion term is excluded, since it is being accounted for by 

the effectiveness factor assigned to the catalysts. Simulation results were comparable to the 

experimental results generated by the authors. 

An upgraded 3D version of the three-fluid model has also been applied for the simulation of SE-SR 

process. In their work, Wang et al. [396,398] presented this 3D model to simulate SE-SR of biodiesel 

by-product and crude glycerol in BFB reactors. The model integrated a heterogenous bubble-based 

drag model to resolve the mesoscale effect on the bubbling bed and was implemented in MFIX 

commercial program. Particle properties were assumed to have a mean density and diameter, and the 

multiscale approach for the chemical reactions was not considered. The result was also able to reveal 

the segregation behaviour between the highly dense sorbent particles and catalyst solids, and the 

effect of their mixing behaviour on temperature distribution. In addition, they were able to study the 

behaviour of each of the solids (catalysts and sorbents) involved in the process, as well as the gas 

distribution, using contour plots. Figure 3.12 shows the species and solids distribution in the reactor 

after 20 s simulation time. 
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Figure 3.12: Distribution of gas and solid concentrations (reused from Wang et al. [398], with 

permission from Elsevier). 

3.5.4 Eulerian-Lagrange (E-L) CFD models 

E-L modelling approach solves for each individual particle using the Newton’s second law of motion, 

easily accounting for particles of different size distribution and densities. Wang et al. [399] formulated 

a 3D DDPM model, which is an E-L hybrid model, in Fluent commercial code to study the performance 

of SE-SR of ethanol in a fluidised bed reactor. With the model, the particle size distribution was 

successfully used to analyse the bed expansion. Figure 3.13 shows the difference in solids 

concentration and bed expansion when particle sizes distribution is considered. The influence of 

hydrogen distribution, outlet gas composition, temperature distribution, effect of catalyst to sorbent 

ratio, and operating pressure on both CO2 sorption and hydrogen production was also studied.  
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Figure 3.13: Catalyst and sorbent distribution with and without particle size distribution (reused from 

Wang et al. [399], with permission from Elsevier). 

DDPM model is limited to reactors with small number of particles or dilute particle flows, due to the 

computational power required for simulation. For larger loadings and process scale, the multiphase 

particle-in-cell (MP-PIC) model is more fitting and has recently been applied to simulate SE-SMR in a 

BFB reactor. In MP-PIC, particles are grouped as parcels, thus reducing the number of particles, and 

are modelled in the Lagrangian framework. Wan et al. [400] adopted this model to simulate SE-SR of 

methane, where they analysed the impact of particle behaviours and bubble characteristics on the 

process performance. Figure 3.14 shows the species distribution across the bubbles in the reactor. The 

concentrations of product gases are seen to increase along the bed height, with lower concentration 

observed for CO2. 
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Figure 3.14: Bubble distribution in the reactor described by gas species (reused from Wan et al. [400], 

with permission from Elsevier).
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Table 3.6: Summary of modelling activities for SE-SR in fluidised bed reactors 

References  Reactor concept Operating conditions Kinetic models Modelling approach Research outcome 

Johnsen et al. [351] Dual BFB 

D = ~0.1 m 

P = 1 bar; 

T = 873K; 

S/C = 3-4; 

Gas velocity = 0.1 m/s 

SMR Carbonation Calcination Steady-state two-phase 

model of Orcutt et al. 

[401] 

To achieve >90% capture efficiency, 

reformer temperature between 540°C 

and 630°C is recommended. Ref. [338]  
 

Ref. [351] Ref. [351] 

Solsvik et al. 

[386,387,390] 

BFB, CFB 

Small 

D = 0.1 - 0.2m; 

H = 1 m 

Large 

D = 0.6m; 

H = 4 m 

T = 900K; 

P = 1 and 10 bar; 

S/C = 3; 

Gas velocity = 0.2 m/s 

Ref. [338] 
 

Ref. [353]  CFD: 1-D Eulerian-

Eulerian (two-fluid) 

model based on KTGF. 

• Model validation showed wide 

deviations when internal flow details 

were compared. 

• Performance of SE-SR largely depends 

on reactor temperature. 

Sanchez et al. [402] CFB 

D = 1 m 

T = 873 K;  

Gas velocity =0.10 

m/s; 

S/C = 4  

Ref. [338] 

 
 

Ref. [353] Ref. [362] CFD: 1-D Eulerian-

Eulerian two-fluid model 

based on Constant 

Particle Viscosity (CPV); 

Gidaspow drag model  

Low reformer temperature and high 

hydrogen yield was observed at low 

solid circulation rates. 

Di Carlo et al. [389] BFB 

ID = 0.25 m; 

H = 2 m; 

Bed height = 0.4m 

T = 923 K;  

P = 1 bar; 

gas velocity = 0.2 - 0.5 

m/s; S/C ratio = 3 

Ref. [337] 
 

Ref. [352] and 

Ref. [354] 

- CFD: 2-D Eulerian-

Eulerian two-fluid model 

based on KTGF; 

Gibilaro drag model. 

At 100% calcined sorbent condition, 

up to 95% hydrogen purity can be 

obtained for all superficial velocities 

whereas at 50% calcined sorbent, less 

than 85% purity is obtainable. 
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Herce et al. [384,385] BFB 

H = 1 and 4 m; 

D = 0.1 and 1 m 

T = 600, 800 & 900 K;  

P = 1 & 7 bar; 

Superficial gas 

velocity = 0.1, 0.2 & 

0.5 m/s;  

S/C ratio = 4 

Ref. [338] 
 

Ref. [352] and 

Ref. [353] 

- CFD: 2-D Eulerian-

Eulerian two-fluid model 

based on KTGF; 

Syamlal-O'Brien drag 

model and 

Modified-Wang drag 

model 

• The effect of heat and mass transfer 

on SE-SR reaction is more apparent at 

large scale compared to the use of 

different sorbent. 

• Carbonation reaction is the rate 

limiting step of SE-SMR process.  

Phuakpunk et al. 

[383,403] 

CFB 

Riser 

H = 7 m; 

ID = 0.05 and 0.2 m 

Regenerator   

D = 1.2 m; 

Bed height = 0.8m  

Riser 

T = 848 and 938K; 

P = 1 bar; 

S/C = 4; 

Gas velocity = 4 and 6 

m/s; 

Regenerator 

Gas velocity = 1 m/s 

Ref. [338] 

 
 

Ref. [353] Ref. [362] CFD: 2-D transient 

Eulerian-Eulerian two-

fluid model based on 

KTGF; 

Gidaspow drag model 

• Hydrogen purity is influenced by 

design parameters other than 

reaction parameters, with gas 

velocity, the riser diameter and the 

solid flux having the most impact.  

• Solid preheating to 950°C is required 

to achieve CaO conversion of ~0% 

when regenerator was scaled up to a 

double-stage bubbling bed. 

Lindborg et al. [391] BFB 

H = 0.687−5.496 m; 

D = 0.229−0.916 m 

P = 10 bar; 

T = 848 K; 

Superficial velocity 

=0.10 m/s; 

S/C = 5 

Ref. [338] 
 

Ref. [361] - CFD: 2-D Eulerian-

Eulerian two-fluid model 

based on KTGF; 

Gibilaro drag model 

• Bed diameters have little effect on 

hydrogen production, therefore wide 

reactors are the best choice for high 

mass throughputs. 

• Performance by heat supply through 

CFB exceeds the batch reactor wall 

heating. 
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Chen et al. [319,382] BFB 

H = 1 m; 

D = 0.1 m 

T = 773 K;  

P = 1 bar; 

Inlet velocity = 0.08–

0.3 m/s 

Ref. [338] 
 

Ref. [349] and 

Ref. [360] 

- CFD: 2-D transient 

Eulerian-Eulerian two-

fluid model; three-fluid 

models based on KTGF; 

Syamlal–O'Brien drag 

model and Gidaspow 

drag model  

• Under high velocities, large bubble 

sizes reduce CO2 capture efficiency 

for the hydrotalcite sorbent, not 

necessarily gas residence time. 

• High content of CO and H2 in COG 

feed reduces methane conversion  

• For the three-fluid approach, 

modelling SE-SR of COG with 

separate sorbent-catalyst system 

predicts product yield more 

accurately, compared with 

bifunctional catalysts system. 

Di Carlo et al. [404] BFB 

H1 = 0.6 m and 4 m; 

ID = 10 cm 
 

 T = 900 K;  

Superficial gas 

velocity = 0.3 m/s; 

S/C ratio = 4 

Ref. [338] 
 

Ref. [351] - CFD: 2-D Eulerian-

Eulerian three-fluid 

model based on KTGF; 

Gidaspow drag model 

and 

Syamlal-O’Brien drag 

model. 

• Considered intra and external mass 

transfer across the particles. 

• With a dolomite/catalyst ratio 

greater than 2, a dry hydrogen mole 

fraction of more than 0.93 is 

predicted. 



76 
 

Wang et al. [398] BFB 

H = 1.5 m; 

D = 0.3 m 

T = 873 K; 

P = 1 bar; 

Gas velocity = 0.4 - 

0.6 m/s 

Ref. [341] 
 

Ref. [359] - CFD: 3-D Eulerian-

Eulerian multi-fluid 

model based on KTGF; 

EMMS drag model 

• Model considered the bubble impact 

on gas-solid drag force. 

• Decreasing both sorbent diameter 

and operating velocity improve 

hydrogen yield and conversion. 

Dat Vo et al. [405] CFB 

Reformer 

H = 4 m 

D = 0.2 m 

Regenerator 

H = 3 m 

D = 0.2 m 

 

Reformer 

T = 873–973 K; 

P = 1–10 bar; 

Gas velocity= 0.3 m/s 

S/C = 4.0–5.0 

Regenerator 

T = 

[1163+(P-1)*15] K; 

P = 1–10 bar; 

Gas velocity= 2 m/s 

Ref. [338] Ref. [353] Ref. [406] CFD: 1-D dynamic 

Eulerian-Lagrange 

model. 

• Temperature has a significant impact 

on SE-SMR performance, cost and 

efficiency. 

• In comparison to the SMR process, 

SESMR was found to achieve a high 

energy efficiency of 82.2% and a 12% 

decrease in the cost of producing 

blue H2. 

Wang et al. [399] BFB  

H = 1.0 m; 

ID = 0.063 m 

T = 673 K; 

P = 1 bar; 

Gas velocity = 1 m/s 

Ref. [340] Ref. [358] - CFD: 3D Eulerian-

Lagrange (DDPM) model; 

Gidaspow drag model 

• Considering particle size distribution 

enhanced prediction of bed 

expansion height. 

• High pressure favours CO2 sorption 

over hydrogen production. 
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Yang et al. [407] ICFB 

Reformer 

H = 0.7 m; 

D = 0.05 m; 

Regenerator 

H = 1.4 m; 

D = 0.05 m 

T = 673 K; 

P = 1 bar; 

Gas velocity= 1 m/s 

Regenerator 

T = 673 K; 

P = 1 bar; 

Gas velocity = 2 m/s 

Ref. [340] Ref. [358] Ref. [358] CFD: 2D Eulerian-

Lagrange (DDPM) model 

Increasing the regenerator’s velocity 

and solid loading promotes solids 

circulation but causes gas leakage. 

Wan et al. [400] BFB 

H = 1 m; 

D = 0.1 m 

T = 823 – 973 K; 

P = 1 bar; 

Gas velocity= 0.15 – 

0.3 m/s 

Ref. [338] Ref. [352] - CFD: 3D Eulerian-

Lagrange MP-PIC; 

Gidaspow drag model 

• Studied the interaction and 

behaviour of flow characteristics 

including bubble evolution and 

thermal parameters. 

• Bed temperature and gas velocities 

influence product yields. 
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3.6 Challenges and future perspectives 

A major challenge in modelling the SE-SR process reactors remains the development of models that 

couple both reactor units in CFB configuration. CFB reactors allow for continuous circulation of sorbent 

particles between the reformer and regenerator, which is ideal for largescale SE-SR process. To date, 

limited work has been made towards the extensive modelling and studying of a full-loop system 

(reforming/carbonation and calcination) for SE-SR, though this is usually attributed to the 

computational challenge of coupling both reactor units in the solution procedure.  

For instance, Wang et al. [408] ran separate simulations of reforming/carbonation occurring in the 

downer (operating in bubbling flow regime) and regeneration in a riser using a 3D two-fluid model, 

without considering the solid flux between the reactors. Instead, the sorbent regenerator was 

investigated as a continuous operation where solids are allowed to leave and enter the boundaries at 

the outlet and inlet, respectively. Modelling the full-loop system is useful in studying the interactions 

between solid circulation rates and reaction parameters, since the conditions of the recycled solids 

from the calciner change. Influence of pressure drops across the reactors, entrainment, sorbent 

attrition and recovery can also be studied. Nonetheless, different strategies to achieve this coupling 

have been tried. One example is the 3D Eulerian two-fluid model based on KTGF, developed to model 

the carbonation/reforming of methane in a downer and sorbent regeneration in the riser of a CFB 

reactor by Wang et al. [409]. In their study, two sets of coordinates were used to simulate both reactors 

simultaneously in a CFD software using the same solid flux and time steps. Simulation results obtained 

at the outlets and inlets of both reactors are exchanged for each time step. Clearly, this simulation 

approach is prone to errors for a large simulation time due to its complexity. Alternatively, a simpler 

1D two-fluid model has been applied to the simulation of SE-SR coupled in CFB reactors. Sanchez et al. 

[388] developed a 1D two-fluid model, based on Constant Particle Viscosity closure, to analyse SE-SR 

process in a CFB reactor. Both reactor units were coupled with the source terms for the solid phase 

species and energy conservation equations, and same pressure level was assumed for both units. This 

model was used to assess heat integration and solids flux, under steady state conditions. However, the 

model was also reported to overestimate hydrogen yield and CO2 sorption when compared with 

experimental data. Although simple, the use of the 1D model meant inability to study certain flow 

properties, as this model neglects performance along the radial direction.  

There is also a challenge of 1D modelling for the transition zone between the dense bed and freeboard 

regions. Solsvik et al. [386] tried to resolve this in their dynamic 1D model of SE-SR in CFB reactors by 

introducing a tolerance condition for void fraction in the governing equation. Regardless, the model 
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did not accurately predict bed expansion and other hydrodynamics and larger temperatures were 

recorded, when compared with the base 2D model. Alternatively, Dat Vo et al. [405] applied the 

principle of coordinate transformation, where the bed height variable is converted to the different 

coordinates, using the coordinate transformation equations. They simulated methane 

reforming/carbonation and regeneration in a CFB consisting of bubbling bed and fast fluidised bed 

reactors, respectively, using a dynamic 1D Eulerian-Lagrangian two-phase model. Loss of flow details 

associated with this 1D model still makes it undesirable for purposes such as analysing flow behaviours, 

reactor design and scaleup.  

The low sorbent utilisation observed in fluidised bed reactors creates opportunities for studies into 

new reactor designs for SE-SR. Recently, a modelling study on a new reactor design coupling 

reforming/carbonation and regeneration processes was conducted by Yang et al. [407], who simulated 

SE-SR of ethanol in an internally circulating fluidised bed reactor using a 3D DDPM approach. Solid 

circulation was achieved by the transport of carbonated solids influenced by difference in pressure 

between both compartments, and the solids return from the regenerator section influenced by the 

descending velocity of the solids. However, it was found that while increased calciner velocity and solid 

loading favours solid circulation, gas leakage between the reactors increases, thereby reducing 

hydrogen yield. 

From the literature reviewed, it can be deduced that the different models and modelling approaches 

applied to SE-SR process can affect the prediction of process performance, although extensive 

modelling to compare these approaches is yet to be conducted. For one, drag models have been shown 

to affect the prediction of bed hydrodynamics. Chen et al. [382] applied two drag models – modified 

Syamlal-O'Brien and Gidaspow drag models – to simulate SE-SR of methane in a bubbling fluidised bed 

reactor and reported that the modified Syamlal-O'Brien overpredicted the bed expansion by 6%, 

whereas the Gidaspow model gave a more accurate prediction at 2% difference but overpredicted the 

minimum fluidisation velocity. Further validation of other drag models applied to the simulation of SE-

SR process should be considered. 

Some of the experiments used to validate the CFD models do not necessarily depict the conditions of 

the reactor being modelled. For instance, Shuai et al. [398] developed a CFD model for SE-SR of glycerol 

in a fluidised bed reactor and validated it with the experiment performed by Dou et al. [410] in a fixed 

bed reactor. Their model, although attributed to the negligence of catalyst deactivation in the model, 

overestimated the hydrogen volume fraction. Additionally, the percentage error between the 

simulated and experimental data for outlet methane composition was around 83%. Therefore, more 
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experimental works conducted in fluidised bed reactors are needed to enable validation of SE-SR 

reactor models. 

Due to the high capital cost associated with carbon capture plants, it is more cost-effective to operate 

SE-SR at high pressure conditions, to reduce the energy penalty of compressing hydrogen downstream. 

This condition has recently been considered and modelled by few authors [411,412], but will still 

require validation with a much larger-scale test data. Modelling and validation of the process in 

fluidised bed reactors under such industrial conditions is crucial. 

Solid materials involved in SE-SR in fluidised bed reactors will be subject to continuous multi-cycling, 

implying the need to consider decay and sintering of these materials, as well as loss in sorption activity 

over time. However, information on bifunctional materials under this condition is scarce in literature. 

It is necessary to develop correlations that represents the decline in sorbent activity during cycling, 

specific to these kinds of materials.  

Furthermore, with the current advancement in computational capability and performance, 

opportunity lies in developing high-fidelity models for full-loop SE-SR process. This will allow further 

studies into the improvement strategies of heat transfer between both reactors.  

Finally, this chapter has provided a focused review of modelling studies for SE-SR in fluidised beds, 

addressing the need for a thorough evaluation and guidance on reactor-level modelling of SE-SR within 

fluidised bed, to support design and scale-up. As no such review had been conducted previously, it 

summarises the current status of SE-SR models and the various modelling approaches/techniques 

employed. This is important as fluidised beds also present a complex multiphase modelling at the 

reactor scale. 

3.7 Summary  

This chapter first explores the concept of SE-SR technology, then the experimental activities and pilot 

tests performed for this technology, followed by the review of progress made on SE-SR modelling. It 

was found that the Eulerian-Eulerian two-fluid model is the most popular approach widely adopted 

for modelling SE-SR in fluidised bed reactors. However, the averaging method used to close equations 

ignores flow details at particle level and simplifies the particle system. Moreover, while hydrogen purity 

and yield have been predicted within an acceptable error, larger errors for CO2 gas output relative to 

experimental data have been reported for this model type.  

More work remains to be done in modelling the full-loop SE-SR unit, comprising the 

reformer/carbonator and calciner. That way, it is possible to investigate and optimise heat transfer and 
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thermal efficiency between both reactors, sorbent circulation rate required to improve CO2 capture 

efficiency, and overall system performance. Investigation of SE-SR modelling in circulating fluidised bed 

reactors showed that low usage of sorbent sorption capacity is observed, hence, opportunity lies in 

the design and improvement of different designs for the reformer/carbonator and calciner. In this 

thesis, the challenge of full-loop simulation was met by applying computational particle fluid dynamics 

(CPFD) modelling in Barracuda VR®, a leading computationally-efficient CPFD software. But firstly, this 

CPFD was applied to simulate a stand-alone SE-SR of methane reformer/carbonator. The CPFD model 

results were validated against literature data, followed by parametric analysis of the SE-SR process. 

This validation exercise and process analysis is presented in the following chapter.   
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 A three-dimensional computational particle fluid dynamic model 

for sorption-enhanced steam reforming of methane 

4.1 Introduction  

This chapter is aimed at developing a validated reactor model to improve the description of reactor 

performance in fluidised beds for SE-SR process. Fluidised beds provide good heat and mass transfer 

characteristics, essential for the endothermic steam reforming reactions and efficient contact between 

catalyst, sorbent, and reactant gases. However, the hydrodynamics of fluidised beds are complex, and 

characterised by the chaotic motion of bubbles and solid particles. This multiphase flow behaviour and 

solids motion dictated by fluidised bed hydrodynamics influence critical performance factors like 

mixing, conversion rates, selectivity, attrition, and scalability [413]. High fidelity mathematical 

modelling can provide insights into the detailed flow behaviour and reactor performance, to enable 

optimal design, operation, and scaling. 

CFD models are powerful modelling tools for understanding how fluids and particles interact in 

fluidised bed reactors, and for designing reactors that operate efficiently. Depending on the desired 

level of flow details aimed to be resolved, three modelling strategies have been described: Eulerian-

Eulerian approach, and Eulerian-Lagrangian approach [281]. In the Eulerian-Eulerian model, the 

different phases are treated mathematically as interpenetrating continua, described by volume 

fractions, conservation equations, and constitutive relations obtained through empirical correlations 

[414]. This approach is computationally efficient for large scale simulations but relies on empirical 

closure models and cannot account for particle-scale phenomena. The Eulerian-Lagrangian approach 

combines Eulerian representation of the fluid phase with a Lagrangian description of the particulate 

phase [414]. Individual particle trajectories are computed, enabling the modelling of particle-scale 

phenomena. The particle-in-cell (PIC) method is a sub-category of this approach, where computational 

particles represent a collection of physical particles. This reduces computational cost while retaining 

an accurate representation of hydrodynamics. The computational particle fluid dynamics (CPFD) model 

adopted in this work is based on the multiphase-PIC (MP-PIC) method, which is the multiphase 

extension of PIC to dense gas-solid flows. 

MP-PIC has been applied to study the hydrodynamics of gas-solid fluidised beds and validated against 

experimental data. Early work by Andrews and O'Rourke [415] demonstrated the MP-PIC model's 

capabilities for simulating complex dense particulate flows across dilute to dense loading, with 

multiple particle sizes and differential settling. For batch settling of a tertiary particle mixture, the MP-



83 
 

PIC model showed good agreement with the experimental data over the full range of volume fractions 

tested. The model accurately captured the differential settling of the three particle sizes, making it 

suitable for studying segregation and mixing in binary fluidised beds. Snider et al. [416] expanded the 

MP-PIC modelling approach to two-dimensional simulations of fluidised beds, while Snider [417] 

further extended the method to three dimensions. In their works, improvements were made to the 

grid-to-particle interpolation techniques used to transfer relevant field quantities from the Eulerian 

grid to the Lagrangian particles, and the particle stress model. These enhancements to the 

interpolation methods and the sub-grid particle normal stress model helped improve the prediction of 

essential fluidisation characteristics like bed expansion, and solved problems associated with complex 

reactor geometries. 

Up until recently, the MP-PIC modelling approach had not been applied to simulations of SE-SR 

occurring within fluidised bed systems. However, Wan et al. [418] applied this MP-PIC technique for 

the first time to study SE-SR of methane in fluidised beds, pioneering a new application for this 

numerical model. This OpenFOAM software-based model incorporated a homogeneous drag model 

(Gidaspow) and SMR kinetic model (Xu and Froment), alongside a spherical grain carbonation model. 

Subsequently, Di Nardo et al. [419] applied the MP-PIC to SE-SR of methane using a CPFD software. 

Their model featured a heterogeneous EMMS drag model, Xu and Froment’s SMR kinetics, and a 

shrinking core carbonation model. Both studies parametrically analysed SE-SR of methane via variables 

like velocity, temperature, as well as bubble behaviour studies. 

In this present study a high-fidelity 3D CPFD model was developed, by combining the two sub-models: 

1) a hydrodynamic model describing gas and binary catalyst-sorbent particle behaviour, and 2) kinetic 

models for SMR and carbonation reactions. Three drag models - homogeneous and heterogeneous - 

were tested, alongside an SMR formulation (Numaguchi) and changing grain size carbonation model. 

The developed model was applied to the simulation of SE-SR in a bubbling fluidised bed reactor and 

will be a significant tool in the subsequent scale up of the process. The results from the model 

simulations were first compared with experimental data obtained from reliable literature, before 

parametric analysis was conducted. The validated CPFD model was able to predict the effect of velocity, 

pressure, and steam-to-carbon ratio on the performance of SE-SR of methane. 

4.2 Methodology  

A numerical model for SE-SR of methane was developed using CPFD software, an Eulerian-Lagrange 

method that draws on the MP-PIC approach, in Barracuda Virtual Reactor® v23.0.1. Barracuda VR® is a 

specialised fluidised bed reactor software focused on simulating chemically reactive multiphase flow 
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systems at low computational cost. It has been employed to study the kinetic and hydrodynamic 

interactions in fluidised bed reactors for chemical processes such as biomass gasification  [420,421], 

and is one of the solutions to the drawback of other widely used modelling approaches, such as the 

Eulerian-Eulerian multi-fluid and discrete particle models. Certain drawbacks such as the inability to 

fully capture particle-scale interactions can easily be resolved using the CPFD method implemented in 

Barracuda VR®, especially for highly-dense beds. 

4.2.1 Hydrodynamic model 

In the MP-PIC approach, the computational domain is divided into a finite number of Eulerian cells to 

form a fixed mesh. The fluid phase variables, such as density, velocity and pressure, are defined on this 

stationary mesh. The particulate phase is modelled using computational particles that are free to move 

within the domain. Each particle represents a collection of physical particles and tracks their properties 

in a Lagrangian framework. As the particles traverse the cells over time, their properties are 

interpolated from the particle locations onto the stationary Eulerian mesh, using an interpolation 

operator. Likewise, the fluid phase variables defined on the fixed grid, such as hydrodynamic forces – 

pressure and drag, are interpolated back to the particle positions to update their motion. This coupling 

between the discrete Lagrangian particle phase and continuous Eulerian fluid phase facilitates 

multiphase interactions while reducing the computational cost, compared to fully resolving each 

individual physical particle. 

The governing multiphase equations incorporate the conservation of mass, momentum and energy for 

both phases. Constitutive models describe stress and viscosity relationships. Additional terms account 

for the exchange of properties between phases via interpolation, as well as interphase forces like gas-

solid drag. Together, these equations provide a numerical framework to simulate multiphase flow 

dynamics efficiently in Barracuda VR® [422]. 

i. Gas phase 

The mass, momentum and energy conservation equations for the gas phase, assuming incompressible 

fluid phase, are expressed in equations 45, 46 and 47, respectively [415,423]. 

45 

46 

47 
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Where and  are the gas volume fraction, density, velocity, enthalpy, and stress tensor, 

respectively, for the gas phase. 𝑭  is the interface momentum transfer and couples the gas phase 

momentum with the particle motion. The stress tensor is given as: 

48 

In addition, the species continuity equation shown in equation 49 are solved to determine the mass 

fraction, 𝑌𝑔,𝑖  , for each individual gas species, i, present in the multiphase mixture. The species 

continuity equations describe the conservation of mass for each gas component at every point in space 

and time. By finding the localised mass fractions, 𝑌𝑔,𝑖, the composition of the gas mixture is known at 

any given location. 

49 

The term 𝐷𝑡  in the species transport equation represents the turbulent mass diffusivity, which 

accounts for turbulent mixing effects, while S�̇�𝑖,𝑐ℎ𝑒𝑚  is the species source term due to chemical 

reactions occurring in the system. 

ii. Particle phase 

The particulate phase is defined by the particle distribution function (PDF). The PDF, denoted as ϕ, 

provides a statistical representation of the particulate phase. It depends on particle properties such as 

position x, time t, velocity 𝒖𝑝, and density 𝜌𝑔. To analyse the time evolution of the particulate phase 

distribution, the Liouville equation shown below, is commonly solved. 

50 

This Liouville equation accounts for changes in the PDF due to particle motion via 𝒖𝑝 , as well as 

acceleration of particles, 𝒂𝑝, via external forces acting on each particle, such as fluid drag and pressure 

gradient forces. Integration of the PDF over all particle properties yields locally averaged particulate 

quantities, such as the number density and velocity. Solving the equation also advances the statistical 

description of the dispersed particle phase in a manner coupled to the fluid phase, defined on the grid. 

iii. Gas-particle interphase coupling 

In multiphase simulations, modelling the interaction between the dispersed particulate phase and the 

continuous carrier fluid is essential. This interaction is represented through coupling terms that 

account for momentum transfer in both directions. These two coupling terms are important for 

consistent two-way momentum exchange between the gas and solid phases.  
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Firstly, the particle acceleration (𝒂𝑝), which depends on the forces exerted by the surrounding gas on 

the particles as they move through the flow. This particle acceleration term couples the particle phase 

to the gas phase in the particle motion equations. This also accounts for drag and other factors that 

make the particulate motion deviate from pure inertia. The particle acceleration in the Liouville 

equation is expressed as [415]: 

51 

𝐷𝑝  is the drag function, whereas   and   are the interparticle normal stress and particle volume 

fraction described in equations 52 and 53, respectively. The right-hand side of the acceleration 

equation represents the following terms: aerodynamic drag, pressure gradient, gravitational 

acceleration, and gradient in the interparticle stress, 𝜏𝑝. This stress is based on the particle volume 

fraction, 𝜃𝑝, and is given as [417]: 

52 

Ps and θcp in equation 52 represent pressure constant and close-pack volume fraction, respectively, 

while ε is a very small number included to prevent the occurrence of singularity as the solid fraction 

approaches close pack. 𝜃𝑝 is given by 

53 

  is the particle volume and changes in pressure and density are computed using the ideal gas 

equation. 

Secondly, interphase momentum transfer (F) represents the rate of change of gas phase momentum 

due to the presence of particles. It couples the gas phase motion to particle loading and distribution. 

The interphase momentum transfer in the gas phase momentum equation is given by 

54 

iv. Drag models 

When modelling multiphase flows involving solid particles dispersed in a gas, an accurate 

representation of drag force is crucial. Drag function, 𝐷𝑝 , significantly impacts the momentum 

exchange between phases through the particle acceleration and interphase momentum transfer terms. 

Several empirical drag models have been developed to calculate the drag coefficient based on particle 

and flow properties. Ideal selection depends on the flow regime and desired predictive accuracy. In 
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this study, three widely used drag models were evaluated: heterogenous modified energy 

minimization multiscale (EMMS) drag, and homogeneous Gidaspow and Wen-Yu drags. 

The EMMS-Yang model is suitable for bubbling and turbulent fluidised beds as it accounts for variations 

in voidage. Gidaspow model smoothly blends formulas for both dense and dilute regions, making it 

applicable over a range of solid loadings, whereas Wen-Yu drag model is being tested for its simplicity 

while still incorporating relative velocity [424]. Moreover, these three drag functions have been 

successfully applied in previous simulations of similar SE-SR fluid bed systems using various CFD 

models. Those studies demonstrated predictive ability within the flow regime of interest and suggests 

they constitute appropriate options to carry out tests. 

In this work, the goal was to identify which model best captures the fluid dynamics of the binary gas-

solid system and enables reliable prediction of solids flow patterns using the CPFD method. This 

comparison aims to provide guidance for future modelling studies of SE-SR using CPFD method. 

a. Modified energy minimization multiscale (EMMS) drag 

The modified EMMS model, based on the works of Yang et al. [425] and Li and Kwauk [426], reflects 

the heterogenous structure of a gas-solid system. Rather than using an empirical drag law, EMMS 

solves for forces by minimising the total energy of the system, including contributions from potential, 

kinetic and interfacial energies [426]. This allows the model to account for the complex flow patterns 

within the voids and drag forces arising from frictional interactions between fluid and solid phases 

across finite contact areas. It avoids empirical constants and applies over a wide range of operating 

conditions using only particle properties and volume fraction, ϴ, as inputs. Yang et al. [425] derived an 

analytical solution for the EMMS drag law that is more computationally efficient. Thus, the modified 

EMMS or EMMS-Yang model is adopted. The constants, c, in equations 56 and 57 were generated from 

the experiment of Li and Kwauk [426].  

55 

 

56 

 

57 
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b. Gidaspow drag 

At the core of the Gidaspow model is the recognition that the drag force experienced by a particle in 

a multiphase flow is heavily influenced by the local volume fraction of the dispersed phase [280]. The 

model combines two well-established drag correlations, the Wen and Yu correlation [427] for dilute 

systems and the Ergun equation [428] for dense systems, to provide a smooth transition between the 

two regimes. It incorporates particle Reynolds number and solid volume fraction as variables. 

In dense regions, the Wen & Yu equation is used: 

58 

Where, 

 

59 

In dilute regions, the Ergun equation is applied: 

60 

Combining Wen & Yu and Ergun equations (equations 58 – 60) results in the Gidaspow model and is 

given as: 

61 

 

 

c. Wen-Yu drag 

The third drag model, Wen-Yu drag model, was proposed as an early theoretical formulation relating 

drag forces to particle Reynolds number in fluid-particle systems. Although the Wen-Yu model tends 

to neglect interaction effects that become significant at high particle concentrations, one of the key 

advantages of the model is its simplicity and ease of implementation. The model uses a relatively 

straightforward mathematical expression that captures the essential physics of the gas-solid 

interaction through the 𝜃𝑔 term [427]. It is represented as: 



89 
 

62 

63 

4.2.2 Kinetic models 

In this study, two representative kinetic schemes were applied - steam methane reforming and 

carbonation. The steam methane reforming (SMR) model describes the reactions between methane 

and steam to produce hydrogen and CO2. Carbonation refers to the reversible reaction where CO2 

reacts with calcium oxide-based sorbent (dolomite) to form calcium carbonate. Modelling this reaction 

accurately captures carbon capture using dolomite sorbents.  

i. SMR kinetics 

Several kinetic models have been proposed in the literature to simulate SMR processes. There are two 

widely used schemes developed by Numaguchi and Kikuchi (NK) [429] and Xu and Froment (XF) [430], 

due to their predictive capabilities. For this study, the NK kinetic model was selected for the following 

key reasons. First, it offers a simpler formulation compared to some alternatives, avoiding potential 

errors from numerous kinetic parameters. Additionally, a prior comparative study by Quirino et al. [431] 

found the NK approach demonstrated relatively high accuracy in modelling reforming reactions. It also 

exhibited lower numerical instability compared to other evaluated schemes. Stability is important for 

rigorous multiphase simulations. Given its validation in previous works and simplicity while still 

adequately representing chemical kinetics, the NK kinetic mechanism provided a suitable basis for the 

present study. Using its formulation, the steam reforming and water-gas shift (WGS) reactions 

occurring in SE-SR processes can be characterised as follows: 

SMR: CH4+H2O↔3H2+CO ΔH298
0 =+206kJ/mol    64 

WGS: CO+H2O↔H2+CO2 ΔH298
0 =-41kJ/mol  65 

A hybrid rate equation for the reactions is obtained by Numaguchi and Kikuchi [429] based on 

Langmuir-Hinshelwood and power rate law, and is expressed as: 

  
66 

  
67 



90 
 

Kinetic parameters kSMR
0 , kWGS

0 , ESMR, EWGS, KSMR and KWGS were obtained from Numaguchi and Kikuchi 

[429] and Hou and Hughes [432] and are presented in Table 4.1. 

Table 4.1:  Arrhenius parameters, activation energies and equilibrium constants for the reforming and 

shift reactions [429] 

 𝐤𝟎 𝐄 (kJ/mol) 𝐊 

SMR 2.634×102,     kmol
(kg

cat 
atm0.404 s)

  106.870 1.167×1013exp - 26830
T

,     atm2    

WGS 0.248 ,                kmol
(kg

cat 
atm s)

  54.531 1.767×10-2exp( 4400
T

)  

 

ii. Carbonation kinetics 

The carbonation model proposed by Sun et al. [433] for dolomite and limestone sorbents was adopted 

for this study, as it has been successfully applied in similar research concerning SE-SR process [146]. 

The grain model used to describe the carbonation reaction considers how grain size distribution 

changes with the reaction. This level of detail is important, as the changes in grain size can influence 

product formation. Furthermore, the Sun et al. [433] model has demonstrated a remarkable capability 

in capturing the abrupt reduction in carbonation reaction rates that is often observed using CaO-based 

sorbent [434]. This phenomenon can have a profound impact on the overall performance of the 

sorbent material. The rate equation is given in terms of conversion and expressed below: 

68 

Where 𝑋𝐶𝑎𝑂 is the conversion of CaO defined as: 

  69 

S is the specific surface area of the sorbent. The surface area for the CaO part in the dolomite sorbent 

is calculated to be 3.1×104m2/kg
sorb

 [433]. For the dolomite carbonation, a first-order reaction was 

ascertained for P
CO

2

<10 kPa, whereas a zero-order reaction was reported for P
CO

2

>10 kPa. Therefore, the 

carbonation rate constant, 𝑘𝐶  under both conditions is presented in the equation below: 

 

70 
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The equilibrium pressure, Pco2,eq
, is a function of temperature [435], and is calculated according to the 

equation: 

71 

4.2.3 Numerical solutions and model settings 

The Eulerian conservation equations for the gas phase are solved using the finite volume method, 

while the particle phase equations are solved using computational parcels, which follow typical routes 

in phase space with particle velocities, locations, and sizes as coordinates. Parcel attributes are 

interpolated onto the Eulerian grid and the implicit approximations to the particle-phase are solved. 

The local gas velocities, gas pressure gradients, and solids stress gradients are interpolated back to 

parcel coordinates, and employed in a final explicit update of parcel velocities once the grid equations 

are solved. 

The interpolation of particle properties to and from the Eulerian grid is achieved using interpolation 

operators. For a rectangular grid where a particle is located at xp  and xp = (𝑥p, 𝑦p, 𝑧p) , the 

interpolation operator, 𝑆, in the cell centre x-direction takes the form for all nodes, i: 

72 

and 

73 

The operators are defined in a similar way for face centre directional interpolation operators, with 

properties as: 

74 

and 

75 

for all face nodes, ξ.  

In three dimensions, 𝒙p  is interpolated to eight grid nodes. The y and z operators follow similar 

patterns and are all independent of their counterpart coordinates. The motion of particles in the 
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continuum fluid momentum equation is coupled through an implicit coupling approach, in the 

numerical scheme. This approach results in the product of the particle to grid interpolation operators. 

On the other hand, the grid-to-particle interpolation operator is used to interpolate the grid quantities 

back to the individual particle positions. The gradient of the grid-to-particle interpolation operator is 

important for calculating the forces acting on the particles. These force calculations then allow for 

updating the particle properties, during the next timestep of the simulation. The grid-to-particle 

interpolation operator is presented in equation 76 while the gradient of the particle properties is given 

in equation 77. 

76 

77 

Detailed explanation for the product and gradient of interpolation operators for three-dimensional 

calculations are provided by Snider [423]. 

The model settings used in the simulation are presented in Table 4.2. Maximum momentum 

redirection from collision refers to the largest possible change in momentum that can occur when two 

particles collide. Tangent-to-wall momentum retention refers to how much of a particle's tangential 

momentum is maintained after colliding with a wall boundary, while normal-to-wall momentum 

retention similarly describes the degree to which normal momentum is conserved upon particle-wall 

collisions [422]. The blended acceleration model (BAM) was also set for the simulation. The BAM in 

dense polydisperse granular flows accounts for inhibited relative motion between differently sized 

particles in sustained contact. BAM calculates particle acceleration as a blend of approaches - an 

averaged value in dense packed regions where particles adhere collectively, and independent motion 

in dilute areas [436]. This better represents inter-particle interactions across flow regimes, improving 

predictions of segregation behaviour during fluidisation simulations. In the absence of experimental 

data, the default values provided by the simulation software were employed for these contact and 

collision models, as well as for wall interaction models. The particles were modelled as 'hard particles' 

in the CPFD model. 
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Table 4.2: Model parameters and settings used in the CPFD software 

Parameters Values Units 

Maximum momentum redirection from collision 40 % 

Normal-to-wall momentum retention  0.85 - 

Tangent-to-wall momentum retention 0.85 - 

Courant–Friedrichs–Lewy (CFL) range 0.8 – 1.5  - 

Time step 0.001 s 

Simulation time 100 s 

Averaging start time 50 s 

 

The Courant–Friedrichs–Lewy (CFL) condition is a fundamental stability criterion in CFD. The CFL 

criterion relates the time step size, grid cell size and propagation speed, stating the time step must be 

small enough such that information cannot propagate further than the size of one cell in a single 

iteration [437]. If the CFL number is too high, information moves faster than waves, causing numerical 

dispersion errors. But too low (<0.1) wastes computational resources without benefiting stability. 

4.2.4 Process description 

The developed model was applied to a lab-scale bubbling fluidised bed reactor from Johnsen [438]. 

The lab-scale reactor with a dense bed and expanded regions was designed in SOLIDWORKS. The dense 

bed region is a cylinder of inner diameter, 0.102 m, and height, 0.66 m, while the freeboard has a 

length and inner diameter of 0.154 m and 0.365 m, respectively. A concentric reducer of height 0.15m 

joins both regions. A schematic diagram of the reactor is shown in Figure 4.1. 
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Figure 4.1: (a) Experimental reactor by [438] and (b) front view of the reactor’s geometry simulated in 

this work. 

The dimensions used and the mode of operation are the same as that of the experimental reactor. 

Steam and methane are introduced through the bottom of the reformer at a given velocity, with 

product gases leaving the reactor from the top. Similar to the experiment, the reformer was simulated 

as a batch setup without solids feeding lines to the reformer. The sorbent regenerator (calciner) was 

not considered in this study; therefore, the spent solids remain in the reactor. 

4.2.5 Operating conditions and assumptions 

The operating conditions in the simulation were selected to match those of the experimental study in 

literature. This was done to enable a fair and valid comparison of the simulation results to real-world 

data, allowing an evaluation of the model's ability to predict and replicate the behaviours observed 

experimentally. This rigorous matching of conditions therefore provided a sound basis for assessing 

and comparing the simulation results and empirical data. The pressure boundary condition was 

specified at the reactor outlet located at the top, where exit of gases from the reactor could be 

modelled. A velocity inlet boundary was defined at the bottom reactor entry point to introduce the 

 
 

 

(a) (b) 
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flowing gas phase. Specifying a uniform inlet velocity negated the need to explicitly model the gas 

distributor plate, simplifying the geometry while maintaining a representative flow profile. Isothermal 

operation was assumed in order to maintain approximately uniform temperature. Initial operating 

conditions for the process was taken from Johnsen et al. [438], to obtain consistent results during 

model validation and evaluation. Physical properties, operating and boundary conditions of the 

fluidising gas and particles are listed in Table 4.3. 

Table 4.3: Initial operating conditions for the simulation of SE-SR of methane in a BFB reactor [438]  

Parameters  Value  Unit  

Reformer temperature 873 K 

Reactor pressure 1 atm 

Steam-to-carbon ratio 3 - 

Superficial velocity 0.032 m/s 

Total mass of solids in the system 3.1 kg 

Catalyst-to-sorbent mass ratio 2.5 - 

CaO/MgO 60/40 wt% 

Sorbent particle size range 125 – 300 µm 

Catalyst particle size range 150 – 250 µm 

Catalyst density  2200 kg/m3 

Sorbent density 1540 kg/m3 

Close-pack volume fraction 0.6 - 

 

4.2.6 Performance evaluation 

The following indices were used to analyse the performance of SE-SR of methane in the BFB reactor: 

CH4 conversion (𝑋𝐶𝐻4
), carbon capture efficiency (𝑋𝐶𝑂2

), and hydrogen purity. CH4 conversion is an 

indication of the extent of methane consumption during the reforming process, and was determined 

as the percent of methane fed that was reformed or converted into product gas. CO2 capture efficiency 

represented the percentage of CO2 removed from the product gas via carbonation, calculated from the 
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molar flow rates of total carbon (CH4) inlet and carbon (CO, CO2 and CH4) outlet. Hydrogen purity is 

the mole percent of hydrogen leaving the reactor and is calculated on a dry basis. 

78 

  79 

80 

4.3 Results and discussion 

Gridding is an important task in CFD simulations. The quality and structure of the grid can significantly 

impact the accuracy and efficiency of CFD simulations. When simulating the same scenario in both 2D 

and 3D, the 3D model has been shown to exhibit superior grid convergence characteristics – the effects 

of grid size on the solution were found to be smaller [439]. Regardless, a grid study was first conducted 

to ensure that model results are not dependent on the grid resolution. The grid size was refined twice 

from an initial size that was selected based on the smallest particle diameter in the system. The grid 

employed in the investigation is at least ten times the size of the smallest particles, a common practice 

for examining grid independence in fluidised bed simulations, and is deemed adequate for achieving 

a solution that is not reliant on grid size [440,441]. 

The computational domain was discretized using a three-dimensional, structured, hexahedral grid. The 

uniform grids were generated in Barracuda VR® with three different cells: 35,000 (coarse, Grid 1), 

50,000 (fine, Grid 2) and 65,000 (very fine, Grid 3), to perform the grid independence study. Pressure 

profiles for the three grids after 100 s of simulation time are presented in Figure 4.2. The pressure 

outputs in the first 3 seconds of the simulation were excluded, due to the transient nature of the profile 

during simulation start-up, while the remaining were averaged at different heights of the reactor.  
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Figure 4.2: Mean pressure profiles for the different grid sizes in bubbling bed reactor. 

The mean pressures for the three grids follow similar trend with a little deviation between 0.2 m and 

0.4 m along the reactor height, which is tolerable for this study. Grid 2 was selected to reduce 

computational cost associated with simulating smaller grid sizes (Grid 3), while maintaining results 

independence on grid size. Moreover, a uniformity plot obtained for Grid 2 in Figure 4.3 shows that 

the cells lines are below severe and high aspect ratio. This means that the grids are very uniform. 
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Figure 4.3: Uniformity plot for Grid 2 in bubbling bed reactor. 

4.3.1 Model validation 

CPFD models use complex constitutive relationships and assumptions that can introduce uncertainty, 

especially if the model is not calibrated. Therefore, it is important to validate CPFD models against 

experimental systems before using them extensively in parametric studies, to ensure confidence in the 

model results. Two model validations were carried out for the two sub-models employed within the 

CPFD model: one for the hydrodynamic sub-model and another for the SE-SR methane kinetics sub-

model. In the case of the hydrodynamic sub-model, particle volume fraction served as the parameter 

for comparison with experimental data. For the kinetic sub-model, the composition of the product gas 

was the parameter used to assess the simulation results against the experimental data. 

4.3.1.1 Hydrodynamic validation 

The hydrodynamic model was first validated against the experimental work of Olivieri et al. [442], who 

assessed the fluidisation behaviour and segregation of binary particle mixtures comprising different 

particle sizes and densities. To directly compare simulation results with their experimental 

measurements, the key test conditions reported in the study such as reactor dimensions, particle 
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properties, and operating parameters were replicated identically in the CPFD model, as presented in 

Table 4.4. This rigorous matching of simulated and actual experimental setup allowed for a valid 

assessment of the model's ability to accurately track the volume fraction profiles of the heavier 

particles (jetsam) throughout the bed height, under fluidising conditions. 

Table 4.4: Operating conditions used in the hydrodynamic validation of binary particles in fluidised bed 

reactor [442] 

Parameters Values  Units  

Initial jetsam volume fraction (volume of jetsam/volume of solid particles, Xj0) 0.2 - 

Superficial gas velocity 0.064 m/s 

Density of silica gel 600 kg/m3 

Density of silica sand 2600 kg/m3 

Particle size range of silica gel 350 – 400 µm 

Particle size range of silica sand 100 – 150 µm 

Bed weight 2.85 kg 

Reactor inner diameter 0.12 m 

Reactor height 1.5 m 

 

Three drag models, EMMS-Yang, Gidaspow, and Wen-Yu, were evaluated to determine which one 

provides an accurate description of the hydrodynamic behaviour in the binary system used in the 

experiment. It is assumed that the drag model that performs best in accurately depicting the behaviour 

of the binary system used in the experiment, should also be suitable for describing the catalyst-sorbent 

system employed in this study. However, if such accuracy is not achieved, model fitting through 

optimisation may be necessary to recalculate the model constants. 
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Figure 4.4: Solid concentration profiles comparing experimental data (dashed curve) with predicted 

results obtained for different drag models (solid curves). 

The mean value of the time-averaged volume fractions on the XY data planes, at different Z- reactor 

heights was calculated at the end of the simulation. The jetsam volume fraction on a fluid-free basis 

was compared with the experimental data, as presented in Figure 4.4. The simulation result for the 

EMMS-Yang model showed better prediction of the experimental results compared with other two 

drag models. While the EMMS-Yang model was able to capture the noticeable segregation of the 

jetsam particles seen along the axial direction of the lower bed region, the Gidaspow and Wen-Yu 

models predicted a relatively uniform jetsam particle distribution along the bed height, thereby under-

estimating segregation in the simulated reactor [443]. Therefore, the SE-SR simulation was conducted 

using the EMMS-Yang drag setup, given its close prediction of hydrodynamic interactions with the 

experiment. 

4.3.1.2 Kinetic validation 

Conversely, the SMR reaction kinetics, without carbonation reaction, was validated by initially 

simulating a unit cube geometry filled with 0.250 mm-diameter catalyst particles. The simple geometry 
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was operated in batch mode, with the aim of comparing steady-state composition of the product gases, 

with the SE-SR reactor model. The SMR simulation produced ~72% hydrogen concentration on a dry 

basis, which corresponds to the composition of steam reforming at equilibrium, reported in Johnsen 

et al. [444]. Concentrations of CH4, CO2 and CO were 8.4%, 12.2%, and ~8%, respectively, on a dry mole 

basis. Then, the SE-SR methane in BFB reactor was modelled using the operating conditions in Table 

4.3, with the time-averaged dry gas composition for the species at the reactor outlet obtained after 

simulation. Comparison of the outlet gas composition is displayed in Figure 4.5. Hydrogen purity at the 

outlet reached ~97% on a dry basis, lower than that reported for the experiment at ~98%. Slight 

variation in the compositions of methane was also observed, with a deviation of ~1%, which is within 

an acceptable range.  

 

Figure 4.5: Comparison of outlet gas composition of the SE-SR of methane simulation results with 

experimental data (at velocity = 0.032 m/s, T = 873 K, P = 1 atm). 

Following the hydrodynamic and kinetic validations, the CPFD model has been shown to be a suitable 

modelling tool for simulating SE-SR of methane in BFB reactor. 

4.3.2 Hydrodynamic performance 

Maintaining efficient contact between the gas and solid phases is essential in SE-SR of methane, in 

order to improve process performance metrics such as methane conversion and hydrogen production. 

This section describes the behaviour of particles in the reactor, highlighting on the particle volume 
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fraction and the velocities of the solid and gas phases. Following model validation with literature data, 

the base conditions for temperature, pressure and S/C ratio were maintained at: 873 K, 1 atm and 3, 

respectively, while the superficial gas velocity was increased to 0.1 m/s, which is still within the 

bubbling regime. Increasing the velocity above the minimum fluidisation reported in literature (0.021 

m/s – 0.032 m/s) used for model validation [202], allows for a greater momentum to fluidise and 

suspend the particles. Before the simulation starts, particle positions were randomly initialised without 

any segregated structure within the simulated bed, and solid particles were uniformly distributed 

throughout the spatial domain.  

Figure 4.6 shows the volume fraction of the solid particles in the reactor at different time stamps from 

0s to 100s and the time-averaged volume fraction. At 0s, the bed is stationary at a static bed height of 

0.3 m but begins to expand as gas is passed through it. This is primarily due to small bubbles formed 

at the bottom of the bed, which grows in size along the reactor height (as seen in 6s). As bubbles rise 

and coalesce, they push particles upward in their wake, causing an overall expansion of the bed [445]. 

The bubbles erupt near the surface, scattering the solids into the freeboard region at 20s. After 20 

seconds, the bed height stays pretty much constant over time. This means the fluidised bed has 

reached a quasi-steady state where the hydrodynamics no longer change much. The bed expands to 

approximately 1.4 times its initial height based on the time-averaged data, agreeing well with literature 

values for bubbling fluidised beds of comparable particles [446,447]. From the time-averaged contour 

plot shown in the same figure, it is also observed that the particle volume fraction is higher at the top 

of the bed compared to the bottom, indicating an increased local voidage at the bottom. Since bubbles 

are formed at the bottom of the reactor, it makes sense for particle volume fraction to be lower at the 

bottom, as voids are introduced in that region.
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Figure 4.6: Instantaneous particle volume fraction for SE-SR of methane in BFB reactor. 

Simultaneously, the fluid pressure is higher towards the bottom of the bed where particle volume 

fraction appears to be low. Figure 4.7 shows the time-averaged pressure in the reactor. The weight of 

the bed particles exerts a higher pressure on the lower bed region, creating a hydrostatic pressure 

profile, with the pressure decreasing linearly upward through the bed. This inverse relationship 

between particle distribution and pressure can also be explained by the underlying bubble formation 

and motion, as discussed previously. 

In the fluid velocity contour illustrated in Figure 4.7, localised high velocity spots are seen within areas 

where bubbling occurs. These regions of fast-moving gas correspond to the locations of rising bubbles. 

Bubbles contain an excess of gas which moves rapidly due to buoyancy forces and low drag [448]. The 

contour also reveals two distinct flow regimes within the reactor bed: a more distributed flow in the 

areas outside of the high velocity bubble zones, and a flow that cuts through the fast-moving bubble 

regions. Therefore, the total gas flow seen in the reactor can be characterised by three main phases: 

dense flow in the regions of high solids concentration, where gas percolates slowly through narrow 

voids between particles; bubble flow in discrete pockets where bubbles rise and contain faster moving 

gas; and throughflow for gas that passes through the bubbles, moving rapidly like the bubble phase 

but through open areas of the bed outside the bubbles [449]. It is clear that some degree of non-

uniformity in gas velocities is inevitable in a bubbling bed due to the discrete nature of the bubbles. 
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Figure 4.7: Contour plots of time-averaged pressure and gas and particle velocity in the Z-direction. 

The contour plots of particle velocity reveal some regions exhibiting negative values, indicating 

downward solids motion opposite to the prevailing upward gas flow direction. This is likely due to wall 

effects and recirculation. Although, negative solid flows are also seen in the bubble region area at the 

bottom of the bed. As noted by Zenz [450], bubbles are displaced upward by steady particle influx from 

the surrounding emulsion phase. The shallow angle of repose of the fluidised solids precludes steep 

90° walls around the rising bubbles. Instead, particles slide down into the wake region at the bottom. 

The wake mixes and recirculates particles. This circulation of particles is clearly seen in Figure 4.8.  
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Figure 4.8: Gas and solid flow pattern coloured by gas and solid velocities, respectively. 

The gas and particle flow patterns in the dense bed region are depicted in Figure 4.8. As discussed 

previously, locations of rising bubbles correspond to zones of high magnitude upward gas velocity seen 

in the gas flow contour (Figure 4.8a). Corresponding downward motion of solid particles is also evident 

in these areas from the particle flow pattern image (Figure 4.8b). Vortices appear near the top centre 

and sides of the reactor bed, indicative of mixing between the bubble and emulsion phases [451]. 

Intense particle motion is observed primarily in the downward direction at the bottom of the bed, 

likely due to recirculation effects. At the bed surface, erupting bubbles create scattered particle flow 

patterns.  

The developed CPFD model was able to predict distinct hydrodynamic zones within the reactor bed, 

with bubbles generating localised regions of upward gas flow and downward recirculating particle 
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motion. The vortices and flow patterns highlight the key role of bubbles in inducing circulation and 

gas-solids contact. 

4.3.3 Spatial distribution of solids and gas species  

Characterising the spatial profiles of key gas and solid species can provide valuable insights into the 

chemical performance of a process. This sub-section examines the CPFD-simulated concentration 

fields of the gas and solid phase compounds within the modelled reactor. 

 

Figure 4.9: Gas species distribution coloured by mole concentration (mol/m3) at S/C = 3, T = 873 K, P = 

1 atm. 

Figure 4.9 shows the contour mapping of the gas species concentration at steady-state condition. The 

simulated methane concentration exhibits a high value at the reactor bottom before progressively 

decreasing along the bed height. This decline in the main feed gas indicates consumption within the 

inlet region due to instantaneous steam reforming reactions. Correspondingly, CO levels drop sharply 

near the bottom as well, providing evidence for the occurrence of water-gas shift reaction in this lower 

region of the reactor. CO2 concentrations also peak in this inlet section but are then reduced along the 

bed height. This attenuation arises from adsorption of CO2 by the sorbent particles downstream of the 

inlet. As expected, based on the reaction chemistry, hydrogen is the predominant species in the upper 

reactor region. However, the hydrogen concentration contour reveals a region of increased hydrogen 

content in the middle section of the reactor, which is likely indicative of hydrogen backflow. Based on 
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Figure 4.9, the different reaction zones in SE-SR of methane in bubbling fluidised bed reactor can be 

summarised as: 

i. Inlet/lower bed region: 

• Methane concentration is highest but starts decreasing due to steam reforming reactions. 

• CO levels also drop sharply due to steam reforming and water-gas shift reactions. 

• CO2 concentrations peak here from the reforming reactions. 

ii. Mid bed region: 

• CO2 sorption by the sorbent particles causes CO2 levels to reduce along the bed height 

downstream of the inlet. 

• Water-gas shift reaction continues to consume CO and produce CO2 and H2. 

iii. Upper bed region: 

• Reforming and shift reactions have largely reached completion. 

• Hydrogen concentration is highest and uniformly distributed as the primary product. 

• CO and CO2 levels are much lower due to conversion and adsorption reactions. 

The catalyst and sorbent particles appear well-mixed initially and remain uniformly distributed even 

after reaching steady state, as shown in Figure 4.10. No visible particle segregation is evident, which 

helps maintain gas-sorbent contact and rapid adsorption following CO2 generation. The spent sorbent 

particles represented by CaCO3 remain dispersed among the catalyst across all bed regions under the 

simulated operating conditions. However, Figure 4.10 does illustrate higher CaCO3 mass fractions 

concentrated near the reactor bottom. This aligns with the high inlet CO2 levels generated from 

methane reforming in this lower section, which locally yields greater sorbent conversion and CaCO3 

production. But importantly, the sorbent inventory is not segregated or depleted in any areas despite 

the axial variation in CaO conversion. The sustained mixed state shows that sufficient sorbent is 

available to adsorb CO2 wherever it is generated in the reactor. 
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Figure 4.10: Distribution of solid materials coloured by particle species before the simulation (t=0s), 

and at t = 100 s for the catalyst, sorbent, and CaCO3 coloured by mass fraction. 

4.3.4 Effect of operating conditions 

A parametric analysis was conducted to understand the CPFD model’s prediction of selected 

performance parameters – product composition, hydrogen purity, CO2 capture efficiency, and methane 

conversion. The process variables used are pressure, superficial gas velocity and steam-to-carbon ratio. 

4.3.4.1 Effect of pressure 

In an industrial scenario, hydrogen is usually produced at higher pressures, up to 25 atm, to reduce the 

cost associated with compressing hydrogen downstream. While keeping superficial gas velocity at 0.1 

m/s, S/C ratio at 3, and temperature at 873 K, the performance of SE-SR of methane under different 

pressures of 5, 15 and 25 atm was investigated. Figure 4.11a and Figure 4.11b illustrate the impact of 

pressure on product composition and performance metrics, respectively. As pressure increases, the 

composition profiles in Figure 4.11a demonstrate decreasing CO2 and H2 mole fractions, while 

methane mole fraction rises. The low CO2 concentrations at high pressure results from the higher CO2 

partial pressure, which provides a greater driving force for CO2 to be adsorbed onto the solid sorbent 

sites [452]. CO2 fraction decreased by 83% from 0.0051 while H2 mole fraction decreased to ~0.72 from 

~0.95, when pressure was increased from 1 atm to 25 atm. 
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Figure 4.11: (a) product composition (dry basis) and (b) performance indicators under isothermal 

conditions, at varying pressures. 

Correspondingly, the performance metrics in Figure 4.11b exhibit declining trends as pressure is 

elevated, including drops in hydrogen yield, methane conversion and invariably CO2 capture efficiency. 

The steam reforming reaction produces more gaseous moles in the products than are present in the 

reactants, so an increase pressure shifts the equilibrium towards the side with fewer moles of gas, 

disfavouring methane conversion [453]. When operating pressure increased from atmospheric (1 atm) 

to 25 atm, methane conversion decreased significantly from an initial ~91% down to approximately 

45%. This drop in methane conversion led to a corresponding reduction in CO2 capture efficiency, 

which fell from around 90% to 43%. However, SE-SR of methane process demonstrates improvements 

in methane conversion and hydrogen composition relative to the conventional SMR process under high 

pressure conditions [454]. Wang et al. [250] found that for both SMR and SE-SR of methane processes, 

increasing the pressure raised the methane concentration while lowering the hydrogen concentration. 

However, the conventional SMR was more severely impacted by elevated pressures in terms of its 

reaction performance and product yields. When pressure was increased from 1 to 10 bar, hydrogen 

purity reduced by 3% for SE-SR and 16% for the conventional SMR process. The SE-SR enhanced 

tolerance to high pressures was attributed to the effect of CO2 adsorption on the sorbent. The CO2 

capture countered the inhibiting impacts of pressure on the reforming reactions, allowing for greater 

methane conversion compared to SMR alone.  

Primarily, the coupled composition and performance data clearly indicate pressure has an 

unfavourable effect, reducing hydrogen production and CO2 capture while allowing more unreacted 

methane to breakthrough. 
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4.3.4.2 Effect of S/C ratio 

As shown in Figure 4.12a, the mole fraction of hydrogen produced increased from approximately 0.95 

to about 0.97 when the S/C ratio was raised from 3 to 5. This is accompanied by a decrease in the mole 

fractions of CH4 and CO. This is due to the improved methane conversion that occurs at high S/C ratios, 

as illustrated in Figure 4.12b. Increasing the S/C ratio from 3 to 5 resulted in an increase in methane 

conversion from approximately 91% to 97%, and a corresponding rise in H2 purity and CO2 capture 

efficiency from ~95% to 97.3% and ~90% to 91%, respectively. However, CO2 concentrations increased 

with higher steam-to-carbon feed ratios, despite the simultaneous CO2 adsorption by sorbent material 

in the SE-SMR process. This somewhat counterintuitive result can be explained by two factors: The 

enhanced water-gas shift activity which produces more CO2, and the increased steam partial pressure, 

which lowers CO2 adsorption driving force.  

The improved CH4 conversion and increased CO2 composition, with higher steam levels, can be 

attributed to the shift in the reforming equilibrium, which favours increased production of hydrogen 

and CO2. In particular, the added steam drives the water-gas shift reaction (CO + H2O ↔ CO2 + H2) 

further to the right, consuming more CO while generating additional H2 and CO2 [453]. Similar 

observation has been reported in the literature for increased S/C ratios. Abbas et al. [269] observed 

that a higher steam-to-carbon feed ratio in the SE-SMR process operated in a packed bed reactor 

improved hydrogen yields while also slowing the carbonation rate. 

      

Figure 4.12: (a) Product composition and (b) performance metrics on dry basis under different S/C 

ratios. 

Although a high S/C ratio improves methane conversion and hydrogen production, the concomitant 

increase in CO2 levels highlights the limitations in the sorbent's ability to adsorb all of the CO2 produced 
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under this condition. Therefore, optimising operating conditions could help achieve adequate CO2 

uptake rates at higher S/C ratios. 

4.3.4.3 Effect of gas velocity  

At higher gas velocities, such as increasing from 0.1 m/s to 0.4 m/s, the time available for the reforming 

reactions to occur is reduced, as reactants pass more quickly through the reactor bed. With less 

residence time, methane conversion can be expected to decrease significantly [455]. This is clearly 

seen in Figure 4.13, as methane conversion drops from approximately 90% to just 51% over this 

velocity range tested. Correspondingly, the outlet hydrogen purity also falls sharply, declining from 

around 95% purity down to 65% despite velocity ascent. Although the initial hydrogen production rate 

was observed to be enhanced at higher velocities during the first few seconds of the simulation, the 

reduced reactant gas contact time could not sustain this production rate, therefore hydrogen yields 

reduced accordingly. 

        

Figure 4.13: Effect of gas velocity on (a) product composition (b) H2 purity, CH4 conversion, CO2 capture 

efficiency at 873 K and 1 atm. 

In Figure 4.13a, CH4, CO and CO2 compositions rise markedly as the primary reforming, water-gas shift 

reactions and sorption are increasingly limited in extent by inadequate contact time. Higher gas 

velocities also lower average bed temperatures, in addition to reduced residence times, correlating to 

poorer methane reforming performance and CO2 sorption [456]. 

4.4 Summary  

This chapter was aimed at developing a reactor model to improve the description of reactor 

performance for SE-SR process. In this chapter, a three-dimensional CPFD model was developed for 

sorption-enhanced steam reforming of methane in a bubbling fluidised bed reactor, using Barracuda 
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VR® software. Validation of the model was carried out for both the hydrodynamic and kinetic sub-

models by comparing simulation results of the particle volume fraction and product gas compositions, 

respectively, with experimental data available in literature. Three drag models tested revealed the 

EMMS-Yang drag model as closely matching the hydrodynamic behaviour of the experimental 

literature. The gas-solid flow characteristics, influence of pressure (1 – 25 atm), steam-to-carbon ratio 

(3 – 5), and velocity (1 – 4 m/s) were analysed. The results obtained from the simulation showed that 

the three-dimensional CPFD model was efficient in predicting the complex gas-solid characteristics, as 

well as the performance of SE-SR in bubbling fluidised bed reactor. The CPFD model developed in this 

chapter provides a foundation for further improvement for application to circulating fluidised bed 

reactors in the following chapter. It is also expected to be valid for scale-up studies conducted in 

Chapter 6 and Chapter 7. 
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 Computational simulation of SE-SR of methane in a bench-scale 

dual circulating fluidised bed reactor 

This chapter is based on the peer-reviewed publication: 

• Udemu C, Font-Palma C. Computational simulation of SE-SR of methane in a bench-scale 

circulating fluidised bed reactor: Insights into the effects of bed geometry design and catalyst-

sorbent ratios. Fuel 2024;377:132817. https://doi.org/10.1016/j.fuel.2024.132817.  

5.1 Introduction 

This chapter extends the CPFD model validated in Chapter 4 to include the calcination process, thereby 

simulating the full-loop (reforming/carbonation and calcination) SE-SR of methane system. Various 

reactor concepts have been proposed and reported for SE-SR of methane, including trickle bed, fixed 

bed and fluidised bed reactors. In trickle bed, the gaseous reactants are passed from the bottom 

through an immobilised bed of catalysts while the sorbents are introduced into the reactor from the 

top, which trickles down the bed and are then collected at the bottom [233,234]. Formation of hotspot 

within the catalysts and scaleup challenges due to its complex phenomena are setbacks associated 

with this reactor concept [235,236]. For fixed bed reactors, a fixed ratio of sorbents and catalyst is 

contained in a reactor with gaseous reactants passed over the bed of mixed solids to produce hydrogen 

[244,286]. Whilst fixed-bed reactors are simpler and are well-suited for high-pressure hydrogen 

production, they could face challenges with temperature control (to prevent the formation of hotspots) 

at large-scale operation [457]. Also, solids circulation between reforming/carbonation and calcination 

reactors can be complicated using this reactor concept. Thus, fluidised bed reactors were selected for 

this study due to their suitability for facilitating the continuous circulation of solids between reactors, 

a key requirement for the sorption-enhanced steam reforming process. This continuous circulation 

loop is integral to maintaining the sorbent circulation necessary for hydrogen production on an 

industrial scale.   

Few configurations of fluidised bed reactors have been proposed for use in SE-SR of methane, such as 

the use of dual bubbling fluidised bed reactors for both the reformer and calciner units [245,279], the 

employment of fast fluidised bed (risers) and bubbling bed reactors for the calciner and reformer, 

respectively [247,419,458], and the use of fast fluidised for both reformer and calciner [459]. However, 

riser reformers have been shown to achieve lower hydrogen yields than bubbling bed reformers due 

to the shorter solids’ residence time in the reactor. Jakobsen and Halmøy's [257] modelling study 

https://doi.org/10.1016/j.fuel.2024.132817
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provided a valuable comparison of performance between SE-SR using bubbling and riser fluidised beds 

reformers with lithium orthosilicate, sodium zirconate, and dolomite sorbents. In their study, using 

CaO as the sorbent in a riser reactor resulted in only a modest increase in hydrogen yield, due to slow 

sorption kinetics and insufficient solids residence time for CaO to achieve significant conversion. This 

meant that an exceptionally long riser would be needed to adequately enhance the reforming process 

via sorption. In contrast, bubbling bed simulations showed much higher hydrogen yields up to 99.9%. 

While a bubbling fluidised bed configuration is preferable to a riser for SE-SR of methane with CaO due 

to residence time considerations, the reactor geometry and design could impact process performance. 

Features like aspect ratio, inlet/outlet positioning and internals can influence solids mixing and 

segregation, respectively enhancing or hindering mass transfer between phases [460–463].  

Previous studies have investigated the impacts of key operating variables like temperature, pressure 

and gas velocity on SE-SR of methane [146]; however, the influence of the catalyst-to-sorbent ratio and 

reactor design has been relatively underexplored. This chapter addresses this gap by modelling and 

analysing SE-SR performance under varying solids loadings, in addition to exploring two different dual 

bubbling bed reactor geometries. Simulations are conducted by intentionally using low catalyst 

loadings, to provide insights into process robustness when catalyst activity is diminished, analogous to 

real-world catalyst deactivation. Furthermore, testing low sorbent loadings will elucidate the impact 

of declining sorbent inventory on the SE-SR of methane performance, similar to sorbent degradation 

over repeated cycles. The CPFD model developed in Chapter 4 was extended to simulate the dual 

bubbling beds in circulating mode. Due to high computational requirements, only two reactor bed 

designs were considered. The outcome of this modelling work will provide a basis for the selection of 

reactor geometry and initial conditions for scale-up studies. 

5.2 Methodology  

In Chapter 4, a CPFD model was developed to simulate the performance of SE-SR of methane in a 

bubbling fluidised bed reactor. The simulation included the reformer/carbonator zone and 

incorporated EMMS-Yang drag sub-models and kinetic sub-models (for carbonation and SMR 

reactions). The EMMS-Yang drag model was adopted for hydrodynamic simulations based on its 

successful validation in Chapter 4. In the current chapter, the CPFD model has been extended to 

include a calcination kinetic sub-model for regenerating the spent sorbent in the calciner. The kinetic 

sub-model for calcination is described in this section. The overall reactor setup and operating 

conditions for the combined reformer/carbonator and calciner zones are also discussed here, as they 

differ from what was employed solely for the reformer/carbonator in Chapter 4. However, the 
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previously validated CPFD model for the reformer/carbonator is retained without modification in the 

current work. 

5.2.1 Reactor setup 

 This study models the cyclic performance of SE-SR of methane based on a bench-scale setup similar 

to that developed at SINTEF [464]. Two reactor systems are evaluated in this study. The first design 

(Figure 5.1a) replicates the system used at SINTEF, and employs a bubbling fluidised bed reactor with 

an internal pipe for particle outlet from the bottom of the bed. The second design (Figure 5.1b) 

incorporates a side-exit particle outflow mechanism to let out solids from the bed. Both designs consist 

of interconnected bubbling fluidised bed reactors performing key roles - a reformer/carbonator for the 

endothermic reforming and exothermic sorption reactions, a calciner for the endothermic calcination 

reaction, and auxiliary components like loop seals and a riser facilitating continuous solids circulation. 

The internal dimensions of the reactor units are provided in Figure . For each CFB system – CFB1 and 

CFB2, the reformer/carbonator and calciner have the same dimensions. The bed height and volume 

are also considered to be constant for CFB1 and CFB2, at the bed volumes considered in this study (see 

Table 5.4). 
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Figure 5.1: Design and dimensions of (a) reactor bed design with internal particle outflow (CFB1), and 

(b) reactor bed design with side particle outflow (CFB2) of the SE-SR reactors used in the simulation 

(all dimensions in cm).  

During operation, fluidising gases are introduced to the bottom of the reformer (located just below 

the cyclone), where reforming and carbonation reactions occur. The product gases leave the reactor 

from the top while the spent solids leave the reactor through the overflow pipe located inside the 

reactor for CFB1, and the side exit for CFB2. The solids enter the first loop seal, as seen in Figure 5.1, 

then to the regenerator (second reactor at the bottom). The loop seal is aerated with a fluidising gas, 

(a) (b)
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forcing the solids to overflow into the regenerator. The loop seal is attached to maintain the pressure 

levels, improve solids circulation rate and minimise gas leakages between the reactors. In the 

regenerator, the hot fluidising gas provides enough heat for decarbonation of the spent sorbent; and 

operates in similar bubbling manner as the reformer. The regenerated solids overflow to the bottom 

loop seal and are transported through the riser back to the reformer, using a fluidising gas. The cyclone 

in this system is only used to return solid particles to the reformer. Completely mixed sorbents and 

catalysts were introduced into the reactor, with an estimated sorbent-to-catalyst volume ratio of 4 in 

the reformer. The superficial velocities of the fluidising gases are presented in Table 5.1. 

Table 5.1: Gas flows in the SE-SR system 

Reactor units Fluidising gas Superficial velocity (m/s) 

Reformer  Nitrogen, steam, and methane   0.062 

Calciner  Nitrogen  0.056 

 

5.2.2 Calcination model 

As CaCO3 particles decompose during calcination, their size decreases due to the diffusion of CO2 from 

the interior to the surface. The changing grain size model considers how grain size distribution changes 

with the reaction, while incorporating the unreacted shrinking core model to provide a more accurate 

representation of diffusion control compared to simpler models [465]. Garcia-Labiano et al. [466] 

developed a changing grain size model based on the dolomite particles' granular texture, while 

accounting for internal diffusion limitations. They suggested using the well-known Langmuir–

Hinshelwood model to explain the calcination mechanism. Their model took into consideration the 

diffusion and reaction of gases within a particle's differential volume and was represented using a two-

step Langmuir–Hinshelwood mechanism. The first step involves decomposition of CaCO3 to CaO and 

chemisorbed CO2, whereas in the second step, CO2 desorbs from the active site. Their model provided 

a good representation and fit to experimental data for dolomite across various operating conditions 

tested; therefore, it was adopted in this simulation. The calcination reaction is a function of CO2 partial 

pressure and is given by 

81 

The fraction of occupied active sites (θ) was found to align with the Freundlich isotherm, with the 

adsorption constant, c, represented via the Arrhenius expression. 𝜃  is the fraction of active sites 
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occupied by CO2 and is a function of CO2 partial pressure and adsorption constant, according to the 

Freundlich isotherm expression below: 

82 

The adsorption constant, c, and the kinetic rate constant, 𝑘𝑐  [𝑚𝑜𝑙𝑚−2𝑠−1], are given by 

83 

84 

Consistent with changing grain size models, the reaction surface area is determined by the particle 

radius, which changes as the reaction progresses. Therefore, the specific surface area of the sorbent, 

Se, is based on equation 85, where r0 and r1 are the initial radius of CaCO3 and the radius of its 

unreacted core, respectively. 

85 

For simplicity, r1 is assumed to be independent of the grain's radial position, so that a correlation 

between 
𝑟1

𝑟0
 and the unconverted CaCO3 (𝑋𝐶𝑎𝐶𝑂3

) can be determined [467]. Therefore, Se is estimated 

in equation 86. Additionally, the S0 is taken to be 9.57 × 103 m2/kg [466]. 

86 

The equilibrium pressure, 𝑃𝑐𝑜2,𝑒𝑞
, is a function of temperature as described by Barin [468], and for a 

high-temperature calcination process, is calculated according to the equation: 

87 

The kinetic parameters used in the calcination sub-model are provided in Table 5.2. 

Table 5.2: Kinetic parameters for the calcination of dolomite [466] 

Parameter Value Units  

Ec  114 kJmol-1 

Ea  -90 kJmol-1 

c0  3.5×10-7  Pa-0.5 

k0  29.5 molm-2s-1 
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5.2.3 Operating conditions and assumptions 

5.2.3.1 Case descriptions  

As seen in Table 5.3, three scenarios were considered to evaluate system performance under 

conditions simulating sorbent degradation and catalyst deactivation over time. A low catalyst loading 

scenario (volume ratio: 0.25) was used to mimic gradual catalyst deactivation by providing less active 

catalytic sites. This allows studying how conversion rates decline with lower catalytic activity and 

whether reforming and carbonation reactions can still sufficiently proceed. A high catalyst loading but 

low sorbent addition scenario (volume ratio: 4) was used to simulate the effects of sorbent degradation 

by providing less sorbent. This scenario can provide insights into how product selectivity shifts as 

sorbent capacity decreases. Whilst very few catalyst deactivation models for SMR still exist [469], a 

reduced loading approach provides insights without additional complexity. Further, no validated 

deactivation models currently consider the SE-SR condition. Further, no validated deactivation models 

currently consider the SE-SR condition. An intermediate, baseline scenario with equal catalyst and 

sorbent addition was also evaluated.  

Also, the two computational geometries – CFB1 and CFB2 – were designed, where CFB1 and CFB2 have 

equal bed volumes. Each geometry was then modelled at three different scenarios of catalyst to 

sorbent volume ratios, as seen in Table 5.3. This resulted in six total cases to be simulated, each 

parameterised with a range of catalyst to sorbent ratios. These cases were configured to provide 

insight into how both structural modifications and material loading ratios could influence 

hydrodynamics and reaction kinetics within the dual CFB reactor system. Assessing the SE-SR 

performance across these varied conditions will help improve the understanding of the impacts of 

catalyst-to-sorbent ratios and invariably catalyst deactivation and sorbent degradation, in order to 

maximise the system's long-term operation and resilience against these expected modes of decline.
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Table 5.3: Case description for the simulated reactors 

Cases Geometry 
Catalyst-to-sorbent volumetric ratio 

(Reformer) 

Catalyst-to-sorbent mass ratio 

(Reformer) 

CFB1-0.25 1 0.25 0.3 

CFB1-1 1 1 1.3 

CFB1-4 1 4 3 

CFB2-0.25 2 0.25 0.3 

CFB2-1 2 1 1.3 

CFB2-4 2 4 3 

 

5.2.3.2 Operating conditions  

The initial operating conditions for the system were taken from Arstad et al. [12], to obtain consistent 

results for model validation and evaluation. Pressure and velocity boundary conditions were used to 

model the flow in the reactor. The pressure boundary condition was specified at the outlet of the 

reactors, and the velocity boundary condition was specified at the inlet of the reactors and loopseals. 

The fluidised bed system was modelled under adiabatic condition, without the added complexity of 

heat losses in and out. Physical properties and operating conditions of the fluidising gas and particles 

are listed in Table 5.4.  
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Table 5.4: Operating conditions used for the simulation of SE-SR of methane in the CFB reactors [12] 

Parameters  Value  Unit  

Total volume of solids in the system 0.160 L 

Bed voidage 0.55 - 

Catalyst and sorbent particle size range 90 – 200 µm 

Catalyst density  2200 kg/m3 

Sorbent density 1500 kg/m3 

CaO/MgO conc. 60/40 wt% 

Sorbent thermal conductivity (at room temperature) 

[470,471] 
15 W/(mK) 

Catalyst thermal conductivity [472] 0.33 W/(mK) 

Steam-to-carbon ratio 4 - 

Reformer temperature 873 K 

Calciner temperature 1173 K 

Reactor pressure 1 atm 

The model settings for particle-wall interactions, such as normal-to-wall and tangent-to-wall 

momentum retention coefficients, are the same as those reported in Table 4.2 and validated in Chapter 

4. A summary of these kinetic parameters is provided in Table 5.5 for reference.
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Table 5.5: Summary of model settings used for simulating the CFB systems 

Parameters  Values  Units  

Close-pack volume fraction 0.55 - 

Maximum momentum redirection from collision 40 % 

Normal-to-wall momentum retention  0.85 - 

Tangent-to-wall momentum retention 0.85 - 

Time step 0.001 s 

Simulation time 200 s 

Averaging start time 100 s 

The fluidised bed system was modelled under adiabatic condition, without the added complexity of 

heat losses in and out. Radiative heat transfer was neglected for simplicity due to the small 

temperature difference between the particles and gas, and a small contribution from particle radiation 

to the total heat transfer compared to conduction and convection [473]. Heat transfer from fluid to 

particles and fluid to wall was calculated using fluid-to-particle and convective fluid-to-wall heat 

transfer models, respectively. The maximum number of iterations used for convergence of volume, 

pressure, velocity, and energy were 30, 2000, 50, and 100, respectively. The corresponding residual 

tolerances for convergence were 1×10⁻⁷, 1×10⁻⁶, 1×10⁻⁷, and 1×10⁻⁶, respectively. The heat transfer 

model equations are presented in Appendix A. 

Following the completion of the simulation, product gas compositions from the exit stream were 

obtained on a dry basis, with methane conversions (𝑋𝐶𝐻4
) and hydrogen yields (𝑌𝐻2

) calculated from 

equations 88 and 89, respectively. The carbon capture efficiency (CCE) in equation 90 is based on 

carbon mass balance around the reformer, while equation 91 presents the reformer’s process 

efficiency (PE).   

88 

89 
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90 

91 

5.3 Results and discussion 

Simulation of the bench-scale dual CFB reactor in the CPFD program began with the random particle 

initialisation of mass in the domain, where the total mass of particles in the system was approximately 

1.5 kg. This initial particle randomisation is important to properly set up the computational model 

before the dynamic simulation captures how the particles interact with the flowing gas streams. The 

simulation was run for 200 seconds for each of the cases defined for the dual CFB reactor system. This 

simulation time was sufficient to capture multiple cycles of particle flow and mixing within the two 

interconnected reactor vessels being modelled. The simulation results over the 200 second period 

were then analysed for each of the cases to evaluate system hydrodynamics and parameters of interest 

for the bench-scale SE-SR system. This section reports the results of the simulation, starting first with 

the grid independence study. 

5.3.1 Grid independence study 

A grid independence study was conducted to evaluate the effect of cell size on the accuracy of the 

reactor model. Three different mesh sizes were chosen - 1 million cells (coarse), 1.2 million cells (fine) 

and 1.5 million cells (very fine). Simulations were run using each mesh size, and pressure profiles along 

the vertical height of the connecting transport riser were examined and compared. This transport riser 

was chosen as the basis for comparison since it is common to both geometries. Figure 5.2 shows the 

results of the pressure profiles.  

With 1 million cells, the pressure profile showed higher pressure at the bottom, which reduced along 

the height of the riser. When the mesh was refined to 1.2 million cells, the pressure profile appeared 

the same with fewer irregular variations. Increasing the mesh size further to 1.5 million cells did not 

lead to significant changes in the pressure profile. The profiles matched very closely, suggesting that 

further mesh refinement beyond 1.2 million cells was not providing additional insight into the flow 

behaviour. The percent difference in pressures between the coarse and fine cell meshes ranged from 

0.01% – 0.06% at different points, showing a noticeable effect of mesh size. However, the difference 

was only 0.012% – 0.13% when comparing the fine and very fine cell meshes. This indicated that the 

solution was relatively independent of further mesh refinement and 1.2 million cells was providing an 
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appropriately well resolved solution. Based on the pressure profile comparisons, the fine grid was 

concluded to be a suitable mesh that balanced accuracy with computational cost. While the very fine 

mesh may have resulted in marginal increase in mean pressures, the minimal improvement did not 

justify the slow real-time simulation. 

 

Figure 5.2: Comparison of the transport riser pressure profiles for the different grid cell sizes. 

5.3.2 Model validation 

The calcination kinetics was validated by simulating a unit cube geometry under operating conditions 

similar to that of the literature data. The unit cube geometry, as displayed in Figure 5.3, is a simplified 

model replicating the operating conditions (pressure, temperature, particle size and density) of the 

thermo-gravimetric analyser (TGA) experiment conducted by García-Labiano et al. [466]. This single-

cell case was adopted to simplify the simulation setup, reduce the computational time, and make it 

easier to identify and troubleshoot any issues with the calcination reaction rates. The cube was filled 

with 0.4 – 0.6 mm diameter of half-calcined dolomite (CaCO3·MgO) particles at atmospheric pressure, 

in a nitrogen environment and 0% CO2 partial pressure. The reaction temperature was set at 1123 K 

and the simulation was run for 50 seconds for complete calcination. 
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Figure 5.3: Gridded simple-cell geometry used to validate the calcination chemistry.  

A conversion-time plot for the calcination process was generated from the simulation and compared 

with the experimental result from García-Labiano et al. [466], as shown in Figure 5.4. The plot shows 

that complete calcination of the carbonated dolomite particles was achieved after 20 seconds in the 

simulation, compared with ~22 seconds observed in the experiment. Since the simulation and 

experimental results are close, the kinetic model is considered to be suitable for further adoption in 

the CFB reactor modelling. 

 

Figure 5.4: Comparison of calcination conversion level from the simulation case with literature data, 

both at 1 atm, 1123 K and 0% CO2 [466]. 
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Following the validation of the calcination reaction model, it was integrated into the CFB reactor model 

and the full-loop system was validated. To validate the accuracy of the SE-SR in dual CFB reactor 

simulation model, a comparison was made between the experimental data by Arstad et al. [12] and 

results from the simulation case – CFB1-1. This case was used because it had similar geometric 

parameters and operating conditions (including pressure, temperature, particle size and density) 

representing the actual bench-scale reactor. The simulated reformer/carbonator product composition 

for the last 10 seconds, after 200 seconds simulation time, was extracted and averaged from the CFB1-

1 case data and compared with the experimental compositions on a dry volume (%) basis. If the 

simulated composition matches the experimental data, it indicates that the underlying reaction 

mechanisms and hydrodynamics modelled in the simulation are likely capturing the actual chemistry 

taking place. 

 

Figure 5.5: Comparison of the (a) reformer and (b) calciner product compositions from the simulation 

case with literature data [12]. 

Figure 5.5a shows the model generally captured the product compositions from the 

reformer/carbonator, with minor deviations. The simulation underpredicted the H2 and CO2 outlet 

compositions by 0.56% and 1.44% respectively, while overpredicting CH4 and CO by 1.67% and 0.33%, 

respectively. Figure 5.5b illustrates the model also adequately predicted the calciner outlet 

compositions. The trends in all compositions agreed well between the simulation and experimental 

data for both reactors. While some compositions exhibited under or overpredictions of less than 2%, 

the modelling approach was still able to capture the overall product compositions leaving the reactors.  

The slight differences in compositions between the simulation and literature data could be due to the 

kinetic model adopted in the simulation. Past studies on SMR kinetics developed and proposed 
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different reaction mechanisms for steam methane reforming [431]. Xu and Froment [430] proposed 

that CO2 is formed by both water-gas shift and steam reforming reactions, and includes a third overall 

reaction producing CO2 and H2. In contrast, Numaguchi and Kikuchi's (NK) model [429] used in this 

study omitted this additional reaction pathway, which has recently been reported in another study 

[431] to predominate at the lower temperatures (< 850 K) that were considered. Nevertheless, the NK 

model has shown good prediction for SE-SR experimental studies [246,474,475]. Having successfully 

validated the model against experimental data, the calcination model was then used to conduct 

further studies.  

5.3.3 Product distribution and performance at various solids loadings 

Figure 5.6a shows that there is a significant impact of the selection of catalyst-to-sorbent ratio. 

Improving catalyst loading, and invariably catalyst-to-sorbent ratio, reduced the methane content in 

the outlet streams by promoting higher methane conversion. Figure 5.6a also demonstrates that lower 

catalyst mass led to higher methane levels in the product stream as a result of decreased methane 

conversion, approximating the effects of losing catalytic activity over time. Lowering the catalyst 

loading simulated the impact of gradual catalyst deactivation by reducing the number of active catalyst 

sites available for reforming reactions.  

Although lower catalyst loading impacted methane levels, the relatively low outlet compositions of CO 

and CO2 in Figure 5.6b and Figure 5.6c, respectively, indicate the presence of sorbent still benefitted 

the process. Prior to developing the SE-SMR model, batch simulations without sorbent produced 

higher residual methane as well as CO and CO2. The SMR reaction without CaO sorbent was simulated 

in a reactor filled with catalyst particles for the three catalyst masses used in each of the C-S mass 

ratios. The composition of the product streams for the three cases, in the absence of CaO sorbent, are 

presented in Table 5.6. The data in Table 5.6 shows that increasing the catalyst mass improved activity, 

as evidenced by decreasing methane content and increasing hydrogen content in the product gas.  

Table 5.6 also includes data of the equilibrium composition of the reaction from the CPFD model, 

validated in a thermodynamic software – Aspen Plus. Aspen Plus V14.1 was used to model the 

equilibrium composition by applying the Peng-Robinson equation of state to simulate the RGibbs 

reactor, which uses the Gibbs free energy minimization to determine the reactor outlet composition 

at chemical equilibrium [476]. At S/C ratio, temperature, and pressure of 4, 873 K, and 1 atm, 

respectively, the equilibrium compositions from the Aspen Plus and CPFD models are comparable, as 

seen in Table 5.6. Comparing the product gas compositions predicted at different catalyst loadings 

against the equilibrium compositions shows that increasing the catalyst mass from 0.02 kg to 0.05 kg 
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enabled closer approach towards equilibrium composition, which is consistent with faster reaction 

kinetics expected from more available active sites. However, increasing catalyst mass above 0.034 kg 

did not show any appreciable change in both CH4 content in the outlet stream and methane conversion. 

In addition, the CPFD model still predicts some deviation from complete thermodynamic equilibrium 

even at 0.05 kg loading, due to their different calculation methods and thermodynamic databases. 

However, as Figure 5.6 demonstrates, combining the catalyst with sorbent significantly enhanced the 

product composition compared to catalyst alone, even under conditions of reduced catalytic activity. 

Table 5.6: Composition of the product gas from the reformer for the various catalyst masses in the 

absence of sorbent (dry basis). 

Catalyst mass (kg) CH4 (%) CO (%) CO2 (%) H2 (%) CH4 Conversion (%) 

0.014 8.44 4.49 14.72 72.35 84.43 

0.034 4.91 5.55 14.58 74.96 90.15 

0.054 4.37 5.76 14.52 75.36 91.23 

Equilibrium (CPFD 

model) 
0.18 7.74 13.75 78.32 99.00 

Equilibrium (Aspen 

model) 
0.38 7.00 14.32 78.30 98.34 

While the CO2 sorbent was able to enhance the product composition, Figure 5.6b shows relatively high 

composition of CO specifically under the low catalyst loading condition. For instance, in CFB1, the CO 

level initially decreased from 5.70% to 1.56% as the C-S ratio was increased from 0.3 to 1.3, but then 

increased again to 2.36% at a ratio of 3. A couple of reasons could explain this non-linear trend. At C-

S mass ratio of 0.3, the high observed CO concentration can be attributed to the slow CO2 sorption 

kinetics from the unfavourably low CO2 driving force under the current operating conditions. Literature 

indicates that for rapid CO2 sorption kinetics, the CO2 partial pressure needs to be higher than the 

equilibrium value to provide adequate chemical potential for carbonation using CaO [433]. In this case, 

the low partial pressure was likely below the threshold needed for appreciable uptake rates. However, 

this still allowed some methane to be converted to CO via the steam reforming reactions while 

increasing the CO levels leaving the reactor. Another reason for the relatively high CO in the product 

stream could be the low water-gas shift activity resulting from the low catalyst loading. Since more 

methane is being converted following CO2 sorption, the water-gas shift activity will go even lower, 

limiting CO conversion to CO2, due to the low catalyst loading. The high level of CO observed for this 
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low C-S ratio is not peculiar to this study. Chanburanasiri et al. [477] investigated the effects of varying 

Ni catalyst loading in a Ni/CaO multifunctional particle at 873K, 1 atm, and a steam-to-carbon ratio of 

3. They reported that increasing Ni loading to 12.5 wt% yielded 80% H2, 6% CO, and 2% CO2, though 

the CaO was reported to having only 45% of its pure component sorption capacity. Other reports have 

also highlighted the role of catalysts in driving water-gas shift reactions, even in enhanced conditions 

[478–480]. Thus, a certain level of catalytic activity is essential to promote the water-gas shift reaction 

and adequately convert CO to CO2. Further, the CO levels observed at C-S mass ratios of 0.3, 1.3, and 

3 provide insight into the relationship between CO levels and C-S ratios. At a C-S ratio of 0.3, 

representing a low catalyst loading, CO levels remained high, highlighting the need for sufficient 

catalyst sites to drive the water-gas shift reaction. A C-S ratio of 1.3, demonstrating a balanced loading 

of both catalyst and sorbent, produced lower CO levels, showing the synergistic benefits of the 

combined solids. Finally, a C-S ratio of 3, equivalent to a low sorbent loading, also resulted in slightly 

high CO, signifying the importance of adequate sorbent mass to promote equilibrium shifts through 

sorption. 

SE-SR involves continuous cycles of carbonation and calcination, making it prone to sintering and 

reducing its sorption capacity over time. The reduced mass of CaO sorbent at C-S ratio of 3, in the 

reformer/carbonator, represents lower sorption capacity and activity as the sorbent degrades. Figure 

5.6c illustrates how varying the sorbent loading relative to catalyst mass (C-S ratio) impacts the CO2 

concentration in the outlet stream. At low C-S ratios (of 0.3) where sorbent mass dominates, higher 

sorbent levels effectively lowered CO2 levels through selective sorption. However, comparing the C-S 

ratios of 0.3 and 1.3, where the sorbent loading was reduced by approximately 39%, the CO2 

concentration significantly decreased from 3.59% to 0.34% and 2.74% to 0.35% for reactor CFB1 and 

CFB2, respectively, despite the lower absolute sorbent mass. This could be due to the improved 

sorption capability afforded by an increase in the partial pressure of CO2, as a result of steam methane 

reforming driven by the presence of additional catalyst at C-S ratio of 1.3. As the sorbent mass reduces 

into the sintered region at C-S ratio of 3, the simulated reduced sorbent capacity results in less CO2 

being captured from the gas stream. This causes CO2 concentrations to initially decrease then rise again, 

as shown in the figure. Although, in cases where SE-SR is operated at high pressures, the behaviour of 

the system under low catalyst loading (0.3) is likely to be different, as high pressures favour sorption 

of CO2 [481]. 
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Figure 5.6: Product distribution of (a) CH4 (b) CO (c) CO2 and (d) H2 at the reformer exit for designs 1 

(Blue bar with blue trendlines) and 2 (Red bar with red trend lines) at catalyst-to-sorbent mass ratios 

of 0.3, 1.3 and 3. 

The sorption of CO2 serves to shift the equilibrium of the steam methane reforming reaction in favour 

of more hydrogen production. As seen in Figure 5.6d, despite the low activity observed at C-S of 0.3, 

there was still an improvement in hydrogen concentration, which increased from 78.32% at 

equilibrium, to 84.30% and 86.06% for geometries 1 and 2, respectively. This was increased further to 

95.75 – 96.64% at C-S of 1.3, following more CO2 sorption but reduced to 88.86 – 89.50% at C-S of 3, 

due to low sorbent amount. At the low C-S ratio of 0.3 with minimal catalyst, the relatively substantial 

sorbent in the system did not increase hydrogen concentrations beyond the level achieved at the lower 

sorbent loading of C-S = 3. Thus, during periods of poor catalyst activity, simply adding more sorbents 

does not necessarily enhance performance compared to optimising catalyst loading. The activity of 

the steam reforming catalyst imposes fundamental limits on hydrogen production that cannot be 

overcome through sorbent amounts alone when catalyst loading is insufficient. Additionally, Table 5.6 
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shows that above a catalyst loading of 0.034 kg (without sorbent), corresponding to 55 wt% (total 

solids) of catalyst interspersed with sorbent, there was minimal gains in hydrogen concentration. This 

suggests that in the presence of sufficient or optimum catalyst mass, a sorbent (CaO.MgO) loading 

between 45-76 wt% (27-45 wt% CaO content) was adequate for improving hydrogen yield. Literature 

suggests CaO content of around 30 wt% for stable CO2 sorption performance [482–484], aligning with 

this work results. 

 

Figure 5.7: Methane conversion (a) and hydrogen yield (b) for designs 1 (Blue bar with blue trendlines) 

and 2 (Red bar with red trend lines) at catalyst-to-sorbent mass ratios of 0.3, 1.3 and 3. 

Thus far, the impact of varying catalyst and sorbent loadings on component concentrations – CH4, CO, 

CO2 and H2 in the product gas has been analysed. However, the primary value of SE-SR lies in its ability 

to produce high yield and high purity hydrogen. Adjusting parameters like C-S ratio not only affect 

equilibrium conditions through sorbent-mediation, but also influence hydrogen yields. Figure 5.7 

builds upon the findings of Figure 5.6 by showing how the different loading schemes corresponding to 

various C-S ratios impacted the methane conversion and hydrogen yield. In Figure 5.7a, the lower 

methane conversion observed under the low catalyst loading condition aligns with literature showing 

reduced conversion at lower catalyst activities [485,486]. This is attributable to slower reaction kinetics 

with fewer active sites. Despite the poor catalyst activity, adding sorbent still improved methane 

conversion from ~84% (without sorbent) to 87-91%. Increasing the sorbent amount (C-S = 0.3) gave 

comparable improvements in methane conversion to those achieved by using relatively high catalyst 

loading – low sorbent loading (C-S = 3) to represent a high conversion scenario, especially for CFB2. 

For hydrogen yield in Figure 5.7b, low catalyst loading – high sorbent loading (C-S = 0.3) was most 

detrimental to hydrogen yield, with much higher yield attained with lower sorbent loading. This is 
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similar to the hydrogen concentration trend and indicates that while sorbent provides equilibrium 

benefits, sufficient catalyst activity is essential for maximising hydrogen production rate and yield. 

Table 5.7: CO2 capture and process efficiencies for the different cases 

Cases   CCE (%) PE (%) 

CFB1-0.3 80.22 73.13 

CFB1-1.3 98.53 87.54 

CFB1-3 67.82 86.77 

CFB2-0.3 85.98 80.85 

CFB2-1.3 98.51 90.76 

CFB2-3 69.38 88.29 

The C-S ratio significantly impacts CO2 capture efficiency (CCE) and process efficiency (PE) in both CFB1 

and CFB2 reactors. Table 5.7 summarises these efficiencies for the various C-S ratios. In CFB1, reducing 

sorbent loading (C-S = 3) decreased CCE from 98.53% at the base ratio (C-S = 1.3) to 67.82%. Similarly, 

CFB2 showed a CCE reduction from 98.51% to 69.38% at C-S = 3. Conversely, reduced catalytic activity 

(C-S = 0.3) lowered CCE to 80.22% in CFB1 and 85.98% in CFB2, compared to their respective base 

ratios. For both reactor designs, the lowest CCE occurred at C-S = 3, corresponding to low sorbent 

loading. Process efficiency was lowest at C-S = 0.3, where catalyst activity was low. These results 

indicate that catalyst activity has a more pronounced effect on methane conversion efficiency, 

hydrogen yield, and process efficiency than on carbon capture efficiency. Within this study's 

parameters, low sorbent loading impacts carbon capture efficiency, with relatively less influence on 

methane conversion, process efficiency and hydrogen yield. 
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Figure 5.8: Flow rate of (a) hydrogen produced from the reformer/carbonator and (b) CO2 released 

from the calciner. 

The curves in Figure 5.8 illustrate the time-dependent production of hydrogen from the 

reformer/carbonator, and the concomitant CO2 release from the calciner unit used to regenerate the 

sorbent. In Figure 5.8a, the hydrogen production rate profiles show comparable rates between the C-

S ratios of 1.3 and 3 (low sorbent loading) initially. However, the C-S 3 (red curves) starts declining 

earlier versus C-S 1.3 (blue curves) as the cycle progressed, for both geometries. This is attributable to 

the insufficient sorbent in the reformer resulting in slower regeneration kinetics and leading to the 

eventual production decline. The corresponding CO2 generation trends in Figure 5.8b reflect this, with 

C-S 3 showing delayed onset but later increase slightly in its calciner CO2 release. This means more 

unused catalyst ends up in the calciner, which is inefficient. Using bifunctional catalysts with integrated 

sorbent could help mitigate this issue. The earlier CO2 generation for C-S 0.3 (low catalyst/high sorbent 

loading) reflects the large sorbent inventory sending more material for regeneration early on. While 

the C-S = 1.3 (blue curves) case begins with a lower calciner CO2 rate than 0.3, it soon surpasses it as 

more used sorbent accumulates for regeneration. 

As this study also sought to evaluate how the CFB1 (internal outflow pipe) bed geometry design 

compares with CFB2 (side solids exit), simulations results compared key reactor performance metrics 

including thermal performance, solids distribution, and product composition between the original and 

modified geometries across a range of catalyst-to-sorbent (C-S) ratios. The bed volume in both 

geometries were kept the same for transparent comparison. Beyond simplifying bed geometry to 

facilitate scale-up studies, one objective of this comparison is to also understand how bed geometry 

design influence mixing and flow between the interconnected fluidised beds and overall system 

performance. Bed geometry can affect the hydrodynamics of a system, which in turn, impacts on the 
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heat and mass transfer and overall chemical performance [487]. From the results presented so far, it 

is clear that both geometries performed slightly similar except for the obvious disparity at C-S of 0.3. 

Perhaps, the presence of an obstruction (pipe) inside the reactor in CFB1, in addition to reduced 

catalyst surface area, influenced the methane flow behaviour such that it reaches more height 

(especially around the pipe area) into the bed before it is substantially converted.  

Analyses of component distributions also show similar behaviour observed for CO2 and CO distribution 

in CFB1 at C-S 1.3, as presented in  Figure 5.9. Figure 5.9 shows the component distribution inside the 

reformers of both reactor geometries, cut in the axial direction, at C-S 1.3. For CFB2, there was a slight 

improvement in the reduction of CO2, which can be attributed to increased usable sorbent surface 

area and reactants’ better access to the sorbent, as they were not channelled away around the pipe 

area like CFB1.
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Figure 5.9: Contours of (a) H2O, (b) CH4, (c) CO, (d) CO2, and (e) H2 distributions (mol/m3) in the 

reformer/carbonator of CFB1 (top) and CFB2 (bottom) bed geometries cut into half axially. 

 

Figure 5.10: Contours of CO2 distributions (mol/m3) in the calciner of (a) CFB1 and (b) CFB2 bed 

geometries cut into half axially. 

It is interesting to see how CO2 is distributed within the calciners in Figure 5.10 for both bed geometries. 

CFB2 exhibited a higher CO2 concentration centred along the reactor axis, indicating preferential gas 

flow through the core region. In contrast, CFB1 featured a more localised accumulation of CO2 

surrounding the top of the internal pipe perimeter. This localised distribution in CFB1 suggests the pipe 

H20
CH4-H2
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CH4-H2H20

(a) (b) (c) (d) (e)
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geometry imposed a degree of directiveness on the local fluidisation patterns, leading to a flow closer 

to the wall. Bubbles in CFB1 may have been steered toward the open radial slots between the pipe 

and wall surface. 

5.3.4 Time evolution and spatial distribution of particle temperature  

While operating with a large sorbent inventory helped improve CO2 capture to an extent as well as 

increase CO2 release in the calciner due to more spent sorbent circulation, it came at the cost of higher 

thermal energy requirements, especially in the calciner. Some studies use excess solid sorbent in the 

reformer to try to improve the system's thermal neutrality [252,253,488], but this only marginally 

helps the reforming process while imposing an energy penalty during sorbent regeneration, as 

illustrated in Figure 5.11. Furthermore, adding excess sorbent has minimal impact on improving CO2 

capture, as previously explained. The marginal gains in CO2 release do not justify the significant energy 

penalty for regenerating the extra sorbent. Therefore, optimisation is required to find the sorbent 

circulation rate that balances adequate CO2 capture with sustainable thermal management and energy 

usage, rather than increasing sorbent inventory. 

 

Figure 5.11: Time-averaged particle temperatures in the (a) reformer/carbonator and (b) calciner for 

CFB 1 and 2 at different catalyst-to-sorbent ratios. 

The temperature drop trends across the reformer and calciner units shown in Figure 5.11 provide 

insight into how sorbent loading impacts heat transfer. In the reformer, cases with relatively large 

sorbent amounts (C-S = 0.3 and 1.3) demonstrated lower temperature drop with time, compared to 

the case having a lower sorbent loading (C-S = 3). The low temperature drop suggests that higher 

sorbent loadings aided in maintaining heat within the reformer/carbonator via exothermic 

carbonation reaction. Conversely, the temperature drop in the calciner followed the opposite pattern, 
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as seen in Figure 5.11b. The scenario with the highest sorbent loading (C-S = 0.3) exhibited the greatest 

temperature drop, followed by intermediate (C-S = 1.3) and then lowest (C-S = 3) sorbent conditions. 

This suggests a larger heat sink was imposed on the calciner by higher sorbent mass, making more 

heat to be absorbed via the solid phase. Additionally, the relatively low temperature drop observed in 

C-S = 3 (low sorbent loading) is also associated with the low spent sorbent being sent to the calciner. 

These results indicate that the bed temperature profiles in the calciner are sensitive to variations in 

sorbent loading. Therefore, careful thermal management, through improved heat integration to the 

calciner, will be necessary to maintain sufficient temperature for complete regeneration as loading 

increases. 

(a) (b)

(c)

(e) (f)

(d)

 

Figure 5.12: Contours of temperature distribution mid-bed CFB 1 for catalyst-to-sorbent ratios (a),(b) 

0.3 (c),(d) 1.3 and (e),(f) 3 in the reformer/carbonator (a,c,e) and calciner (b,d,f). 

To shed more light on the thermal behaviour of the reactor beds, it will be helpful to examine the 

temperature distribution profiles within the reactors. Figure 5.12 and Figure 5.13 show the contour 

plots of the modelled temperature distributions for CFB1 and CFB2, respectively, taken at the centre 

of the reformer and calciner reactor beds at different sorbent loadings and simulation times. In the 

reformer, the higher sorbent cases (C-S 0.3, 1.3) maintain a more uniform temperature contour with 

less radial variation compared to the lower sorbent case (C-S 3), particularly as the reaction and 
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circulation progresses. The lower sorbent case (C-S 3) takes more time to achieve uniformity especially 

in CFB 1. Similar observation is seen in the calciners where the higher sorbent cases (C-S 0.3, 1.3) 

achieve uniformity as time progresses but reducing in temperature, while C-S 3 takes more time to 

reach a uniform temperature distribution. 

(a)

(c)

(e)

(b)

(d)

(f)

 

Figure 5.13: Contours of temperature distribution mid-bed CFB 2 for catalyst-to-sorbent ratios (a),(b) 

0.3 (c),(d) 1.3 and (e),(f) 3 in the reformer/carbonator (a,c,e) and calciner (b,d,f). 

5.3.5 Hydrodynamic behaviour within the reactors 

Fluidisation hydrodynamics impact on reactor performance factors such as gas-solids contacting, mass 

and heat transfer, and reaction kinetics [489]. The hydrodynamic characteristics of the two bubbling 

fluidised bed reactors, CFB1 and CFB2, were evaluated at C-S (=1.3) and compared through analysis of 

pressure profiles, particle volume fraction and solids distribution. This section will discuss these 

hydrodynamics and examine how the geometrical configuration of each reactor influences flow 

characteristics. 
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5.3.5.1 Pressure profiles 

Pressure distribution provides insights into solids holdup, mixing, and transport dynamics [490]. Figure 

5.14 and Figure 5.15 display the full-loop pressure profile along the heights of the CFB systems, CFB1 

and CFB2. Pressure data points (depicted as red dots in the figures) were placed at various heights 

along the centreline of the reformer/carbonators, calciners, top and bottom loopseals and the 

transport risers. Results were obtained by averaging the last 10 seconds of data from the simulation. 

For both designs, there is a gradual decrease in pressure along the length of the transport riser section 

as solids are transported upward. The pressure drop remains relatively small across the connections 

feeding into the cyclone units. Within the cyclones and upper sections of the reformer/carbonator 

reactors, the pressure levels off at a near-constant value. However, a slight increase is observed lower 

down in the reactors where the solids holdup begins to build up again. A similar minor increase in 

pressure also occurs at the top loopseal as solids transfer to the calciner. This was followed by a 

constant reduction and then slight increase again at the calciner inlet and outlet, respectively. Finally, 

a sharp spike in pressure is noted within the base of the bottom loopseal, indicating high level of solids 

accumulation. The high pressure profile in the loopseal region is especially important for maintaining 

proper solids circulation in such a dual circulating fluidised bed system [491,492]. 
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Figure 5.14: Time-averaged pressure distribution profile along the heights of the reformer/carbonator, 

top loopseal, calciner, bottom loopseal, transport riser and cyclone for CFB1. x-axis represents the 

distance between the centres of the reactors, loopseals, and the riser. 
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Figure 5.15: Time-averaged pressure distribution profile along the heights of the reformer/carbonator, 

top loopseal, calciner, bottom loopseal, transport riser and cyclone for CFB2. x-axis represents the 

distance between the centres of the reactors, loopseals, and the riser. 

The maximum simulated pressure drops across key components of the dual fluidised bed systems (the 

reactors, loopseals and transport riser) are summarised in Table 5.8. These maximum values were 

extracted from the CPFD-generated pressure profiles at the bottom region of each reactor, loop seal, 

and riser where the highest pressures occurred. Generally, the pressure drops across the reformer and 

top loopseals connecting to the calciner tend to be lower in magnitude compared to those in the 

calciner reactor and associated bottom loopseals, with the highest simulated pressure in the system 

occurring in the bottom loopseal. This is due to large solid holdup and high resistance to solids flowrate 

in the opening between the supply pipe (connected to the calciner) and the recycle pipe (connected 

to the riser) [493]. Meanwhile, the high pressure drops occurring within the transport riser zones is 

consistent with the high velocities and circulation rates required to transport particles over long 

characteristic paths [494]. 
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Table 5.8: Maximum pressure drops across the key components of the system for CFB1 and CFB2 

Maximum pressure drop  CFB1 (Pa) CFB2 (Pa) 

Reformer/carbonator 251.52 245.89 

Top loopseal 780.06 658.02 

Calciner  300.67 326.56 

Bottom loopseal 2175 1982.12 

Transport riser 2135.60 1942.80 

CFB1 exhibited a notably higher overall pressure drop compared to CFB2 under similar operating 

conditions. The percent difference in simulated total pressure drop between the two systems ranged 

from 2.20% to 15.60%. The largest deviation was observed in the top loopseal, where the total 

pressure drop for CFB1 was 15.60% higher than CFB2. The relatively high simulated pressure drops in 

CFB1 signify greater flow resistance compared to CFB2. 

5.3.5.2 Particle volume fraction 

Figure 5.16 displays the radially distributed, time-averaged particle volume fraction profiles extracted 

from the simulations at the central bed height (1.87<HB<2 cm) of both reactors – CFB1 and CFB2. The 

profiles tend to be slightly higher near the wall than at the centre, especially for CFB2. The gradual 

drop and peaks near the walls for each bed indicate high concentrations of solids at the walls as 

bubbles travel upwards through the central region. As gas bubbles rise through the centre of the bed, 

they exert forces on surrounding particles and push solids nearby in the radial direction toward the 

wall, while propelling particles ahead in the axial flow direction [495]. However, the particle fraction 

distribution in the reformer shows a slightly different trend near the walls, particularly for CFB1. Since 

they both have the same fluidising gas, this difference in profiles between CFB1 and CFB2 reformers is 

likely caused by geometric factors. In CFB1, a lower particle volume fraction is observed near the wall 

compared to the central region, as shown in Figure 5.16, for normalised diameters under 0.3. This 

reversed wall effect indicates bubbles are concentrating more towards the reactor periphery rather 

than the core. This altered bubble flow is likely caused by the internal overflow pipe in CFB1's reformer 

being positioned close to the wall. The pipe obstruction may block lateral movement of bubbles, 

forcing them to travel upwards closer to the wall and displacing more particles inward. Nevertheless, 

the profiles appear fairly uniform across the radius for both systems, indicative of effective radial 

mixing by bed bubbles. 
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Figure 5.16: Radial distribution of time-averaged particle volume fraction at the central bed heights of 

the reformer and calciner for CFB1 and CFB2. 

5.3.5.3 Solids distribution 

The fluidised bed reactors contain a mixture of CaO sorbent, catalytic particles, and CaCO3 product. 

Analysing the distinct concentration profiles for these solids can reveal segregation patterns and mixing 

behaviour. Therefore, the distribution of the solids’ species are presented in Figure 5.17 and Figure 

5.18, to give further perspectives on the distribution of the sorbent, catalyst, and CaCO3 product 

particles in the full-loop system. It is important to note that the catalyst mass fraction is normalised 

based on its pure fraction in the total reactor inventory, and hence remains around a value of 1 

throughout. Meanwhile, the CaO sorbent mass fraction is normalised by the total sorbent (CaO.MgO) 

concentration circulated in the system. The CaCO3 product fraction depends directly on the local 

availability of CaO particles and is also normalised based on the total sorbent. Examining the contours 

after 200 seconds of simulated operation first reveals the expected result that CaO mass fraction is 

lower in the reformers versus calciners for both CFB1 and CFB2. However, CFB2 demonstrates notably 

higher CaCO3 levels in the reformer and slightly in the calciner, suggesting improved sorbent utilisation. 
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This corresponds to the reduced concentration of CO2 observed in the CFB2 reactor, as indicated by 

the composition contour in Figure 5.9. This reduced CO2 concentration was attributed to an increase 

in usable sorbent surface area and the reactant’s (CO2) better access to the sorbent. Conversely, no 

apparent segregation of solids was observed for CFB1 and CFB2 upon further analysis of solids 

distribution, and solids were uniformly distributed as shown in Figure 5.17 and Figure 5.18. 

  

 

Figure 5.17: Distribution of (a) catalyst, (b) sorbent and (c) CaCO3 within the full-loop system for CFB1 

coloured by mass fraction. 

 

(a) (b) (c)

Catalyst Sorbent CaCO3
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Figure 5.18: Distribution of (a) catalyst, (b) sorbent and (c) CaCO3 within the full-loop system for CFB2 

coloured by mass fraction. 

5.4 Summary  

This chapter develops a full-loop CPFD reactor model to analyse the impact of catalyst and sorbent 

ratios on cyclic SE-SR performance. These simulations introduce potential operational complexities by 

modelling reduced catalyst activity and sorbent inventory scenarios to gain insights for continuous run 

times. The impacts of two bed geometry designs are also examined. Results indicate that varying solids 

ratios influenced reaction progress, with optimal methane conversion and CO2 capture observed at 

nearly equal volume ratios of catalyst and sorbent. Higher sorbent loadings enhanced thermal 

neutrality but risked increased calciner energy penalties. Bed geometry also influenced localised 

hydrodynamics. Detailed solids and gas concentration contours provided insights into transient mixing 

and spatial product distribution in the two designs. Furthermore, comparison of pressure profiles 

clarified effects on heat distribution and mass transfer driving forces.  

Conversely, the performance of the modified CFB reactor design, CFB2, was comparable to the original 

design, CFB1, without any degradation. For the purposes of scale-up in the subsequent chapter, CFB2 

offers some advantages in simplicity over CFB1 that help avoid potential complications during the 

geometric design process for a larger system. Its performance being slightly equivalent to CFB1, but 

with a more straightforward scale-up path, makes CFB2 the preferred choice to carry forward for 

further scale-up evaluations. The selection of CFB2 aims to facilitate scale-up studies presented in the 

Catalyst Sorbent CaCO3

(a) (b) (c)
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next chapter, while maintaining the desired reactor operation and performance demonstrated at the 

bench-scale. 
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 Scale-up strategy for SE-SR of methane in bubbling fluidised bed 

reactors   

6.1 Introduction 

In Chapter 5, the modified CFB reactor design, CFB2, was selected over the original CFB1 for scale-up 

efforts, based on its comparable performance with a less complex design. The objective of the current 

chapter is to develop and validate a scale-up strategy to replicate the reactive process demonstrated 

at the small scale in CFB2 at a larger scale. Successfully scaling fluidised bed processes requires 

maintaining similarities in important hydrodynamics, chemical reaction, and heat transfer parameters 

between scales to preserve desired process performance as the system size increases. This chapter 

aims to establish a scale-up methodology that satisfies these scale-invariance principles, allowing the 

scale of operation to be increased while retaining key operational characteristics demonstrated 

originally in CFB2. 

The key scaling criteria for fluidised beds focus on matching dimensionless groups that characterise 

the gas-solid hydrodynamics and reactive or heat and mass transfer [496]. These criteria aim to keep 

the flow patterns and mixing characteristics similar between the lab/pilot reactor and industrial scale. 

The dimensionless groups usually include the velocity and gas-solid density ratios, Froude (Fr), 

Reynolds (Re), Archimedes (Ar), Damköhler, and Nusselt (Nu) numbers. Archimedes number 

represents the balance between gravitational forces and viscous forces while Reynold's number 

indicates the flow regime, whether laminar or turbulent. Froude and Nusselt numbers characterise 

fluid flow under gravity and heat transfer relation between the fluid and solids, respectively [497]. In 

addition to matching dimensionless groups, geometric similarity is also important [498]. Key aspects 

that should be geometrically similar include the reactor height to diameter ratio and cross-sectional 

shape.  

Over the years, various scaling laws for bubbling bed reactors have been developed and applied to 

ensure that the reactor's behaviour and performance are consistent across different scales [499–503]. 

Early research focused on developing dimensionless groups to characterise hydrodynamics, with 

seminal work by Glicksman [504] deriving scaling relationships based on the non-dimensionalisation 

of the governing equations of fluid dynamics and their boundary conditions. Dimensionless groups like 

the Froude number, Reynolds number, gas to solid density ratio, particle to bed diameter ratio, 

sphericity and particle size distribution were proposed and referred to as the full set scaling criteria. 

However, these full criteria require geometric similarity to be matched with multiple dimensionless 
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groups, making scaling more complex and constraining. To resolve this, a simplified set of 

dimensionless groups which replaced Reynolds number with the velocity ratio and eliminated particle 

to bed diameter ratio was proposed [505]. This set was also made to simplify scale up in cases where 

viscous forces dominate at low Reynolds numbers or inertial forces dominate at high Reynolds 

numbers. In their study on the scale-up of gas-solid conical fluidised beds, Kalo et al. [506] performed 

detailed experiments using the radioactive particle tracking (RPT) technique to examine the 

applicability of Glicksman's scaling laws. They investigated two different scaling approaches – the 

inertial limit set (Rep > 1000) and the simplified set – by comparing the fluid dynamic parameters 

between a smaller column (0.05 m bottom diameter) and a larger column (0.1 m bottom diameter). 

The authors found that for the inertial limit scaling, the mean axial and radial velocities, axial root-

mean-square (rms) velocities, and granular temperature matched quantitatively between the two 

scales. This indicated that this scaling approach was able to capture key flow physics accurately during 

scale-up. In contrast, the simplified scaling approach showed qualitative agreement but quantitative 

differences in these parameters, which the authors attributed to the change in the column diameter 

to particle diameter (Dc/dp) ratio between the scales. Nevertheless, further analysis of the RPT data 

revealed that both scaling laws were able to predict the global behaviour of the system. 

Similarly, Horio et al. [503] put forth a scaling rule for fluidised beds focused on preserving bubble 

behaviour when viscous forces are dominant, by satisfying similarities in bubble coalescence, and 

interstitial flow pattern and bubble splitting. Roy and Davidson [507] experimentally validated the 

scaling rules proposed by Horio et al. [503], for bubbling fluidised beds with different bed geometries 

and particle systems. They tested Horio's set of dimensionless numbers, at m = 0.417 and m = 0.171 

using cold flow models, where ‘m’ is the magnification of length scale. The authors found that Horio's 

scaling rules, with m = 0.417, worked particularly well for scaling the hydrodynamic behaviour of BFBs 

with Geldart B particles, even at moderate particle Reynolds numbers (Rep < 33). Good agreement 

was observed in scaling bubble properties, such as bubble size, bubble rise velocity, and bed expansion, 

when using Horio's scaling rules with m = 0.417. Also, Stein et al. [502] experimentally verified 

dimensionless groups equivalent to that of Horio’s scaling rules by operating three geometrically 

similar columns. The experimental results were not affected much by the gas-to-particle density ratio, 

but changing the particle-to-bed diameter ratio had a small effect.  

Many of these early fluidised bed scaling laws focused on hydrodynamic similarity without accounting 

for reaction kinetics and heat transfer influences. Ignoring these effects assumes that if hydrodynamic 

similarity is achieved between a large and small bed, then the reaction and heat transfer behaviour 

will automatically also be similar. However, some differences in intrinsic reaction kinetics or heat 

transfer rates at different scales may still exist that are unaccounted for. Incorporating dimensionless 
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groups that consider reaction effect in reactive fluidised beds can improve scaling accuracy, but also 

increase complexity. Therefore, Kelkar and Ng [501] developed a dimensionless two-phase model for 

first-order reactions, and produced two dimensionless parameters – reaction and mass transfer 

numbers – to explore the effects of scale-up on reactive fluidised bed reactor performance. This 

dimensionless parameter is similar to the Damköhler number, which is especially relevant in chemical 

reaction kinetics as it relates the timescale of the chemical reaction to the timescale of the transport 

process [508].  

In addition to conventional scale-up approaches combining dimensionless numbers and pilot testing, 

CFD simulations have emerged as a powerful tool to guide fluidised bed scale-up and design. CFD can 

be used to test a range of dimensionless groups and scaling variables to determine which parameters 

most significantly influence performance and hydrodynamics between scales. This activity could be 

more time-consuming, if experiments were employed instead. Van Ommen et al. [509] 

computationally investigated the validity of different scaling rules for fluidised beds using CFD 

simulations, where two geometrically similar 2D fluidised beds were modelled using Eulerian-Eulerian 

approach based on the kinetic theory of granular flows. Three sets of scaling rules were tested: the 

simplified set (matching bed geometry, gas velocity ratio, density ratio, Froude’s number, particle size 

distribution), the full set (additionally matching particle size ratio and Reynolds numbers), and the full 

set extended by adding the dimensionless pressure group. Matching geometry and one or two key 

dimensionless groups gave better results than satisfying the full set. But even the best case did not 

yield full similarity, highlighting needs for improved scale-up methodologies. Similarly, Wang et al. [510] 

investigated the capability of a modified scaling rule for jetting fluidised beds (JFB) using CFD 

simulations based on the two-fluid model. The results showed promise for guiding jetting bed scale-

up design and achieving equivalent performance across scales. 

Very few demonstration plants have been established for SE-SR process and there have not been 

extensive studies done at commercial scales [146]. Therefore, this chapter aims to advance the 

commercialisation of this promising SE-SR process for hydrogen production by identifying the 

appropriate scaling relationships, and applying the already validated CPFD model to perform the scale-

up simulations. To the best of my knowledge, this study represents the first attempt to scale-up SE-SR 

of methane using the scaling approach described here. Carefully selecting and applying scaling rules 

can provide guidance and help inform scale-up decisions and enable a scale-appropriate design for 

large-scale SE-SR production plant. 
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6.2 Methodology  

In this section, the computational modelling approach and scaling framework are described. Operating 

parameters and boundary conditions applied across scales are also covered. 

6.2.1 Model development and description 

Consistent with the approach described in Section 4.2 of Chapter 4, the same modelling methodology 

was applied here, including the hydrodynamic model, kinetic models, and numerical solution 

technique. To provide relevant context when deriving the scaling methodology in the subsequent 

section, a summary of the key governing equations is presented in Table 6.1. These equations are 

identical to those outlined previously in Chapter 4, upon which the current scale-up study is based. 

Table 6.1: Summary of governing and constitutive equations for the hydrodynamic and kinetic models  

Description  Expressions  Equations 

Continuity equation (gas) 92 

Momentum equation (gas) 93 

Particle transport 94 

Particle acceleration 95 

6.2.2 Scaling criteria 

The scaling approach adopted combines dimensionless parameters that were developed by non-

dimensionalising the governing equations based on relevant physical properties and design 

specifications such as reactor dimensions, and production capacity. Two specific scaling methodologies 

– Glicksman’s (Model G) and Horio et al.’s (Model H) scaling relationships – were formulated and tested, 

based on matching different sets of relevant dimensionless groups between the baseline and scaled 

reactors. This testing and validation only consider the reformer/carbonator used for SE-SR of methane 

and was conducted under isothermal condition. 

The baseline model is the lab-scale fluidised bed reactor (CFB2) that was previously designed and 

characterised in Chapter 5. To streamline the present modelling scope and focus exclusively on 

examining hydrodynamic and reactive scaling effects, some modifications were made to the baseline 

geometry. Precisely, the full solids recirculation loop was excluded from the current model. This 

simplification removed added complexities associated with particle recirculation dynamics that could 
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obscure analysis of the core bubbling bed characteristics targeted for similarity evaluation. Therefore, 

the baseline model domain focused solely on the bubbling bed section where reforming and 

carbonation reactions occurs. Furthermore, the scaled model is based on a 1 MWth(LHV) hydrogen 

production capacity plant. 

For the purpose of non-dimensionalising the model, the characteristic length and velocity were made 

dimensionless using the bed diameter, 𝐷, and the superficial gas velocity, 𝑢𝑜, respectively, as reference 

values [498]. Then, all variables are non-dimensionalised as: 

 ;   ;    ;  ;  ;    

These are applied to the governing equations summarised in Table 6.1 and rearranged in terms of non-

dimensional groups as described below.  

6.2.2.1 Model G 

The dimensionless form of the continuity expression in Table 6.1, for the gas phase is given as [511]: 

96 

In the momentum equation (Equation 93), the interphase force term, F, is nondimensionalised as: 

97 

To simplify the analysis, the stress tensor was ignored, and pressure terms were combined. Therefore, 

combining equations 93 and 97, the momentum balance equation for the gas phase is written in 

dimensionless parameters as: 

98 

In the MP-PIC approach, the solid phase is represented by computational particles that have the 

properties: position, mass, velocity, whose distribution in phase space is defined by the particle 

distribution function, 𝜙  (x, m,  , t). Then, the dimensionless distribution function is defined as 

.  

Therefore, the dimensionless form of the transport equation (Equation 94) for the solid phase is 

99 
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Where the particle stress tensor is omitted to minimise complexity, and the particle acceleration,  

is written in dimensionless form and replaced by 

100 

 is the dimensionless drag function where the drag function, , is dependent on the drag model 

being applied. 𝐷𝑝  is a function of particle density, ρp, particle size, dp and a drag coefficient that 

depends on Reynolds number, Re, and is expressed mathematically in non-dimensionless groups as; 

101 

To enhance flexibility during scaleup, the scaling relationships is streamlined by reducing the 

parameters required to be maintained. At low particle Reynolds numbers for bubbling beds, Glicksman 

[511] posited that maintaining  and  between scales ensures that  is also maintained. 

Since isothermal condition was assumed, thermal scaling was not considered as part of this study. The 

focus was instead on simulating flow behaviour and particle dynamics across scales without modelling 

additional heat/mass transfer effects. 

Boundary conditions: 

The reactor is modelled as a three-dimensional cylindrical volume, with the x, y cartesian coordinates 

defining locations on the circular base, and the z coordinate measuring the vertical dimension 

representing the reactor’s height. The side walls are located at x=0 and x=D, where D is the diameter 

of the reactor. At these boundaries, no particles can enter or exit the reactor. Therefore, the normal 

component of the particle velocity, , must be zero. 

Mathematically, this can be expressed as: 

102 

Similarly, at the bottom where z = 0, the normal solids velocity; 

103 

For the gaseous phase velocity, a no-slip condition applies at the reactor walls and at the bottom, a 

uniform velocity is assumed. The boundary is expressed as 

104 
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Therefore, the dimensionless boundary conditions for the gas and solid phases are 

105 

106 

107 

Therefore, combining equations 96 to 107, the set of Glicksman’s dimensionless parameters can be 

written as: 

6.2.2.2 Model H 

Horio et al. [503] introduced a set of scaling principles in which various structural parameters such as 

bed diameter (D), bed height (H), distributor orifice diameter (do), among others, are changed 

proportionally based on a common scaling parameter, m: 

108 

The superscripts, s and b, represent scaled and bench-scale models, respectively. 

Bubbling fluidised bed hydrodynamics is largely influenced by bubble characteristics. Achieving 

proportional geometric similarity in fluidisation conditions between two different bed scales results in 

proportional geometric similarity of their bubbling behaviours. To realise geometric similarity of 

fluidisation between beds of differing scales, this scaling law stipulates that both the fluidising gas 

velocity and minimum fluidisation velocity must be adjusted as 

109 

110 

D, the bed diameter, is adopted as the characteristic length, as the model excludes the explicit 

influence of both bed surface height and particle size. 

Rearranging equations 109 and 110 results in the final expressions, which are in direct proportion to 

the square root of the scale ratio, m: 
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111 

112 

Equations 111 and 112 describes the criteria for similar bubble coalescence and for uniform flow field 

surrounding a bubble and bubble splitting, respectively. Furthermore, Horio's model was expanded to 

incorporate chemical similarity criteria, related to reaction kinetics and mass transfer, in order to 

ensure similar chemical conversion rates across the different scales. This is achieved by introducing a 

dimensionless parameter to represent the relative rate of the chemical reaction in comparison to fluid 

flow [503]. This parameter, Nr, is defined as the ratio of the characteristic chemical reaction time scale 

to the gas residence time scale, and is expressed mathematically as 

113 

Assuming the same pressure, temperature and rate constant between the bench-scale (b) and scaled 

(s) models, and according to the scaling rule, 𝑁𝑟  then scales as 

114 

𝐻𝑏 is the initial bed height, while 𝑘𝑟 is the reaction rate constant and is based on a first-order reaction. 

However, for steam methane reforming reaction, the rate expression is more complex than first-order 

kinetics since it also depends on the mass of catalyst present. Therefore, 𝑘𝑟 is calculated using the SMR 

rate constant (𝑘𝑆𝑀𝑅) and assuming constant gas residence time across scales. The Damköhler number, 

𝐷𝑎, which represents the ratio of chemical reaction to fluid transport rates, is then used to determine 

the required catalyst loading in the scaled-up reactor, based on maintaining similarity between space 

time and reaction kinetics demonstrated at the original scale. This is defined by 

115 

Where pressure and rate constant are the same between scales, as previously mentioned, 𝐹𝐶𝐻4−𝑖𝑛 is 

the methane flowrate (mol/s) into the reactor and 

. 

Therefore, Horio’s dimensionless parameters is summarised as: 
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6.2.3 Reactor description 

A single reactor unit (reformer/carbonator) was used to model SE-SR of methane at different scales - 

a bench-scale unit and a scaled-up unit. Maintaining geometric similarity between the reactors was 

important to enable direct scaling of results. Therefore, the bench-scale geometry shown in Figure 6.1 

was replicated for the scaled Model G and Model H.  

 

Figure 6.1: Geometry and dimension (cm) of the reformer/carbonator unit for the bench-scale model. 

6.2.4 Bed dimensions and operating conditions 

In this section, the operating conditions and physical parameters for Model G and Model H are 

described. The operating parameters, shown in Table 6.2, for the largescale reactors were calculated 

in order to fulfil Glicksman’s and Horio et al.’s scaling criteria for similarity. To scale the bench-scale (5 

– 10 kWth) to a production capacity of 1 MWth using Model H, the bench-scale is required to scale by 

a factor of approximately m = 33.5. The sorbent mass for the new scale was determined from a catalyst-

to-sorbent mass ratio of 1.3, similar to the bench-scale, while the steam-to-carbon ratio was 

maintained at 4 for both scales.
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Table 6.2: Operating conditions and bed dimensions for the bench-scale and scaled Model G and H 

Description  
umf 

(
m

s
)  

dp(avg)  

(m)  

(μ)avg   

(kg. m-1s-1)   

(ρp )
vg

 

(kg/m3)  

uo  

(
m

s
)  

Hi  

(m)  

D  

(m)  

(ρg)
avg

  

(kg/m3)  

msorb  

(kg)  

mcat  

(g)  

Case A (Reduced velocity)       

Bench-scale 0.008 1.45×10-4  3.65×10-5  1864.80 0.05 0.037 0.047 0.38 0.027 0.034 

1MWth 

(Model G) 
0.050 5×10-4  3.11×10-5  1864.80 0.32 1.41 1.79 0.25 1472.01 1844.44 

1MWth 

(Model H) 
0.046 5×10-4  3.11×10-5  1864.80 0.29 1.26 1.59 0.25 1029.62 1290.12 

Case B (Baseline velocity)       

Bench-scale 0.008 1.45×10-4  3.65×10-5  1864.80 0.06 0.037 0.047 0.38 0.027 0.034 

1MWth 

(Model G) 
0.050 5×10-4  3.11×10-5  1864.80 0.36 1.41 1.79 0.25 1472.01 1844.44 

1MWth 

(Model H) 
0.046 5×10-4  3.11×10-5  1864.80 0.34 1.26 1.59 0.25 1029.62 1290.12 

Case C (High velocity)       

Bench-scale 0.008 1.45×10-4  3.65×10-5  1864.80 0.075 0.037 0.047 0.38 0.027 0.034 

1MWth 

(Model G) 
0.050 5×10-4  3.11×10-5  1864.80 0.46 1.41 1.79 0.25 1472.01 1844.44 

1MWth 

(Model H) 
0.046 5×10-4  3.11×10-5  1864.80 0.43 1.26 1.59 0.25 1029.62 1290.12 

Case D (Constant particle size)      

Bench-scale 0.008 2.00×10-4  3.65×10-5  1864.80 0.06 0.037 0.047 0.38 0.027 0.034 

1MWth 

(Model G) 

0.009

4 
2.00×10-4  3.11×10-5  1864.80 0.36 1.41 1.79 0.25 1472.01 1844.44 

1MWth 

(Model H) 

0.009

4 
2.00×10-4  3.11×10-5  1864.80 0.34 1.26 1.59 0.25 1029.62 1290.12 
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The inlet gas composition for the bench-scale model was designed to mimic conditions reported in 

literature and described in Chapter 4, including the use of nitrogen to facilitate fluidisation. However, 

when scaling the SE-SR of methane process to an industrially relevant scale, the addition of nitrogen 

may not be necessary. While nitrogen improved fluidisation handling at the small experimental scale, 

its inclusion would unnecessarily increase costs and complexity at larger scale. Therefore, small 

differences exist between the gas viscosity and density values reported for the bench and scaled 

systems in Table 6.2. Nonetheless, similarity was maintained where possible - the particle density, an 

important solid property, was kept proportionally constant between scales. The particle size, 𝑑𝑝, for 

the scaled model was adjusted to match the minimum fluidisation velocity, 𝑢𝑚𝑓, resulting in an initial 

size of approximately 0.46 mm and 0.45 mm for Models G and H, respectively. This was rounded-off 

to 0.5 mm for both scaled models to maintain consistency in Cases A, B and C; whereas an average 

particle size of 0.2 mm, similar to the bench scale model was maintained in Case D. The particle sizes 

used for the scaled-model are still within the same Geldart B particle group as that used for the bench-

scale [512]. The Geldart B particle type has been described as exhibiting bubbly fluidisation behaviour 

and consists of particle diameter and density in the range of 40 µm – 500 µm and 1.4 g/cm3 – 4 g/cm3, 

respectively. Pressure and temperature were kept constant throughout at 1 atm and 873 K, respectively. 

While literal replication of all experimental parameters is infeasible when scaling up, the design 

prioritised retaining geometrically similar transport and reaction behaviours through proportional 

matching of influential physicochemical properties. To quantify the degree of similarity achieved 

between the scales, the dimensionless parameters for the bench-scale, Model G and Model H are 

presented in Table 6.3.
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Table 6.3: Values of dimensionless parameters for the bench-scale, Model G and Model H units 

 uo-umf

√gD
  

umf

√gD
  Nr  ρgdpu

o

μ
  

ρp

ρg

  
dp

D
  uo

2

gD
  

uo

umf
  (

D

H
)

bed
 

Case A          

Bench-scale 0.062 0.012 7.95×10-5  0.10 4936.72 4.23×10-3  0.0054 6.23 1.26 

1MWth 

(Model G) 

- - - 1.08 7579.03 2.8×10-4  0.0054 6.23 1.26 

1MWth 

(Model H) 

0.062 0.012 4.60×10-4  1.02 7579.03 3.15×10-4  - - 1.26 

Case B          

Bench-scale 0.075 0.012 6.74×10-5  0.12 4936.72 4.23×10-3  0.0075 7.36 1.26 

1MWth 

(Model G) 

- - - 1.30 7579.03 2.8×10-4  0.0075 7.36 1.26 

1MWth 

(Model H) 

0.075 0.012 3.9×10-4  1.23 7579.03 3.15×10-4  - - 1.26 

Case C          

Bench-scale 0.098 0.012 5.30×10-5  0.16 4936.72 4.23×10-3  0.012 9.35 1.26 

1MWth 

(Model G) 

- - - 1.63 7579.03 2.8×10-4  0.012 9.35 1.26 

1MWth 

(Model H) 

0.098 0.012 3.07×10-4  1.53 7579.03 3.15×10-4  - - 1.26 

Case D          

1MWth 

(Model G) 

- - - 0.73 7579.03 1.12×10-4  0.0075 38.52 1.26 

1MWth 

(Model H) 

0.084 0.0024 3.9×10-4 0.55 7579.03 1.26×10-4  - - 1.26 
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6.3 Results and discussion 

In this section, the effectiveness of Glicksman and Horio’s models are assessed by comparing bubble 

sizes, voidage, methane conversion, and hydrogen purity results with that of the bench-scale unit. 

Bubble size and voidage were analysed to compare hydrodynamic similarities while methane 

conversion and hydrogen purity were analysed between scale to compare chemical similarities. 

6.3.1 Bubble size and bubble size distribution 

When gas is introduced into a bubbling fluidised bed reactor at a rate exceeding minimum fluidisation 

velocity, pockets of gas form within the bed of particulate solids and rise in the form of discreet bubbles 

that grow in size through coalescence, as they travel upward through the bed [513]. This bubbling 

action drives heat and mass transfer, overall hydrodynamics, and voidage profiles.  

For the bubble analysis, computational cells having particle void fraction of 0.2-0.35 were classified as 

bubbles. Some studies have commonly used particle void fraction thresholds to identify bubble 

boundaries during bubble characterisation [514–516]. The void fraction range used in this work was 

found to be adequate in capturing the bubble outline. A Python script was then used to process the 

simulation results and extract key bubble attributes. Bubble size was estimated by approximating each 

bubble as a sphere, allowing for the calculation of an equivalent diameter based on the cell volume. 

This automated approach leveraged the existing reactor simulation data to characterise bubble 

formation and hydrodynamics across various scales.  

Figure 6.2 shows the distribution of bubbles along the normalised expanded bed heights (up to the 

surface where bubbles burst), for each of the simulated scales. The bubble size, db, was normalised 

with bed diameter, D, to provide a fair basis for comparison, since bubbles tend to grow with reactor 

size. The non-dimensionalised distribution in the figure shows high concentrations of small bubbles at 

the bottom of the bed, which then grows in size along the reactor bed height. The bench-scale unit 

shows relatively large db/D along the bed height, reaching 0.46 compared to Model G and Model H. 

Contrarily, the largest db/D observed for Model G and Model H were 0.245 and 0.257, respectively. 

However, the mean db/D calculated for bench-scale, Model G, and Model H were 0.07, 0.073, and 

0.078, respectively, indicating a deviation of ~4.20% and 12.40% from bench-scale, for Model G and 

Model H, respectively. A small concentration of large bubbles (db/D=0.36 – 0.47) is also found at the 

bottom of the bench-scale reactor. This is probably due to the absence of distributor and assumption 

of uniform velocity at the reactor inlet, but also wall effects. Wall effects pose a challenge for fluidised 
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bed scale-up since process parameters can be highly sensitive to even small percentage changes in bed 

diameter [517]. 

 

Figure 6.2: Distribution of dimensionless bubble size at normalised bed height for bench-scale (Grey 

dots) and scaled 1 MWth hydrogen production capacity based on Glicksman’s (Red dots) and Horio’s 

(Blue dots) models. 

Although the mean bubble size (db/D)mean was scaled to almost a similar value for Model G and Model 

H, maintaining consistent bubble size distributions during scale-up of this bubbling bed bench-scale 

unit can be difficult, as observed from Figure 6.2. This is due to the influences of bed size, as highlighted 

previously, and also distributor design, which was not considered in this study. As the bed diameter 

expands, the relative influence of wall effects on bubble dynamics becomes more pronounced, 

potentially disrupting the bubble growth and coalescence patterns observed in the bench-scale unit. 

Thus, a meticulous design of gas distributors and reactor bed aspect ratios may be necessary to 

mitigate scale-up distortions and achieve similitude in bubble size characteristics between the bench-

scale unit and the 1 MWth reactor.  
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Since the rate at which parameters change with respect to bed size eventually levels out to a near-

constant value as diameter increases, Knowlton et al. [517] suggests collecting process data over this 

range of diameters to improve the prediction of these parameters when scaled up. Nonetheless, the 

dimensions used in this study were adjusted to maintain similitudes across all the dimensionless 

parameters considered. 

6.3.2 Time-averaged lateral voidage (changing velocities) 

Bubble dynamics influence voidage fluctuations measured locally within a fluidised bed. As such, 

comparing voidage profiles between different scales can improve understanding of hydrodynamic 

similarity between scales. Also, analysing voidage distribution throughout a bed cross-section helps 

identify flow regimes in fluidised bed systems [518]. This means that despite only capturing localised 

fluidisation properties, analysing voidage signal similarity still functions as a useful index for validating 

hydrodynamic scaling methodologies [509]. Therefore, time-averaged voidage results in the horizontal 

direction (lateral position), obtained from the simulations, were used to analyse hydrodynamic 

similarity between the bench-scale reactor and scaled Model G and Model H reactors. The voidage 

results over the final ten seconds of simulation time were averaged, with data points taken from wall-

to-wall positions and at the centreline of each reactor. The three different bed heights (at the lower, 

middle and top regions) where the lateral time-averaged voidage were taken, were normalised with 

the initial bed heights of each reactor. Figure 6.3 to Figure 6.5 display the time-averaged voidage at 

different velocities. The voidage values plotted were averaged over the final 10 seconds of each 

simulation, once quasi-steady-state hydrodynamic conditions had been achieved. 

The voidage profiles in Figure 6.3 for the bench-scale, Model G and Model H show two distinct zones 

within the bed: an outer annular region near the walls that displays a sharp gradient in the voidage 

profile, and a central core region that maintains a more uniform solid distribution. These two regions 

have been widely observed in the radial voidage profiles of the different fluidisation regimes, especially 

in CFBs [519,520]. This phenomenon arises due to the interaction between the gas flow and particle 

dynamics. As gas bubbles rise through the centre of the bed, sometimes carrying particles with them, 

they leave a more dilute core while pushing particles towards the walls. This behaviour creates a 

denser annular zone with lower voidage near the walls, disrupts the uniform packing of particles and 

lead to a higher voidage core region. At the bottom region of the bed (h/Hb = 0.25), a large disparity is 

noticed in the voidage distribution between the bench-scale and scaled models. The small scale 

exhibits a relative rise in voidage at its core region, suggesting large zones of more dilute solids and 

high particle movement. In this bottom region, the bench-scale is also observed to have the lowest 

cross-sectionally averaged voidage of 0.6 compared to 0.559 and 0.556 calculated for Model G and 
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Model H, respectively. Near the bed surface of the bench-scale model, at h/Hb=0.75, relatively higher 

voidage values (0.61) were observed compared to other heights (h/Hb). This indicates the possible 

presence of larger gas bubbles or more frequent bubble rupturing/coalescence events occurring closer 

to the freeboard region for the bench-scale unit, relative to the other scales. However, throughout the 

height of the reactor scales in Figure 6.3, hydrodynamic flow remained within the dense phase 

continuous bubbling regime, with no visible cluster regions usually seen in fast fluidised beds [521]. 

The parity plot in Figure 6.3d comparing some voidage values across the bed between the scaled-up 

models and bench-scale model, shows that the vast majority of data points fall within 10% confidence 

bounds. Some outliers exist, consisting predominantly of points from Model G that deviate below the 

defined limits. This close agreement suggests that a suitable level of consistency and dynamic similarity 

was achieved in scaling up the SE-SR process in bubbling bed reactor. 

 

Figure 6.3: (a-c) Distribution of lateral time-averaged voidage at different dimensionless bed heights 

for Case A and (d) parity plots comparing the various lateral voidage of the scaled models with the 

bench-scale model. 
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Figure 6.4 presents the time-averaged voidage distribution profiles taken at the original gas velocity 

(0.06 m/s) used in scaling the bench-scale model. As with the reduced velocity results shown in Figure 

6.3, an annular region of low voidage surrounding a higher voidage core region (dense annulus, lean 

core) is observed for both scaled models, especially Model H. However, towards the bottom (h/Hb=0.25) 

and mid-bed region (h/Hb=0.5), the bench-scale and Model G profile exhibit a diverging trend of 

increasing voidage near the side-walls, not seen in the Model H. This localised deviation may suggest 

enhanced bubble coalescence in the bench-scale model and Model G or altered hydrodynamics near 

the bed wall. The cross-sectional average voidage calculated for the bench-scale, Model G, and Model 

H were 0.61, 0.56, and 0.55, at h/Hb=0.25, while at h/Hb=0.5, average voidage values obtained were 

0.58, 0.54 and 0.52, respectively. At h/Hb=0.75, the bench-scale, Model G and Model H reduced further 

to 0.56, 0.53 and 0.51, respectively. Across all models, the cross-sectional average voidage values 

decreased along the bed height, from h/Hb = 0.25 to 0.75. This progressive decline in voidage along 

the height of the bench-scale and scaled models (Models G and H) demonstrates that the mean gas 

holdup within the fluidised beds became gradually more reduced, moving from lower to upper section 

of the bed.  

It is difficult to correlate these findings well with expected hydrodynamic behaviour, as less research 

has examined the cross-sectional average voidage behaviour along the bed height and within bubbling 

fluidised bed regimes of the type tested here for binary particles. However, in a more recent study, Yu 

et al. [522] investigated the voidage distribution in a 10 cm diameter bubbling fluidised bed, using glass 

beads with a particle size and a density of 246 μm and 2500 kg/m3. They found that the void fraction 

distribution within the bubbling fluidised bed exhibited distinct trends based on the measuring probe's 

radial position and gas velocity. Closer to the wall (1-2 cm) and in the central region (5 cm), the average 

voidage lacked a clear vertical pattern, likely due to frictional effects near the wall and increased bubble 

collisions in the centre. At intermediate radial locations (3-4 cm), the average voidage increased with 

bed height, attributed to bubble coalescence. Furthermore, higher gas velocities corresponded to 

elevated average voidage values and more discrete voidage distributions along the bed height. 

Figure 6.4d presents a parity plot comparing the lateral voidage for Model G and H with the bench-

scale model. Although few data points deviate beyond the 10% confidence band, the majority of the 

points lie within the 10% band, exhibiting closer agreement with the bench-scale model.  
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Figure 6.4: (a-c) Distribution of lateral time-averaged voidage at different dimensionless bed heights 

for Case B and (d) parity plots of the various lateral voidage. 

Increasing the gas velocity at the original bench-scale by 25%, and proportionally scaling the velocity 

in the larger reactors, resulted in asymmetrical lateral voidage profiles developing. At these flow rates, 

the characteristic two-zone structure within the beds — an outer annular region and central core 

section — became imbalanced. The voidage profiles observed in the bench-scale model exhibited 

higher values near the wall region. This suggests non-uniform gas distribution may have been occurring, 

with a possibility of gas channelling preferentially along the wall boundaries. Such channelling could 

have displaced solid particles away from walls towards the centre, thereby creating locally high void 

spaces. Cross-sectional average voidage values were computed at the various bed heights (h/Hb), for 

the bench-scale and scaled-up models. Near the bottom of the bed (h/Hb=0.25), voidage of 0.63, 0.57, 

and 0.56 were observed for the bench-scale, Model G, and Model H, respectively. At the mid-height 

(h/Hb=0.5), these values decreased slightly to 0.61, 0.55, and 0.54, respectively. Closer to the bed 

surface (h/Hb=0.75), further reductions were seen to 0.6, 0.53, and 0.53, respectively. 
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The parity plot reveals that as velocity was increased, some data points diverge increasingly from the 

centreline and fall beyond the 10% confidence bounds, suggesting a loss of similarity. This implies 

factors such as voidage and bubble dynamics could behave in progressively more complex, nonlinear 

ways under stronger fluidisation, hindering hydrodynamic similarity. 

 

Figure 6.5: (a-c) Distribution of lateral time-averaged voidage at different dimensionless bed heights 

for Case C and (d) parity plots of the various lateral voidage. 

The examination of lateral time-averaged voidage, under different velocities, revealed findings 

regarding the consistency of the scaled models with the bench-scale model. When fluid velocity was 

increased, there was a slight rise in the cross-sectional average voidage across the different scale 

models. However, a decrease in the average cross-sectional voidage was observed as one moved along 

the bed height, for the various velocities studied. This may be the result of solid recirculation or re-

entry of solids into the bed at various heights, leading to localised increases in particle concentration 

and decreased voidage at those bed heights [523]. Furthermore, the analysis of parity plots indicated 

a departure from hydrodynamic similarity with increasing velocity, suggesting that higher fluid 

velocities may introduce scale-dependent behaviours in the system. 
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6.3.3 Methane conversion and hydrogen purity (changing velocities) 

Further, comparing conversion and product concentration profiles across reactor units of varying size 

provides insight into the degree of consistency achieved in reaction during the scale-up process [501]. 

Thus, methane conversion and H2 purity profiles, simulated under the different scaling criteria, were 

compared with the bench-scale model to check for chemical similarity between scales. 

Figure 6.6, Figure 6.7, and Figure 6.8 show the lateral methane conversion profiles at different bed 

heights (h/Hb) within the bench-scale reactor and scaled models. Across all scales, a trend is observed 

where methane conversion increases from the bottom to the upper region, consistent with reaction 

progression through the bed. For Case A presented in Figure 6.6, the cross-sectional average methane 

conversion at h/Hb=0.25 for the bench-scale, Model G, and Model H is 88%, 86%, and 85%, respectively, 

which increased by 16%, 10%, and 10.5% at h/Hb=0.75. In Figure 6.7 (Case B), the lateral cross-sectional 

conversion is 83%, 82%, and 82%, for the bench-scale, Model G, and Model H, and is seen to increase 

along the bed height from h/Hb=0.25 to h/Hb=0.75 by 11.5%, 13.1%, and 13.3%, respectively. As the 

velocity increases in Case C, there was a corresponding drop in methane conversion as a result of low 

gas residence time.  Methane conversion reduces across all the scales while increasing along the bed 

height (from h/Hb=0.25 to h/Hb=0.75) by 13.8%, 10.3, and 14% for the bench-scale, Model G, and 

Model H, from conversion points of 78.2%, 83.5%, and 79.3% at h/Hb=0.25, respectively. 
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Figure 6.6: (a-c) Distribution of lateral time-averaged methane conversion at different dimensionless 

bed heights for Case A and (d) parity plots of the various lateral methane conversion. 
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Figure 6.7: (a-c) Distribution of lateral time-averaged methane conversion at different dimensionless 

bed heights for Case B and (d) parity plots of the various lateral methane conversion. 
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Figure 6.8: (a-c) Distribution of lateral time-averaged methane conversion at different dimensionless 

bed heights for Case C and (d) parity plots of the various lateral methane conversion. 
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conversion seen at the wall regions of the scaled models at h/Hb=0.25 for Case C, is due to the relatively 

high voidage experienced at the bottom as a result of increased velocity. 

Examination of the parity plots indicates that for the cases tested, the data collapse closely around the 

centreline, with most points falling within the ±10% confidence bounds. This tight clustering can be 

seen especially for Case B, confirming strong similarity was achieved across scales under baseline 

operating parameters. When velocity was proportionally increased, the parity plots continue to 

demonstrate similarity on the whole, with the data still confined by the ±10% bounds. However, closer 

inspection reveals a small number of Model H data points now diverge slightly outside this tighter 

acceptance range. 

Figure 6.9 shows the parity plots comparing the obtained hydrogen purity (calculated based on dry 

basis hydrogen fraction) between the bench-scale reactor and scaled models, at various locations 

along the bed heights. The results show that for the cases (A to C) tested, the vast majority of data 

points lie within ±10% of the parity line, demonstrating close agreement between scales. However, for 

case C operated at a higher velocity, some outliers above +10% were observed. That is, the scaled 

models (Model G and Model H) measured a hydrogen purity value that was slightly more than 10% 

higher than what was measured in the bench-scale unit. This overprediction occurred mostly at the 

lower bed region, suggesting that hydrodynamic effects influencing gas-solid contacting and reactant 

mixing may have scaled up less consistently between units at high velocity condition and closer to the 

gas inlet region. 
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Figure 6.9: Parity plots of hydrogen purity for bench-scale model versus Model G and Model H for (a) 

Case A, (b) Case B and (c) Case C. 

6.3.4 Time-averaged voidage and methane conversion (constant particle size) 

Figure 6.10 presents a comparison of voidage distribution profiles and methane conversion across the 

bench-scale model and scaled Models G and H under two sets of conditions: 1) where particle size was 

kept constant between scales at 200 micron, and 2) where particle size in Models G and H was 

increased to 500 micron. This analysis allowed for checking the extent to which hydrodynamic and 

chemical similarity held when the particle phase property was modified in the scaled equipment. 

50 60 70 80 90 100

50

60

70

80

90

100

50 60 70 80 90 100

50

60

70

80

90

100

50 60 70 80 90 100

50

60

70

80

90

100

 Model G

 Model H
H

2
 p

u
ri
ty

s
c
a

le
d

 m
o

d
e

l(
%

)

H2 puritybench-scale(%)

+10% -10%

 Model G

 Model H

H
2
 p

u
ri
ty

s
c
a

le
d

 m
o

d
e

l(
%

)

H2 puritybench-scale(%)

-10%

+10%

 Model G

 Model H

H
2
 p

u
ri
ty

s
c
a

le
d

 m
o

d
e

l(
%

)

H2 puritybench-scale(%)

(a)
(b)

(c)

-10%+10%



172 
 

 

Figure 6.10: Distribution of lateral time-averaged voidage at different dimensionless bed heights for 

Case D (left-hand side plots) and the distribution of lateral time-averaged methane conversion at 

different bed heights for Case D (right-hand side plots).  
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When a smaller particle size of 200 micron was used, the voidage profiles of Models G and H showed 

relatively higher average voidage values compared to when the particle size was increased to 500 

micron. This trend is consistent with findings reported by Abrahamsen and Geldart [525] in their study 

of dense phase bubbling fluidised beds, where it was noted that the voidage increased with decreasing 

mean particle size, higher fractions of fines, decreasing particle density, increasing gas density, and 

increasing gas viscosity. Although their study employed group A particle type, the observations still 

underscore the influence of particle properties and gas conditions on the characteristics of dense 

phase voidage within bubbling fluidised bed systems. This high voidage observed for both scaled 

models at 200 micron showed higher values at most of the wall regions, which correspondingly 

displayed low conversions. However, in general, the results showed higher disparity and less uniformity 

at 200 micron compared to the bench-scale model, than when the particle size was increased to 500 

microns for Model G and H. 

Figure 6.11 visually depicts this disparity through contour images of the particle volume fraction 

distributions. At 200 micron, both scaled models (G and H) exhibit a more chaotic and turbulent 

distribution, relative to the bench-scale and scaled models at 500 micron. The irregular patterns 

indicate lesser consistency in the fluid dynamic behaviour across these fluidised beds under the finer 

particle condition.  
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Figure 6.11: Contour of particle volume fraction for the bench-scale, Model G and Model H at 200 and 

500 micron particle sizes. 

6.4 Summary  

Scaling fluidised bed reactors from lab to commercial scales poses hydrodynamic challenges due to 

complex multiphase flows. This work applied CPFD modelling and similarity principles to scale up an 

SE-SR hydrogen production process operating in the bubbling regime. Two scaling models by Glicksman 

and Horio et al., were validated for the first time for SE-SR of methane, by comparing conversion and 

voidage trends to a validated bench-scale model under varying conditions. Hydrodynamics and 

reaction performance across scales were evaluated at different gas velocities and particle sizes. Whilst 

similarity was generally demonstrated qualitatively, minor deviations beyond ±10% tolerance emerged 

under more vigorous bubbling and with finer particles. Nonetheless, over 90% of scaled model data 

agreed closely with bench-scale trends, validating the scaling methods. Model G and H simulations 

achieved near-identical results, though Model G required slightly larger dimensions and mass. As a 

result, Model H is selected for further scale-up studies in the next chapter. 
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 Effect of scale on the performance of SE-SR of methane in 

bubbling fluidised bed reactors 

7.1 Introduction  

The previous chapter demonstrated the influence of scale-up criteria and strategy on the performance 

of SE-SR of methane in bubbling FBR. Two cases considering only hydrodynamic similarity (Model G) 

and hydrodynamic with chemical similarity (Model H) were compared. The study was conducted using 

the validated CPFD tool developed in Chapters 4 and 5. Model H was selected for further scale-up 

studies, as it offered equivalent results with likely less demanding physical/materials requirement (due 

to relatively reduced reactor dimensions), and invariably better economics. 

Scaling up fluidised beds, particularly for reactive systems, presents numerous challenges due to 

inherent complexities and nonlinearities in fluidisation behaviour and reaction kinetics. A rule of 

thumb for geometrically scaling up a fluidised bed reactor while maintaining its performance is to 

maintain similarity in hydrodynamics, heat and mass transfer, and resulting reaction performance. 

Hydrodynamics in FBRs is governed by various mechanisms, such as bubbling, slugging, turbulent, and 

fast fluidisation, which are influenced by gas velocity, particle size, and particle density, among other 

factors [495]. These phenomena are inherently scale-dependent and can also influence reaction 

kinetics [526]. Moreover, the rate of chemical reactions could change significantly with reactor scale 

due to differences in temperature, pressure, and concentration profiles. Scaling up reactive FBRs can 

also affect rates of heat and mass transfer, which can vary between bench and industrial scales. Key 

factors like the heat transfer coefficient, axial and radial temperature gradients, intraparticle diffusion 

limitations, and wall heat losses in the larger reactors may deviate significantly from the bench scale 

performance [527].  

The current knowledge on the behaviour and performance of binary reactive fluidised beds such as 

the SE-SR, at large scale is limited. Herce et al. [488] developed a 2D CFD model to simulate the SE-SR 

of methane in FBR with a diameter of 1 m, corresponding to the 500 kWth ZECOMIX reactor system. 

The model was implemented in ANSYS Fluent and incorporated sub-models for SMR kinetics, CO2 

capture kinetics, and a modified drag model for coarse grid simulations. It was first validated against 

experimental data from lab scale SE-SR studies, then applied to the retrofitted 500 kWth ZECOMIX 

reactor system, assuming uniform particle sizes and isothermal conditions. They highlighted that 

hydrogen production reached around 97% (dry basis) purity. 
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In this chapter, the effect of scale on the overall  performance of SE-SR of methane is first analysed at 

1 MWth scale, then scaled to 50 MWth and 150 MWth using the 3D CPFD model developed in 

Barracuda VR®. Previously validated kinetic and hydrodynamic sub-models in Chapters 4 and 5 were 

incorporated to perform the simulation. 

7.2 Methodology  

This study adopts the developed mathematical model and model settings, detailed in Chapters 4 and 

5, to simulate the fluidised bed reactor hydrodynamics and reaction kinetics. The scaling criteria 

applied in upscaling the reactor design capacity to 50 MWth and 150 MWth draw upon insights 

obtained from Model H (see Chapter 6). Model H was chosen as the scaling prototype because its bed 

dimensions offered a prudent compromise between considerations of cost, process intensification 

needs and preservation of scale-relevant hydrodynamics. 

7.2.1 Physical properties and operating conditions 

The parameters obtained by scaling the model to Scale 2 (50 MWth) and Scale 3 (150 MWth) capacities 

are presented here, while the parameters for the Scale 1 (1 MWth) capacity presented in Chapter 6 for 

Model H remain unchanged. These properties and operating conditions also preserve the 

dimensionless parameters obtained for scales 2 and 3 using Model H. Temperature, pressure, steam-

to-carbon ratio and catalyst-to-sorbent mass ratios also remain constant at 873 K, 1 atm, 4, and 1.3, 

respectively, for all the cases. 

Table 7.1: Operating conditions and design parameters used for the scaled models (1 MWth, 50 MWth 

and 150 MWth) 

Description  
umf  

(
m

s
)  

dp(avg)  

(m)  

(μ)avg  

(kg. m-1s-1)   

(ρp )
avg

  

(kg/m3)  

uo  

(
m

s
)  

Hi  

(m)  

D  

(m)  

(ρg)
avg

   

(kg/m3)   

msorb  

(kg)  

mcat  

(kg)  

Scale 1  

(1 MWth) 
0.046 5×10-4  3.11×10-5  1864.80 0.34 1.26 1.59 0.25 1029.62 1290.12 

Scale 2  

(50 MWth) 
0.046 5×10-4 3.11×10-5  1864.80 0.66 4.61 5.83 0.25 51.11×103   64.05×103   

Scale 3  

(150 MWth) 
0.046 5×10-4  3.11×10-5  1864.80 0.78 6.53 8.25 0.25 145.02×103  181.71×103  
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7.2.2 Design of Loopseal for the 1 MWth scale 

A loopseal allows solids to take on fluid-like characteristics by utilising a controlled amount of air, while 

maintaining pressure equilibrium. When subjected to a differential static pressure, the loopseal gives 

solids the ability to flow freely. In this study, the loopseal is designed following the design 

considerations of Basu [528], by assuming that the pressure where solids exit the loopseal is the same 

as the pressure where solids enter the calciner or reformer. The schematic of the loopseal design used 

in this study is presented in Figure 7.1. 

 

Figure 7.1: Schematic design of the loopseal showing the design parameters. 

The diameter of the standpipe, , is related to the velocity of solid in the standpipe, 𝑣𝑠, as: 
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116 

where 𝜀𝑠 is the voidage of solids in the standpipe and taken as 0.5, and 𝑊𝑠 is solid flow rate (kg/s) 

through the standpipe that is related to the circulation rate through the bed as: 

117 

The solid flux, , was calculated using the dimensionless parameter presented in equation 118. This 

value was first obtained from the bench-scale model and was then scaled to determine the new 𝐺𝑠 for 

the 1 MWth scale. The new value for Scale-1 is calculated to be 6.833 kg/m2s. 

118 

The conservative values of solid velocity in the standpipe, 𝑣𝑠,  length of the loop seal, Lls, and breadth 

of the loop seal, Bls, are presented in Table 7.2. These values align with the guidelines provided by Basu 

[528]. The solid velocity was maintained at a reduced rate to guarantee a consistent movement of 

particles through the standpipe without risk of clogging. Guidelines suggest keeping the solid velocity 

under 1 m/s, or preferably 0.15 m/s, to facilitate this smooth flow. 

Table 7.2: Key dimensions and mathematical relationships for the loopseal structure 

Parameters Values Units  

Vs  0.15 m/s 

Lls  2.5ds  m 

Bls  1.6ds  m 

The height of opening for the loopseal can be calculated from equation 119. This is determined based 

on a horizontal solid speed, 𝑣ℎ, which should fall within a range of 0.25 to 0.05 m/s in order to ensure 

proper functioning [528]. 

119 

The loopseal design parameter values were then determined through calculations and are presented 

in Table 7.3. The fluidising velocity of loopseal recommended is 2.5*Umf. Therefore, the fluidising 
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velocity was calculated based on particle size of ~500 micron and minimum fluidisation velocity of 

0.04645 m/s. 

Table 7.3: Results of the calculated values of the loopseal design parameters used for the simulation 

of the 1 MWth reactor 

Parameters Values Units  

Gs  6.833 kg/m2s 

ds  0.25 m 

Lls  0.625 m 

Bls  0.40 m 

Height of the opening 0.311 m 

Loopseal fluidising velocity 0.116 m/s 

 

7.2.3 Reactor description and boundary conditions for the circulating mode 

Scale 1 was first studied in a stand-alone bubbling fluidised bed reactor, then scaled to Scale 2 and 3, 

without the additional components like the loopseal and the calciner. The geometry used for the stand-

alone cases was simple and the same as that described in Chapter 6. The reactor geometry used to 

analyse performance in circulating mode for the scaled-up SE-SR process was modelled for only the 1 

MWth fluidised bed reactor, due to computational requirements.  

The circulating mode comprises two loopseals and two bubbling fluidised bed reactors of similar 

dimensions for the reformer/carbonator and the calciner. The first loopseal (Loopseal 1) is used to 

transport solid from the reformer to the calciner, while the second loopseal (Loopseal 2) is attached to 

the calciner. A reduced model is adopted, where a ‘boundary connector’ was used to connect the 

solids exit from the Loopseal 2 to the reformer, eliminating the need for a transport riser, as seen in 

Figure 7.2. This option has been shown to be highly beneficial when modelling part of a complex 

system that involves a closed-loop solid flow, while reducing computational requirement [529]. The 

tops of the reactors are open to allow for the exit of gases. Pressure boundary was set at the reactor 

top while flow boundary was set at the reactor inlet. Adiabatic boundary conditions are applied to the 

exterior walls, implying no heat transfer to the surroundings. Gas is fed into the reactor at the given 



180 
 

temperature and atmospheric pressure. Mixture of catalysts and sorbents are continuously fed into 

the top of the reactors, from the loopseals, during circulation. The calciner was modelled to have the 

same solid inventory and solid properties as the reformer/carbonator, while other conditions, 

including the fluidising gas, were different and presented in Table 7.4.  

Table 7.4: Operating conditions in the calciner for the 1 MWth production scale 

Parameters  Values  Units  

Fluidising gas Nitrogen  - 

Fluidising gas temperature 1173 K 

Bed initial temperature 1173 K 

Pressure  1 atm 

Gas velocity 0.34 m/s 
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Figure 7.2: Boundary conditions (a) and Reactor dimensions (b) for the 1 MWth SE-SR in circulating 

mode (all dimensions in m). 

7.3 Results and discussion  

This section analyses the performance of SE-SR of methane for hydrogen production in a 1 MWth 

bubbling fluidised bed reactor. The analysis begins by examining the influence of select operating 

parameters, including initial bed temperature, particle size and bed aspect ratio. Then, the product 

compositions resulting from the different conditions are compared. Next, a reduced model is used to 

analyse the 1 MWth capacity system operating in circulating mode, which includes scaled loopseals and 

calciner. 

The second part of this section focuses on evaluating the performance of industrial size SE-SR reactor, 

scaled up using Model H. Comparisons of product composition, particle volume fraction, bubble 

distribution, and pressure drop are made to analyse both hydrodynamic and chemical performance 

changes with scale. This provides insights into how process performance may be impacted at different 

capacity levels. 
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7.3.1 Performance analysis of 1 MWth reactor scale for SE-SR of methane in BFB 

reactor 

7.3.1.1 Effect of initial bed temperatures 

Bed temperature is a crucial parameter as it can directly influence the kinetics of chemical reactions, 

overall thermodynamic equilibrium as well as fluidisation hydrodynamics [530]. Temperature governs 

the rates of methane reforming, water-gas shift reaction, and carbonation/calcination cycles, which 

determine the extent of hydrogen production and CO2 capture. The effect of bed temperature was 

evaluated by varying the initial bed temperature between 773 and 1023 K, while holding all other 

operating parameters including pressure and superficial gas velocity constant. The temperature and 

superficial velocity of the gas inlet were maintained at 873 K and 0.34 m/s, respectively, as presented 

in Table 6.2. Other parameters including S/C ratio and sorbent composition is same as that of the 

bench-scale listed in Table 5.4. 

Figure 7.3 shows how the product distribution (dry basis) profile changes with increasing bed 

temperature. At lower bed temperature (773 K), the hydrogen composition is relatively low (70.5%), 

primarily due to the limited catalytic activity of the Ni-based catalyst at those temperatures. It has 

been reported that temperatures below a certain threshold (typically around 720 K) significantly affect 

hydrogen production due to the activation energy of the reaction and conditions [531,532]. As the bed 

temperature rises to 873 K, hydrogen composition increases to approximately 96%, owing to the 

enhanced kinetics of the methane steam reforming reaction and the simultaneous carbonation 

reaction. However, beyond a bed temperature of 873 K in this case, the hydrogen composition starts 

to decrease, reaching 77% at 1073 K. This reduction in hydrogen composition at very high 

temperatures is likely due to the reverse water-gas shift reaction becoming more prominent, 

consuming hydrogen to produce carbon monoxide and water. 

The opposite trend is observed for CO and CO2. It should be expected that since the water-gas shift 

reaction favours the conversion of CO to CO2 at lower temperatures, increasing temperature should 

lead to a rise in CO composition. However, it is interesting to see that CO reduces from 3.72% observed 

at 773 K to ~1% at 873 K, before rising to 12.67% at 1073 K due to equilibrium shift towards the 

production of CO. This initial reduction in CO composition can be attributed to the improved catalytic 

activity and subsequent kinetics of the water-gas shift reaction at that temperature, coupled with the 

in-situ CO2 removal, which overshadowed the equilibrium shift favouring CO production. Conversely, 

the CO2 composition initially increases from 0.087% at 773 K to 0.61% at 873 K, but then further 

increases to 9.8% at 1073 K, primarily due to reduced carbonation, since carbonation reaction is 

exothermic. The methane composition continuously decreases from 25.6% to near zero as the bed 
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temperature increases, indicating higher methane conversion at elevated temperatures. This 

behaviour is expected, as the endothermic methane steam reforming reaction is favoured at higher 

temperatures. 

 

Figure 7.3: Distribution of CH4, CO, CO2 and H2 compositions as a function of bed temperature. 

It is also important to consider the transient temperature profiles of the particles and fluid phases 

during operation at different bed temperatures. Figure 7.4 illustrates the time evolution of both the 

particle and fluid temperatures in the reactor at different bed temperatures. Interestingly, at a bed 

temperature of 773 K, the temperature gradients between the particle and fluid phases are initially 

higher, indicating thermal limitations within the system. The fluid temperature exhibits an initial drop 

of 78.78 K, which continues to decrease before stabilising after approximately 70 seconds. The bed 

temperature drop was only 0.2 K after 100 seconds. However, as the bed temperature increases, the 

temperature gradients between the particles and the fluid phase are relatively smaller, while the bed 

temperature drops become relatively more pronounced. At a bed temperature of 873 K, the fluid 

temperature is the same as the bed’s, with a bed temperature drop of 0.88 K after 100 seconds of 

simulation time. At 973 K, there is a temperature drop of 6.09 K in the particle phase, which stabilises 

after approximately 40 seconds. Similarly, at 1073 K, a temperature drop of 9.24 K is observed, with 

the bed reaching stabilisation after around 60 seconds. 
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These temperature drops can be attributed to the dominance of the SMR reaction during the initial 

stages of the process. The shorter stabilisation times observed at higher bed temperatures (40 seconds 

at 973 K and 60 seconds at 1073 K) compared to the lower temperature of 773 K (70 seconds), suggest 

improved heat transfer dynamics and faster thermal equilibrium at elevated temperatures. As the 

reaction progresses, the WGS reaction and the heat released from the carbonation of the sorbent 

material contribute to the heat balance within the reactor. 

 

Figure 7.4: Time evolution of particle and fluid temperatures at different initial bed temperatures. 

Dashed lines represent average particle temperature and solid lines represent average fluid 

temperatures. 

To further understand the heat transfer characteristics at various bed temperatures, Figure 7.5 shows 

the contours of temperature distribution within the reactor volume. At lower temperature of 773K, a 

clear temperature gradient can be seen at the bottom, with colder temperatures near the bottom that 

gradually increase up the reactor height. However, as the initial bed temperature rises to 873 K, 973K 

and 1073K, the contours become more uniformly spaced at the bottom, indicating more consistent 

heat transfer across the bed. 
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Figure 7.5: Contour of temperature distribution coloured by fluid temperature within the reactor at 

different initial bed temperatures of (a) 773 K, (b) 873 K, (c) 973 K and (d) 1073 K. 

7.3.1.2 Effect of bed aspect ratios 

The aspect ratio of a fluidised bed, defined as the ratio of its height to its diameter, can influence its 

hydrodynamics and performance [533]. This section explores how variations in bed aspect ratio impact 

factors like bubble size distribution, particle mixing, and product composition for the 1 MWth hydrogen 

production scale. Bed aspect ratios of 0.4, 1.2, 1.6 and 2 were investigated, with superficial velocity 

maintained at 0.34 m/s. A low aspect ratio corresponds to a wider, shorter bed while a higher ratio 

indicates a narrower, taller configuration.  

Figure 7.6 displays the variation in product gas composition as a function of the bed aspect ratio (H/D), 

revealing the influence of this parameter on SE-SR of methane. As the bed aspect ratio increases from 

0.4 to 0.8, the hydrogen composition exhibits an increase from 92.4% to 96%. This increase can be 
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attributed to the improved gas-solid contact and enhanced mass transfer at the higher bed aspect ratio, 

promoting SMR and WGS reactions responsible for hydrogen production. Interestingly, as H/D is 

further increased from 0.8 to 2, the hydrogen composition remains relatively constant, with only a 

marginal increase of 1.5%. This observation suggests that beyond a certain bed aspect ratio, the 

benefits of improved gas-solid contact and mass transfer may reach a plateau, and other factors, such 

as heat transfer limitations, become more dominant in influencing the hydrogen production. In 

contrast to the behaviour of hydrogen, the compositions of methane, CO and CO2 exhibit a decreasing 

trend with increasing bed aspect ratio. The methane composition decreases from 3.65% at H/D = 0.4 

to approximately 1% at H/D = 2, indicating improved methane conversion at higher bed aspect ratios 

due to better gas-solid interactions and longer residence times. Similarly, the CO composition 

decreases from approximately 3% at H/D = 0.4 to 0.8% at H/D = 2, while the CO2 composition reduces 

from 0.67% to approximately 0.6% over the same range. These reductions in CO and CO2 compositions 

can be attributed to the enhanced WGS reaction and improved carbonation of the sorbent material at 

higher bed aspect ratios, facilitated by the improved gas-solid contact and longer gas residence time. 

 

Figure 7.6: Distribution of CH4, CO, CO2 and H2 compositions as a function of bed aspect ratios. 
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extended contact period between the gas and solid phases enhances mass transfer and reactive 

performance. This increased residence time allows for more efficient conversion of methane and 

subsequent production of hydrogen, CO, and CO2. However, it also means that the gases spend 

relatively longer time traversing the length of the reactor before exiting, as evidenced by the delayed 

appearance of the exit gases in the graphs for H/D=2, where the gas is observed after 5 seconds. 

Secondly, the low gas flow rates observed at higher bed aspect ratios could be a result of high bubble 

gas holdup. As reported by Werther [534], an increase in bed diameter causes a reduction in bubble 

gas holdup. Therefore, at higher bed aspect ratios, the relatively low bed diameter and subsequently 

high bubble gas holdup can contribute to higher gas residence time, effectively reducing the product 

gas flow rates at the reactor outlet. Although the longer contact time promotes better conversion and 

utilisation of the reactants, the increased bubble gas holdup counteracts this effect by retaining a 

portion of the gas within the reactor, resulting in lower gas flow rates at the outlet. 

 

Figure 7.7: Instantaneous molar flow rates of (a) CH4,  (b) CO, (c) CO2, and (d) H2 over time. 
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In addition to influencing product composition and residence times, the bed aspect ratio also alters 

the gas bubble characteristics. Figure 7.8 shows the number of bubbles appearing for each H/D and 

their mean bubble sizes, obtained for the last 2 seconds. The number of bubbles exhibits an inverse 

relationship with the bed aspect ratio. At higher bed aspect ratios, a lower bubble count is observed, 

suggesting that fewer but larger bubbles are present within the reactor. Conversely, at lower bed 

aspect ratios, a higher number of smaller bubbles are observed. The total bubble count reduced from 

856 at H/D = 0.4 to 610 observed at H/D = 2. 

In contrast to bubble count behaviour, the mean bubble size increased from 0.058 to 0.104 as H/D 

increases from 0.4 to 2, respectively, which indicates the tendency for bubbles to coalesce and grow 

in size as they rise through the increased bed height. This phenomenon can be attributed to the 

increased residence time and the potential for bubble coalescence over the longer path length [535]. 

However, most of the bubble sizes lie between 0.05 and 0.15 m. This bubble behaviour is also visually 

depicted in the contour of volume fraction presented in Figure 7.9. More bubbles can be seen in the 

wider bed compared to the narrow bed (high H/D). 
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Figure 7.8: Bubble size distribution at various bed aspect ratios (a-e), and (f) mean bubble diameter 

for the different bed aspect ratios. db is the bubble size while D is the bed diameter for each aspect 

ratio. 
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Figure 7.9: Contour of particle motion at different bed aspect ratio coloured by particle volume fraction, 

where (a), (b), (c), (d), and (e) represents H/D = 0.4, 0.8, 1.2, 1.6, and 2, respectively. 

Figure 7.10 reveals the trend in pressure drop along the height of the reactor with respect to the bed 

aspect ratio. As the aspect ratio increases, reflecting a taller, narrower bed configuration, the pressure 

drop also increases. Conversely, reducing the aspect ratio leads to a decrease in pressure drop across 

the reactor. This behaviour can be explained by considering the combined effects of the bed weight, 

geometry, and superficial gas velocity. At higher aspect ratios, the increased bed height contributes to 

a larger static bed weight, resulting in a higher pressure drop. According to the study by Rao et al. [536], 

this then necessitates higher gas velocities to overcome the effects of greater pressure drop and bed 

weight associated with taller, narrower geometries. A study by Rao et al. [536] found through 

experiments that the minimum velocity needed for fluidisation increases when the diameter of the 

column becomes smaller or the height of the particulate bed rises. Their work attributed these 

observations to wall friction effects, which counter both the weight of the bed and the drag force 

exerted on particles during fluidisation. 
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This study’s trend of declining gas flowrates with increasing aspect ratio (Figure 7.7) further supports 

the need for higher velocities at taller, narrower configurations to maintain the desired 1 MWth 

hydrogen output against stronger pressure drops. The gas velocity must increase to achieve the desired 

hydrogen flowrate, especially for reactors with a small cross-section like H/D=2. 

 

Figure 7.10: Pressure-height profiles for SE-SR of methane at different bed aspect ratios from 0.4 to 

2.0. 
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the minimum fluidisation velocity, bubble dynamics, and pressure drop across the reactor [537–539]. 

Thus, it is worthwhile to investigate how varying the particle size of the sorbent and catalyst material 
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Figure 7.11 presents the product distribution at different particle sizes for SE-SR of methane. The 

trends indicate that increasing particle size did not significantly impact the overall composition, as 

hydrogen composition only increases slightly by ~1% as particle size rises from 500 to 1200 μm, while 

CH4 and CO both reduce by 0.8% and 0.78%, respectively. Interestingly, the trend observed for CO2 

composition deviates from the other components. Initially, the CO2 concentration drops by 0.035% as 

the particle size increases from 500 to 800 µm. However, as the particle size was further increased 

from 1000 to 1200 µm, the CO2 concentration rose by 0.02%. This non-monotonic behaviour could be 

related to changes in heat transfer mechanics associated with larger particle sizes [537]. With the 

exothermic nature of the carbonation reaction, coupled with the larger particle sizes and the 

associated reduced heat transfer, the carbonation reaction may be hindered, thereby leading to a 

relatively higher CO2 concentration in the product stream. From the combined results of Figure 7.11 

and Figure 7.12, sizes between 500 μm and 600 μm seem to optimise hydrogen yield while minimising 

CO2 production, without impacting on bubble dynamics. 

In Figure 7.12, the contour of the volume fraction shows a decline in bubble numbers and size within 

the reactor as the particle size increases, indicating that the superficial gas velocity was no longer 

sufficiently above the minimum needed to sustain bubbling fluidisation. Based on calculation and the 

current umf used in this study, this observation suggests that the superficial gas velocity must be more 

than 3.4 times or at least 5.8 times the minimum fluidisation velocity (5.8umf or >3.4umf), to maintain 

a bubbling fluidised state for larger particle sizes and avoid packed bed conditions.  
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Figure 7.11: Influence of particle sizes on the product composition of SE-SR of methane at constant 

superficial gas velocity (0.34 m/s) for 1MWth case. 

 

 

Figure 7.12: Contour of particle volume fraction at different particle sizes: (a) 500 µm, (b) 650 µm, (c) 

800 µm, (d) 1000 µm and (e) 1200 µm. 
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The packed bed behaviour observed with increasing particle size is also reflected in the pressure drop 

profiles shown in Figure 7.13. Figure 7.13 presents the time-averaged pressure drop profiles for the 

different particle sizes at a constant gas velocity of 0.34 m/s. The graph depicts that as the particle size 

increases, the pressure drop across the bed decreases. This behaviour can be explained by the well-

known Ergun equation, which relates the pressure drop across a fluid flow through a packed bed, to 

the particle size and other parameters like superficial gas velocity. The Ergun equation is given by [495]: 

120 

 

 

From the Ergun equation, it is clear that the pressure drop per unit length (∆P/L) is inversely 

proportional to the particle diameter (dp). This means that as the particle size increases, the pressure 

drop decreases under packed bed conditions, as observed for particle sizes between 650 and 1200 µm. 

The impact of this decreased pressure drop with larger particle sizes could lead to potential hot spot 

formation and thermal limitations, as evident from the increasing CO2 concentration observed when 

the particle size was increased to 1200 µm. Moreover, it is well-established that the pressure drop in 

bubbling fluidised beds is generally higher than in fixed bed conditions [540]. 
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Figure 7.13: Time-averaged pressure profiles for SE-SR of methane at different particle sizes from 500 

µm to 1200 µm along the normalised bed height. 
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is kept constant. This approach would necessitate increasing the superficial gas velocities between 
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as the minimum fluidisation velocity is known to increase with increasing particle size. 
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Figure 7.14 presents the simulation results of the product gas composition, after 400 seconds 

simulation time, in the reformer and calciner when operating in circulating mode. In the reformer, the 

mole fractions of hydrogen and methane are seen to decrease by approximately 1%, while the CO and 

CO2 compositions increased by a similar amount, relative to the product compositions of the 

standalone bubbling bed SE-SR reformer discussed in Section 7.3.1. This behaviour can be attributed 

to the circulation of hot solids between the reformer and calciner. The hot solids originating from the 

calciner, which operates at a much higher temperature than the reformer, increased the average bed 

temperature in the reformer above its initial temperature of 873 K. This higher temperature in the 

reformer has two noticeable impacts on the product gas composition. Firstly, the increased 

temperature favoured the SMR reaction, leading to enhanced methane conversion. This results in a 

decrease in the mole fraction of methane in the reformer's product gas, as more methane is converted 

to CO and hydrogen. Secondly, the higher temperatures in the reformer reduced the CO2 sorption 

capacity of the sorbent material. This means that CO2 capture from the product gas is slightly reduced, 

leading to an increase in the mole fraction of CO2 in the reformer's output. The combined effect of 

increased methane conversion and reduced CO2 sorption due to the elevated temperatures in the 

reformer explains the observed decrease in hydrogen and methane, and the increase in CO and CO2 

compositions in the product gas when operating in the circulating mode.  
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Figure 7.14: Distribution of product compositions in the reformer/carbonator and the calciner of the 

1 MWth SE-SR of methane in CFB system. 

Moreover, it has been earlier discussed that higher bed temperatures in the reformer adversely affects 
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temperature difference indicates that the calciner is effectively removing a significant amount of heat 

from the system. The second loopseal returning solids from the calciner to the reformer (Loopseal 2) 

reaches a markedly higher average temperature of around 1039 K, compared to Loopseal 1. This 

temperature rise in the second loopseal is a direct consequence of the hot solids being introduced 

from the calciner, leading to a substantial increase in the local temperature prior to re-entering the 

reformer bed. 

 

Figure 7.15: Particle and fluid temperature distribution in the CFB components – reformer/carbonator, 

loopseals and calciner after 400 seconds simulation time. 
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loopseals connecting the reactors. These transition zones exhibit localised temperature variations, 

likely due to the complex flow patterns and mixing dynamics of the solid particles as they circulate 

between the reactors. The presence of these temperature gradients in the loopseals underscores the 

importance of carefully designing and managing these interconnected components to ensure the 

desired thermal conditions are maintained throughout the system. 

 

Figure 7.16: Contour plot of the time-averaged (a) particle and (b) fluid temperature distribution for 

the 1 MWth SE-SR of methane in CFB system. 

Turning to the fluid temperature in Figure 7.16b, the contour plots show a more uniform distribution 

across the different reactor sections. In the reformer, the fluid temperature is observed to increase 

gradually from the bottom to the top, indicating that the hot solids entering the reformer from the 

calciner are effectively heating the gas phase as it flows upward. This temperature gradient in the 

reformer can influence the reaction kinetics and product composition, as discussed earlier. Conversely, 

in the calciner, the fluid temperature exhibits a slight axial reduction from the bottom to the top. This 
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suggests that the heat is being effectively extracted from the gas phase, through the endothermic 

decomposition of the sorbent material and the release of CO2. Notably, at the solid inlet to the 

reformer, the fluid temperature is observed to be higher, a direct consequence of the hot solids coming 

from the high-temperature calciner. 

 

Figure 7.17: Pressure profile in the reactor components for the 1 MWth SE-SR of methane in CFB 

system. 

The pressure profiles within the different components of the SE-SR CFB system, as depicted in Figure 

7.17, provide insights into the fluid dynamics and flow resistance encountered throughout the system. 
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typical hydrodynamic behaviour of fluidised beds [541]. As the fluidising gas flows upward through the 

dense particle bed, the pressure drop tends to decrease along the bed height due to the decreasing 

solids inventory and the expansion of the gas volume.  
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differences in the operating conditions and the physicochemical processes occurring within each unit. 

Within the calciner, the endothermic sorbent regeneration reaction results in a substantial 

temperature decrease of over 100 K, as evidenced in Figure 7.15. This cooler temperature for the 

nitrogen gas leads to an increase in the density of the fluidising gas. Higher fluid density is known to 

correlate with increased flow resistance. In fluidised beds, pressure drop has been reported to 

decrease with increasing temperature due to the reduction in gas density at elevated temperatures 

[542].  

Regarding the pressure drop in the loopseals, the results show that the top loopseal (Loopseal 1) 

experiences a higher pressure drop than the bottom loopseal (Loopseal 2). The maximum pressure 

drops were 6.11 kPa and 5.90 kPa for Loopseal 1 and Loopseal 2, respectively. This behaviour can be 

correlated to increased solids carryover and circulation momentum in loopseal connected to reactor 

exits versus inlets. Previous studies have established that bed inventory of solid particles in a CFB 

system has a significant influence on the pressure drop across various components [543]. Specifically, 

an increase in the bed inventory leads to a higher pressure drop. The denser particle bed in Loopseal 

1 contributed to the observed higher pressure drop of 6.11 kPa in this component. In contrast, 

Loopseal 2 at the bottom of the system required a higher aeration rate to facilitate the efficient 

circulation of solids from the calciner to the reformer. A previous study has shown that, an increase in 

the aeration rate leads to a higher solid circulation rate, when fluidising gas velocity and bed inventory 

are kept constant [544]. The higher aeration rate maintained in Loopseal 2 kept the solid concentration 

relatively lower in this section, compared to Loopseal 1. This reduced solids concentration in Loopseal 

2, then resulted in a lower pressure drop of 5.90 kPa, as observed in the results. The solid concentration 

within the system is visually depicted in Figure 7.18. 
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Figure 7.18: Contour plot of (a) particle volume fraction and (b) CaCO3 mass fraction distribution for 

the 1 MWth SE-SR of methane in CFB system. 

Figure 7.18a depicts the contour plot of the spatial distribution in the concentration of solid particles 

throughout the different components of the SE-SR CFB system. In the reformer, the contour plot shows 

a relatively high solid volume fraction, shown in red, and uniformly distributed bubbles in the bottom 

section, indicating a dense particle bed. This dense bed region is essential for efficient contact between 

the solid sorbent, the reactant gases, and the heat transfer required for the SMR reactions. At the top 

of the reformer bed, the concentration lessens into dilute dispersion, depicted in blues, where solids 

become less dense and bubbles erupt. This behaviour aligns with expected fluidisation hydrodynamics 

[545]. The loopseals connecting the reformer and the calciner also exhibited higher particle volume 

fractions. This observation suggests that the loopseals effectively captured and circulated the solid 

particles between the two reactors, maintaining a consistent solids inventory and flow throughout the 

system. Evidently, Loopseal 1 displays strongly dense regions, supporting its higher measured pressure 

drop, in comparison with Loopseal 2. 
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Complementing the solid volume fraction distribution, the CaCO3 distribution contour plot provides 

insights into the spatial distribution of the sorbent material within the system. In the reformer, the 

CaCO3 concentration is slightly higher in the bottom section, where the dense particle bed resides. This 

distribution aligns with the expected behaviour discussed in Chapter 4, as the sorbent material is 

primarily responsible for the CO2 capture in the reformer. Nevertheless, across the reformer the 

sorbent material is evenly distributed, without noticeable particle segregation. The calciner exhibited 

a reverse trend, with strong CaCO3 depletion at the bottom, indicating efficient desorption in this 

region. 

7.3.3 Effect of scale 

The previous section focused on a 1 MWth hydrogen production system, providing insights into the 

thermal dynamics, flow characteristics, and overall performance within the system. In this section, the 

effect of scale is investigated by expanding the analysis to 50 MWth and 150 MWth hydrogen 

production capacities to cover a range of small to medium industrial scale applications. This analysis 

will focus on the solid-gas flow patterns, pressure profiles, and product gas composition. Additionally, 

a quantitative equation was developed through non-linear regression analysis to describe the scale 

factor relationship based on methane conversion. The findings from this multi-scale analysis will 

contribute to the development of design guidelines and operational strategies for the successful 

implementation of SE-SR of methane at industrial scales. 

7.3.3.1 Bubble distribution and particle volume fraction 

The dimensionless bubble distribution plotted in Figure 7.19 showed some similarities across various 

scales, albeit with slight deviations worth further examination. It is observed that in Scale 1 (1MWth), 

the bubble at the bottom appears marginally larger than those in Scales 2 (50 MWth) and 3 (150 

MWth). Conversely, at the top of the bed, scales 2 and 3 demonstrate comparatively larger bubble 

sizes than the 1 MWth scale. Interestingly, this observation parallels findings in Chapter 6 between 

bubble size distribution of the bench-scale and 1 MWth systems, where the bench-scale exhibited 

larger bubbles at the bottom. However, the disparity between Scales 2 and 3 diminishes, with bubble 

sizes displaying greater similarity, as depicted in Figure 7.19. Knowlton et al. [517] have observed that 

scaling parameters may change rapidly at small scales but level out to a near-constant value as size 

increases. This behaviour appears validated here by the diminished difference between the 50 and 150 

MWth bubble profiles. 
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Figure 7.19: Scatter plot of normalised bubble size distribution at different scales – 1, 50 and 150 MWth. 

The contour of particle volume fraction in Figure 7.20 illustrates the solid-gas flow patterns and particle 

distribution across different scales within the fluidised bed reformer/carbonator. Across all scales 

modelled, the volume fraction contours exhibited lower solids concentrations in the bottom region, 

indicating the typical formation of initial bubbles where the gas enters. The contour map also shows 

bubbles preferentially populating the central areas. This behaviour is well-established, as the centre 

offers lower frictional resistance for bubble ascent early in the bed. Moreover, previous studies have 

also observed this phenomena of centre-dominant bubble accumulation in fluidised beds, attributed 

to weaker wall interference allowing coalescence into larger cylindrical bubbles [546,547]. 

Furthermore, at the 1 MWth scale, the contour in Figure 7.20 indicates a relatively lower volume 

fraction towards the freeboard region, suggesting less particle ejection compared to the larger scales. 

This observation could be attributed to the milder hydrodynamic conditions prevalent in smaller 

reactors. Lower gas velocities and shallower bed depths typically associated with small-scale reactors 

may result in reduced turbulence and less vigorous particle movement, thus limiting particle 

entrainment into the freeboard. Progressing to 50 and 150 MWth scales, the contour exhibits higher 

solid volume fractions extending into the freeboard region, indicating a greater propensity for particle 

ejection at larger scales. This ties directly to the increased bubble size and breakage propounded to 

explain the shifting of 50-150 MWth bubble size distributions seen in Figure 7.19. 
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Figure 7.20: Contour of particle volume fraction for the reformer/carbonator at different scales: (a) 1 

MWth, (b) 50 MWth and (c) 150 MWth. 

7.3.3.2 Product composition 

The composition of product gas from the reformer/carbonator for each of the scales was determined 

by averaging results of the last 10 seconds of simulation time when simulation reached quasi-steady 

state, while maintaining constant particle sizes across scale and under isothermal conditions. Figure 

7.21 shows very slightly scale-dependent trends for the compositions. 

The hydrogen composition in the product gas showed a slight increase as the scale was increased. At 

the smaller Scale 1, the hydrogen composition was around 96%. This increased to 96.3% for Scale 2 

and further to 96.8% for Scale 3. There are number of reason this could happen. Firstly, the high degree 

of turbulence achieved in the larger reactors, as discussed in Section 7.3.1, likely led to improved 

mixing between the reactants and the particles. This more effective mixing would enhance the steam 

reforming reaction kinetics and drive the reaction further towards production of hydrogen. This 

assumption of high level of turbulence corresponding to effective mixing, is often valid for large-scales, 

as the relationship between turbulence intensity and mixing efficiency can be more nuanced at smaller 

scales [548]. Secondly, the larger reactors, with their increased overall volume, could have provided 

more total active sites for the reforming and carbonation reactions to occur. This increase in active 

sites, particularly on the sorbent, could further enhance hydrogen production by favouring these 

reactions over competing side reactions. Thirdly, any heat transfer or mass transfer limitations within 
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the sorbent particles that may be present at the smaller scales could be lessened in the larger reactors. 

However, further experiments are still needed to definitively elucidate the cause of this behaviour.  

 

Figure 7.21: Composition of CH4, CO, CO2, and H2 in the product gas of the reformer/carbonator at 

different scales. 

Accordingly, the methane, CO and CO2 contents all saw a decreasing trend with scale. The decreasing 

trends observed in the CO and CO2 compositions, from 1.6% and 0.6% at the 1 MWth scale to around 

0.98% and 0.58% at the 150 MWth scale, respectively, demonstrate improved CO conversion and CO2 

sorption. Conversely, the slight reduction in methane composition from around 2% at the 1 MWth 

scale to 1.7% at the 150 MWth scale indicates improved methane conversion. 

In Figure 7.22, the species distribution contours depict the reaction progression within the reactors 

across scales. Near the bottom, high methane concentrations are observed for all cases. This is 

expected, as this is the region where the reactant gas (methane) is introduced and the initial steam 

reforming reactions take place. As the gas flow upwards through the reactor, the methane 

concentration gradually decreases along the reactor height, indicating the progressive conversion of 

methane to other products. Slightly above the methane-rich bottom region, another consistent feature 
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is the presence of a zone with higher CO concentration. This CO-rich region is due to the intermediate 

formation of CO as an early product of the methane steam reforming reaction. However, similar to the 

methane, the CO concentration also decreases along the reactor height, suggesting that water-gas shift 

reaction is converting the CO to hydrogen and CO2. Notably, the height and uniformity of these 

stratified reaction profiles remain highly consistent between scales. Analogous to the CO distribution, 

the CO2 concentration shows a similar trend, with higher values in the middle regions of the reactor 

and a decrease towards the top due to CO2 sorption by the sorbent. Finally, at the top region of the 

reactor, the dominant species is observed to be hydrogen. 

 

Figure 7.22: Contour of product distribution (a) CH4, (b) CO, (c) CO2, and (d) H2 in the 

reformer/carbonator at different scales from 1 to 150 MWth, coloured by mole fraction (wet basis). 

7.3.3.3 Pressure drop profile 

The data in Figure 7.23 shows a significant rise in the maximum pressure drop, from 11.6 kPa at the 1 

MWth scale to 39.8 kPa at the 50 MWth scale and further to 62.1 kPa at the 150 MWth scale. One of 

the primary reasons for the higher pressure drop in the larger-scale reactors is the increase in bed 
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height. As the reactor size is scaled up, the bed depth also increases to accommodate the larger 

volumetric throughput of the reactants. According to the Ergun equation, which describes the pressure 

drop in a packed bed, the pressure drop is directly proportional to the bed height [428]. Therefore, the 

taller beds in the 50 MWth and 150 MWth scales naturally result in higher overall pressure drops 

compared to the smaller 1 MWth scale. While it is true that the increase in pressure drop with scale is 

a common challenge in the scale-up of fluidised bed systems and is not unique to the SE-SR process, is 

important to note that the magnitude of the pressure drop can have significant implications for the 

operation of this SE-SR system at larger scales. 

According to Knowlton et al. [517], scaling up enlarges the bed depth dimensions, creating a much 

greater pressure differential across the enlarged height that intensifies gas compression effects. 

Particularly, the high pressure at the bottom drives the gas to find the path of least resistance to 

efficiently reach the lower pressure at the top. This can eventually result in channelling flow rather 

than uniform fluidisation. However, operating at higher system pressures reduces this risk. That is 

because increasing the baseline system pressure decreases the relative impact of the same differential 

pressure across the bed height, on gas compression. Put another way, the gas is compressed over a 

smaller range relative to the operating pressure. Therefore, taller beds are less prone to bypassing 

behaviours at higher operating pressures. This mean that the higher pressure drops encountered in 

larger-scale SE-SR reactors may require the use of more powerful blowers or compressors to overcome 

the increased flow resistance, leading to higher energy consumption and operating costs [496]. 



209 
 

 

Figure 7.23: Pressure drop profiles along the normalised bed height of the reformer/carbonator at 

different scales. 

7.4 Summary  

This chapter has explored the performance of scaled-up SE-SR of methane, analysing the impact of 

various operating parameters and performance at much larger scales. The analysis began by examining 

the influence of bed temperature, particle size, and bed aspect ratio on the product composition in a 

bubbling fluidised bed reactor for 1 MWth hydrogen production. 

Building upon the 1 MWth bubbling bed studies, the focus then shifted to evaluating the performance 

of the SE-SR process in a circulating mode, where the reformer/carbonator was integrated with the 

calciner and loopseals using a reduced model. This approach allowed for the examination of the 

complete process cycle, including sorbent regeneration and continuous operation. The product 

distribution in the reformer under circulating mode conditions revealed changes compared to the 

standalone bubbling bed, with reductions in hydrogen and methane compositions, and increases in 

CO and CO2 concentrations, which were attributed to the impacts of sorbent regeneration and thermal 

changes.  
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Thereafter, the system with 1 MW hydrogen production capacity was scaled up to larger 50 MW and 

150 MW scales to examine the effects and effectiveness. The analysis highlighted the observed 

differences in the bubble distribution and particle entrainment within the reformer at the different 

scales. Pressure drops considerations were discussed and a scaleup function model based on methane 

conversion was also proposed.  

The CPFD analysis of SE-SR conducted in this chapter for 1 – 150 MWth has aided in understanding the 

micro-level details of the process, which are critical during the initial stages of technology development 

and scale-up. Now that the behaviour of this process at large scales has been established, the focus of 

the next chapter shifts to evaluating the economic viability and overall system performance at larger, 

industrially relevant scales. 
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 Bench-marking large-scale SE-SR of methane against 

conventional technologies for low-carbon hydrogen generation 

This chapter is based on the peer-reviewed publication: 

• Udemu C, Font-Palma C. Potential cost savings of large-scale blue hydrogen production via 

sorption-enhanced steam reforming process. Energy Convers Manag 2024;302:118132. 

https://doi.org/10.1016/j.enconman.2024.118132.  

8.1 Introduction  

This chapter adopts a process simulation tool (Aspen Plus® software), incorporating more complete 

unit operations (including hydrogen compression unit), to benchmark SE-SR of methane against 

commercially competitive blue hydrogen technologies, including SMR and ATR-GHR with CCS. These 

technologies have been reviewed in Section 2.2.3 of Chapter 2. An advanced variation of the traditional 

SMR, known as gas heated reforming (GHR), can be integrated with an ATR, in a novel configuration. 

The heat required for steam reforming in the GHR is supplied by heat exchange from a high-

temperature effluent gas leaving the ATR, as opposed to furnace used in conventional SMR process 

[549]. The combined system can serve the purpose of improved energy efficiency (for the SMR side), 

reduced oxygen consumption and improved H2/CO ratio (for the ATR side). There are few studies 

concerning this combined ATR-GHR system available in the public domain [106,549]. In this study, a 

CCS unit will be integrated into the SMR and ATR-GHR technologies to capture emitted CO2 from the 

plants. 

Amine-based absorption is a widely researched and implemented approach for CO2 capture from 

industrial flue gases [550,551] and have been retrofitted into existing reforming plants [552]. 

Monoethanolamine (MEA) is the most used solvent but its high energy consumption during the 

regeneration phase is a major concern. This has led to the development of tertiary amines such as 

methyldiethanolamine (MDEA) as alternative solvents. MDEA, when modified or activated with high 

CO2-reactive compounds like piperazine (PZ), enhances CO2 absorption and reduces energy 

requirements compared to other amines [553]. Oh et al. [554] evaluated the performance of activated 

(PZ) MDEA based CCS, integrated with hydrogen production plant, under different operating 

parameters such as solvent composition, CO2 removal efficiency and CO2 loading. Sensitivity analysis 

showed that CO2 removal efficiency and solvent composition had great impacts on energy 

consumption. Optimal PZ and MDEA concentrations varied with CO2 removal target. At high CO2 

https://doi.org/10.1016/j.enconman.2024.118132
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removal efficiency of 95%, higher MDEA concentration reduced energy needs due to increased solvent 

flow rate. At 95% removal efficiency, the reboiler duty slightly decreased when PZ concentration 

increased from 10 to 15 wt%, whereas at 90% removal efficiency, the reboiler duty increased for PZ 

concentrations of 10% or higher. Similarly, Kum et al. [555] evaluated the role of activated MDEA 

solvent to significantly reduce thermal energy requirements and CO2 capture costs in a medium-sized 

hydrogen production plant, with an output of approximately 5,126.5 kmol/h (equivalent to 340 MWth 

(LHV)). Using process simulation and techno-economic optimisation, they found that at 90 and 99% CO2 

capture rates, the reboiler duty of the CCS plants was around 70% lower, compared to typical amine-

based processes.  

For a large-scale blue hydrogen production plant, an additional important consideration is hydrogen 

storage and transmission. Some economic analyses in the literature currently overlook the costs linked 

to hydrogen storage downstream of production, with initial techno-economic assessments often 

concentrating solely on the production process. This chapter lays important groundwork by 

considering hydrogen storage costs, since hydrogen storage can introduce further capital expenditures 

and energy penalties that can influence end-user pricing. Several hydrogen storage methods exist, 

including physical methods like compressed hydrogen, adsorption method, as well as chemical 

methods such as metal hydrides. However, among these, compressed hydrogen remains the most 

established storage method [556]. Hydrogen is usually produced at low pressures from these 

reforming plants; therefore, further compression is required to load the hydrogen into vessels or 

pipelines for storage and distribution. Centrifugal and reciprocating compressors are generally used 

for hydrogen compression, with key design factors including the discharge pressure, flow rate and 

compressor staging [557]. In this work, hydrogen compression to 200 bar is adopted to meet both 

storage and pipeline transport requirements [558].  

SE-SR is a promising hydrogen production technology but remains in its early stages of development, 

with very few small-scale pilot plants in existence [146]. Because of its low TRL, SE-SR requires further 

evaluation to strengthen understanding of its real-world costs under scaled-up conditions. Therefore, 

the aim of this study is to benchmark SE-SR of methane against SMR and ATR-GHR with CCS for large-

scale blue hydrogen production, whilst providing insights into the end-to-end potential cost reduction 

opportunities as the processes are scaled up. SE-SR technology and well-established SMR and ATR-

GHR processes, integrated with piperazine/methyl diethanolamine (a-MDEA) CCS technology, were 

assessed based on a hydrogen production capacity of 600 MWth(LHV). Considering that some major 

energy companies have announced projects in the 500 – 1000 MWth range for commercial-scale blue 

hydrogen plants, these processes were also scaled up to 1000 MWth(LHV) to gain insights into their 

scalability. To enhance CO2 removal from high-pressure process gas while reducing reboiler duty, an 



213 
 

improved a-MDEA CCS configuration was adopted, which involves splitting and recycling semi-

regenerated solvent back into the absorber column. The SE-SR configuration adopted consists of an 

oxy-fuel combustion unit used to supply heat to the calciner. Cost sensitivity analysis was also 

conducted for these technologies with the impact of carbon pricing extensively studied. These plants 

were simulated using Aspen Plus® process simulation software, and the process models were validated 

against literature data. 

8.2 Methods 

This study conducts a comparative assessment of SE-SR technology and SMR and ATR-GHR (with CCS) 

technologies in the context of a newly constructed large-scale hydrogen production facility, including 

hydrogen compression, in the Humber region, UK. Using natural gas as the major feedstock, 600 MW 

hydrogen production capacity was evaluated, similar to the proposed capacity for the Hydrogen to 

Humber (H2H) Saltend project [559]. Methyldiethanolamine blended with an activator – piperazine – 

(a-MDEA) is used as the CO2 capture solvent due to its high CO2 removal rate [553]. SMR without CCS 

is used as the reference case for performing the cost assessment for the hydrogen plants, as described 

in Table 8.1.  

Table 8.1: Summary of all the cases studied. 

Production capacity Cases Description 

600 MW SMR-600 Reference hydrogen production by steam reforming 

without carbon capture. 

 SMR-CCS-600 Hydrogen production by steam reforming with a-MDEA 

carbon capture. 

 SE-600 Sorption-enhanced steam reforming plant 

 AG-CCS-600 Autothermal and gas-heated reforming with a-MDEA 

carbon capture plant. 

8.2.1 Process description and flow diagram 

8.2.1.1 Steam methane reforming (SMR) 

The process configuration and conditions for the SMR process studied, follows that of the industrial 

SMR plant described by Salem et al. [560]. High-pressure natural gas is supplied by the UK National 

Transmission System (NTS) and laminated to 30 bar. As shown in Figure 8.1, the fuel is pre-reformed 



214 
 

at 450°C over a nickel-based catalyst. The pre-reformer unit helps to breakdown the C2-C4 

hydrocarbons present in the natural gas and improve hydrogen yield. Product stream from the pre-

reformer is sent to the primary reformer to produce syngas. Due to the highly endothermic nature of 

steam reforming reaction, the primary reformer is operated at 870°C and steam-to-carbon ratio of 3, 

in the presence of a nickel-based catalyst. The generated syngas from the reformer is shifted under 

medium temperature to produce more hydrogen, which is then sent to the purification section. Using 

a medium temperature shift converter eliminates the need for two separate shift converters and is 

operated at a low temperature of 314°C, in the presence of CuO/ZnO/Al2O3 catalyst [561]. The process 

gas from the shift converter is then directed towards a four-bed pressure swing adsorber (PSA) unit, 

where 90% hydrogen is recovered at 99.99% purity, and the PSA off-gas directed to the furnace (with 

make-up natural gas) to produce heat for the plant [562]. Whilst the heat generated by the furnace is 

supplied to the reformer, the produced hydrogen is further compressed to a medium pressure of 200 

bar to enable transport via pipelines or tube trailers. This SMR process is used as the base case and 

has no CO2 capture unit integrated to it, whereas the SMR-CCS cases have CCS unit integrated at the 

exit of the reformer furnace. The CCS unit is described later in the section. 

 

 Figure 8.1: Process flow diagram for the conventional steam methane reforming process. 

8.2.1.2 Sorption-enhanced steam reforming (SE-SR) 

The SE-SR process, as shown in Figure 8.2, includes a dual bubbling fluidised reformer/carbonator and 

calciner, an oxyfuel combustor, pressure swing adsorption (PSA) columns, heat exchangers and other 

supporting and auxiliary units. Hydrogen production and CO2 capture takes place in the same reactor 

– reformer/carbonator. In the fluidised bed reformer/carbonator, natural gas is reformed with steam 

at an S/C ratio of 5, in the presence of a nickel-based catalyst to produce mainly hydrogen and CO2 
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[243]. The calcined dolomite sorbent material captures the CO2 generated during the reforming 

process, thereby shifting the equilibrium of the reforming reactions towards higher hydrogen yields, 

according to Le Chatelier's principle. The spent sorbent is regenerated in the calciner at a high 

temperature of 900°C and recycled to the reformer/carbonator [563]. Hydrogen-rich stream from the 

reformer is sent to the PSA to purify hydrogen to 99.99% purity with 90% recovery, and thereafter 

compressed to 200 bar. The heat required for calcination is supplied by the oxyfuel combustion unit 

by reacting the PSA off-gas and make-up fuel with pure oxygen provided by the air separation unit 

(ASU) [564]. Exit stream from the oxyfuel combustion unit is rich in CO2 and is combined with the CO2 

from the calciner for drying and compression. The CO2 stream is then compressed to 110 bar for 

transport. 

 

Figure 8.2: Process flow diagram for sorption-enhanced steam reforming process. 

8.2.1.3 Autothermal gas-heated reformer with CCS 

Figure 8.3 presents the hydrogen production process for an autothermal and gas heated reformer with 

CCS, similar to Johnson Matthey’s low carbon hydrogen process [565]. It comprises an autothermal 

reformer, gas-heated reformer, hydrogen purification and compression unit, a separate carbon capture 

unit and CO2 compression unit. Natural gas is first partially reformed in the gas-heated reformer (GHR) 

at S/C ratio of 1.5 and over nickel-based catalysts, to achieve 30% methane conversion [566]. The use 

of the GHR eliminates the need for an external heat source or furnace, as the heat is provided by the 

hot process gas leaving the ATR. The exit stream of the GHR contains hydrogen, CO2, and methane at 
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778°C and 35.3 bar and is directed to the ATR unit. In the ATR, the feed stream is oxidised with pure 

oxygen stream from the ASU unit at an oxygen-to-carbon (O/C) ratio of about 1.2, and at high 

temperature of 1050°C, to achieve ~99% methane conversion. The syngas from the reformer is cooled 

and sent to a medium temperature shift converter or isothermal shift converter, where water-gas 

reaction occurs at medium temperature of about 270°C, in the presence of modified Cu-based catalyst, 

to yield a reformer gas containing mainly CO2 and H2. The CO2 in reformer gas is removed in the carbon 

capture unit, while the H2-rich stream from the absorber is sent to the PSA, where 90% hydrogen is 

recovered at 99% purity.  

 

Figure 8.3: Process flow diagram for GHR-ATR process with CCS unit. 

8.2.1.4 CO2 capture Unit 

The CO2 capture unit uses amine-based solvent to remove CO2 from the reformer gas. Amine-based 

solutions are a widely used class of solvents generally composed of organic compounds containing 

amine functional groups, which can form chemical complexes with CO2 through absorption. There are 

several types of amines that are commonly used for carbon capture, including monoethanolamine 

(MEA), diethanolamine (DEA), and methyldiethanolamine (MDEA). MDEA is known for its low 

regeneration energy required to release the captured CO2 [567]. Piperazine (PZ) is another commonly 

used amine for carbon capture. It is a secondary amine with two nitrogen atoms, which can form strong 

chemical bonds with CO2 [553]. When MDEA and PZ are blended, they can offer improved performance 

for carbon capture. The PZ serves as an activator and can enhance the absorption capacity and 

selectivity of the MDEA, while the MDEA can improve the stability and regeneration properties of the 

PZ. This blended solvent, called a-MDEA, can also offer lower energy requirements compared to using 
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either solvent alone. In this work, the CO2 capture unit configuration presented in Figure 8.4 is similar 

to that of BASF carbon capture process, described by Matteo et al. [568]. The CCS unit includes an 

absorber column, a stripper, low pressure and high-pressure flash drums, as shown in Figure 8.4. The 

equilibrium model adopted assumes instantaneous equilibrium without considering possible mass 

transfer resistances, which could yield less accurate results [569]. More information on the column 

specification and kinetic parameters are contained in Appendix C. 

  

Figure 8.4: Process flow diagram of the a-MDEA carbon capture process (MU=make-up stream). 

For the ATR-GHR plant, the a-MDEA solvent captures CO2 from the reformer gas stream in the absorber, 

which is operated at a high pressure of 34 bar similar with the process gas. Operating the absorber at 

such pressure can improve the CO2 capture rate. Past studies have been conducted employing high 

operating pressure for the absorber column [570–572]. The CO2-rich solvent exiting the absorber first 

enters the high-pressure flash drum operating at 5 bar where some of the reformer gas is recovered, 

then to the low-pressure flash to regenerate some of the CO2. Exit stream from the low-pressure flash 

is split into two; the semi-lean solution recycled back to the absorber, and the other stream directed 

to the stripper at 1.15 bar to completely regenerate the CO2. The pure CO2 leaving the CCS unit is 

compressed to 110 bar for transport. However, for the SMR plant, the CO2 absorber is operated at a 

much lower pressure of 6 bar, due to the low pressure of the flue gas leaving the reformer furnace. 

The configuration of the CCS unit and other components’ process conditions remains the same, as 

described in the previous paragraph. The kinetic parameters and specification of the columns are 

presented in Appendix C. 
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8.2.1.5 Hydrogen and CO2 compression unit 

Hydrogen exits the plant at a pressure of 200 bar and temperature of 25°C [558]. A multi-stage 

centrifugal compressor was employed to achieve four-stage compression, with intercoolers positioned 

between each stage, as shown in Figure 8.5. Flash drums are included to separate any liquids present 

and an equal pressure ratio is applied between each stage. The hydrogen feed from the hydrogen 

purification unit enters Compressor 1, where it is compressed. Upon exiting, the hot compressed gas 

flows through an intercooler where cooling water lowers its temperature to 30°C. Then at an elevated 

pressure, it enters Compressor 2 for further compression. Again, intercooling cools the gas before the 

Compressor 3 further pressurises it. A final intercooler prepares the gas for the fourth stage 

compressor. From here, the hydrogen gas passes through a final cooler to reduce the temperature to 

25°C. More information on the operating conditions and parameters is presented in Table 8.3. 

 

Figure 8.5: Process flow diagram of the hydrogen compression system. 

8.2.2 Process simulation 

A commercial simulation tool, Aspen Plus®, was used to evaluate the mass and energy for the processes 

studied. Peng-Robinson-Boston-Mathias (PR-BM) and Steam-National Bureau of Standards (Steam-

NBS) equation of state (EOS) were used for SMR, SE-SR and ATR-GHR hydrogen production section of 

the plant, while the Electrolyte NRTL model was used for the a-MDEA CO2 capture process. The PR-BM 

EOS is suitable for modelling hydrocarbon systems, including natural gas and hydrogen, at high 
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pressures [476]. Steady-state conditions were assumed for all the processes, with uniform 

temperatures and pressures in the reforming reactors. The reactions used to model the processes, 

including the CO2-PZ-MDEA system are presented in the Appendix C. The main model inputs and 

operating conditions are presented in Table 8.2 and Table 8.3. All the process flowsheets developed in 

Aspen Plus are shown in the Appendix C. 

Table 8.2: Natural gas composition [573] 

Components Values (%mol) 

CO2 0.780 

CH4 92.420 

N2 2.880 

Ethane 0.302 

Propane 0.590 

C4+ 0.310 
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Table 8.3: Operating conditions and key units used in the model 

Process units Aspen unit model Parameter Value Unit Ref 

Reformer/ 

carbonator 

RGibbs Temperature 600 °C [574] 

Calciner RGibbs Temperature 900 °C [574] 

 Pressure 1 Bar [574] 

ATR RGibbs Temperature 1050 °C [575] 

Medium temperature 

shift converter 

RStoic Temperature  270 - 313 °C [560] 

Pumps Pump Mechanical Efficiency 85 % [288] 

Oxy-fuel combustor  RStoic Pressure   5 Bar  [576] 

 Oxygen purity 99 % [577] 

H2 compressor MCompr Isentropic efficiency 60 % [578] 

 Mechanical efficiency 92 % [578] 

 Intercooling temperature 30 °C [579] 

 Final stage H2 cooler 

temperature 

25 °C [579] 

CO2 compressor MCompr Isentropic efficiency 80 % [580] 

 Mechanical efficiency 97 % [580] 

 Number of compression 

stages 

4 - [580] 

 Intercooling temperature 30 °C [581] 

 Final stage CO2 cooler 

temperature 

30 °C [581] 
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8.2.3 Process performance indicators  

The performance of each of the processes were analysed using some key performance indicators 

including net process efficiency, cold gas efficiency, carbon capture efficiency, specific CO2 emissions 

and specific CO2 captured. The equations for calculating these parameters are presented in Table 8.4. 

Natural gas to electrical conversion efficiency, 𝜂𝑒,𝑒𝑓𝑓  of 49% was used, which corresponds to the 

average thermal efficiency of combined cycle gas power stations in the UK [582].  

Table 8.4: Technical performance indicators for the processes 

Parameters   Expressions  Equation  

Methane conversion (%) 
121 

Cold Gas Efficiency (%) 
122 

Net Process Efficiency (%) 
123 

Overall Carbon Capture efficiency (%) 124 

Specific CO2 Emissions (𝑘𝑔𝐶𝑂2
/𝑘𝑔𝐻2

) 
125 

8.2.4 Economic assessment 

The IEAGHG cost method and criteria for CCS plants and plants with low CO2 emissions was used to 

estimate elements of the capital and operating costs for each of the hydrogen plants and is presented 

in Table 8.5 [583,584]. Total Direct Cost (TDC) includes the direct costs of all equipment required for 

the plant, as well as direct project costs like installation. The total plant cost (TPC) was calculated from 

the sum of all the costs captured in TDC, Engineering, procurement and construction (EPC) services, 

and contingencies; and upon addition of owner’s cost, results in the total capital requirement (TCR) 

for the various blue hydrogen plants. Conversely, the operating and maintenance labour, overheads, 

property taxes, insurance, fuel, electricity and other consumables were considered in the estimation 

of the operating cost, with all the cost projections' level of accuracy categorised under the AACE Class 

4. The Association for the Advancement of Cost Engineering (AACE) classification system provides a 

structured framework for establishing cost estimate accuracy levels based on the stage of project 

definition and design. Class 4 is a study or feasibility estimate created early in project concept 
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development. Accuracy range is -15% to -30% on the low side, and +20% to +50% on the high side 

[585]. A contingency of 40% was applied to the SE-SR plant due to its low maturity level. A 

comprehensive equipment cost scaling approach, based on the correlation by Peters et al. [586], was 

employed for the main reactors including the ATR, GHR, reformer/carbonator, calciner, considering the 

Chemical Engineering Plant Cost Index (CEPCI) and accounting for the impact of inflation over time. 

Details of the parameters used in estimating the equipment cost is reported in Appendix C. The January 

2023 CEPCI was used for the calculations, while the March 2023 Oanda exchange rate was used to 

convert Euros and USD to Pound sterling, £ [587]. The costs were first converted using the exchange 

rate, then updated using CEPCI to 2023. Installed costs of the remaining plant components were 

obtained from Aspen Process Economic Analyser® (APEA), using the 2019 UK currency basis. The 

levelised cost of hydrogen (LCOH) was evaluated by dividing the net present value of the total hydrogen 

production cost by the net present value (NPV) of hydrogen produced over the plant’s lifetime, as 

published by the Department for Energy Security and Net Zero, DESNZ (formerly Department for 

Business, Energy & Industrial Strategy, BEIS) [588]. 

126 

 

127 

 

128 

 

Where n is the period. The cost of CO2 avoidance is calculated from equation 129. 

129 
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Table 8.5: Economic criteria applied to each of the plants (TDC=Total direct cost; TPC=Total plant cost) 

[583,584]. 

Parameters  Values  

Plant life 25 Years 

Capacity factor: Year 1, Year 2 – 25 70%, 95% 

EPC  30% TDC 

Construction  20% TDC 

Other costs 0.5% TDC 

Contingency 20%TPC (40% for SE-SR) 

Working capital Inventories for chemicals and materials for extra one 

month 

Spare parts cost 0.5% TPC 

Owner’s costs 7% TPC 

Annual operating and maintenance cost 2.1% TPC  

Administrative and general overhead cost 30% of direct and maintenance labour cost 

Indicative costs 2.5% TPC 

Insurance 0.5% TPC 

Local taxes and fees 0.5% TPC 

Construction period 3 Years 

Capital Expenditure Curve  

Year 1 25% 

Year 2 45% 

Year 3 30% 

Discount rate (Initial) 8% 

Variable costs  Refs. 
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Electricity, (£/GJ) 37.60  [589,590] 

Natural gas, (£/GJ) 12.75  [590,591] 

Water, (£/m3) 0.8517  [592] 

Catalysts, (£/ton) 11,704 [593] 

MDEA, (£/ton) 2,400 [594] 

Piperazine, (£/ton) 22,399 [595] 

Dolomite, (£/ton)  80 [596] 

CO2 transport & storage (offshore), £/tCO2 stored 10 [597] 

Carbon price, (£/tCO2e) 83.03 [598] 

 

8.2.4.1 Estimation of CO2 emissions cost 

Carbon pricing mechanisms are implemented to quantify the cost of CO2 emissions, making it a crucial 

factor in evaluating the economic viability of hydrogen production from fossil fuels. In recent years, 

the UK has focused on two primary carbon pricing mechanisms to reduce emissions – the EU Emissions 

Trading System (EU ETS) and the UK Carbon Price Support (CPS) mechanism [599]. However, following 

Brexit, the UK replaced the EU ETS with its independent Emissions Trading Scheme (UK ETS), which 

continues to operate on the same cap-and-trade principles but with a separate market for allowances.  

Given the uncertain long-term prospects of the CPS policy and its focus on the use of fossil fuels for 

power generation, the carbon price used in this study is based on only the UK ETS pricing, to ensure a 

consistent carbon price signal throughout the hydrogen plant’s lifetime. Therefore, a carbon price of 

£83.03/tCO2e set by the UK ETS for January 1, 2023, is applied in this study [598].  

8.2.4.2 Estimation of hydrogen compressor cost 

Hydrogen compression would be required for most production technologies, if the hydrogen needs to 

be stored or transported via pipelines to end-users [588]. Therefore, this analysis assumed that 

hydrogen will be compressed to 200 bar to accommodate both storage and pipeline transportation 

[600,601]. The installed cost of hydrogen compressor was calculated based on the correlations by Khan 

et al. [602], which depends on the power requirements of the compressor motor. 
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130 

Where Scale factor, SF = 0.8335 and  is the compressor power. The installed cost is escalated from 

2019 to 2023 rate using the Chemical Engineering Plant Cost Index (CEPCI) and converted to £. 

8.2.4.3 Sensitivity analysis 

Sensitivity analysis was conducted to determine the impact of -25%/+50% variations in key parameters 

such as natural gas prices, electricity prices, CO2 emissions costs and discount rate on the LCOH and 

CCA. Using the operating cost assumptions in Table 8.5 as the baseline values, the sensitivity ranges 

are presented in Table 8.6. 

Table 8.6: Sensitivity ranges used for the cases. 

Sensitivity variables Units  Lower bound Baseline Upper bound 

Feedstock and fuel price  £/GJ (LHV)  9.38 12.75 19.13 

Electricity price  £/MWh  101.7 135.60 203.4 

Discount rate  %  6 8 12  

CO2 transport & storage (offshore) £/tCO2 stored  7.5 10 15 

CO2 emission costs £/tCO2e 62.25 83 124.5  

8.3 Results and discussion 

In this section, the key findings from the process simulation and economic evaluation of the selected 

hydrogen production processes are presented. The simulation was carried out using Aspen Plus 

software to model material and energy balances across the system. Detailed material and stream 

tables for the flowsheet are provided in Appendix C. 

8.3.1 Model validation 

In this section, the validation results of the simulated plants in Aspen Plus and the comparison with 

experimental data obtained from relevant literature are presented. Model validation was conducted 

and relative errors, although small, are reported with the understanding that the subsequent results 

may have a small error. To validate the simulation results, the operating conditions from the literature 

were replicated in the simulations. Subsequently, the simulation outcomes were compared to the 
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experimental findings. For the SMR and SE-SR processes, the comparison was conducted based on the 

composition of the product streams from the main reactors in the processes. In the ATR-GHR plant, 

the comparison was based on the energy input required for the overall process.  

The simulated SE-SR plant was validated with the experimental data from Martínez et al. [574]. By 

comparing the reformer outlet compositions obtained from the SE-SR process model with 

experimental data, a good agreement was observed at the outlet composition, as shown in Figure 8.6, 

except for Figure 8.6 which showed a slight deviation for methane composition at temperatures 

between 600 and 700 °C. In addition, the model slightly overestimated CH4 conversion and H2 yield, as 

presented in the Appendix C. However, the absolute errors between the simulation and literature data 

were calculated to be less than 14% and 2% for H2 yield and CH4 conversion, respectively. This deviation 

is caused by the difficulty in balancing the temperature approaches for the steam reforming reaction 

and carbonation reaction. Nevertheless, the range of relative error indicates an acceptable level of 

accuracy for the developed model [603,604].  

  

  

Figure 8.6: Comparison of gas compositions (on dry basis) between experimental [574] and simulated 

data for SE-SR of methane at different reactor temperatures. 
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The validation of the simulated SMR plant utilised data from a ~60MWth(LHV) SMR plant reported by 

Salem et al. [560]. The results for the SMR process were consistent with the reported values, as seen 

in Figure 8.7. The ATR-GHR plant relied on output data reported by Johnson Matthey for a 322 

MWth(LHV) hydrogen production capacity [565]. For an ATR-GHR-CCS plant with hydrogen production 

capacity of 107.4 kNm³/hr, the required natural gas feed from literature is 38.31 kNm³/hr [565], 

compared to the simulated plant requiring 39.108 kNm³/hr. The relative error between literature data 

and the simulated is 2%, which is acceptable for this study’s objectives and the level of accuracy 

typically achievable in process simulations [560]. Therefore, the model was used for further 

simulations.  

   

Figure 8.7: Outlet compositions from (a) the reformer and (b) the shift converter, contrasting plant 

data [560] with simulation results for the 60MWth(LHV) SMR process.  

It should be acknowledged that while the validation studies in this work have provided favourable 

results, availability of data beyond bench-scale conditions could further enhance the robustness and 

applicability of the developed model, especially for the SE-SR plant. 

8.3.2 Energy requirements 

In modelling the hydrogen production plants, a power island was included to account for the on-site 

electricity demand. The power island consists of a steam turbine, sized to meet the average steam flow 

supplied by the heat recovery steam generator (HRSG). Waste heat from each of the hydrogen 

production processes is used to generate high-pressure steam in the HRSG.  

The main source of energy in the plants is natural gas, which is also used as the feedstock. The total 

natural gas required for each of the plants is presented in Figure 8.8. A relatively high fuel input is seen 

in the SMR-CCS-600 plant, where it consumes 0.4% – 16% more natural gas than the other plants, due 
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to the extra fuel used to provide energy for auxiliary components like compressors and generating 

steam for the CCS plant. The integration of an a-MDEA CCS unit into the SMR plant, for blue hydrogen 

production, resulted in an 18% increase in overall fuel consumption. This increase is relatively lower 

compared to the findings of Oni et al. [605], who reported a higher fuel consumption penalty (39%) 

for an SMR plant, integrated with a MEA CCS system and for a slightly higher hydrogen production 

capacity (about 760 MWth(LHV)). Despite having a slightly higher hydrogen production capacity than 

the SMR-CCS-600 system, the scaled-up 1000 MWth plant still exhibited a 16% increase in fuel 

consumption compared to the baseline SMR plant, for a similar CO2 capture efficiency. Studies have 

indicated that employing a-MDEA solvent leads to a reduction in overall CCS energy consumption, 

largely attributed to a decline in reboiler energy requirements, compared to other amine solvents 

[572,606]. 

The fuel consumption of AG-CCS-600 is slightly lower than that of SMR-CCS-600 by 0.4%, which could 

be attributed to different reasons: the gas heated reformer design in AG-CCS-600 allows for effective 

heat recovery, which maximises energy recycling and drives the endothermic reforming reactions with 

less external fuel input. Fuel consumption in SE-600 is observed to be the lowest, at 13% - 27% lower 

than the rest of the hydrogen plants. Apart from having fewer process units which means the carbon 

capture system imposes a smaller energy penalty on the plant, the thermally neutral nature of the 

process must have played a role. In SE-SR, the heat energy required for steam reforming reaction is 

provided by the exothermic carbonation reaction, resulting in less heat input [146]. Figure 8.8a 

compares the energy requirements of the various hydrogen production technologies. It shows the 

amount of natural gas (NG) input required to produce one kilogram of hydrogen for each method. SE-

600 has the lowest total NG requirement at around 0.156 GJ/kgH2, whereas AG-CCS-600 requires more 

energy input at around 0.18 GJ/kgH2. SMR-CCS-600 has the highest NG demand, necessitating about 

0.21 GJ of input to generate 1 kg of hydrogen.
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Figure 8.8: (a) Natural gas and (b) Electrical requirement for the hydrogen production plants. 

Electricity produced was insufficient to fully meet the plant's electrical needs. Therefore, the final 

integrated process-power system model also included the ability to import additional electricity from 

the local grid network. Figure 8.8b reveals the electricity consumption of the various hydrogen 

production technologies and how much additional power is needed to compress the produced 

hydrogen gas for storage and transport. 

Before hydrogen compression, AG-CCS-600 required the most power at around 10 MWe, followed by 

SMR-CCS-600 at about 10.2 MWe and SE-600 at 9.2 MWe. SMR-600 plant has an electricity excess of 

9.5 MWe, which can be exported. The substantial electricity consumption of SMR-CCS-600 stems from 

the operation of air and PSA off-gas compressors (with large flowrates of air and off-gas), which are 

essential for the reformer furnace to provide thermal energy for the process. In the process design, 

reformer gas from the shift converter was purified, and PSA off-gas was routed back to the reformer 

furnace below 1 bar, thereby requiring compression for use as fuel. This configuration was adopted to 

capture CO2 from the reforming furnace flue gas. CO2 capture from furnace flue gas is recognised as 

the most efficient approach, as it yields the most concentrated CO2 stream from steam reforming plant 

[607]. Additionally, the high natural gas input meant increased volume of CO2 generated, consequently 

requiring more compression power downstream.  

When hydrogen compression is included, the relative differences change significantly. This is due to 

differences in the initial hydrogen pressure before compression between technologies. SE-600 tops the 

list, requiring an additional electricity import of 30.6 MWe. SE-600 operates at relatively low pressure 

compared to SMR-CCS-600 and AG-CCS-600, so high compression ratio is required to compress H2 to 

200 bar. Despite the equilibrium benefits offered by the sorbent, lower pressure conditions continue 

to favour the thermodynamics of the underlying steam reforming reaction [608]. SMR-CCS-600 also 
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saw a sharp rise by 26 MWe due to its compression load. In contrast, AG-CCS-600 experienced a 

relatively low increase by 22.6 MWe. 

Hydrogen compression is a significant contributor to the power demand of SMR-CCS-600, SE-600, and 

AG-CCS-600 plants. It accounts for 71.74%, 76.70%, and 68.76% of the total power demand in these 

plants, respectively. This high demand for power entails additional electricity imports, which increase 

by 254%, 329%, and 220%, respectively, for these plants. 

8.3.3 Net process efficiency 

A key performance metric for any production process is its overall energetic efficiency. Figure 8.9a 

illustrates the cold gas efficiencies achieved by the different hydrogen plants. SE-600 performed best 

with a cold gas efficiency of 82.8%, attributed to the thermally neutral characteristics of the process. 

SMR-600, SMR-CCS-600 and AG-CCS-600 realised cold gas efficiencies around 71.3%, 60.3% and 72%, 

respectively.  

Figure 8.9b displays the process efficiencies achieved through simulations of different blue hydrogen 

production pathways. In this study, the power requirement for the auxiliary components, including the 

ASU, compressors and PSA, was considered in the calculation of the net process efficiency. Before H2 

compression, SE-600 achieved the highest net efficiency of around 79.6%, followed closely by AG-CCS-

600 at 70.14%, then SMR-CCS-600 at a lower net efficiency of 60% due to its demand for external fuel. 

Its lower net efficiency, compared with SMR-600 also indicates greater energy penalty associated with 

downstream CO2 capture and compression. Conversely, the AG-CCS-600 improved process efficiency, 

compared to SMR-CCS-600, was primarily due to the reduced energy inputs and power needs in the 

AG-CCS design, which lessened the efficiency penalties associated with the CCS unit. Integrating 

hydrogen compression to each of the plants saw a reduction in the net process efficiency of all the 

plants. SE-600 maintained the highest net process efficiency, while AG-CCS-600 achieved a higher net 

process efficiency of around 66.6% than SMR-600 at 56.1%. SMR-CCS, SE-600 and AG-CCS net 

efficiencies still decreased by 3-5 percentage points when hydrogen compression was added versus 

their non-H2 compression baselines. 
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Figure 8.9: (a) Cold gas efficiencies and (b) Net process efficiencies of the hydrogen production plants. 

Furthermore, this difference in net efficiency between these technologies stems partly from their 

distinct NG conversions. AG-CCS-600 achieved the highest fuel (NG) conversion of all the cases. The 

high fuel conversion results from the two-step reforming configuration in which 30% conversion was 

seen in the GHR, while ATR completely converts the NG to ca. 99.2%. It is important to acknowledge 

that in practice, achieving such high methane conversion could be challenging due to factors such as 

catalyst deactivation and heat and mass transfer limitations, which was not considered in this study. 

Fuel conversion from SE-600 reformer was observed to be lower than the AG-CCS-600, but higher than 

their counterpart SMR plants at 81.7%.  

8.3.4 Carbon capture efficiency and On-site CO2 emissions 

Table 8.7 shows the carbon capture efficiency and on-site CO2 emissions intensities for the different 

hydrogen production facilities. Methane conversion in the SE-SR unit fell below 82%, leaving some 

unconverted methane in the PSA off-gas, which can impact on the overall carbon capture efficiency in 

the plant. One drawback of SE-SR technology is the negative effects that higher operating pressures 

have on methane conversion and carbon capture efficiency, despite its in-situ CO2 capture 

characteristics. 

As the operating pressure increases, it influences the equilibrium of the endothermic reforming 

reaction in a way that makes it more difficult to fully convert the methane feedstock. With lower rates 

of reforming, more unreacted methane passes through to downstream units rather than being 

transformed into CO2 and H2. This low conversion reduces the amount of CO2 available for capture, 

thereby weakening the process’ overall carbon capture efficiency. A study by Abbas et al. [269] found 

that increasing the operating pressure of SE-SR of methane from 20 to 35 bar resulted in methane 

conversion dropping from 73.5% to 64.8%, and CO2 capture decreasing from 64.5% to 58.8%. Design 
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modifications could help address such deterioration [266], but could drive up capital and operating 

costs. In this study’s design, the lower methane conversion in the SE-SR unit is offset by the integrated 

oxy-fuel combustion unit. Since the oxy-fuel combustion uses pure oxygen (99% purity) to burn the 

extra fuel and PSA off-gas stream, highly concentrated CO2 stream is generated, leading to an improved 

overall carbon capture efficiency for the entire plant. Thus, CO2 emissions from SE-600 plant was 

significantly reduced.  

For SMR-CCS-600, the high natural gas consumption for extra energy demand generated large volume 

of CO2, which impacted on the overall carbon capture efficiency. It is important to note that SMR-CCS-

600 was not optimised to achieve higher CO2 capture rates. AG-CCS-600 sits between the two with an 

overall capture efficiency of about 94.5%, in line with the findings of Cotton [609]. 

Table 8.7: Carbon capture performance of the examined hydrogen production technologies 

 Units SMR-600 SMR-CCS-600 SE-600 AG-CCS-600 

Overall Carbon Capture 

efficiency  
% - 85.2 98.99 94.54 

Specific CO2 Emissions kg/kg H2 9.86  2.44  0.08  0.53  

CO2 captured annually kt/yr -    1,634.03 1,274.41  1,463.34 

CO2 emissions annually kt/yr 1,555.31  385.68 12.95  84.245  

 

Inefficiencies in the CO2 capture process can result in residual CO2 emissions. Among the simulated 

blue hydrogen production plants, SE-600 had the lowest on-site CO2 emissions at 0.08 kg CO2/kg H2, 

due to its high carbon capture efficiency. SMR-CCS-600 resulted in CO2 emissions of 2.44 kg CO2/kg H2 

owing to its relatively low carbon capture rate, while AG-CCS-600 maintained an intermediate 

emissions level of 0.53 kg CO2/kg H2. In comparison, SMR-600 yielded the highest emissions of all the 

hydrogen plants at 9.86 kg CO2/kg H2, as it lacks the carbon capture step. 

8.3.5 Economic performance 

This section evaluates the relative economic competitiveness of each technology, by comparing the 

capital and operating costs associated with each production pathway. It also examines how the 

resulting production costs are influenced by hydrogen compression and carbon prices. Given the large 

capital investments required for carbon capture infrastructure, the levelised cost of hydrogen (LCOH) 

production and cost of CO2 avoided (CCA) are important metrics for assessing the long-term economic 
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competitiveness of blue hydrogen technologies. Therefore, this analysis focused on comparing these 

two indicators, alongside capital costs and operational costs. Table 8.8 presents a summary of the cost 

breakdown for all the hydrogen plants. 40% contingency was added to SE-600 cost estimates to 

account for uncertainties associated with low TRL technologies, while 20% was used for the other 

technologies.



234 
 

Table 8.8: Cost breakdown including capital and operating costs for all the cases studied. 

(M£) SMR-600 SMR-CCS-600 SE-600 AG-CCS-600 

Steam reformer and components 118.91 118.91 - - 

Fluidised bed reformer with Calciner and solid handling  - - 107.76 - 

PSA  - - 63.88 33.55 

H2 Compressor  34.27 34.27 50.74 23.44 

Combustor  - - 29.56 - 

ATR  - - - 238.82 

GHR  - - - 14.88 

CCS Unit  - 158.88 - 98.44 

Steam turbine  19.81 26.28 11.80 18.92 

ASU and oxygen compressor  - - 77.14 108.31 

Shift converter  - - - 10.18 

Auxiliary components and CO2 compressor 76.59 114.77 107.54 118.74 

Total plant cost (TPC) 249.57 453.10 448.41 665.27 

Contingency 49.91 90.62 179.37 133.05 

Owner’s costs 17.47 31.72 31.39 46.57 

Spare parts cost 1.25 2.27 2.24 3.33 

Working capital 28.40 33.56 24.66 28.30 

Start-up costs 13.97 20.54 18.15 24.71 

Total capital requirement (TCR) 360.58 631.80 704.22 901.24 

Fixed costs (M£)     

Direct labour cost 1.38 1.50 1.50 1.49 

Annual operating and maintenance cost 5.24 9.52 9.42 13.97 

Administrative and general overhead cost 0.86 1.27 1.26 1.64 

Indicative costs 6.24 11.33 11.21 16.63 

Insurance 1.25 2.27 2.24 3.33 

Local taxes and fees 1.25 2.27 2.24 3.33 

Variable costs (M£)     

Fuel (Natural gas)  338.72 400.32 291.50 337.51 

Water (Feed and Make up) 1.39 1.55 3.69 0.94 

Catalysts 0.54 0.54 0.49 1.00 

Other chemicals 0.10 0.10 0.10 0.10 

MDEA - 0.07 - 0.03 

Piperazine - 0.14 - 0.07 

CaO - - 0.15 - 

Electricity (with H2 compression) 18.61 40.9 44.68 37.09 

CO2 transport & storage cost  0.00 16.34 12.75 14.63 

Total OPEX (M£) 375.59 471.76 381.32 431.76 

LCOH at zero carbon price (£/kg H2) 2.60 3.48 2.84 3.22 

CCA at zero carbon price (£/ton CO2) - 118.42 25.10 66.55 

LCOH at carbon price of £83 (£/kg H2) 3.42 3.68 2.85 3.26 

CCA at carbon price of £83 (£/ton CO2) - 35.43 -57.89 -16.75 
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The total plant cost for each of the technologies account for at least 60% of the total capital investment, 

with AG-CCS-600 requiring the largest capital investment. The breakdown of the plant cost by 

components, for the hydrogen production technologies examined, is displayed in Figure 8.10. 

 

  

  

Figure 8.10: Percentage distribution of total plant cost across (a) SMR-600, (b) SMR-CCS-600 (c) SE-600 

and (d) AG-CCS-600. 

The ATR equipment has the biggest share of the plant cost at approximately 36%, in AG-CCS-600. It 

plays a key role in the generation of syngas and improving the overall fuel conversion of the process. 

Following closely is the ASU unit, which represents 16% of the total plant cost. The CCS unit accounts 

for 15% of the total plant cost, while the remaining 33% is divided among the hydrogen compressor, 

GHR, and auxiliary components. For SE-600, the SE-SR equipment has the largest cost contribution, 

accounting for approximately 24% of the total plant cost. This is followed by the ASU unit, which 

constitutes around 17% of the total plant cost, while H2 compressors and oxy-fuel combustion unit 

make up 11.32% and 7.56% of the total plant cost, respectively. The a-MDEA CCS unit is the primary 

cost driver in the SMR-CCS-600, accounting for roughly 35% of the total plant cost. Additionally, the 

CO2 compression unit accounts for 8% of the total plant cost, which exceeds the 7.6% contributed by 

the hydrogen compression unit. The large volume of flue gas generated due to the plant's high natural 
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gas requirements directly impacts the size and, inevitably, the cost of the CO2 process equipment. 

Hydrogen compressors for SMR-600, SMR-CCS-600, SE-600 and AG-CCS-600 make up 13.73%, 7.56%, 

11.32% and 3.52% of the total plant cost, respectively. 

Moving beyond plant cost and total capital requirement, it is also important to consider the operating 

cost of the plant. These costs encompass labour, maintenance, energy consumption, and raw material 

expenditures. The running cost for SMR-600 plant exceeds its initial capital investments by 8.4%, with 

natural gas accounting for more than 80% of the operating cost.  For SMR-CCS-600, the total OPEX is 

about 75% of its TCR per annum. This means that for every £1 invested, the SMR-CCS plant will require 

£0.75 to operate a 600 MW hydrogen plant each year. Total OPEX for SE-600 is 53% of its TCR, while 

AG-CCS-600 will require 44% of its initial capital investment to operate annually. Although some 

economic studies on conventional SMR have reported lower operating cost to capital costs ratio 

[605,610,611], the significant spike in the price of natural gas in the UK contributed to this increase in 

total OPEX reported in this study, as natural gas price has consistently increased by over 120% between 

2020 and January 2023 [591]. When fuel costs are excluded, the variable operating costs including 

electricity and water consumption, contributed most significantly to SE-600 operating costs. SE-600 

has the highest estimated non-fuel variable costs among the technologies.  

The LCOH was estimated for each hydrogen technology pathway, based on their resulting capital and 

operating costs over a 25-year lifetime. At zero carbon price, SMR-600 had the lowest LCOH of £2.60/kg 

H2, since carbon capture was not considered. Among the blue hydrogen technologies, SE-600 was 

found to have the lowest levelised cost of £2.84/kg H2. This can be attributed to SE-SR's simpler design 

with fewer processing units, lowering both capital and operating expenses, compared to the other 

technologies. AG-CCS-600 resulted in an intermediate levelised cost of £3.22/kg H2 due to its high 

capital cost, while SMR-CCS-600 had the highest levelised cost at £3.48/kg H2. It is challenging to 

directly compare the LCOH estimated in this study against literature values, due to natural variations 

in the modelling, plant configuration and capacity, costing methodologies, and underlying assumptions 

applied such as carbon pricing, discount rates, and natural gas prices.  

However, the general trend of SE-600 and AG-CCS-600 having lower costs than SMR-CCS-600 aligns 

with previously reported trends for autothermal and SE-SR processes in literature [612–614]. For a ~60 

MWth SE-SMR capacity, the findings of Dat Vo et al. [613] revealed that the SE-SMR system achieved 

an energy efficiency of 82.2% based on lower heating value calculations. Moreover, they estimated SE-

SMR production cost of £1.59/kgH2 (after adjusting for inflation and currency conversion), representing 

a 12% reduction in production cost compared to the conventional SMR with CCS alternative. Similarly, 

Diglio et al. [612] reported a hydrogen production cost of £1.8/kgH2 for an SE-SMR system integrated 
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with fuel cell, which was lower than SMR with MEA CO2 capture system by ~33%. For a 1000 MWth 

autothermal and gas-heated reforming with CCS plant, Argyris et al. [106] reported LCOH range of 

£1.85 – £1.88/ kgH2, lower than its counterpart SMR with CCS plant. The minor discrepancies in the 

numerical LCOH estimates between the current analysis and other sources do not necessarily indicate 

disagreement, as this analysis incorporated hydrogen compression costs and a different carbon pricing. 

 

Figure 8.11: Distribution of levelised cost of hydrogen (LCOH) for all the technologies studied at 600 

MWth(LHV) hydrogen production scale.  

Figure 8.11 shows the breakdown of the levelised cost of hydrogen (LCOH) for the four different 

technologies based on capital costs, fuel costs, fixed and variable operating expenses (OPEX), and costs 

associated with CO2 transport and storage via offshore. Total capital costs are the largest component 

of the LCOH for the SE-SR and ATR-GHR technologies, except for the SMR and SMR-CCS-cases, where 

fuel cost make up the largest share of their LCOH. This is closely followed by the fuel cost for the SE-

SR and ATR-GHR, capital costs for the SMR and SMR-CCS-cases, then the variable and the fixed O&M 

for all the cases. The CO2 transport and storage costs are the smallest component of the LCOH for the 

blue hydrogen technologies. However, these costs are larger for the AG-CSS-600 and SMR-CCS-600 

compared to SE-600, due to the volume of natural gas processed in these plants.  

The cost of avoided CO2 (CCA) emissions is also an important economic metric when evaluating low-

carbon technologies. It is important to note that the method used in this study to calculate CCA 
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depends on the extent of CO2 reduction, and the change in LCOH between the reference SMR plant 

(without CCS) and the blue hydrogen plant (see equation 129). Simbeck and Beecy [615] highlighted 

three scenarios, using coal power plant as reference, to show how the CO2 avoidance cost fluctuates 

depending on the reference and CCS plant. In this case, when there are small incremental increases in 

LCOH and significant reduction in CO2 emissions, the CCA is low, whereas CCA is high when there are 

large increases in LCOH with small CO2 reduction. In this study, the specific CO2 emissions for SE-600 is 

0.08 kg/kgH2, which is a significant reduction from 9.64 kg/kgH2 seen in the SMR-CCS-600. There was 

also a slight increase in LCOH from 2.60 £/kgH2 (observed in the SMR plant) to 2.84 £/kgH2 for SE-600, 

at zero carbon price. This results in lower CCA, when compared with AG-CCS-600 (specific CO2 emission 

of 0.53 kg/kgH2) and SMR-CCS-600 (specific CO2 emission of 2.44 kg/kgH2). The high CCA observed in 

SMR-CCS-600 is attributed to factors such as high fuel consumption and cost, and low net process 

efficiency. At zero carbon price, the cost of CO2 avoided for the blue hydrogen technologies was 

estimated at £25.10–£118.42/tonne CO2. SE-600 has the lowest avoidance cost of £25.10/tonne CO2 

due to its low hydrogen production costs. AG-CCS-600 had a CCA of £66.55/tonne CO2, while SMR-

CCS-600 had the highest CCA of £118.42/tonne CO2. 

As carbon price increases, the annual operating cost for the reference SMR plant also increases due to 

the rising cost of CO2 emissions. Consequently, this leads to a higher LCOH for the reference plant and 

low LCOH for the blue hydrogen plants. This change in LCOH, in turn, affects the calculated CCA for the 

blue hydrogen plants. The influence of carbon price on these costs will be elaborated upon in the 

remainder of this chapter. 

8.3.6 Impact of blue hydrogen production scale on cost 

This section evaluates how the costs of SE-SR, ATR-GHR, and SMR with carbon capture may be 

impacted at larger production scales more relevant for emerging commercial markets. Hydrogen 

production scale was increased from 600 MW to 1000 MWth (LHV). As production scale increased 

from 600 to 1000 MW, the capital requirement went up across all the examined technologies, as shown 

in Figure 8.12. Capital costs surged by a minimum of 30% for each facility. SE-SR plant had the highest 

rise at 56% but remained lower than the ATR-GHR plants, which have the highest TCR amongst the 

hydrogen technologies studied.  
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Figure 8.12: (a) Total capital requirement of the various technologies when upscaled, and (b) the 

distribution of LCOH at 1000 MWth hydrogen production capacity. 

Figure 8.13a shows that the LCOH for all the hydrogen plants decreases as the production scale 

increases from 600 to 1000 MW. This is primarily due to economies of scale, where the larger plants 

benefit from cost efficiencies and higher production volumes, resulting in lower costs per unit of 

hydrogen produced. At zero carbon price scenario, the calculated LCOH for the SE-600 plant is £2.84/kg, 

which reduces to £2.79/kg at 1000 MWth(LHV). This is a decrease of ~2%. When the current average 

carbon price of 83 £/ton CO2 is considered, similar reduction is observed. The LCOH of the AG-CCS-600 

decreased by ~5.5% from 3.22 to 3.10 £/kgH2, as the production scale increased to 1000 MWth(LHV). 

The SMR-CCS-case, which has the largest LCOH of the blue hydrogen plants, has its LCOH decrease by 

~2.6%, as the hydrogen production scale increases from 600 to 1000 MWth(LHV). 
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Figure 8.13: (a) LCOH and (b) CCA of the various upscaled technologies at zero carbon price (CP) and 

carbon price - £83/tCO2. 

The CCA also exhibits a similar pattern, as hydrogen production scales up. For the SE-600 case, the CCA 

fell by 11.55%, from 25.10 to 22.20 £/ton CO2, when no carbon price was considered. Similar 

reductions were observed in the AG-CCS and SMR-CCS cases, with CCA decreasing by 8% (from 66.55 

to 60.83 £/ton CO2) and 1.42% (from 118.42 to 116.74 £/ton CO2), respectively, at zero carbon price. 

With the introduction of a carbon price, there was still an overall reduction in the CCA for the blue 

hydrogen technologies. 

8.3.7 Sensitivity analysis 

Sensitivity analysis was conducted to evaluate the impact of select input variables on the LCOH and 

CCA for the hydrogen technologies. The analysis varied total plant costs, natural gas prices, electricity 

prices, CO2 transport and storage costs via offshore, CO2 emissions costs, discount rates, and plant 

lifetime by -25%/+50% from the baseline values used in the primary economic assessment, with a 

carbon price of 83 £/tCO2. This wide input range was selected to capture potential changes and 

uncertainties in cost assumptions.  

8.3.7.1 Natural gas price 

As seen in Figure 8.14, variations in natural gas price have the highest impact on the LCOH across all 

cases. For AG-CCS-600, the LCOH reduced to 2.71 £/kgH2 at the lower sensitivity bound, and increased 

to around 4.48 £/kgH2 at the upper sensitivity bound. Similarly, the LCOH for SE-600 ranged from 

approximately 2.37 to 3.9 £/kgH2, for the upper and lower sensitivity bounds, respectively. The LCOH 

values for SMR-CCS-600 were 3.03 and 5.13 £/kgH2 for the upper and lower sensitivity bounds, 

respectively.
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Figure 8.14: Sensitivity of select variables on LCOH for (a) SMR (b) AG-CCS-600 (c) SE-600 and (d) SMR-

CCS-600. (NG: natural gas; EE: electricity). 

In Figure 8.15, CCA for SMR-CCS-600 is most affected by changes in natural gas prices. As natural gas 

prices rise, the CCA for SMR-CCS-600 reaches as high as 65.65 £/tCO2. This is due to the relatively large 

volume of natural gas utilised in the SMR-CCS plants, invariably causing large increases in their LCOH. 

On the other hand, changes in CCA for SE-600 and AG-CCS-600 plants were relatively minimal with 

changes in natural gas price. The CCA for SE-600 ranged from (-50) £/tCO2 to (-75.45) £/tCO2, while 

that of AG-CCS-600 ranged from (-16.08) £/tCO2 to (-17.30) £/tCO2, as natural gas price increases. 
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Figure 8.15: Sensitivity of select variables on CCA for (a) AG-CCS-600 (b) SE-600 and (c) SMR-CCS-600. 

8.3.7.2 Electricity price 

Among the various plants shown in Figure 8.14, SE-600 was the most affected by an increase in 

electricity prices, leading to an 8% increase in the LCOH, relative to the reference value of 2.85£/kgH2. 

This plant relies significantly on electricity imports, making it particularly sensitive to changes in 

electricity prices. In contrast, the LCOH of AG-CCS-600 and SMR-CCS-600 increased by 3.68% and 

3.60%, respectively, with increase in electricity prices. The CCA for the plants in Figure 8.15 are also 

seen to change slightly with variation in electricity prices. 

8.3.7.3 CO2 transport & storage 

This study considered offshore scenario for CO2 transport and storage, considering the geographical 

location of the plants. The strategic location of the Humber region offers potential for supporting 

offshore CO2 storage, and there are roadmaps already in place to make this a reality [616]. As seen in 

Figure 8.14, the LCOH of SMR-CCS-600, AG-CCS-600, and SE-600 showed no significant increase, only 

dropping by ~0.7% and increasing ~1% at the lower and upper bounds, respectively. The cost of CO2 
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transport and storage also had a slight impact on the CCA for these plants, ranging from 3% to 15% 

changes in CCA. 

8.3.7.4 Carbon price  

The monetary cost of CO2 emissions was estimated from the carbon prices per tonne of CO2 equivalent, 

based on the UK Emissions Trading Scheme. Figure 8.14 shows that carbon price affects SMR-600 the 

most, after natural gas price, with its LCOH changing by 5% to 12% with variation in carbon price. The 

LCOH of SE-600 and AG-CCS-600 both fluctuate between 0.06% and 0.6% over the carbon price range. 

The LCOH of SMR-CCS-600 was observed to change much higher (2% and 3% at the upper and lower 

ranges, respectively), due to relatively large CO2 emissions from the plant.  

Figure 8.15 revealed that among the input variables tested, carbon price had the strongest impact on 

the estimated CCA for the various blue hydrogen production facilities. A +50% change in the carbon 

price resulted in the largest swings in the CCA for each technology, with the CCA of SMR-CCS-600, SE-

600, and AG-CCS-600 reducing by 117%, 71.6%, and 250% relative to the base CCA, respectively. 

Reducing carbon price by 25% resulted in 64.9%, 35.8% and 126% increase in the CCA of SMR-CCS-600, 

SE-600, and AG-CCS-600, respectively. The relatively high change in the CCA of AG-CCS-600 shows that 

this technology is the most impacted by carbon price. This is likely due to the distinct relationship 

between natural gas consumption, CO2 emissions and carbon capture efficiency, where huge volume 

of the relatively large CO2 generated was captured. So, a price on each tonne of CO2 avoided translates 

into a disproportionately larger CCA. 

To understand how carbon price can affect the economic competitiveness of these blue hydrogen 

technologies in the net-zero scenario, the carbon price sensitivity range was extended to consider the 

net-zero scenario (2050), which projects a central price of £200/tCO2e with a potential to rise to 

£300/tCO2e [617]. As seen in Figure 8.16, the LCOH of the blue hydrogen technologies slightly increases 

with increasing carbon price, while their CCA reduces with increasing carbon price. The negative values 

of CCA indicate cost savings associated with the use of these technologies. In this scenario, the use of 

these blue hydrogen technologies becomes desirable as the cost of avoiding CO2 emissions is 

effectively offset and outweighed by benefits, such as the trading of carbon credits in carbon markets, 

to provide additional revenue streams. For SMR-600, there was a sharp increase in its LCOH as carbon 

price increases. The LCOH of SMR-600 can reach high values of £4.57/kgH2, when carbon price is at 

200 £/ton CO2. At a carbon price of ~£40/ton CO2 and £70/ton CO2, the LCOH of SMR-600 increases to 

become equal to the LCOH of SE-600 and AG-CCS-600, respectively.  
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Figure 8.16: Sensitivity of (a) LCOH and (b) CCA to changes in carbon prices. 

To compensate for the relatively high LCOH for SMR-CCS-600, the carbon price must be much higher 

at 117 £/tCO2 to justify the use of SMR-CCS-600. At 117 £/tCO2, the LCOH of SMR-CCS-600 becomes 

equal to SMR-600 and CCA turns negative, signifying cost savings from the use of CCS. However, 

following the UK’s guidance on CCS achieving design capture rate of at least 95%, SMR-CCS-600 will 

need to demonstrate the achieved carbon capture efficiency [618]. At carbon prices above £40-£117/ 

tCO2, producing hydrogen without CCS (SMR-600) becomes more expensive than blue hydrogen, 

depending on the blue hydrogen technology. 

In the net-zero scenario, the LCOH of SE-600, AG-CCS-600, and SMR-CCS-600 plants show a slight 

increase to 2.89, 3.27 and 3.96 £/kgH2, respectively compared to 2.84, 3.22, and 3.48 £/kgH2, at zero 

carbon price. This represents a 1.55%, 1.76%, and 13.7% increase for SE-600, ATR-600 and SMR-CCS-

600, respectively, which is insignificant compared to changes in their CCA. At a carbon price of 

200£/ton CO2, the CCA of the blue hydrogen technologies are all negative at -81.57£/tCO2, -

134.46£/tCO2, and -174.88£/tCO2 avoided for SMR-CCS-600, AG-CCS-600, and SE-600, indicating 

potential revenues. 

8.3.7.5 Discount rate 

As seen in Figure 8.14, the choice of discount rate has a noticeable impact on the LCOH of hydrogen. 

An upward trend in the LCOH was observed for all the plants as discount rate increases, with the SMR-

CCS-600 plant displaying the highest value of £3.81/kgH2 at 12% discount rate. Similarly, the cost of 

CO2 avoidance followed a similar pattern, increasing as the discount rate increased. 

8.3.7.6 Total plant cost 

Figure 8.14 revealed that the different low-carbon hydrogen production technologies exhibited varying 

degrees of susceptibility to increases or decreases in projected total plant cost. Of the three blue 
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hydrogen technologies evaluated, SMR-CCS-600 demonstrated the lowest sensitivity to total plant cost. 

A +50% change in plant costs resulted in about 4.8% increase in LCOH for SMR-CCS-600, whereas ~7.1% 

increase in LCOH was observed for both AG-CCS-600 and SE-600 plants. Reducing plant cost by 25% 

resulted in 2.4% drop in the LCOH of SMR-CCS-600, and ~3.6% decrease in the LCOH of AG-CCS-600 

and SE-600 plants. 

When assessing the impact of total plant cost on CCA, the CCA estimate for AG-CCS showed the 

greatest sensitivity, reducing by 76% when plant cost is lowered by 25% and increasing by 152% at +50% 

plant cost range. SMR-CCS-600 showed intermediate sensitivity on CCA, fluctuating by roughly 34% 

and 68% at the lower and upper sensitivity bounds, respectively. Meanwhile, SE displayed the lowest 

sensitivity amongst the technologies, with its CCA changing by 18% and 36% at the lower and upper 

sensitivity bounds, respectively. Total plant cost has the second-greatest impact on the CCA of SE-600 

and AG-CCS-600, after carbon price, and third-greatest impact on the CCA of SMR-CCS-600, after 

carbon price and natural gas price. 

8.4 Summary  

In this chapter, the potential cost of scaling up the emerging SE-SR technology was evaluated through 

a techno-economic assessment. With the goal of benchmarking the SE-SR technology, it was compared 

against SMR-CCS, ATR-GHR-aMDEA, and a base case conventional SMR at large-scale blue hydrogen 

production of 600 MWth(LHV) and scaled up to 1000 MWth(LHV). Aspen Plus® was used to develop the 

process model, which was validated using literature data. Cost sensitivity analyses were also 

performed on two key indicators: levelised cost of hydrogen and CO2 avoidance cost by varying natural 

gas price, electricity price, CO2 transport and storage cost, and carbon price. Results indicate that, at a 

carbon price of 83 £/tCO2e, the LCOH for SE-SR of methane is the lowest at 2.85 £/kgH2, which is 12.58% 

and 22.55% lower than that of ATR-GHR with CCS and SMR plant with CCS, respectively. The LCOH of 

ATR-GHR with CCS and SMR plant with CCS was estimated to be 3.26 and 3.68 £/kgH2, respectively. 

The CO2 avoidance cost was also observed to be lowest for SE-SR, followed by ATR-GHR with CCS, then 

SMR plant with CCS, and was observed to reduce as the plant scaled to 1000 MWth(LHV) for these 

technologies. 
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 General discussion 

CO2 is a major greenhouse gas contributing to climate change due to its heat-trapping greenhouse gas 

properties and long lifespan in the atmosphere [14]. Lowering CO2 emissions from fossil fuels and other 

sources is important for climate mitigation. Addressing this challenge demands diverse set of solutions, 

including the use of clean alternative fuels. Hydrogen is promising, if produced through low-carbon 

pathways like SE-SR. SE-SR and other innovative pathways assume greater importance as worldwide 

hydrogen demand is projected to continue growing to help decarbonise various sectors [16]. However, 

SE-SR remains at a low technology readiness level. Therefore, this PhD research investigated and 

applied a novel scaleup methodology and modelling tool to simulate the performance of SE-SR of 

methane at large capacity, in order to facilitate scale-up efforts that will improve SE-SR readiness. 

CPFD modelling based on MP-PIC approach is an essential tool for simulating multiphase chemical 

processes, like SE-SR, that occur within fluidised bed reactors. The discrete nature of CPFD allows for 

detailed tracking of individual particles and gas bubbles, along with inter-particle collisions and 

particle-wall interactions. This provides insights into complex hydrodynamic behaviours that could be 

challenging to capture experimentally. CPFD was applied in this work to model the SE-SR process, first 

at lab-scale reformer/carbonator in Chapter 4, then at full-loop bench scale in Chapter 5, in order to 

establish the validity of the approach. 

Three drag models were evaluated for their ability to simulate the hydrodynamic behaviour of a binary 

particulate system: the EMMS-Yang, Gidaspow, and Wen-Yu models. Each model was used to predict 

the fluidisation characteristics of a mixture containing two distinct particle size properties, based on 

validation data (jetsam volume fraction) from the literature. The EMMS-Yang and Gidaspow models 

were able to qualitatively capture the overall trends seen in the validation data, but their quantitative 

outputs diverged somewhat from measured values. The kinetic validation showed some level of 

agreement with the experimental data. In Chapter 4, the deviations for reforming/carbonation 

validation ranged from 0.09% to 0.71% for the different product compositions, on a dry basis. In 

Chapter 5, the full-loop model validation, including the reformer/carbonator and calciner, showed 

deviations ranging from 0.01% to 2% compared to experimental literature data. These slight deviations 

suggest a level of agreement between the model and experimental literature data. Moreover, some 

degree of error is expected in modelling efforts due to the simplifications and complexities involved. 

CPFD modelling based on MP-PIC approach is a relatively recent development for simulating SE-SR 

processes. At the start of this PhD research, MP-PIC methods had never been applied to study SE-SR 

systems. This work proposed using an MP-PIC approach in Barracuda VR® software to model SE-SR of 
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methane process, at both lab and larger scales. However, since then, a few studies applying MP-PIC 

methods to SE-SR have been published. Wan et al. [418] applied the MP-PIC approach to model the 

SE-SR of methane in a lab-scale bubbling bed reactor. They validated their model against literature 

experimental data and achieved comparable results for hydrodynamic flow properties and predicted 

product yields. More recently, Di Nardo et al. [246] developed a CPFD model to simulate the lab-scale 

dual bubbling fluidised bed system, for SE-SR of methane over a bifunctional catalyst. Their model was 

validated using experimental measurements from a cylindrical apparatus measuring 8 cm in diameter, 

with a 20 cm static bed height. Di Nardo et al. [246] reported good agreement between their 

simulation outputs and the reference experimental dataset. These recent applications of CPFD 

modelling further establishes the validation of CPFD model as a useful tool for studying SE-SR 

processes, at lab and potentially larger scales. 

Following validation, the developed CPFD model in this work was used to conduct a parametric analysis 

of the SE-SR process under varied conditions. First, the impact of operating pressure, gas velocity, and 

steam-to-carbon ratio were investigated for a stand-alone bubbling bed reactor configuration (Chapter 

4). Hydrodynamic flow characteristics were also analysed. Next, the full dual bubbling fluidised bed 

loop system was simulated while limiting variations to catalyst-to-sorbent volume ratios and geometry 

design (Chapter 5). The model demonstrated good predictive capabilities in both scenarios. Varying 

the catalyst-to-sorbent ratio was found to influence reaction progress, with optimal methane 

conversion and CO2 capture observed at nearly equal volume ratios of catalyst and sorbent. Higher 

sorbent loadings enhanced thermal neutrality but risked increasing energy demands for calciner 

regeneration. Minor influences of bed geometry on hydrodynamic behaviours were also seen. With 

the bench scale model validated, the CPFD model was then utilised to develop and test scaleup 

methodologies based on similarity principles. 

As Matsen [619] stated, "fluidised bed scale-up is still not an exact science, but is rather that mix of 

physics, mathematics, witchcraft, history and common sense that we call engineering." The scale-up 

of multiphase reactors such as those required for commercialising SE-SR processes presents a 

significant challenge, due to the complex hydrodynamics involved. General principles and scaling 

methodologies can provide guidance but any new system will still require careful consideration of 

inherent uncertainties. Knowlton et al. [526] presented a multi-step method in scaling a new fluidised 

bed process, which involves the determination of reaction kinetics, selection of a mathematical model 

based on the fluidisation regime, construction of a pilot plant and large-scale cold flow model, followed 

by a commercial plant. When mathematical model is used for scaling, the methods could include 

process model and optimisation, reactor modelling, parametric analysis, and selection of reactor 

system [620]. However, there is no single strict procedure for scaling up fluidised bed reactors. For 
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scaling-up of CFB, Knowlton et al. [621] identified some hydrodynamic parameters to be determined 

to facilitate scaleup. These included: solids and gas velocity profiles within the riser, the radial gas 

dispersion coefficient, and the solids volume fraction or holdup, which is the most important 

parameter. 

Two scaling laws proposed by Glicksman [511] and Horio et al. [503] were selected and evaluated using 

the CPFD model (Chapter 6). The scaling laws aim to establish dynamic similarity by selecting 

dimensionless parameters that remain constant between scales. The validated CPFD model was used 

to test scale-up from bench to a 1 MWth plant. Keeping all parameters constant proved challenging, 

given the differences in fluidising gas properties between scales. Nevertheless, an effort was made to 

keep several key parameters consistent, as summarised in Table 9.1. 

Table 9.1: Summary of dimensionless parameters maintained for the different scaling laws. 

Scaling laws Dimensionless parameters 

Glicksman (Model G) [511]   uo
2

gD
,  uo

umf
,  D

H
, φ

p
,  bed geometry  

Horio et al. (Model H) [503] Ds

Db
,  

Hs

Hb
, 

uo-umf

√gD
,

umf

√gD
, Nr, bed geometry  

 

In general, the Glicksman and Horio et al. scaling laws were tested by: 

i. Applying the scaling relationships derived from their dimensionless group analysis to 

geometrically scale the bench-scale model properties to the 1 MWth unit size. 

ii. Using the validated CPFD model to simulate both scales under three different velocities and 

two particle sizes, while satisfying the scaling laws by maintaining matching values of 

parameters like Froude number (
𝑢𝑜

2

gD
) and velocity ratios. 

iii. Comparing the hydrodynamic behaviour predicted at each scale to validate that scaled 

dynamic similarity was achieved to the extent possible, given constraints like different gas 

properties. 

While not all scale-up criteria could be strictly followed due to inherent scale differences, the validated 

CPFD model demonstrated that key dimensionless groups from established scaling laws could still be 

sufficiently matched to enable hydrodynamic and chemical similarity between scales, even if not 

identically replicated. The voidage and methane conversion profiles from scaling models G and H 

showed qualitatively similar behaviour to the bench-scale model, at low to moderate gas velocities. 

The profiles exhibited an annular-lean core pattern, where the outer annular region near the walls had 

a sharply decreasing voidage gradient and the central core maintained a more uniform, higher voidage. 
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However, at the highest velocity tested, a deviation was observed. The bench-scale voidage profile 

showed higher values near the wall, suggesting non-uniform gas distribution or preferential 

channelling along boundaries, but Models G and H retained the annular-lean core pattern. 

Quantitatively, the average lateral voidage and conversion from models G and H fell within the bench-

scale model's 90% confidence interval, for low to moderate velocities. At the high velocity, the averages 

were below this threshold. This suggests the scaling models successfully matched the bench-scale 

behaviour across most operating ranges examined. However, at the highest gas velocity, hydrodynamic 

similarities began to diverge, potentially due to scale-dependent effects like poorer distribution not 

fully captured. Despite qualitative and quantitative similarities between the Model G and H, Model G 

would necessitate a larger physical reactor diameter and height to precisely satisfy its scale-up 

dimensional ratios, relative to the lab unit. This increases both capital and operating costs associated 

with purchases of raw materials, construction, and maintenance for essentially similar predicted 

performance to Model H. Therefore, Model H was selected for further scale-up studies. 

The scale-up studies (Chapter 7) involved analysing the impact of design variable (bed aspect ratio – 

H/D) and bed conditions (initial bed temperature and particle sizes) on the performance of the 

standalone reformer/carbonator, at 1 MWth reactor scale. The bed aspect ratio and particle size had 

a lesser impact on the reactive performance but significantly influenced the hydrodynamics of the bed, 

as evidenced by the observed changes in bubble dynamics, pressure drop, and gas-solid contours. On 

the other hand, the initial bed temperature demonstrated the most substantial impact on the reactive 

performance of the reformer/carbonator, as reflected in the variations in product gas composition. At 

lower bed temperatures, the limited catalyst activity and slower reaction kinetics hindered the 

methane conversion and hydrogen production rates. However, as the bed temperature increased, the 

enhanced kinetics of the SMR reactions led to a significant increase in hydrogen composition, reaching 

a maximum of approximately 96% at 873 K. Beyond this temperature, carbonation reaction reduced, 

resulting in a decrease in hydrogen composition and an increase in CO2 concentration. Although the 

bed aspect ratio and particle size did not drastically influence the product performance, their effects 

on the hydrodynamics were notable. Higher bed aspect ratios generally favoured improved gas-solid 

contact and mass transfer, leading to increased hydrogen production and reduced CH4 and CO2 

compositions. However, high aspect ratios also resulted in increased pressure drop.  

When the calciner was integrated and at constant solids circulation rate, the performance of the 1 

MWth scale behaved differently. In the reformer, the mole fractions of hydrogen and methane are 

seen to decrease by approximately 1%, while the CO and CO2 compositions increased by a similar 

amount, relative to the product compositions of the standalone bubbling bed SE-SR reformer. This 

behaviour was attributed to the introduction of hot solids originating from the calciner, which led to 
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an increase in the average particle temperature in the reformer/carbonator, from an initial value of 

873 K to 978 K. The higher particle temperature in the reformer/carbonator influenced the equilibrium 

and kinetics of the reforming reactions, resulting in the observed changes in product gas composition. 

Despite maintaining a calciner wall temperature of 1173 K, the average particle temperature in the 

calciner continued to decrease, reaching around 1028 K at the end of the 400-second simulation time, 

from an initial value of 1173 K. This temperature drop in the calciner suggests the presence of heat 

transfer limitations and the need for higher wall temperatures or improved heat integration strategies, 

to maintain the desired particle temperature for efficient sorbent regeneration. The integration of the 

calciner and the introduction of hot solids from the regeneration process had an impact on the overall 

system behaviour at the 1 MWth scale. While the solids circulation facilitated continuous sorbent 

regeneration and CO2 capture, the associated temperature changes affected the reaction equilibria 

and kinetics in the reformer/carbonator, leading to variations in the product gas composition. To 

address the observed temperature drop in the calciner and ensure efficient sorbent regeneration, 

further investigations into heat integration strategies and optimisation of the calciner operating 

conditions, such as wall temperature and solids residence time, may be necessary. 

Across scales (1 MWth to 150 MWth), some similarities are observed for parameters like bubble 

distribution profiles and product distribution (Chapter 7). However, there are also deviations that 

warrant closer examination. The bubble size distributions show a shift where larger bubbles form at 

the bottom of the smaller 1 MWth scale, compared to the 50 and 150 MWth scales. However, at the 

top, the trend reverses with larger bubbles in the bigger scales. This could be attributed to differences 

in factors like turbulence intensity and particle dispersion impacting bubble behaviours locally within 

the beds. Interestingly, the 50 and 150 MWth scales more closely align in bubble sizes, validating the 

idea that scaling parameters can fluctuate more at small scales before levelling off [517]. This suggests 

bubble dynamics may become more consistent above a threshold scale. 

Looking at particle distributions, the 1 MWth scale shows less loading in the freeboard compared with 

the other scales. The distinction in freeboard loading suggests entrainment is limited at smaller scale. 

This ties directly to the inferred greater turbulence driving bubble changes and breakage seen at larger 

scales. Product gas trends point to larger scales showing enhanced conversion, through higher 

turbulence and increased particle surface area (since particle size was kept constant across scales). The 

spatial product distribution profiles seen in the product composition contours are consistent at the 

different scales, given that the scale-up methodology also aimed to preserve chemical similarity. Apart 

from bed temperature which showed significant impact on product compositions when tested at 1 

MWth, there is also pressure drop concerns that should be noted as scale increases. 
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Economically, SE-SR was found to be competitive. SE-SR was bench-marked against more established 

blue hydrogen production technologies like SMR and ATR-GHR integrated with CCS (Chapter 8). Its 

levelised cost of hydrogen production is estimated at £2.79-2.84/kgH2, making it the lowest cost option 

modelled, even after including costs of hydrogen compression. SMR coupled with CCS has a clear cost 

disadvantage, with an LCOH over £3.40/kg due in part to high fuel usage. Capital costs are the main 

contributor to ATR-GHR's levelised cost of hydrogen, estimated at £3.10-3.22/kgH2. Scaling the plants 

up to 1000 MW capacity provides some cost reductions across the board, as a result of economies of 

scale. However, SE-SR still maintains its cost advantage against the other blue hydrogen options. 

Sensitivity analysis reveals that natural gas prices have the biggest influence on LCOH, while carbon 

prices are most impactful on the cost of avoided CO2 emissions. 
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 Conclusion and recommendations 

In this PhD research, a model-based scale-up studies was conducted to analyse behaviours and assess 

performance of SE-SR of methane in bubbling fluidised bed reactors. This was achieved through the 

following objectives: 

1. Conducting a general literature review to examine the current state of research and 

development in the wider field of low-carbon hydrogen production, with a particular focus on 

SE-SR technology, as in Chapter 2. 

2. Conducting a comprehensive review to understand the state-of-the-art in simulation and 

modelling approaches for SE-SR of methane in FBR, as in Chapter 3. 

3. Developing and validating a CPFD model to simulate lab-scale SE-SR, benchmarked against 

published experimental data, as in Chapter 4.  

4. Extending the CPFD model to simulate a full-loop bench-scale SE-SR system and validating 

model predictions, as in Chapter 5. 

5. Developing and validating a scale-up methodology for SE-SR in bubbling fluidised bed reactors 

using the validated CPFD model, as in Chapter 6. 

6. Evaluating the performance of a 1 MWth SE-SR of methane system at varying operating 

conditions and extrapolating the model to assess behaviour at larger scales of 1, 50, and 150 

MWth, as in Chapter 7. 

7. Conducting a techno-economic analysis of SE-SR for methane production at commercial scales 

to benchmark against established blue hydrogen technologies, using validated process 

simulation models, as in Chapter 8. 

Concisely, a CPFD reactor model was developed and simulated in Barracuda VR® and validated against 

literature data.  Initially, a 3D CPFD model was developed for a lab-scale reformer/carbonator only, 

with hydrodynamic and kinetic behaviour validated with literature data. Then, this model was 

extended to include the calciner, where the full-loop system including the loopseals were modelled 

and validated. Two scale-up methodologies, based on similarity principles, were developed and their 

performance validated using the CPFD model. One scale-up method was subsequently selected for use 

with the CPFD model, to conduct scale-up studies of SE-SR in bubbling fluidised bed reactors at larger 

scales. Finally, the performance of SE-SR was benchmarked against more established blue hydrogen 

production technologies at much larger scales, using process models developed in Aspen Plus V12.1 

software. The main conclusions and recommendations from this research are presented in the 

following sections: 
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10.1 Conclusions  

10.1.1 A three-dimensional computational particle fluid dynamic model for 

sorption-enhanced steam reforming of methane 

In Chapter 4, a CPFD model was developed for a lab-scale SE-SR of methane in bubbling fluidised bed 

reactor and validated with experimental data available from literature. Parametric studies aimed at 

understanding the predictive capabilities of the CPFD model, as well as analysing characteristics of SE-

SR in bubbling fluidised bed reactors that have yet to be examined in previous research, was conducted. 

The gas-solid flow characteristics, influence of pressure (1 – 25 atm), steam-to-carbon ratio (3 – 5), and 

velocity (1 – 4 m/s) were investigated. Validation of the model was carried out for both the 

hydrodynamic and kinetic sub-models, by comparing simulation results of volume fraction and 

compositions with available experimental data. In the hydrodynamics validation, three drag models – 

EMMS-Yang, Gidaspow, and Wen-Yu – were tested. Among these, only the EMMS-Yang model 

exhibited a similar trend to the experimental data, with a slight deviation attributable to the omission 

of modelling the high-pressure drop distributor. The kinetic model was also validated successfully, as 

the product composition results matched and agreed well with the experimental data.  

The behaviour of particles in the reactor was also analysed, with a focus on particle volume fraction 

and the velocities of gas and solid phases. Time-averaged data showed the bed expanding 

approximately 1.4 times its initial height due to bubble formation and particle redistribution. 

Simultaneously, fluid pressure was higher at the bottom due to the weight of bed particles. The fluid 

velocity contour revealed distinct flow regimes, including dense flow, bubble flow, and throughflow. 

Negative solid flows were attributed to particle recirculation. The CPFD model effectively captured 

these hydrodynamics zones within the reactor, highlighting the role of bubbles in inducing circulation 

and gas-solids contact SE-SR process. 

Based on the spatial gas species distribution predicted by the model, three distinct profiles were 

revealed at the inlet, middle and upper bed regions. The inlet/lower bed region exhibited high 

methane and CO concentrations, with CO2 levels peaking due to steam reforming reactions. Moving to 

the mid bed region, CO2 sorption reduced CO2 concentrations, while water-gas shift reactions continue. 

In the upper bed region, reforming and shift reactions were largely completed, resulting in high and 

uniformly distributed hydrogen levels. The particles remained well-mixed, although CaCO3 is 

concentrated at the reactor bottom due to high CO2 levels. 

The modelled species concentration profiles under varying operating parameters generally align with 

anticipated trends. Increasing pressure adversely affects SE-SR of methane performance, as increased 
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pressure reduces methane conversion and in turn, leads to reduced CO2 capture efficiency. High S/C 

ratios enhance methane conversion, hydrogen production, and CO2 capture efficiency but presented 

challenges for sorbent CO2 adsorption due to high steam and low CO2 partial pressures. Higher gas 

velocities resulted in reduced residence time for reforming reactions, causing a notable decline in 

methane conversion. This, in turn, led to decreased hydrogen purity, despite increased hydrogen 

production rate. Given its demonstrated predictive accuracy, the validated reformer/carbonator CPFD 

model was considered well-suited for further analysing the SE-SR system. 

10.1.2 Computational simulation of SE-SR of methane in a bench-scale dual 

circulating fluidised bed reactor 

In Chapter 5, the CPFD model was expanded to include the calciner, and other full-loop system 

components including the loopseals and cyclone. The impact of various catalyst-to-sorbent ratios (C-

S) and two bed geometry designs (CFB1 and CFB2) on the chemical performance of a dual circulating 

fluidised bed system for SE-SR of methane, was investigated. Key reactor properties including product 

composition, thermal performance and solids distribution, were compared between the two bed 

geometry designs. Three C-S mass ratios (0.3, 1.3 and 3) were explored to analyse their chemical 

behaviour and hydrodynamic characteristics. At a low C-S of 0.3, methane conversion was lowest, with 

a product gas relatively high in unconverted CH4 and CO, and low in H2, suggesting incomplete 

reforming and CO shift reactions due to insufficient catalyst contact time. As a result, CO2 capture was 

negatively impacted due to reduced CO2 partial pressures and driving force. A moderate C-S of 1.3 

resulted in an improved methane conversion and reduced levels of CO and CO2 in the product, with 

the highest H2 yield. At low sorbent loading (C-S=3) representing a low sorption capacity, CO2 removal 

by the sorbent decreased, resulting in higher CO2 emissions. However, the negative effects of low 

catalytic activity exceeded those of low sorbent activity on the overall process performance. 

Varying the sorbent ratio also influenced heat management in the system. While higher sorbent 

loading enhanced heat retention in the reformer, it risked a steeper temperature drop in the calciner, 

increasing regeneration penalties. For optimal process efficiency, adjusting solid circulation rates, 

together with sorbent inventory, can help alleviate energy penalties associated with calcination 

temperature drop. The use of bifunctional catalysts may also enhance sorption kinetics at lower mass 

loadings, reducing heat requirements in the calciner. The instantaneous temperature contours 

revealed that achieving quick temperature homogenisation proved challenging at very low catalyst or 

sorbent levels. 



255 
 

The solids volume fraction profiles provided insights into bubble flow patterns within the two bed 

designs. In CFB1, bubbles appeared to preferentially migrate towards the wall perimeter, as indicated 

by the downward trend in particle concentration moving radially outward. Meanwhile, CFB2 exhibited 

a more gently downward sloped profile at the centre, suggesting a tendency for bubbles to accumulate 

more towards the central axis rather than the perimeter. Solids concentration contours revealed the 

expected reduced CaO fraction in reformers versus calciners, validating the cyclic carbonation-

calcination process. A uniform CaCO3 distribution were seen in the reformers, indicating adequate 

contact between phases without noticeable particle segregation. 

The result from this chapter provided insights into the potential impact of catalyst deactivation and 

sorbent loading, emphasising the need to also match them with appropriate circulation rates, while 

considering the calciner's thermal requirements.  

10.1.3 Scale-up strategy for SE-SR of methane in bubbling fluidised bed reactors 

The study in Chapter 6 applied the principle of similarity and CPFD model to scale up SE-SR process for 

hydrogen production, operating in the bubbling fluidisation regime. The objective was to validate if 

the scaled models adopted – Glicksman’s (Model G) and Horio’s (Model H) models – can reliably 

replicate key performance metrics like conversion and reactor trends observed at bench scale. 

Hydrodynamic characteristics and reaction performance across scales were evaluated under varying 

operating conditions. Time-averaged voidage profiles and methane conversion were compared 

between the bench-scale model and scaled Models G and H under different gas velocities, and two 

discrete particle sizes. 

While similarity was demonstrated on average across most conditions studied, some scale-dependent 

divergences emerged under more intense fluidisation. At higher superficial gas velocities 

corresponding to more vigorous bubbling, minor deviations beyond ±10% parity tolerance were 

observed for a few data points between units. Similarly, when replicating the bench-scale 200 μm 

particle size, voidage profiles for Models G and H became relatively non-uniform, compared to uniform 

trends observed at 500 μm. 

However, scaled Models G and H generally exhibited close agreement with trends observed at bench-

scale, with most data points falling within the ±10% parity band. Comparison of Model G to Model H 

showed the two scaled units achieved near-identical simulation of the bench reactor across all test 

cases, validating the reliability of the scaling methodologies. Although their performance aligned 

closely, Model G would require a slightly larger physical dimensions and particle inventory mass to 

geometrically match scale-up ratios. 
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10.1.4 Effect of scale on the performance of SE-SR of methane in a bubbling fluidised 

bed reactors 

One novelty in this thesis includes the way CPFD model with scaling laws were employed in scaling-up 

SE-SR of methane in bubbling bed reactor. The developed models and findings provide guidelines for 

design and scale-up of future industrial SE-SR of methane system. In Chapter 7, the performance of 

1MWth SE-SR was first analysed in a stand-alone bubbling bed, then in circulating mode using the 

CPFD model. This was shifted to a multi-scale analysis, spanning 1 MWth to 150 MWth capacities, to 

provide understanding into the scale-up performance and challenges.  

For the 1 MWth SE-SR reactor, the effects of operating parameters including initial bed temperature, 

bed aspect ratio, and particle size were evaluated. Initial bed temperature was found to strongly 

influence product gas composition, with temperature around 873K producing the highest hydrogen 

yield of 96%. Temperatures above this led to decreasing hydrogen due to reduced carbonation reaction, 

while below resulted in lower methane conversion due to low reforming kinetics. Transient 

temperature profiles showed larger gradients at lower bed temperatures, indicating improved heat 

transfer at higher bed temperatures. Increasing bed aspect ratio from 0.4 to 0.8 enhanced gas-solid 

contact, improving hydrogen composition up to 96%. Above an aspect ratio of 0.8, little benefit was 

observed. Particle size had a minor impact on composition but strongly affected hydrodynamics, with 

larger sizes (>800 µm) exhibiting packed bed behaviour. 

In the investigation of the SE-SR process in circulating mode, the integration of a bubbling bed calciner 

with the reformer/carbonator using loopseals enabled the internal circulation of sorbent particles 

between the reaction zones. This configuration led to changes in product gas composition, with slight 

decreases in hydrogen and methane mole fractions, accompanied by increases in CO and CO2 

compositions. These shifts were attributed to the circulation of hot solids from the calciner to the 

reformer, resulting in increased temperatures in the reformer and subsequent impacts on reaction 

kinetics and sorbent behaviour. Temperature profiles within the system revealed substantial increases 

in both particle and fluid temperatures, particularly in the reformer, highlighting the influence of hot 

solids circulation on thermal dynamics. In addition, pressure profiles indicated decreasing pressure 

gradients along the height of the reactors, with slightly higher pressure drops observed in the calciner 

compared to the reformer. 

Furthermore, the investigation into the effect of scale on the SE-SR process elucidated negligible trends 

in product gas composition, pressure drop profiles, and methane conversion rates between scales. 

Scaling up the system revealed slight increases (<1%) in hydrogen composition alongside reductions in 

methane, CO, and CO2 compositions, indicating improved methane conversion and sorbent 
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performance at larger scales. Though chemical similarity was well-maintained across scales. The larger 

reactors exhibited increased pressure drops, necessitating more powerful compression systems. 

Bubble size distribution and particle distributions were similar across scales, though larger reactors 

exhibited more particle carryover. Simulating larger scales up to 150 MWth revealed only minor 

deviations in trends like bubble size distribution and product compositions with scale. This validates 

the suitability of the proposed scaleup methodology for industrial-scale hydrogen production. The 

developed nonlinear regression model quantitatively describes the observed increase in methane 

conversion with scale, offering guidance for reactor design and scale-up. 

10.1.5 Bench-marking large-scale SE-SR of methane against conventional 

technologies for low-carbon hydrogen generation 

Chapter 8 concerns the benchmarking of SE-SR technology against  SMR-CCS, ATR-GHR-aMDEA, and a 

base case conventional SMR at large-scale blue hydrogen production of 600 MWth(LHV) and scaled up 

to 1000 MWth(LHV). Sensitivity of natural gas price, electricity price, CO2 transport and storage cost, 

carbon price, total plant cost, and discount rate on two key indicators – LCOH and CCA – was also 

conducted for all the cases examined. 

The SMR-CCS plant has the lowest technical performance, of all the cases considered in this study. The 

net process efficiency dropped from ~69% to ~56%, when CCS unit was integrated into the process. In 

addition, its overall carbon capture efficiency was below 90%. Whilst AG-CCS-600 exhibited the highest 

high fuel conversion of ~99%, its net process efficiencies was low, reaching ca. 66%. This is because of 

the energy intensive ASU, H2 compressor and CCS plant, which will require electricity imports of, at 

least, 30 MWe to operate. Conversely, SE-600 plant had the highest net process efficiency of ~74%, 

with the overall carbon capture efficiency reaching 98%. The specific CO2 emissions for SMR, SMR-CCS, 

SE-SR, and ATR-GHR-aMDEA plants were found to be around 9.86, 2.44, 0.08, and 0.53 kgCO2/kgH2, 

respectively. 

Upon scaling the plants from 600 to 1000 MW capacity, the LCOH and CCA reduced for all the 

technologies. At a carbon price of 83£/tCO2e, the LCOH of SMR-CCS-600 is the highest at 3.68£/kgH2, 

mainly attributed to the large volume of natural gas required to operate the process. The SMR plant 

had relatively higher LCOH at 3.42 £/kgH2, due to its high emissions costs which are a result of the 

significant volume of CO2 generated and emitted from the plants. LCOH for AG-CCS-600 was at 3.26 

£/kgH2, with capital costs as the major cost contributor, primarily due to the high cost of components 

such as autothermal reformers and the a-MDEA CCS plants. For SE-600, the LCOH was estimated to be 

2.85 £/kgH2, due to its compact nature and low natural gas consumption. Factors such as natural gas 
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prices, electricity prices, carbon price and total plant costs exerted noticeable impact on the LCOH and 

CCA for the hydrogen technologies. Natural gas price has the greatest impact on the LCOH for the 

technologies, while carbon price impacts the CCA mostly. 

10.2 Recommendations for future study 

Based on the findings of this thesis, a number of recommendations can be made to further advance 

the development and scale-up of SE-SR process. The following recommendations also address some 

of the most important challenges identified through this work: 

i. It is important to note that the CPFD model was developed specifically for methane feedstock; 

therefore, its applicability and accuracy may be limited when using feedstocks with different 

compositions, properties, and reaction pathways. The kinetic mechanisms and transport 

properties incorporated into the model were tailored for and validated under conditions 

representing methane feedstock. Switching to alternate carbon sources would require 

recalibration of relevant model parameters against different experimental datasets. 

Additionally, impurities present in some fuels but not pure methane could introduce 

compounding complexities not captured here. The hydrodynamic scaling principles derived 

should transfer well, but achievability of performance objectives may differ without modifying 

chemical reaction schemes. 

ii. One of the main limitations in this research was the use of kinetic parameters from small-scale 

laboratory studies without validation at larger pilot or industrial scales. Reaction kinetics can 

change with scale. Therefore, more work is needed to characterise how kinetics evolve with 

scale. This would allow developing scale-dependent rates for more accurate modelling of large 

industrial processes. 

iii. In developing the scale-up methodology, isothermal conditions were assumed, which 

simplified the scale-up models but does not completely capture thermal similarity between 

scales. Temperature gradients drive many aspects of SE-SR performance like methane 

conversion and hydrogen purity. Developing and incorporating a full heat transfer model, and 

identifying dimensionless parameters would be mathematically and computationally 

intensive but important to do. 

iv. Although the CPFD modelling provided useful insights into process performance at lab and 

much larger scales, additional experimentation work is still needed to verify the observed 

behaviours at large scale. In order words, the CPFD model would need to be validated with 

data from larger pilot plants. 
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v. The circulating hot solids from the calciner increased the average bed temperature in the 

reformer/carbonator and adversely impacted performance, while relatively large 

temperature drop was observed in the calciner. Therefore, thermal management strategies 

to further control solids temperatures between reactors should be explored. Optimising the 

solids circulation rate between the calciner and reformer/carbonator is one approach to 

addressing the temperature issue. 
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Appendix  

Appendix A: Heat transfer model equations   

Heat transfer from fluid to particles and wall was calculated using fluid-to-particle and convective fluid-

to-wall heat transfer models, respectively. For the fluid-to-wall heat transfer, the local time-averaged 

heat transfer coefficient, ℎ𝑓𝑤 is calculated by weighting the relative contributions of the lean gas and 

dense particle phases’ heat transfer coefficients. The general equations for the lean gas (𝑙) and dense 

particle (𝑑) phases’ heat transfer coefficients are presented in equations 132 and 133, respectively. 

The values of 𝑐0, 𝑐1 and 𝑐2 in both equations were obtained from [527]. On the other hand, the fluid-

to-particle heat transfer is modelled based on correlation in equation 134, with coefficient values taken 

from [622]. Summary of the heat transfer model equations are presented in Table A.1. 

Table A.1: Summary of heat transfer model equations. 

Parameters Expressions  Equation  

Heat transfer coefficient 131 

Lean gas phase heat transfer 

coefficients 
132 

Dense particle phase heat transfer 

coefficients 
133 

Fluid-to-particle heat transfer 134 
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Appendix B: Project file for the scaled-up SE-SR in bubbling fluidised bed  

B1: Summary of material properties settings and codes 
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B2: Summary of numerical solution settings and codes 

 



276 
 

B3: Energy equation parameters and the CPFD code 
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B4: Summary of Python script used for bubble analysis 
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Appendix C: Process model parameters and results used for benchmarking of 

SE-SR with other conventional blue hydrogen technologies 

C1: Chemical reactions 

This section describes the chemical reactions used to develop the models for each of the processes, 

including the H2O-PZ-MDEA system for CO2 capture. 

1. Steam methane reforming 

The main steam methane reforming reaction is given in equation 135. Considering the water-gas shift 

reaction expressed in equation 136, the overall chemical equation for steam reforming of methane is 

presented in equation 137. 

CH4+H2O⇌CO+3H2  135 

CO+H2O⇌CO2+H2  136 

CH4+2H2O⇌CO2+4H2  137 

2. Autothermal and gas-heated reforming reactions 

The first reaction occurs in the gas-heated reformer, where 30% methane conversion is achieved via 

SMR reaction, presented in the previous section, before proceeding to the ATR. The gas-heated 

reforming eliminates the need for external combustion for heat provision as the required heat is 

supplied by the high-temperature product stream from the ATR. In the ATR, partial oxidation reactions 

presented in equations 138-140 and steam reforming reaction described in equation 137 occurs. 

CH4+ 1
2

O2→CO+2H2  138 

H2+ 1
2

O2→H2O  139 

CO+ 1
2

O2→CO2  140 

 

3. Sorption-enhanced steam reforming of methane reactions 

SE-SMR reaction combines the SMR reaction described in equations 135-137, with the carbonation of 

CaO in the reformer given in equation 141. In the calciner the backward reaction of equation takes 

place to regenerate the CaO. 
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CaO  + CO2   ⇌  CaCO3  141 

4. CO2 capture plant 

The CO2 capture plant model was developed in Aspen Plus using the Electrolyte Non-Random Two-

Liquid activity coefficient model (ELECNRTL). The reactions and parameters for the equilibrium and 

kinetic models were obtained from literature data [553,555,606] and presented in Table C.1. Equations 

142-146 are equilibrium reactions while equations 147-154 are kinetic reactions. 

Table C.1: Kinetic parameters for the CO2-PZ-MDEA-H2O system 

Reactions  Parameters No 

Equilibrium reactions A B C  

H𝟐O+H+PZCOO− ⇌ H𝟑O+ + PZCOO−   −14.0420 −3443.10 0 

142 

2H2O⇌OH-+H3O+  132.8990 -13445.90 -22.4773 

143 

MDEAH+H2O⇌MDEA+H3O+  −9.4165 −4234.98 0 

144 

HCO3
- +H2O⇌H3O++CO3

2-  216.049  -12431.70 -35.419 

145 

PZH+ + H𝟐O ⇌ PZ+H𝟑O+  −4.0762 −7773.20 0 

146 

Kinetic reactions Pre-exponential factor 

(kmol/(m3·s)) 

Activation 

energy (J/mol) 

  

MDEAH+ + HCO𝟑
− → MDEA + CO𝟐 + H𝟐O  1.06 × 1016 106323.168  

147 

PZ(COO)
𝟐

𝟐− + H𝟑O+ → PZCOO− + CO𝟐 +

H𝟐O  

5.56 × 1025  76831.704  

148 

PZCOO− + H𝟑O+ → PZ + CO𝟐 + H𝟐O  7.94 × 1021 65899.956  

149 

HCO𝟑
− → CO𝟐 + OH−  2.38 × 1017 123164.082  

150 

CO𝟐 + OH− → HCO𝟑
−  4.32 × 1013 55407.318  

151 

PZ + CO𝟐 + H𝟐O → PZCOO− + H𝟑O+  4.14 × 1010 33616.1706  

152 

PZCOO− + CO𝟐 + H𝟐O → PZ(COO)𝟐
𝟐− +

H𝟑O+  

3.62 × 1010  33616.1706  

153 

MDEA + CO𝟐 + H𝟐O → MDEAH+ + HCO𝟑
−  1.06 × 1016  106323.168  

154 
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The dimensions and properties of the absorber column and stripper used for the simulation is also 

presented in Table C.2. 

Table C.2: Specifications of the absorber and stripper 

Properties  Absorber  Stripper  

Column diameter (m) 5 8 

Number of equilibrium stages 20 20 

Packed height (m) 24 30 

Type of packing MELLAPAK 250Y MELLAPAK 250Y 

 

C2: Results from the validation of SE-SR of methane 

To adjust the results of the SE-SR reactor in the simulation so that it matches the experimental data, 

the temperature approaches for the water-gas shift reactions and carbonation reaction were set to 

30 °and 19 °C, respectively. Results of the simulation validated against experimental data [574] is 

presented in Table C.3. 

Table C.3: Comparison of simulation results with experimental data from literature for SE-SR 

 
Experiment [574] Simulation Simulation Errors 

Reforming 

temperature (°C) 

H2 Yield (%) CH4 Conversion (%) H2 Yield (%) CH4 Conversion (%) H2 Yield (%) CH4 Conversion (%) 

550 86.23 96.76 96.36 96.42 11.75 0.35 

575 87.55 97.65 96.73 96.90 10.50 0.76 

600 89.45 98.82 96.94 97.32 8.37 1.52 

625 91.94 98.82 96.86 97.72 5.35 1.12 

650 93.11 99.41 96.30 98.11 3.42 1.31 

675 85.49 99.71 94.87 98.53 10.97 1.18 

700 83.44 99.41 91.93 98.97 10.18 0.44 

750 79.78 99.85 90.81 99.72 13.82 0.13 

800 79.78 100.00 89.92 99.92 12.71 0.08 
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C3: Flowsheets of all the processes studied. 

Figure C.1: Process flowsheet for steam methane reforming. 

 

 

 

Figure C.2: Process flowsheet for autothermal with gas-heated reforming process. 
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Figure C.3: Process flowsheet for sorption-enhanced steam reforming. 

 

Figure C.4: Process flowsheet for the CO2 capture unit. 
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C4: Stream properties 

In this section, the summary of stream results is presented for all the cases studied at 600 MW hydrogen production scale. 

Table C.4: Steam reforming of methane  

Streams 
 

1 2 3 4 5 6 8 PSAOG H2 11 

Description 
 

Pre-reformer 

In 

Pre-

reformer 

Out 

Reformer In Reformer 

Out 

MTS In MTS out PSA in PSAOG to 

Furnace 

H2 to 

pipeline 

Furnace Out 

Pressure Bar 30.00 29.60 28.72 26.86 26.86 26.08 26.08 1.30 200.00 4.80 

Temperature °C 482.00 450.00 600.00 870.00 220.00 314.00 35.00 35.00 25.00 1034.20 

Molar Flow kmol/h 11,543.36 11,990.07 11,990.07 16,670.13 16,670.13 16,670.13 13,188.13 4,258.99 8,929.13 20,971.14 

Mass Flow kg/h 204,679.20 204,679.20 204,679.20 204,679.20 204,679.20 204,679.20 141,923.72 123,922.50 18,001.18 613,150.88 

Composition 

CO2 mol/mol 0.00 0.02 0.02 0.05 0.05 0.14 0.18 0.56 0.00 0.19 

CO mol/mol 0.00 0.00 0.00 0.10 0.10 0.01 0.01 0.04 0.00 0.00 

Methane mol/mol 0.25 0.25 0.25 0.04 0.04 0.04 0.05 0.15 0.00 0.00 

Ethane mol/mol 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

H2O mol/mol 0.73 0.67 0.67 0.30 0.30 0.21 0.00 0.01 0.00 0.19 

n-butane mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Nitrogen mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.62 

Oxygen mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Propane mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Hydrogen mol/mol 0.00 0.06 0.06 0.50 0.50 0.60 0.75 0.23 1.00 0.00 

H2S mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

NOx mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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Table C.5: Autothermal gas-heated reforming with CCS  

Streams 
 

1 2 2 3 4 5 6 7 H2 9 CO2 
  

GHR In GHR 

Out 

ATR In ATR Out ITS In ITS Out PSA In H2 to 

compressor 

H2 to 

pipeline 

CO2 to 

compressor 

CO2 to 

pipeline 
             

Pressure Bar 35.50 35.30 35.30 34.80 34.80 34.50 34.00 34.00 200.00 1.15 110.00 

Temperature °C 500.00 777.87 777.87 1050.00 270.00 270.00 41.80 41.80 25.00 40.00 24.98 

Molar Flow kmol/h 9,574.23 12,634.08 12,634.08 17,926.00 17,926.00 17,926.00 10,346.53 8,946.09 8,946.09 4,079.15 3,830.08 

Mass Flow kg/h 168,258.13 168,258.13 168,258.13 272,014.79 272,014.79 272,014.79 37,521.88 18,000.00 18,000.00 171,420.71 166,933.38 
             

Composition 
            

CO2 mol/mol 0.00 0.05 0.05 0.08 0.08 0.22 0.02 0.00 0.00 0.93 0.99 

CO mol/mol 0.00 0.07 0.07 0.16 0.16 0.01 0.01 0.00 0.00 0.00 0.00 

Methane mol/mol 0.39 0.21 0.21 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 

Ethane mol/mol 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

H2O mol/mol 0.59 0.27 0.27 0.36 0.36 0.21 0.00 0.00 0.00 0.06 0.00 

n-butane mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Nitrogen mol/mol 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 

Oxygen mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Propane mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Hydrogen mol/mol 0.00 0.40 0.40 0.40 0.40 0.55 0.95 1.00 1.00 0.00 0.00 

H2S mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

NOx mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

PZ mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

MDEA mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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Table C.6: Sorption-enhanced steam reforming of methane  

Streams 
 

1 2 3 4 5 6 7 H2  CO2 

Description 
 

Reformer/ 

Carb In 

Reformer/ 

Carb Out 

Calciner In Calciner out PSA in Oxycomb In 

(+PSAOG) 

Oxycomb Out H2 to pipeline CO2 to 

pipeline 

Pressure Bar 25.50  25.00  23.90  1.00  23.70  1.1 1.0 200.0 110.0 

Temperature °C 741.1  700.0  699.9  900.00 40.0  18.2 29.5 25.0 20.0 

Molar Flow kmol/h 24,282.55  26,889.75  2,936.47  5,380.66  10,591.08  2,033.70  4,011.47  8,929.10  3,424.80  

Mass Flow kg/h 546,110.07  546,110.07  272,237.80  272,237.80   33,149.66  21,451.92  100,361.64  18,000.00  150,724.59  

Compositions  

CaO mol/mol 0.12 0.02 0.17 0.55 0.00 0.00 0.00 0.00 0.00 

CaCO3 mol/mol 0.00 0.09 0.83 0.00 0.00 0.00 0.00 0.00 0.00 

CO2 mol/mol 0.00 0.00 0.00 0.45 0.01 0.04 0.03 0.00 0.00 

CO mol/mol 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.00 

Methane mol/mol 0.11 0.02 0.00 0.00 0.05 0.32 0.43 0.00 0.00 

Ethane mol/mol 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 

H2O mol/mol 0.76 0.49 0.00 0.00 0.00 0.02 0.02 0.00 0.00 

n-butane mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Nitrogen mol/mol 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 

Oxygen mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.53 0.00 0.00 

Propane mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Hydrogen mol/mol 0.00 0.37 0.00 0.00 0.94 0.60 0.49 1.00 1.00 

H2S mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

NOx mol/mol 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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C5: Cost of Equipment 

The reference presented in Table C.7 was used to calculate the cost of the major reactors for each of 

the processes. Hydrogen compressor cost was estimated using equation 130 and escalating the cost 

from 2019 to 2023 rate [623]. 

𝑇𝑜𝑡𝑎𝑙 𝑖𝑛𝑠𝑡𝑎𝑙𝑙𝑒𝑑 𝑐𝑜𝑠𝑡, 𝐶𝐴𝐷$ = 2 × (3083.3 ∗ 𝑘𝑊𝑆𝐹) 155 

Where Scale factor, SF = 2 

Table C.7: Parameters used to estimate the costs of equipment. 

Process unit  
Scaling 

parameter 
Unit  Capacity  Currency 

Cost 

(‘000) 

Cost 

type 
Year  

Scaling 

exponent 
Ref. 

Steam reformer H2 flowrate kg/h 8994 € 40,677 Installed 2014 0.65 [624] 

Autothermal reactor Reformer exit kg/h 633,660 $ 329,244 Installed 2007 0.6 [625] 

Gas-heated reactor NG input MWLHV 1,800 € 12,770 Installed 2006 0.75 [626] 

Shift converter 
Syngas 

flowrate 
kg/h 587,349 $ 17,442 TPC 2020 0.8 [627] 

SE-SR unit (including 

solids handling) 
H2 flowrate Nm3/h 100,000 $ 28,030 Installed 2014 0.65 [628] 

Oxy-fuel combustor Power output kW 622,000 $ 92,021 TPC 2007 0.85 [629] 

Steam turbine Power output  kW 194,900 $ 46,715 TPC 2007 0.7 [630] 

Air separation unit 

with oxygen 

compressor 

Oxygen 

flowrate 
kg/h 250,000 $ 193,147 TPC 2007 0.89 [631] 

Pressure swing 

adsorber 
Inlet flowrate m3/s 4.63 € 36,560 Installed 2017 1 [632] 
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