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Abstract

This project investigates the material-transport dynamics of natural-scale turbidity currents. The sediment-

laden gravity-driven flows are a dominant control on the sediment transport between continents and deep

marine systems. The resulting sediment architectures are expected to record the previous millennia of en-

vironmental events such as tectonic events or relative sea-level changes. In spite of their importance as

paleo-environmental record, and a key geohazad, their dynamics are still poorly constrained due to the lim-

itations of observation, computational costs, and the destructive nature of turbidity currents. Indeed, key

knowledge gaps include the internal structures and flow energetics of turbidity currents, which dictate the

dynamics and thus sediment transport mechanics and deposits of such flows.

Data compilation and laboratory-scale experiments of turbidity currents, on which this work is based, have

been conducted. The velocity and density profiles of pseudo-steady flows were gathered from laboratory

experiments and natural-scale events to investigate the key factors that control the vertical flow structure.

Laboratory experiments were designed to fill the gaps between the compiled data from the past literature and

provide high-resolution observations.

The statistical analysis of pseudo-steady turbidity currents’ compiled velocity and concentration profiles pro-

vides valuable insights into the material-transport dynamics. The empirical models for predicting flow velocity

and concentration profile of turbidity currents are developed using machine learning techniques. Implications

of the analysis and the developed models are that the internal structures of turbidity currents enhance their

material-transport efficiency as the flow is decelerated.

The theoretical analysis of the energetics of turbidity currents revealed that the previous fluvial-based en-

ergetics theory significantly underestimated the sediment-load capacity of turbidity currents. The direct

implication is that the traditional micro-scale turbulent energy production cannot explain the energetics of

gravity currents.

To conclude, the findings of this thesis contribute to a better understanding of the material-transport dynamics

of turbidity currents, identifying useful research areas for future works.
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Chapter 1

Introduction

1.1 Turbidity Currents

Turbidity currents, a type of submarine density flow, are one of the most important sediment-transport

processes on Earth (Elmore et al., 1979; Piper et al., 1999; Wynn et al., 2002c; Meiburg and Kneller, 2010b).

They are a primary mechanism for transporting sediment, nutrients, and pollutants from shallow to deep

marine system (Pohl et al., 2020; Wells and Dorrell, 2021). Turbidity currents can traverse over 1000 km

and transport over 100 km3 of sediment in a single event (Piper et al., 1999; Rothwell et al., 1998; Talling

et al., 2007; Babonneau et al., 2010), yet the sediment-transport mechanism of these currents is still poorly

understood. Submarine fans, a complex of the deposits from multiple density flows, are some of the largest

and thickest sediment accumulations on the Earths surface (Bouma et al., 1985; Nilsen, 2007). The huge

complex of sediments can be an archive of, for example, past tectonic, biological, and climatic processes

(Weimer and Link, 1991; Stow and Mayall, 2000; Covault, 2011). For instance, disastrous natural phenomena

such as earthquakes can be an initiation factor of turbidity currents and thus, their deposits might record

such events (e.g. Goldfinger et al., 2007). In addition, since the porosity of the deposits in submarine fans is

relatively higher than the surrounding sediments, they can also be a potential oil and gas reservoir (Weimer

and Link, 1991; Stow and Mayall, 2000; Covault, 2011).

When it comes to the management of geohazard risk, the destructive nature of turbidity currents means

they pose a significant risk to marine infrastructure such as telecommunications and petroleum production

facilities (Bruschi et al., 2006; Clare et al., 2015). Therefore, the understanding of submarine density flows from

their initialization to their deposition is an important subject from scientific industrial and risk management

perspectives. Here, the aim of this PhD project is a better understanding of the flow dynamics of turbidity

currents, focusing on their energetics and material-transport mechanism.
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1.2 Theoretical Model

Modelling represents a fundamental approach in enhancing our comprehension of natural phenomena. It

simplifies the complexity of these phenomena into more manageable forms and allows us to make predictions.

In this study, the focus is to develop a comprehensive model designed to predict the internal flow dynamics of

turbidity currents. To achieve this, we will delve into existing theoretical models, particularly those derived

from the Navier-Stokes equations. This exploration is crucial not only for understanding the foundational

principles and methodologies employed in previous modelling but also for identifying the knowledge gaps.

The highest resolved numerical simulation which directly solves the Navier-Stokes equations numerically is

called DNS (Direct Numerical Simulation). DNS requires the mesh size which is small enough to capture the

smallest eddy in the target phenomenon. Thus, for a strongly turbulent flow, it requires vast number of grid

points which makes it extremely computationally expensive. Therefore, researchers commonly use assump-

tions to introduce simple models of turbulence (e.g. Argyropoulos and Markatos, 2015, and the references

therein), which provides methods for the practical prediction to advance understanding of fluid dynamics.

1.2.1 Navier-Stokes Equations

The Navier-Stokes equations are a description of the momentum conservation of viscous fluid (e.g. Navier,

1823; Stokes, 1845). Previously, the motion of fluid was approximated by the equations for ideal fluid, the

Euler equation (Euler, 1755). By adding the viscous term to the Euler equations, the Navier-Stokes equations

are achieved. The Navier-Stokes equations can be derived using the mass and momentum conservation of a

control volume of fluid. Firstly, the equation of mass conservation can be derived considering a control volume

of viscous fluid and its total advection. Using Gauss’ theorem, the mass conservation can be described as,

∂

∂t

∫∫∫
Vc

ρf dVc = −
∫∫

Sc

ρfu · ndSc

= −
∫∫∫

Vc

∇ · (ρfu)dVc (1.1)

where ρf is the density of fluid and u = (u1, u2, u3) is the three-dimensional velocity vector. Here the

coordinate system is x = (x1, x2, x3) in which x is allocated to the streamwise direction and x3 is allocated

to the direction that is perpendicular to the bottom surface and streamwise direction. dSc is small area on

the surface of the control volume Vc. The equation (1.1) must be satisfied regardless of the size of the control

volume, thus,

∂ρf
∂t

+∇ · (ρfu) = 0. (1.2)

2
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In the Lagrangian form, the equation (1.2) takes the form:

Dρf
Dt

+ ρf∇ · u = 0 where
D

Dt
=

∂

∂t
+ u · ∇. (1.3)

The equation (1.2) or (1.3) is called the equation of continuity. In the case of incompressible flow (discussed

further below), since ρf is regarded as constant, only the advection term ∇ · u will remain in equation (1.3).

Secondly, considering the total force which acts on the control volume, the momentum balance may be

described as

D

Dt

∫∫∫
Vc

ρfu dVc =

∫∫∫
Vc

ρfg dVc +

∫∫
Sc

Π · n dSc

=

∫∫∫
Vc

(ρfg +∇ ·Π) dVc (1.4)

where g is the vector of gravity acceleration and Π is 3-D stress tensor that describes the surface forces which

act on the control volume. The surface forces which act on viscous fluid are pressure and viscous friction.

Here p denotes the pressure force which act on a unit area and λ and µ denote the bulk and dynamic viscosity

coefficient respectively. Then, each component of Π can be written by (Stokes, 1845),

Πij = (−p+ λ∇ · u)δij + µ

(
∂ui

∂xj
+

∂uj

∂xi
− 2

3
∇ · uδij

)
(1.5)

where it is an assumed that the stress of viscosity has a linear relationship with the velocity gradients.

Stokes assumed that the bulk viscosity λ = 0 (Stokes’ hypothesis) and from equation (1.4–1.5) and the Euler

equation, obtained the momentum conservation of a viscous fluid (the Navier-Stokes equations)

Du

Dt
= g − 1

ρf
∇p+

1

3
ν∇(∇ · u) + ν∇2u (1.6)

where ν is the kinematic viscosity and given by µ/ρf .

In the case of the numerical models of turbidity currents, the currents can be assumed to be sufficiently dilute

while they are traversing for a long distance (ρa⟨ϕ⟩/ρf ≪ 1 where ρa denotes the standard fluid density; ⟨ϕ⟩

denotes the sediment concentration), and particle-particle interaction can be regarded as negligible, which

allows the use of the Boussinesq approximation (e.g. Bagnold, 1954; Parker et al., 1986; Kostic and Parker,

2006; Dorrell et al., 2013). The previous study of natural-scale turbidity currents (Simmons et al., 2020)

observed several big events of super-dilute and pseudo-steady turbidity currents (⟨ϕ⟩ < 10−3) which last

more than 5 to 10 days at Congo canyon. These observations also highlight the importance of a better

understanding of the material-transport mechanics of pseudo-steady super-dilute turbidity currents. Having

said that, it should be noted that turbidity currents can also be highly concentrated due to various reasons.
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In such cases, the Boussinesq approximation cannot be applied. For instance, it has been implied (from

rock records) that turbidity currents can drastically change its flow behaviour through entrainment of muddy

sediment, increasing concentration and viscosity, so-called ‘Hybrid event’ or ‘flow transformation’ (e.g. Talling

et al., 2004; Haughton et al., 2009; Kane et al., 2017). Those events mostly occur in the terminal lobes where

the flow is rapidly decelerating or in the channel-lobe transition zone where the flow entrains large amount of

muddy sediment due to the strong erosion during hydraulic jumps (e.g. Kane et al., 2017). Thus, although

the Boussinesq approximation well represents the majority of the flow dynamics of turbidity currents, to

fully consider the flow dynamics from the initiation to the deposition, the more complicated models for high-

concentrated flows are required. Since those phenomena are out of scope of this study, hereafter, it is assumed

that the flow is incompressible.

The Boussinesq approximation (Boussinesq, 1903) treats the flow as incompressible and of uniform density

with the small variations in density only appearing in the gravitational forcing term. Under this approxima-

tion, the mass conservation of fluid (1.3) will be,

∇ · u = 0, (1.7)

and the momentum conservation for incompressible flow (1.6) takes following form:

Du

Dt
= ρ∆g − 1

ρa
∇p+ ν∇2u, (1.8)

where ρ∆ = (ρf − ρa)/ρa denotes the buoyancy of the flow. In Cartesian form, this may be expressed

∂ui

∂t
+ uj

∂ui

∂xj
= ρ∆gi −

1

ρa

∂p

∂xi
+ ν

∂2ui

∂xj∂xj
. (1.9)

In the case of turbidity currents, the apparent gravity force is exerted by the density difference between flow

ρf and ambient water ρa.

1.2.2 Reynolds-Averaged N-S Equation

DNS of the Navier-Stokes equations (1.8) is computationally expensive and is not practical for large scale

phenomena such as turbidity currents. A common method to simplify the Navier-Stokes equations is to split

the flow velocity into the ensemble-averaged value ⟨u⟩ and its turbulent part u′ and similarly with the other

components of velocity, the pressure, and the density. The equations governing these Reynolds-averaged

quantities are called the Reynolds-Averaged Navier-Stokes (RANS) equations. First, the mean flow velocity
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is defined as

⟨u⟩ =

∫ ∞

−∞
uf(u) du, (1.10)

where f denotes a probability density function. Then, the turbulent part, u′ will be

u′ = u− ⟨u⟩. (1.11)

Next, the mean value of the product of two variables, for instance, u1 = ⟨u1⟩+ u′
1 and u2 = ⟨u2⟩+ u′

2 can be

derived as follows.

⟨u1u2⟩ = ⟨(⟨u1⟩+ u′
1)(⟨u2⟩+ u′

2)⟩

= ⟨u1⟩⟨u2⟩+ ⟨u2⟩⟨u′
1⟩+ ⟨u1⟩⟨u′

2⟩+ ⟨u′
1u

′
2⟩

= ⟨u1⟩⟨u2⟩+ ⟨u′
1u

′
2⟩ (1.12)

where ⟨u′
1u

′
2⟩ is not necessarily equal to zero while ⟨u′

1⟩ = ⟨u′
2⟩ = 0 by definition. By applying the equations

(1.11) and (1.12) to (1.8), and considering the Reynolds-averaged equation, the RANS equation of momentum

conservation is acquired,

D⟨ui⟩
Dt

=
1

ρa

∂

∂xi

[
µ

(
∂⟨ui⟩
∂xj

+
∂⟨uj⟩
∂xi

)
− (⟨p⟩ − (ρf − ρa)Gi) δij − ρa⟨u′

iu
′
j⟩
]
, (1.13)

where Gi is the gravitational potential energy. Here, the momentum is transferred by three stress terms in the

right-hand side of the equation: i) the viscous term, ii) isotropic pressure term, and iii) the apparent stress

arising from the fluctuating velocity field. In Eulerian form, it may be written as

∂⟨ui⟩
∂t

+ ⟨uj⟩
∂⟨ui⟩
∂xj

= ρ∆gi −
1

ρa

∂⟨p⟩
∂xi

+
∂

∂xj

(
ν
∂⟨ui⟩
∂xj

− ⟨u′
iu

′
j⟩
)

(1.14)

where −⟨u′
iu

′
j⟩ are refereed as the Reynolds stress tensor. The components of −⟨u′

iu
′
j⟩ are

−⟨u′
iu

′
j⟩ =


−⟨u′

1
2⟩ −⟨u′

1u
′
2⟩ −⟨u′

1u
′
3⟩

−⟨u′
1u

′
2⟩ −⟨u′

2
2⟩ −⟨u′

2u
′
3⟩

−⟨u′
1u

′
3⟩ −⟨u′

2u
′
3⟩ −⟨u′

3
2⟩

 . (1.15)

The sum of the diagonal components of equation (1.15) is called Turbulent Kinetic Energy (TKE):

K =
1

2

(
⟨u′

1
2⟩+ ⟨u′

2
2⟩+ ⟨u′

3
2⟩
)

(1.16)
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which is the mean kinetic energy per unit mass of the turbulent field. The rest of the components: −⟨u′
1u

′
2⟩,

−⟨u′
1u

′
3⟩, −⟨u′

2u
′
3⟩, Reynolds shear stresses, are related to the velocity gradient of the flow. To solve the

RANS and continuity equations, it is necessary to assume further relationships between the Reynolds stress

and other flow parameters. The precision of the simulation results is greatly dependent on the choice of this

model of turbulence (discussed in the section 1.2.4). The application of those turbulence models to turbidity

currents requires intensive validations with more observational data.

1.2.3 Non-Dimensional Flow Characterisation

Non-Dimensional characterisation gives us a lot of benefits in various aspects. For example, by adjusting the

non-dimensional parameters of governing equations to be the same value between the natural phenomenon

and experiments, it is possible to observe the similar physical phenomenon at laboratory scale. However, it is

difficult to adjust the all non-dimensional parameters consistently, so in most cases, experimentalists adjust

only the major parameters. In this section, the important non-dimensional parameters of turbidity currents

are introduced.

In the case of turbidity currents, the horizontal length scale (wave length) is much larger than the vertical

length scale (flow depth), implying the flows are well described by shallow water theory (e.g. Parker et al.,

1986; Dorrell et al., 2014), where characteristic velocity and length scales can be given by non-dimensional

forms, e.g.:

ũi = ⟨ui⟩/U, x̃i = xi/h, t̃ = tU/h, g̃i = gih/U
2,

ρ̃ = ρf/ρa, ν̃ = 1/Re = ν/Uh, p̃ = p/ρaU
2

(1.17)

The non-dimensional form of the Navier-Stokes equations is then,

∂ũi

∂t̃
+ ũj

∂ũj

∂x̃j
= g̃i − ρ̃

∂p̃

∂x̃i
+ ν̃

∂2ũi

∂x̃j∂x̃j

=
1

Frd
2 − ρ̃

∂p̃

∂x̃i
+

1

Re

∂2ũi

∂x̃j∂x̃j
(1.18)

where variables with tilde represent the non-dimensional value of corresponding flow parameters. From

equation (1.18), the governing equations contain non-dimensional parameters. The densimetric Froude number

(Frd) and Reynolds number (Re) introduced in the above equation (1.18) are the most fundamental non-

dimensional parameters for density currents. Frd is the ratio between the velocity of flow and propagation of

long wavelength waves. The following form is usually used:

Frd =
U√
ρ∆gh

. (1.19)

(1.20)
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Re is the ratio of the inertia term to the viscosity term and given by,

Re =
Uh

ν
=

ρfUh

µ
(1.21)

If two density flows have the same values of Frd and Re, then, these flows are dynamically similar each other.

However, adjusting both Re and Frd is difficult in many cases (e.g. Ettema et al., 2000; Sequeiros et al., 2010b).

In cases of submarine density currents, for instance, Chikita (1989) reported, from direct observation data, a

turbidity current where Re ≃ 1.48× 107; Meiburg and Kneller (2010b) calculated Re from the Grand Banks

turbidity currents of 1929, and estimated it is O(109–1010). On the other hand, Re at flume experiments

conducted by Sequeiros et al. (2009), for example, is only around 2.0 × 104 which is at least three orders

of magnitude smaller than the natural scale turbidity currents. Nevertheless, the value of Re acquired at

flume experiments is still enough to be regarded as fully turbulent and thus, typically only Frd is adjusted

(Sequeiros et al., 2009; Sequeiros et al., 2010b). When it comes to the density stratification of flow, the bulk

Richardson number and gradient Richardson number are often used:

Rig =
−g(∂ρf/∂z)

ρf(∂⟨u⟩/∂z)2
≃ ghρ∆

U2
(1.22)

which is the ratio of the buoyancy and the flow shear stress. Rig is regarded as the instability of the flow

stratification. For the advection–diffusion properties of the sedimentary phase, Peclet Pe and Schmidt Sm

number are often used:

Sm =
ν

D
(1.23)

Pe =
Uh

D
= SmRe (1.24)

where D is diffusivity coefficient of sediment. Sm is the ratio of the sediment diffusion and viscosity. Pe is

related to Sm and Re and it is the ratio between advection and sediment diffusion.

1.2.4 Turbulence Models

A better understanding of mixing process facilitates the accurate modelling of sediment suspension and

therefore flow run-out of turbidity currents. While the direct observations have technical challenges to acquire

high-resolutional data of natural-scale turbidity currents, numerical simulation may provide prediction power

even for the unreachable settings in the real world. As mentioned in the beginning of section 1.2, DNS

solves the smallest eddy directly but is computationally expensive, and thus the application to the natural-

scale phenomena is limited. By introducing appropriate turbulence models, the RANS equations can handle

relatively larger scale phenomena in a relatively reasonable cost despite their limited accuracy (Meiburg

et al., 2015). To solve the RANS equations (1.14), it is necessary to assume some relationships between
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Reynolds stresses −⟨u′
iu

′
j⟩ and other flow parameters. This closure is commonly achieved by introducing a

specific turbulence model such as mixing length model (Prandtl, 1925), Spalart–Allmaras model (Spalart and

Allmaras, 1994), and standard k–ϵ model (Launder and Sharma, 1974). Based on the number of equations,

these models are classified into some subgroups: zero-equation models (e.g. mixing length model), one-

equation models (e.g. Spalart–Allmaras), and two-equation models (e.g. standard k–ϵ model) and so on (e.g.

Markatos, 1986). In this section, the brief theory of turbulence modelling, mainly focusing on two-equation

models are discussed. In the first step, Boussinesq (1877) assumed the following relationship:

−⟨u′
iu

′
j⟩ = νt

(
∂⟨ui⟩
∂xj

+
∂⟨uj⟩
∂xi

)
− 2

3
Kδij (1.25)

where νt is an eddy viscosity which describes the turbulent transfer of energy caused by the eddies, analogous

to the viscosity of laminar flow caused by molecular friction. Substituting Eq.(1.25) into Eq.(1.14) gives:

∂⟨ui⟩
∂t

+ ⟨uj⟩
∂⟨ui⟩
∂xj

= gi −
1

ρf

∂⟨p⟩
∂xi

+
∂

∂xj

[
(ν + νt)

∂⟨ui⟩
∂xj

]
(1.26)

The isotropic part of ⟨u′
iu

′
j⟩ is absorbed into the pressure term as ⟨p⟩ 7→ ⟨p⟩ + 2

3K. The goal of turbulence

models is to specify the relationships between the unknown parameter νt and other flow parameters.

The best-known zero-equation model uses a simple mixing length model. Prandtl (1925) considered the

vertical flow velocity profile of two-dimensional (⟨u2⟩ = 0) open channel flow and introduced a mixing length

l in which following relationship is satisfied:

τ = −ρf⟨u′
1u

′
3⟩ = ρf l

2

∣∣∣∣d⟨u1⟩
dx3

∣∣∣∣ d⟨u1⟩
dx3

= ρfνt
d⟨u1⟩
dx3

(1.27)

l = κx3 (1.28)

where τ is shear stress and κ is von Karman’s constant of which value is 0.4. It should be noted that

the equation 1.28 is only applicable in the near wall region. Based on this model, the velocity profile of

open-channel flow near the wall will be

d⟨u⟩
dx3

=
u∗

κx3
(1.29)

and thus,

⟨u⟩
u∗

=
1

κ
log

(
x3

z0

)
(1.30)

the so-called law of the wall (Von Karman, 1930). u∗ is shear velocity of flow and z0 is the idealised roughness

height at which flow velocity becomes zero. In reality, around the height z0, there is a turbulent–laminar
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transition where the velocity decays linearly towards the bed.

In the case of two-equation models, the standard k–ϵ model (Launder and Sharma, 1974) and k–ω model

(Wilcox, 1988) are widely used. Those models depict νt as,

νt =


αϵ0

K2

ϵ (k–ϵ model)

α∗
K
ω (k–ω model)

(1.31)

where αϵ0 and α∗ are empirical constant coefficients, ϵ is energy dissipation rate or equivarently ω is the

dissipation per unit turbulence kinetic energy (Argyropoulos and Markatos, 2015). Two equation models

require conservation equations of K and ϵ, or ω. For instance, the equations of conservation of K and ϵ are,

∂K

∂t
+ ⟨uj⟩

∂K

∂xj
= P − ϵ+

∂

∂xj

(
ν +

νt
αk

)
∂K

∂xj
(1.32)

∂ϵ

∂t
+ ⟨uj⟩

∂ϵ

∂xj
= (αϵ1Pk − αϵ2ϵ)

ϵ

K
+

∂

∂xj

(
ν +

νt
αϵ3

)
∂ϵ

∂xj
(1.33)

where αk, αϵ, αϵ1, αϵ2 and αϵ3 are empirical constant coefficients of which values are 1.0, 1.3, 1.44, and 1.92

respectively. P is total-shear TKE production rate (e.g. Mansour et al., 1989; Argyropoulos and Markatos,

2015) and is given by

P = −⟨u′
iu

′
j⟩
∂⟨ui⟩
∂xj

(1.34)

This standard k–ϵ model is suitable for turbulent flows at high Reynolds numbers but cannot capture the

flow behavior near the wall where viscous forces dominate (Argyropoulos and Markatos, 2015) and thus many

scientists and engineers have proposed so-called ‘Low-Reynolds Number’ models (Patel et al., 1985). Also,

it is known that the k–ω model is more accurate than the k–ϵ model for flow with strong pressure gradients

and flow separation (Argyropoulos and Markatos, 2015). However, the k–ω models are known to have strong

dependency of the solution on relatively arbitrary values specified for k and ω at the inlet (Menter, 2009).

Advanced models can overcome this problem such as the Shear Stress Transport (SST) models of (Menter,

1993; Menter, 1994; Menter, 2009).

1.2.5 Rouse profile

In order to model the vertical profile of suspended sediment, (Rouse, 1937) considered turbulent diffusion

by flow mixing in open channels. Although it is not directly relevant to seafloor turbidity currents, it is

informative to understand the extant model for sediment suspension by turbulent flows. The shear stress of
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open channel flows can be described as follows (Rouse, 1937)

τ = τb

(
1− z

h

)
(1.35)

Since u2
∗ = τb

ρf
, from equation (1.27) and (1.35) eddy viscosity is thus described as

νt = κu∗z
(
1− z

h

)
. (1.36)

Considering the balance of diffusion and sediment fall out, the equation of diffusion can be expressed as,

ws⟨ϕ⟩ = −Ez
∂⟨ϕ⟩
∂z

. (1.37)

where ws denotes sediment fall velocity and Ez denotes the diffusion coefficient. Rouse (1937) considered that

the diffusion coefficient Ez is equal to νt and thus, combining Eq.(1.36) with (1.37), the following relationship

is acquired

1

⟨ϕ⟩
∂⟨ϕ⟩
∂z

= − ws

κu∗

h

z(h− z)
(1.38)

By integrating Eq.(1.38) from near-bed specific height zα to a specific height z, the well-known Rouse profile

is acquired (Rouse, 1937).

⟨ϕ⟩
⟨ϕb⟩

=

(
h− z

z

zα
h− zα

)β

(1.39)

β =
ws

κu∗
(1.40)

Where ⟨ϕb⟩ is the near-bed sediment concentration and β is referred to as the Rouse number. Unlike open-

channel flows where the shear stress is controlled only by the bed-shear (resulting in linearly varying τ ; see

Eq. 1.35), the shear stress of turbidity currents are determined by the intricate interplay between the bed-

shear and the shear between ambient fluid. Consequently, the velocity gradient becomes zero at the velocity

maximum height, so the shear stress is also speculated to vanish near the velocity maximum, meaning that

the equation 1.35 and thus the equation 1.36 do not hold for turbidity currents.

1.2.6 Depth average Shallow water model

Depth average shallow water models are derived by vertically integrating the Navier-Stokes equations for the

description of fluid in which vertical scale is much smaller than horizontal scale. A consequence of the extreme
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aspect ratio is that the pressure is hydrostatic to leading order, that is

⟨p⟩ = g(h− z)(ρs − ρa)

∫ ∞

z

ϕdz′ (1.41)

Further assuming that the variance of flow properties such as ⟨ui⟩ is much smaller in vertical than the

horizontal direction, the vertical flow profiles are regarded as uniform (‘top-hat’ model). Then, vertically

Integrating the equation (1.26), following two-dimensional shallow water equations is acquired:

∂Uh

∂t
+

∂U2h

∂x
+

∂V Uh

∂y
= ghθx − gh

∂h

∂x
− τbx

ρf
+

∂

∂x

(
νt
∂Uh

∂x

)
+

∂

∂y

(
νt
∂Uh

∂y

)
(1.42)

∂V h

∂t
+

∂UV h

∂x
+

∂V 2h

∂y
= ghθy − gh

∂h

∂y
− τby

ρf
+

∂

∂x

(
νt
∂V h

∂x

)
+

∂

∂y

(
νt
∂V h

∂y

)
(1.43)

∂h

∂t
+

∂Uh

∂x
+

∂V h

∂y
= 0 (1.44)

where θx and θy are angle of bed slope given by:

θi = − ∂η

∂xi
(1.45)

where η is height of bed. However, when it comes to turbidity currents, the vertical stratification is funda-

mental to the sediment transport mechanics (e.g. Abad et al., 2011; Dorrell et al., 2014) and it is known that

these top-hat models result in poor prediction of the long-runout turbidity currents (Parker, 1982; Dorrell

et al., 2014).

For a stratified flow, Dorrell et al. (2014) introduced some empirical structure functions, describing the vertical

structures of flow velocity and concentration can be described as,

⟨u⟩ = ξu (z)U (1.46)

⟨ϕ⟩ = ξϕ (z) Φ (1.47)

where ξu and ξϕ are the vertical structure functions of flow velocity and concentration respectively, satisfying

the normalisation conditions

∫ ∞

0

ξu (z) dz =

∫ ∞

0

ξϕ (z) dz = 1. (1.48)

The implication of these structure functions in shallow water models can be observed in the depth-integrated
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form of following terms:

∫ ∞

0

⟨u1⟩2 dz = U2

∫ ∞

0

ξu
2 dz ≡ Wu2U2, (1.49)∫ ∞

0

⟨u1⟩⟨ϕ⟩ dη = UΦ

∫ ∞

0

ξuξϕ dz ≡ WuϕUΦ, (1.50)∫ ∞

0

⟨p⟩ dz = (ρs − ρa)gh

∫ ∞

0

∫ ∞

z

ϕ dz′dz

= (ρs − ρa)gh

∫ ∞

0

zϕ dz ≡ 1

2
(ρs − ρa)ghWPΦ, (1.51)

where the double integral is calculated as

∫ ∞

0

∫ ∞

z

ϕ dz′dz =

[
z

∫ ∞

z′
ϕ dz′

]∞
0

−
∫ ∞

0

z
∂

∂z

(∫ ∞

z

ϕ dz′
)

dz

=

∫ ∞

0

zϕ dz. (1.52)

The weighting parameters Wu2 , Wuϕ, and WP arise due to the vertical stratification of a flow, each of which

takes the following form (Dorrell et al., 2014):

Wu2 =

∫ ∞

0

ξu
2 dz (1.53)

Wuϕ =

∫ ∞

0

ξuξϕ dz (1.54)

WP = 2

∫ ∞

0

zξϕ dz. (1.55)

These terms essentially describe the efficiency of momentum and material flux and the reduced hydrostatic

pressure respectively. The first weighting term Wu2 represents the correlation between flow stratification

and the momentum transport in a flow. In the same manner, Wuϕ represents the correlation between the

stratification and the material transport, and WP represents the correlation between pressure gradients.

Dorrell et al. (2014) demonstrated how a flow is channelised when the pressure gradient term WP < 1, and

flow stratification reduces the loss of suspended sediment due to the overspill. However, as Dorrell et al.

(2014) noted, the empirical structure functions used in their model underestimate the flow stratification of

natural-scale turbidity currents, resulting the poor prediction of channelised long-runout turbidity currents.

Furthermore, the model in Dorrell et al. (2014) assumes the conservative flows where there is no exchange of

suspended material through the flow interface. The sediment-laden turbidity currents are expected to show

relatively strong stratification in the near-bed region due to the particle settling effects, which cannot be

predicted by the current simplified structure functions (Abad et al., 2011; Dorrell et al., 2014). Therefore,

there is a current need to develop new structure functions which better describe the dynamics of sediment-

laden turbidity currents.
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1.3 Mechanics of Turbidity Currents

1.3.1 Initiation

The initiation of turbidity currents depends on the formation of a sediment suspension (Meiburg and Kneller,

2010a). This sediment suspension can be triggered by various factors such as slope failures (Heezen and

Ewing, 1952a; Ryan and Heezen, 1965; Gutiérrez-Pastor et al., 2009; Girardclos et al., 2007), plunging of a

sediment-laden river flow to the bottom of lake or ocean (Eisma and Kalf, 1984; Geyer and Kineke, 1995;

Mulder and Syvitski, 1995; Parsons et al., 2007; Piper and Normark, 2009), submarine volcanic eruption

(Fiske, 1963; Mueller and White, 1992; White, 1996; Smellie and Hole, 1997; Fiske et al., 1998; Smellie, 1999;

Mueller et al., 2000; White and Houghton, 2000), disturbance of seafloor sediment by Tsunami (Arai et al.,

2013) and also anthropogenic activities (Xu et al., 2004; Iatrou et al., 2007; Talling et al., 2013). A better

understanding of the initiation processes are essential to understand the stacking patterns of submarine fan

systems and the evolution of submarine-channel networks. Also, the direct observation of turbidity currents

would be extremely challenging without the knowledge of how and where turbidity currents are initiated.

In this section, the detail of common and typical initiation processes which have been widely recognised are

described: surge-like flows from slope failure and hyperpycnal flows from river floods (Normark and Piper,

1991; Mulder et al., 2003; Piper and Normark, 2009; Meiburg and Kneller, 2010b).

The initiation of a turbidity current is often linked to slope failure (Heezen and Ewing, 1952a; Ryan and

Heezen, 1965; Van Den Berg et al., 2002; Mastbergen and Van Den Berg, 2003; Gutiérrez-Pastor et al., 2009;

Girardclos et al., 2007). Hampton (1972) suggests a transition mechanism from slope failure through debris

flow to turbidity current. The detached sediment firstly acts as a single block, but as it moves downstream,

the block is jostled and agitated, which results in the collapse of the block and generates a debris flow. The

further detachment of surface material from debris flow or mixing with ambient fluid by shearing may generate

a turbidity current, which is called ‘Flow transformation’ (Haughton et al., 2009). The slope failure itself

can be generally triggered by earthquakes or floods, therefore the depositional record created can be a good

indicator of frequency of natural disasters. For example, Gorsline et al. (2000) reported that the depositional

time of modern turbidites estimated by radiometric methods are matched with major floods or earthquakes

in their study area.

River outflows into ocean or lakes and hypopycnal plumes may also initiate turbidity currents (e.g. Parsons

et al., 2001; Parsons et al., 2007; Piper and Normark, 2009; Meiburg and Kneller, 2010b). Density currents

generated by river outflow into oceans or lakes are classified based on their density difference between the

current and ambient water: (1) homopycnal flow which refers the outflows from river mouths with negligible

density difference and thus be mixed with ambient fluid rapidly, (2) hypopycnal flow which is less dense

than the ambient fluid, and thus spreads above the ambient fluid due to its buoyancy and (3) hyperpycnal
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flow which is denser than the ambient fluid, and it transforms into turbidity current running down on the

seafloor (Bates, 1953). Although the concept of hyperpycnal flows was proposed in the earliest studies of

turbidity currents (Bell, 1942), hyperpycnal flows at oceans were considered difficult to occur because the

density of fresh water in river is much smaller than the one of ocean water (Bates, 1953; Wright, 1977).

However, research in the past few decades clarify that the hyperpycnal flows are more common in small to

medium scale rivers than previously thought (Mulder and Syvitski, 1995; Kineke et al., 2000; Parsons et al.,

2001; McCool and Parsons, 2004). Mulder and Syvitski (1995) estimate the critical sediment concentration

needed to make the plunging water denser than the ocean water (c.a. 36–42 kg m−3). Then, they estimated

statistically the frequency of occurrence of hyperpycnal flows at 150 world rivers, clarifying that 81 rivers are

capable of developing a hyperpycnal flow more frequently than once per hundred years. Furthermore, Parsons

et al. (2001) demonstrated, experimentally, that even if the sediment concentration of the river outflow is less

than the critical concentration estimated by Mulder and Syvitski (1995), the generated hypopycnal plume

can initiate the hyperpycnal flow by the convective instability driven by some combination of heat diffusing

out of the sediment-laden plume and particle settling within it.

Quasi-steady hyperpycnal flows have distinctive features compared with the flows initiated by slope failures

(e.g., Mulder et al., 2003). Firstly, the duration of hyperpycnal flow events can last for months while the

surge-type flows tend to last for only minutes to hours (Mulder and Alexander, 2001). Secondly, the sediment

concentration of a hyperpycnal flow is lower than that of a surge-type flows. The initial sediment concentration

of a hyperpycnal flow is 42–100 kg m−3 while the surge-type flow tend to possess initially 1300–1700 kg m−3

(Stacey and Bowen, 1988a; Kneller and Buckee, 2000). The relatively less dense hyperpycnal flows, therefore,

are relatively slower than the surge-type currents even with the same angle of slope (Skene et al., 1997; Mulder

et al., 1998; Alexander and Mulder, 2002). For example, Piper and Savoye (1993) and Mulder et al. (1997)

estimated the mean flow velocity of turbidity current event. They reported that the mean flow velocity of

the initiated debris flow in a steep slope (1–5◦) was 10–30 m s−1, while the velocity of subsequent turbidity

current in a relatively gentle slope (less than 1◦) was 7–8 m s−1 at the proximal area and 3–5 m s−1 at distal

area. In contrast, the flow velocity of a hyperpycnal flow is typically around 1 m s−1 (Mulder et al., 2003).

The importance of this initiation process is highlighted by its ability of generating pseudo-steady turbidity

currents where large volumes of material may be transported over long flow durations, and thus it may play

a vital role in terms of the evolution of submarine fan systems and material transport from shallow to deep

ocean.

Other possible initiation mechanisms and the relationships between flow behaviour and initiation mechanisms

are not so simple. For example, in the case of slope failures, Van Den Berg et al. (2002) and Mastbergen

and Van Den Berg (2003) report that the gradual collapse of slope failure, so-called “breaching” is also

capable of generating a sustained long-lived turbidity currents. In the recent direct observation of natural-
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Figure 1.1: Schematic diagram of turbidity current (Modified after Meiburg and Kneller, 2010b)

scale turbidity currents at the Congo canyon (Simmons et al., 2020; Azpiroz-Zabala et al., 2017b) reported

several pseudo-steady turbidity currents which last more than a week. Azpiroz-Zabala et al. (2017b) rules out

earthquakes and wave height as the initiation processes of observed currents in Congo canyon, since there was

no significant correlation with the flows. Although hyperpycnal river floods are common triggers for turbidity

currents, the Congo River floods did not coincide with these currents and had low sediment concentrations as

well. Other possible triggers, such as breaching, were considered, but Azpiroz-Zabala et al. (2017b) concludes

that sustained turbidity currents are unlikely to result from sustained sources like river floods or breaching.

Instead, Azpiroz-Zabala et al. (2017b) suggested that these currents may develop from a short-lived sediment

source due to ‘flow stretching’ and an erosive frontal cell. More observations in Congo canyon and other

settings are essential to validate those hypotheses.

1.3.2 Anatomy of Turbidity Currents

Turbidity currents have a structure that varies horizontally and vertically (Fig. 1.1). Turbidity currents are

generally classified into two or three regions: head, body, and tail (e.g., Von Karman et al., 1940; Middleton,

1966b; Middleton, 1967; Benjamin, 1968). The structures and behaviours of Each part of the current have

distinct features and play a significant role in the overall flow and transport processes (Kassem and Imran,

2001). Although it is controversial, the initiation mechanism may also relate to the flow structures. Tradi-

tionally, surge-type flows are considered to be triggered by slope failures, while prolonged flows are formed by

river floods. Yet, the recent direct observation (Azpiroz-Zabala et al., 2017b) claims that even a small amount

of sediment supply can generate prolonged turbidity currents by flow stretching and an erosive ‘frontal cell’.

There are some knowledge gaps in the link between initiation processes and the flow structures for future

studies. Initially, we consider the flow dynamics of the head and the body of turbidity currents.
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Head

The fluid dynamics of head of turbidity currents has been studied extensively by theoretical analysis (Von

Karman et al., 1940; Benjamin, 1968; Allen, 1971; Ungarish and Hogg, 2018), experiments (Simpson, 1972;

Britter and Simpson, 1978; Simpson and Britter, 1979; Nogueira et al., 2014), and numerical simulations

(Necker et al., 2002; Necker et al., 2005; Cantero et al., 2008; Borden and Meiburg, 2013). The first compre-

hensive theoretical analysis of the head of inviscid-turbidity currents was conducted by Benjamin (1968). This

research showed that the occurrence of a head wave of density currents is theoretically impossible without

any energy loss. Furthermore, it showed that the head wave must be broken at the rear of the head. The sub-

sequent series of experiment-based studies (Simpson, 1972; Britter and Simpson, 1978; Simpson and Britter,

1979) and the theoretical analysis (Allen, 1971) revealed that the head of density currents play a significant

role in terms of ambient fluid entrainment. Allen (1971) described the overhanging nose of density currents

head, which was not considered in (Benjamin, 1968). They show that the ambient fluid entrainment rate at

the head depends on the velocity profile in the boundary layer in the front of the head, the average height

of the forefront point of the head, and the velocity of the head propagation. Furthermore, Allen (1971)’s

detailed observations of flume experiments have shown that at the head of turbidity currents, two instability

modes govern the mixing processes. Firstly, Kelvin-Helmholtz instabilities due to the gravitational and shear

instabilities generate intermittent vortices (Britter and Simpson, 1978; Simpson and Britter, 1979). Secondly,

convective instabilities are formed by incorporating ambient fluid beneath the current (Simpson, 1972). When

the ambient less dense fluid is inserted beneath the denser fluid, it becomes gravitationally unstable. This

instability creates the so-called “lobe and cleft” structure at the foremost region of the head (Fig.1.2). These

instabilities are confirmed by the direct numerical simulation of lock-exchange type density currents (Necker

et al., 2002; Necker et al., 2005; Cantero et al., 2008). Based on experiments, Kneller and Buckee (2000) show

the head is relatively thicker and slower than that of the bodies. Thus, conventionally it is regarded that

the head is fed sediments by the successive body (Kneller and Buckee, 2000). However, Azpiroz-Zabala et al.

(2017b) proposed the new concept of head behaviour, a “frontal-cell” based on the direct observation of the

natural-scale sustained turbidity current in the Congo Canyon, in which the faster, dense, and coarse-grained

head runs away from the trailing body. They suggest that the frontal cell continuously erodes new sediment

to replenish the sediment lost into the trailing body.

Body

The body of a turbidity current is generally regarded as a statistically uniform and steady region of the

flow (e.g., Ellison and Turner, 1959; Middleton, 1966c; Garcia, 1993; Altinakar et al., 1996; Allen, 1971).

Compared with the intensive studies of the head of turbidity currents, the body is less well studied despite

potentially transporting more material and conducting more geomorphic work than the head. Based on
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Figure 1.2: A) The sketch of the development of lobe-and-cleft structure (Modified after Simpson, 1972) and
B,C) the 3D rendering of the results of numerical simulation of a density current in which lobe-and-cleft
structure is well developed (Modified after Necker et al., 2005).

17



1.3. Mechanics of Turbidity Currents Chapter 1. Introduction

the flume experiments of surge-type flows, the maximal velocity of the body is faster than the speed of the

head and thus, the body supplies the sediments to the head (Kneller et al., 1999; Kneller and Buckee, 2000;

Sequeiros et al., 2018). In most cases, the features of the body and tail can be described by their vertical

profile of velocity and sediment concentration. The vertical structures of the body can be roughly described

as two layers: the lower thin dense layer near the base of the flows and the dilute upper layer which mixes

with and entrains ambient fluid at the upper boundary (Ellison and Turner, 1959; Britter and Simpson, 1978;

Simpson and Britter, 1979). Kassem and Imran (2001) report that these vertical structures of the body are

responsible for sustained scour of and deposition on the basin floor. Recent research has demonstrated that

the stratification of the flow is one of the most important factors in terms of the turbidity currents’ ability to

runout long distances without dissipation (Dorrell et al., 2014). An integrated study of the vertical profile of

such flow states is lacking. Novel understanding may yet be concluded from the analysis of past experiments

to analyse the relationships between vertical structure and other flow parameters.

1.3.3 Vertical Profile of Turbidity Currents

The typical velocity and density profiles of turbidity currents are expressed in Fig. 1.1. These vertical

profiles have been measured by flume experiments (Ellison and Turner, 1959; Middleton, 1966c; Garcia, 1993;

Altinakar et al., 1996; Buckee et al., 2001; Gray et al., 2005; Sequeiros et al., 2009; Sequeiros et al., 2010b;

Cartigny et al., 2013; Tilston et al., 2015; Leeuw et al., 2018b), and by direct observations of natural-scale

flows (Xu et al., 2004; Xu et al., 2010; Khripounoff et al., 2012; Liu et al., 2012; Dorrell et al., 2014; Hughes

Clarke, 2016; Dorrell et al., 2014; Dorrell et al., 2016; Azpiroz-Zabala et al., 2017b; Dorrell et al., 2019). The

vertical structures of the turbidity currents play a significant role in terms of flow behavior (e.g., Stacey and

Bowen, 1988a; Stacey and Bowen, 1988b; Peakall et al., 2000; Abad et al., 2011; Dorrell et al., 2014; Dorrell

et al., 2019).

The standard model for the velocity profile of a turbidity current is of a turbulent plane wall jet (e.g., Kneller

and Buckee, 2000; Gray et al., 2005), differing from open channel flows where the velocity tends to increase

monotonically with distance from the bed (e.g. Rijn, 1984). As depicted in Figure 1.3, turbidity currents can

be divided into two layers by the velocity maximum: the lower shear layer, which shows a positive velocity

gradient and the upper thick layer, which has a negative velocity gradient. The height of the boundary

between these layers is controlled by the ratio of the frictional forces between the upper and lower boundaries

(Middleton, 1966a; Kneller et al., 1997). Since the shear production of turbulence tends to zero at the velocity

maximum, the turbulence intensities at this point become the lowest value within the currents, and this zone

is called the ‘slow diffusion zone’ (Garc̀ıa, 1993; Kneller et al., 1999; Best et al., 2001; Buckee et al., 2001).

This slow diffusion zone hinders sediment transport at the lower layer due to the strength of the stratification

and the lack of turbulence production at the velocity maximum (Buckee et al., 2001). Advection and diffusion

are also able to convey the vertical turbulent mixing through the velocity maximum, and thus, the effects of

18



Chapter 1. Introduction 1.3. Mechanics of Turbidity Currents

this slow diffusion zone will be significant only in the case of strongly depositional flows. However, Dorrell

et al. (2019) conclude that this is not a ”slow-diffusion zone”, but rather an eddy transport barrier. Such an

eddy transport barrier is formed by internal waves, propagating mass and momentum towards the centre of

the flow. The resultant steepening of shear and density gradients forms the eddy transport barrier, which

inhibits the vertical motion of mixing events. Such internal wave mixing and eddy transport barriers are

analogous to other processes dominated by flow scale mixing events, including density currents and (Coriolis

forced) planetary jets (Fig 1.3).

The decay pattern of the upper-layer velocity is typically approximated by an exponentially decreasing Gaus-

sian profile based on the flume experiments (Kneller et al., 1999; Sequeiros et al., 2010b) although the recent

direct observation study (Xu et al., 2004) implies a linear velocity profile in the upper layer. The height of

a maximum in the gradient of the concentration profile is close to the height of the velocity maximum in

the experiment of Ellison and Turner (1959) in which the saline current flowed down a 14◦ slope. However,

this trend is not observed in some other experiments (Altinakar et al., 1996; Garcia, 1993; Baas et al., 2005;

Sequeiros et al., 2010b; Leeuw et al., 2018b). When there is a large gradient in the concentration profile, this

implies the existence of a barrier to mixing, such as the aforementioned ’slow-diffusion zone’ or ‘eddy transport

barrier’. Bo Pedersen (1980) suggested that the large density gradient only occurs in subcritical flows, but

Garcia (1993) demonstrated that a large gradient of density at the velocity maximum can be observed both

in supercritical and subcritical conditions. The same trends are also recognised in self-accelerating currents

observed in experiments by Sequeiros et al. (2018). Recent direct observations of saline density currents

(Dorrell et al., 2019) suggest that the internal waves propagate momentum towards the centre of the flow,

which acts to steepen the density gradients, forming eddy transport barrier.

Various factors affect the vertical flow profile (e.g. Froude number, sediment concentration, bedform, basal

sediment roughness and internal gravity wave). Garcia and Parker (1989) performed flume experiments with

both saline and turbid currents. Their results show similar velocity profiles between saline and turbidity

currents while showing different profiles before and after a hydraulic jump. In the case of subcritical flows,

the dimensionless height of the velocity maximum is generally higher, and the velocity gradients are more

gentle than under supercritical conditions (e.g., Garcia and Parker, 1989; Garcia, 1993). In the case of

low-density turbidity currents, the dimensionless density profile shows relatively large deviations while the

dimensionless velocity profile is almost constant (Stacey and Bowen, 1988a; Altinakar et al., 1996). However,

in the case of high-density turbidity currents (e.g. concentrations at the basal layer between 45 and 65%),

the dimensionless velocity profile of the lower dense part of the flow also shows different attributes compared

with low-density ones (Fig. 1.4) (Postma et al., 1988; Cartigny et al., 2013). The highly concentrated basal

layer tends to be a laminar flow. It shows high shear stress and fully damped turbulence, which results in a

linear velocity profile below the velocity maximum (Fig. 1.4).
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Figure 1.3: The comparison between the velocity profiles of flume experiments, direct observation of natural
events, and planetary jet streams. Modified after Dorrell et al. (2019). The original symbols of the source are
used in the figure: zm is the velocity maximum height, L is the flow integral length scale, and θ = ρf/ρa − 1
is the scalar transport term.

Figure 1.4: The variation of velocity profile depending on the vertical stratifications of the flow.Modified after
Cartigny et al. (2013).
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1.3.4 Relation between vertical profile and flow behaviour

The vertical structure of a turbidity current is one of the key controls of the flow along submarine sinuous

channels (e.g. Stacey and Bowen, 1988a; Stacey and Bowen, 1988b; Peakall et al., 2000; Abad et al., 2011;

Dorrell et al., 2014; Dorrell et al., 2019). The flow stratification controls the entrainment rate of ambient

fluid and the erosion/deposition at the bottom flow interface (Stacey and Bowen, 1988a; Stacey and Bowen,

1988b; Dorrell et al., 2014; Luchi et al., 2015). The flow stratification is also a key control in the orientation

of secondary flow circulation at the channel bends (Abad et al., 2011; Dorrell et al., 2013; Sumner et al.,

2014). Although secondary circulation is a common phenomenon both in fluvial rivers and turbidity currents,

it is known that turbidity currents show more complex and wide variation of the orientation of secondary

circulation depending on their flow stratification (e.g. Azpiroz-Zabala et al., 2017a). The secondary flow

circulation redistributes the suspended sediment and generates flow-scale circulation, which eventually breaks

up into small eddies, supplying an additional source of turbulent kinetic energy (Abad et al., 2011; Dorrell

et al., 2013; Sumner et al., 2014; Azpiroz-Zabala et al., 2017a). How these circulation cells are formed is

fundamental to understanding the overspilling of turbidity currents and the evolution of sinuous submarine-

channel networks.

1.3.5 Long-runout Turbidity Currents

Turbidity currents can runout over 1000 km downstream and create extremely long leveed channel (over 1000

km). The ability of turbidity currents to runout at such long distances is one of the enigmatic problems

that remain to be solved. For subaerial currents, because the river is surrounded by an atmosphere, it does

not entrain ambient air or thicken downstream. Furthermore, the water is strongly affected by gravity, and

thus the current is well confined in the channel. However, in a subaqueous environment, density currents

are surrounded by seawater and thus the currents entrain ambient water, which thickens and dilutes them

downstream (Parker et al., 1986). In addition, the driving force of density currents is gravity, which exerts

on the density difference between the currents and ambient water. Since this density difference is generated

by sediments (or salt) suspended in the currents, the net gravity force becomes smaller as the currents get

more diluted. One of the mechanisms which sustain the turbidity currents over long distances is the state of

density currents called ’autosuspension’ (Bagnold et al., 1962) in which a density current continuously erodes

the basal sediments and does not deposit the suspended sediments.

To maintain the sediment in suspension, at least, the gravity energy generated by downslope motion must

surpass the energy consumption due to the maintenance of suspended sediments. The numerical constraint

of this condition can be expressed as:

RgΦhU sin θ > RgΦhws cos θ (1.56)
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where R = ρs−ρa/ρa denotes the ratio of sediment particles’ excess density against water density. If the slope

θ is small enough, sin θ ≃ θ and cos θ ≃ 1. Applying these approximations to Eq.(1.56), the Knapp-Bagnold

constraint (Knapp, 1938; Bagnold et al., 1962) can be obtained:

Uθ

ws
> 1. (1.57)

where ws is the settling velocity of the sediments. The autosupension flow, indeed, must satisfy this constraint,

but actual turbidity currents consume the majority of gravitational energy by the energy dissipation due to

the fluid viscosity (e.g. Parker et al., 1986) and thus, this constraint is necessary but not sufficient. After

Bagnold et al. (1962), Pantin (1979) and Parker (1982) consider the mass conservation of suspended load of

a flow, and proposed a critical ’ignition’ condition at which the flow reaches the autosuspension state. The

conservation of suspended load can be described as

∂Φh

∂t
+

∂UΦh

∂x
= ws(es − r0Φ) (1.58)

where es denotes the coefficient of sediment entrainment, and r0 denotes the concentration ratio of the

suspended-sediment between the layer averaged value and the value near the bed:

r0 =
⟨ϕb⟩
Φ

. (1.59)

Parker et al. (1986) add the following two equations to the equation (1.58) and proposed the depth-averaged

model of turbidity currents:

∂h

∂t
+

∂Uh

∂x
= ewU (1.60)

∂Uh

∂t
+

∂U2h

∂x
= RgΦhθ − 1

2
Rg

∂Φh2

∂x
− u2

∗ (1.61)

where ew denotes the entrainment rate of ambient fluid and u∗ denotes the shear velocity of the flow. Equation

(1.60) is the mass conservation of the flow, and the equation (1.61) is the momentum conservation of the flow.

Using this ’three-equation’ model, they showed that turbidity currents can realise autosuspension only if the

current is in the state of self-acceleration. Self-acceleration is a positive feedback loop of a flow where the

accelerated flow entrains more bed materials into suspension, which provides more driving force and thus

further accelerates the flow.

To conduct the numerical simulation of turbidity currents by this three-equation model, the closures of four

parameters r0, es, ew, and u∗ are needed. In the ’three-equation’ model, they used a simple form to describe
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the shear velocity u∗ which is,

u2
∗ = CDU

2 (1.62)

where CD is the dimensionless coefficient of bed drag regarded as a constant value in their paper. However,

es is linked to u∗ in their closures (equation (21) to (23) in their paper) and thus, es is also linked to the

flow velocity U . As the flow accelerates, es becomes too large, and the consumption of turbulent energy

exceeds the supply. As a result, the turbulence of the flow vanishes, and the flow dies (Parker et al., 1986).

To overcome this shortcoming of the ‘three-equation’ model, Parker et al. (1986) assumes the relationship

between the bed shear velocity u∗ and layer-averaged turbulent kinetic energy K like bellow:

u2
∗ = α0K (1.63)

where α0 is a constant coefficient. The conservation of this turbulent kinetic energy, K can be described as,

∂Kh

∂t
+

∂UKh

∂x
= u2

∗U +
1

2
U3ew − ϵ0h−RgwsΦh− 1

2
RgΦhUew − 1

2
Rghws(es − r0Φ) (1.64)

where ϵ0 denotes the mean dissipation rate of turbulent energy which takes form:

ϵ0 = α1
K

3
2

h
. (1.65)

α1 is a dimensionless coefficient related to the other flow parameters. Parker et al. (1986) considered the

equilibrium state of the three- and four-equation models and introduced an ideal coefficient of bed friction

CD∗ that the equilibrium current would possess. From Eq.(1.62) and (1.63), CD∗ will be

CD∗ = α0
K

U2

∣∣∣∣
equilibrium

(1.66)

Then, using Eq.(1.65) and (1.66), the equation of conservation of K (1.64) with spatial equiliblium state will

be

α1 =

1
2ew

(
1− Ri−2CD∗

α0

)
+ CD∗(

CD∗
α0

) 3
2

(1.67)

They demonstrated that the flow is also able to reach the autosuspension state using the equation (1.58)–

(1.61) and (1.64) which is called ’four-equation’ model and they guessed that in the case of field-scale turbidity

currents, this model shows better performance than the ’three-equation’ model.

In the theoretical analysis of density currents by Ellison and Turner (1959), the ambient fluid entrainment rate
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Figure 1.5: Empirical relationships of ambient fluid entrainment rate, ew, and the Richardson number, Ri.

is assumed to be proportional to the velocity of the flow multiplied by an empirical function of the Richardson

number, Ri. Following empirical relationships (Egashira, 1980; Parker et al., 1987) are widely used

ew =
0.00153

0.0204 + Ri
=

0.00153

0.0204 + Frd
−2 (1.68)

ew =
0.075√

1 + 718Ri2.4
=

0.075√
1 + 718Frd

−4.8
(1.69)

As it is mentioned above, the entrainment of ambient fluid thickens and dilutes the current. Thus, it has been

argued that long runout currents must be at very low Frd to suppress ambient water entrainment (Eq.1.68–

1.69)(Toniolo et al., 2006a; Toniolo et al., 2006b). Although the existence of upstream-migrating large-scale

bedforms in the deep-sea (discussed later) implies the supercritical flow condition (i.e. high Frd) (e.g. Postma

and Cartigny, 2014), the super- or subcritical condition is based on the velocity difference between the flow

and surface wave, and in the case of stratified flow, the supercritical condition does not necessarily require

high Frd which rarely become bigger than unity (Dorrell et al., 2016).

Regarding r0, Parker et al. (1986) claimed that a constant value (r0 = 1.6) approximates the data well. In

the models, they used the empirical relationship from open-channel flows:

r0 = 1 + 31.5

(
u∗

ws

)−1.46

≃ 1 + 8.23β1.46 (1.70)

The equation 1.70 means that the ratio of basal to depth-averaged concentration is determined by the Rouse

number, β. However, as mentioned above, the Rouse profile is a theoretical model based on the open-channel

vertical velocity profile, which differs greatly from density currents. The experiments by Garcia and Parker

(1989) speculated that in the case of turbidity currents, r0 is almost constant regardless of flow condition.
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In many cases, r0 is regarded as a constant value around 1.5–2.0 in the numerical simulation (Parker et al.,

1987; Vrolijk and Southard, 1997; Kostic and Parker, 2006; Fildani et al., 2006; Cantero et al., 2012).

In the equilibrium state, currents must keep suspended sediment inside the flow; this constraint can be readily

obtained from the momentum balance Eq.(1.61) assuming that U ,Φ,h, and K are constant in time and space,

u2
∗ = RgΦhθ. (1.71)

Also, from Eq. (1.58–1.60),

es = ϕb (1.72)

ewU = 0. (1.73)

It should be noted that Eq.(1.73) can be satisfied when ew = 0, but in the case of density currents, ew must be

larger than zero. Therefore, it is theoretically impossible for the density currents to be equilibrium state. At

the moment, let it assume that the flow almost (not perfectly) satisfies the Eq.(1.73). Then, from Eq.(1.64),

the following constraint can be obtained (Parker et al., 1986),

u2
∗U = RgΦhUθ = ϵ0h+RgwsΦh. (1.74)

Since the first term of right side is non-negative value,

RgΦhUθ > RgwsΦh. (1.75)

The Knapp-Bagnold criterion can be obtained, dividing both side of this equation by RgwsΦh.

Even though these kinds of depth-averaged models can capture the fundamental mechanisms of density

currents, such as self-acceleration in a laboratory scale, they are still not able to simulate the field-scale

long-runout turbidity currents (e.g. Luchi et al., 2015; Luchi et al., 2018). Luchi et al. (2015) discussed the

problems of depth-averaged models and showed theoretically that both ’three-equation’ and ’four-equation’

models cannot produce the sustainable long-runout turbidity currents in the field scale. The point is no matter

how small the densimetric Froude number is, since the right side of the equation (1.60) is a positive value, the

thickening and dilution of the flow is inevitable when the flow travels a long distance. Further, these models

assume that the long-runout flow in natural scale is almost equilibrium, and their flow parameters temporally

and spatially do not vary significantly. However, recent direct observation (Dorrell et al., 2019) implies that

the internal waves within a statistically unstable current, for which the flow state varies temporally and

spatially, might be a key control of flow sustainability.
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One of the effective methods to avoid the dilution of the flow is introducing flow stratification into the

numerical models. Regarding stratified flow, some of the layer-average values of the shallow water model

must be reconsidered to describe the structure functions (Eq. 1.46–1.53). Dorrell et al. (2014) introduced

the empirical closures for the shape functions from (Islam and Imran, 2010; Sequeiros et al., 2010b; Abad

et al., 2011) into the ’three-equation’ model. They demonstrated the significance of flow stratification by

adapting their model to the Black Sea submarine channel. However, their improved model also failed to

predict the flow behaviour along a natural-scale partially-confined submarine channel. They concluded that

the current empirical shape functions still underestimated the flow stratification, and thus the improvement

of shape functions is the key to improve the system-scale numerical modelling. Cantero et al. (2009) used

DNS (direct numerical simulation) to investigate the internal flow structures of turbidity currents. Due to the

water entrainment, there is no theoretical equilibrium state in a turbidity current. To enable the analysis of

internal structures in stable turbidity currents, the model in (Cantero et al., 2009) introduced a ‘roof’ (a solid

boundary where the velocity becomes zero) parallel to the bed, so preventing ambient water entrainment and

creating a channel flow. Luchi et al. (2018) also conducted numerical simulation using the similar configuration

of ‘Turbidity Currents with a roof model’ in Cantero et al. (2009), but they replaced the ‘roof’ with a flee-slip

upper boundary (the normal component of the flow velocity and the shear stress at the boundary are zero

while the streamwise component of velocity is non-zero at the boundary), so that they can resolve the upward

normal structure of the flow. They concluded that the steady-state turbidity currents self-partition themselves

into two layers: the lower dense ‘driving layer’ and the upper dilute ‘driven layer’. The expanding upper

dilute layer prevents the lower dense layer from getting diluted, and this mechanism may enable the flow to

runout long distance (Luchi et al., 2018). The key research gap here is the lack of empirical shape functions

which can accurately predict the mechanisms of flow separation into dilute upper and dense lower layers.

1.3.6 Suspended load transport models

Deposition and erosion of sediments are key controls in terms of development of depositional architectures

such as submarine channel-levee networks and the sedimentary structures inside them. In addition, since

the suspended sediments provide turbidity currents with their driving force, whether a flow is erosional or

depositional inherently affects other flow parameters. When turbidity currents traverse for long distances, the

bypass or self-acceleration state has been considered as a requirement for turbidity currents to keep sediment

in suspension (e.g. Bagnold et al., 1962; Parker et al., 1986; Sequeiros et al., 2018). Therefore, the prediction

of net erosional and depositional threshold is of key importance for understanding the hydrodynamics of

turbidity currents.

Sediment transport models can be classified into three categories and their combinations: i) competence

models (Komar, 1985; Kneller, 2003; Kubo et al., 2005; Lynds et al., 2014) that assume that the deposition

rate is a function of flow stratification which scales with the settling to shear velocity ratio (Soulsby, 1997),
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ii) flow power models (Velikanov, 1954; Bagnold, 1966; Celik and Rodi, 1991; Garćıa, 2008) that consider

the balance between available flow power, defined as turbulent-kinetic-energy production rate, and the work

done to keep sediments in suspension, iii) flux balance models (Garcia and Parker, 1991; Garc̀ıa, 1993; Smith

and Hopkins, 1971) that consider the sediment flux at the boundary taking into account the balance between

the near-bed concentration and the settling velocity to the sediment entrainment rate, and iv) flow-power

flux-balance model (Dorrell et al., 2018a), which is based on a flux-balance model but incorporates the new

sediment entrainment function that takes the concepts of flow power models into account.

In a first competence model, the net erosion-deposition rate, is described as

ws = β′u∗. (1.76)

where β′ is an empirical Rouse parameter (Rouse, 1937). This relationship is widely used for describing

the transition between bedload and suspended load (Soulsby, 1997). However, since in the dilute flow the

turbulence is the dominant mechanism of keeping sediment in suspension, the net erosional-depositional

threshold is known to be dependent on the flow concentration (Garćıa, 2008). Thus this model is unable to

accurately capture the dynamics of erosion.

Flow power models assume that when deposition and erosion are in balance, the available flow power will be

proportional to the work done to keep sediments in suspension (Velikanov, 1954; Bagnold, 1954). The flow

power is proportional to the production rate of turbulent kinetic energy and it can be described as (Pope,

2000),

Γ(z) ∝ −ρf⟨u′
1u

′
3⟩
∂⟨u1⟩
∂z

(1.77)

where Γ is the available flow power supply. In open-channel flows, the right-hand side of Eq.(1.77) will be

proportional to ρfu
3
∗/h from the law of the wall (Eq.1.30), the turbulent-viscosity hypothesis (Eq.1.27), and

the assumption of parabolic profile of eddy viscosity (Eq.1.36). Therefore, in the equilibrium state,

ρ∆gwsh = αu3
∗ ∝ U3 (1.78)

where left-hand term is the work done to keep sediment suspended in the currents and α is a constant

coefficient. From equation (1.78),

U3

gRhws
∝ Φ (1.79)

Wan and Wang (1994b) measured the flow parameters of the Yellow Rivers and showed that equation (1.79)

is well satisfied when the flow is dilute (volumetric sediment concentration < 10%). Still, they also find
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Figure 1.6: Schematic diagram of depositional sequence of turbidite, modified after Talling et al. (2012). A)
Classical Bouma sequence. B) Revised Bouma sequence proposed by (Talling et al., 2012).

that when the flow concentration is higher than 10%, equation (1.79) is no longer satisfied since in such

high-density flows, the turbulence is damped and is no longer the dominant sediment-support mechanism.

However, turbidity currents do not satisfy the law of the wall in the upper layer of the flow. Thus, the profile

of eddy viscosity is not a simple parabolic function. Thus, whether the equation (1.79) applies to the turbidity

currents is doubtful.

1.3.7 Sediment Deposition and Flow Properties

In turbidity currents, larger grains preferentially settle in a layer-by-layer fashion (Talling et al., 2012). Since

the sorting and mean grain size of deposited sediments depends on the flow parameters such as concentration

near the bottom layer of the flow, grain size distribution of suspended sediments, and flow velocity (e.g.

Kneller, 1995), the deposites, i.e. turbidites are expected to preserve the information of paleo-flow conditions.

The classification schemes of sedimentary facies and possible mechanisms are reviewed in Talling et al. (2012).

The sedimentary structures of turbidites are firstly classified into 5 divisions, the so-called ’Bouma sequence’

(Bouma, 1962): (TA) structureless and sometimes graded sand with occasional erosional surface, (TB) lower

parallel laminated sand, (TC) cross-laminated sand and silt, (TD) upper parallel laminated sand and silt, (TE)

laminated mud. It should be noted that although the Bouma sequence is a well-known and ubiquitous feature

in deep-marine settings, due to the nonuniform grain size distribution and flow transformations (Fisher, 1983),

a complete sequence is rarely seen (Mulder and Hüneke, 2016). Whilst the Bouma sequence explains a part

of typical sedimentary structures of turbidites, there are still other common intervals not covered by the

Bouma sequence (Talling et al., 2012). To describe the variety of common intervals, new schemes for more
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Figure 1.7: Acceleration matrix proposed by Kneller (1995).

detailed classification of depositional facies were proposed, such as Lowe sequence (Lowe, 1982) for the deposits

for high-density flows, which partially corresponds to Bouma TA division, and the classification scheme for

’fine-grained turbidite’ defined by Stow and Shanmugam (1980) which mainly corresponds to Bouma TC−E

divisions. Some researchers also subdivided the conventional Bouma intervals (e.g. Piper, 1978; Talling et al.,

2012). Talling et al. (2012) summarized the previous classification scheme for turbidite intervals and proposed

a new sequence (Fig.1.6B).

The vertical succession of a turbidite generally records the passing body and tail of a flow over the deposits, in

other words, the history of the deceleration of flow (Walker, 1965; Allen, 1991). Kneller (1995) proposed the

’acceleration matrix’ (Fig.1.7), which explains the simple relationship between spatial or temporal velocity

gradient and the resultant vertical grain-size distribution of the deposits. However, this matrix is too simplified

and does not concern some important physical mechanisms of turbidity currents, such as vertical stratification

and sediment source supply. First, if the sediment source was extremely well-sorted and is composed of almost

a single grain size, the grain size distribution of resultant deposits must be the same regardless of the flow

properties (Talling et al., 2012). Furthermore, since the sediment exchange at the bed is affected by the

suspended-sediment concentration near the bed rather than the layer-averaged one (right term of Eq.1.58),

the vertical density profiles of each grain size should be taken into account.

1.4 Morphology of Submarine Fan System

To advance understanding of real-world turbidity currents, it is helpful to understand the systems in which

they are generated. Submarine fans are a complex of deposits from multiple density flows and are some
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Figure 1.8: Schematic illustration of submarine fan systems (Meiburg and Kneller, 2010b)

of the largest and thickest sediments accumulations on the Earth’s surface (Bouma et al., 1985; Nilsen,

2007). The huge complex of sediments can be archives of, for example, past tectonic, biological, and climatic

processes (Weimer and Link, 1991; Stow and Mayall, 2000; Covault, 2011) Since the porosity of the deposits

in submarine fans is relatively higher than the surrounding sediments, they can also be a potential oil and

gas reservoir (Weimer and Link, 1991; Stow and Mayall, 2000; Covault, 2011). Therefore, the understanding

of how a submarine fan system develops provides a lot of information of paleoenvironments and natural

resources. Turbidity currents transport the sediments from shallow continental slopes to the deep sea. During

the transport, these currents erode and deposit the sediment and create various sedimentary structures in

the submarine fan system (Meiburg and Kneller, 2010b). This system is often associated with a subaerial

river which is a potential sediment source (e.g. Ganges river associated with Bengal fan; Curray et al., 2002).

Offshore of the river mouth, the erosional features range from a gully on the upper continental slope to

submarine canyons which can be recognized on the modern seafloor. Submarine canyons are typically several

kilometres wide and hundreds of meters deep (e.g. Inman et al., 1976). At the more downstream region, there

are depositional architectures analogous to subaerial river deltas, such as sinuous leveed channels and sheet-

like deposits on the abyssal plains (Fig.1.8). It has been recently recognised that a channel-lobe transition

zone occurs at canyon/channel mouths and is commonly associated with a break of slope (Wynn et al., 2002b;

Wynn et al., 2002a). This zone is characterised by a wide scattering distribution of scours and coarse sands

and gravels (Wynn et al., 2002b; Wynn et al., 2002a; Dorrell et al., 2016). Typically, in the submarine canyon

and channels, scours are aligned in a linear path, which is often associated with the hydraulic jumps of

supercritical turbidity currents along cyclic steps or chutes-and-pools (e.g. Kostic et al., 2010). However, this

cannot explain the synchronous deposition and erosion within adjacent scours in the channel-lobe transition

zone. Dorrell et al. (2016) suggested that flow stratification significantly influences the dynamics of hydraulic

jumps in these zones. In stratified gravity currents, seafloor scours and their associated hydraulic jumps

affect the flow velocity profile and turbulent mixing processes downstream. As a result, not all scours in a

channel-lobe transition zone exhibit active hydraulic jumps, and the presence and number of these jumps can
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Figure 1.9: Schematic illustration of submarine channel-levee system (Nakajima and Kneller, 2013)

vary with the flow magnitude. Dorrell et al. (2016) also speculated that near-bed stresses do not significantly

change downstream of a stratified hydraulic jump, implying that the bulk flow capacity for sediment transport

remains relatively consistent. This helps explain why deposition areas are found downstream of broad scour

zones in channel-lobe transition zones, as vertical turbulent mixing and maintained bed shear stresses enable

sediment to bypass these regions.

One of the astonishing features of the submarine fan systems is the extremely long sinuous submarine leveed

channels, which can extend for hundreds and thousands of kilometres (Wynn et al., 2007; Straub et al., 2008;

Dorrell et al., 2015). The network of these self-organised channels creates a submarine fan, the largest lobe-

shape deposit on our planet (Covault, 2011). The detailed morphology of submarine levees and channels and

how they develop has been investigated by seismic data of modern fan (e.g. Nakajima et al., 2009; Nakajima

and Kneller, 2013), ancient rock record (e.g. Covault et al., 2016) and numerical simulation (e.g. Dorrell et al.,

2015). In this section, the morphological features and development of channel networks are introduced.

1.4.1 Morphology of Submarine Channel-levee System

Submarine channel-levee systems comprise channels as a conduit of density currents and levees formed by the

deposits from overspilled turbidity currents (e.g. Nakajima and Kneller, 2013; Peakall and Sumner, 2015).

Channel-Levee architectures might contain information about paleo flow conditions such as flow type and

vertical flow profile (Skene et al., 2002). The base of channel and channel-fill deposits tend to be relatively

coarse sandy sediments, while the levees are mainly composed of fine muddy sediments (e.g. Babonneau et

al., 2010; Covault et al., 2016). This upward-fining trend of levees may reflect the vertical flow structure
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of turbidity currents (Skene et al., 2002). Covault (2011) differentiated 20 modern submarine canyon and

channel longitudinal profiles into three groups: i) convex, ii) slightly concave, and iii) very concave groups.

They concluded that as a general trend, the longitudinal profile corresponds with a continental-margin type,

distinct depositional architecture such as preexisting depositional relief and sedimentary processes by density

currents (Covault, 2011).

The submarine channel’s and external levee’s detailed morphology can be described based on its cross-sectional

features. Generally, the channel width ranges from hundreds of meters to a few kilometres, and its depth,

which is defined as the length between the base of the channel and the top of the external levee (Fig.1.9),

ranges from 10s meters to several hundreds of meters (e.g. Nakajima and Kneller, 2013) The outer external

levee gradually decreases its levee slope as a function of the distance perpendicular to the channel axis. It has

been argued whether the outer external levee shows exponential decay or power-law decay (e.g. Birman et al.,

2009). Based on observation, Skene et al. (2002) examined the seismic profile of gentle-slope areas at six

modern submarine channel-levee systems and assumed that the decay pattern was exponential. On the other

hand, Kane et al. (2007) surveyed the Upper Cretaceous rock record and reported examples of submarine

levees exhibiting power-law decay. Recently Nakajima and Kneller (2013) examined the seismic profile of

several submarine channels at different slope angles and suggested a relationship between decay pattern and

angle of slope: power law on steep slopes and exponential on gentle slopes or basin plains.

On the surface of submarine channels, upstream-migrating bedforms, so-called Crescent-Shaped Bedforms

(CSBs) are common features (Smith et al., 2005; Smith et al., 2007; Xu et al., 2008; Paull et al., 2010; Paull

et al., 2011; Paull et al., 2013). These upstream-migrating bedforms are often interpreted as cyclic steps

generated by supercritical turbidity currents (Kostic, 2011a; Covault et al., 2014a; Hughes Clarke, 2016; Hage

et al., 2018). Hughes Clarke (2016) reported the direct observation of turbidity currents at the prodelta slope

off the mouth of the Squamish River. They concluded that the hydraulic jumps by supercritical turbidity

currents are responsible for the development of crescent-shaped bedforms because the bedforms show upstream

migration during the flow events and the thickening of flow which can be interpreted as hydraulic jumps are

observed just after base of the lee slope.

Migrating sediment waves such as cyclic steps are the most common bedforms on the seafloor, including the

submarine channels (Peakall et al., 2000; Kostic, 2011b; Covault et al., 2014b). Cyclic steps occur within

flows which alternate supercritical and subcritical. Each step is bounded by hydraulic jumps where the

depth-averaged Froude number is around unity (Parker et al., 1996; Kostic et al., 2010). Cyclic steps have

two competing effects on sediment-transport efficiency (Sun and Parker, 2005). One of which is the cyclic

transition from subcritical to supercritical, and this effect increases transport efficiency. Another effect is

energy loss by hydraulic jumps, which reduce the efficiency. Sun and Parker (2005) concluded (although

not always) that the existence of cyclic steps generally increases the sediment-transport efficiency in the case
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of open channel flows. However, the numerical simulations of Hage et al. (2018) demonstrated that these

crescent-shaped bedforms are well reproduced by fluvial models rather than the depth-averaged unstratified

models for turbidity currents (Fildani et al., 2006; Kostic, 2011a; Cartigny et al., 2011; Covault et al., 2017).

They observed that the lack of laminated sand unit (Bouma TB division) implies higher near-bed sediment

concentration of turbidity currents than the concentration predicted by depth-averaged flows. It is known

that in the case of hydraulic jumps in stratified flow, the depth-averaged Froude number is almost always less

than unity and sometimes shows different flow behaviour from fluvial currents (Baines, 1998; Dorrell et al.,

2016). In stratified flow running along complex topography, because the speed of surface waves and thus the

Froude number, is affected by the flow stratification, the depth-averaged Froude number does not provide

accurate information about the flow state (Baines, 1998; Thorpe, 2010; Thorpe and Li, 2014; Dorrell et al.,

2016). However, our understanding of hydraulic jumps in density-stratified gravity currents remains limited.

This is important, and such transitions are crucial to explaining depositional products generated by rapidly

decelerating flows, e.g. in the channel lobe transition zone (Dorrell et al., 2016).

1.4.2 Development of Channel-levee Systems

Submarine channel-levee systems develop thorough lateral migration and avulsion, which have some superficial

similarities to fluvial systems. The avulsion, by which an active channel is abandoned and a new channel path

is created, is a key control of the development of channel-levee systems. Avulsion creates complex channel-

levee systems, making it difficult to predict the geometry and distribution of potential reservoir sediments

(Kolla et al., 2007). While in some parts, submarine channel systems are similar to fluvial rivers, there are

also some unique phenomena to submarine channels. For example, the stratigraphic records of fluvial settings

are characterised by lateral accretion of pointbar deposits by channel migration. In contrast, the seismic

profiles of submarine channels are characterised by vertical accretion by aggradational channel fill deposits

(Jobe et al., 2016). This suggests the flow dynamics between fluvial and submarine settings are fundamentally

different.

Avulsion can occur both by internal (autogenic) and external (allogenic) factors (e.g. Peakall et al., 2000;

Dorrell et al., 2015). The candidates of allogenic factors responsible for avulsion are, for instance, seafloor

uplift (Clark and Cartwright, 2011; Chiang et al., 2012), sea-level changes (Lopez, 2001; Maslin et al., 2006;

Kolla et al., 2007) and channel destruction or occlusion by mass-transport events (Kolla et al., 2007; Wynn

et al., 2007). Therefore, avulsion points and resultant channel-levee networks potentially possess the record of

paleo-environment events. However, turbidity currents can be unconfined in a channel and avulse as channels

develop even without these allogenic factors (Mohrig and Buttles, 2007; Dorrell et al., 2015). It is still poorly

understood which factor (autogenic or allogenic) is more dominant in developing the channel-levee network.

Furthermore, Dorrell et al. (2015) compared the history of relative sea-level change with the avulsion history.

Using a simple mathematical model of channel development, they concluded that if the channel-levee system
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is too immature, it is robust to allogenic factors. In contrast, as the system matures, it becomes sensitive

to allogenic and autogenic factors. In some, such as the Amazon and Bengal fans, the avulsion seems to be

concentrated on the upper part of the fan (e.g. Curray et al., 2002; Maslin et al., 2006) while others show a

more complex distribution of avulsion points (e.g. Weimer and Buffler, 1988; Picot et al., 2016). Since the

avulsion of submarine channels is linked to how the turbidity currents are confined inside the channels (Mohrig

and Buttles, 2007; Dorrell et al., 2015), the flow behaviour inside the sinuous channels must be clarified to

discuss the avulsion criterion and the resultant channel morphology.

1.4.3 Flow Behaviour in Submarine Channels

The flow behaviour of channelised turbidity currents is inherently unsteady and three-dimensional. As men-

tioned in the above section, migrating sediment waves such as cyclic steps are common in submarine channels.

Due to the transition between super- and subcritical flow conditions over the cyclic steps, the flow velocity of

turbidity currents should periodically fluctuate (e.g. Dorrell et al., 2016). The hydraulic jumps bounding each

step mix the lower dense flow layer periodically (Dorrell et al., 2016). Furthermore, helical flow at channel

bends, which arises due to the centrifugal forces and the pressure forces resulting from superelevation (Peakall

and Sumner, 2015), also plays a significant role in mixing processes. Since the helical flow strongly affects the

sedimentation processes within a channel, it can be one of the key control factors on how channels develop

(Rozovskii, 1957; Peakall et al., 2000). In terms of the long-runout of turbidity currents, the helical flow and

superelevation at channel bends are believed to reduce the effect of the ‘slow diffusion zone’/‘eddy-transport

barrier’, which is mentioned in the vertical profile section (section 1.3.3) because these processes can vertically

mix the stratified flow (Keevil et al., 2006; Straub et al., 2011; Azpiroz-Zabala et al., 2017b; Dorrell et al.,

2018b).

1.5 Discussion

1.5.1 Significance of Flow Stratification

The flow stratification of turbidity currents is a key control on the flow behaviour in terms of entrainment

of ambient fluid, the efficiency of sediment transport, the process of erosion and deposition, and thus the

development of resultant deposits they create, as discussed above. Despite recent improvement in computa-

tional technology, high-resolution numerical simulation such as DNS and RANS is still too computationally

expensive to apply to the field scale turbidity currents. One of the effective ways to assess the flow behaviour

of field scale turbidity currents is to introduce vertical shape factors into depth-averaged shallow water models

such as the three- and four-equation models of Parker et al. (1986). However, because this method requires

an accurate parametrization of the profiles in terms of the flow parameters (which is not yet available) these

models still provide a poor prediction (e.g. Dorrell et al., 2014). There are three key problems of current
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depth-averaged shallow water models for turbidity currents: 1) it is not obvious how to calculate the flow

height, 2) the suspended-sediment concentration is not described properly, and 3) the shape factors which are

applied to models are inappropriate.

Firstly, the definition of flow height contains some difficulties since the actual upper boundary of a turbidity

current is a three-dimensional structure and a gradual transition from turbid fluid to clear water rather than

the distinct flat surface (e.g. Altinakar, 1988). Previously, in flume experiments, the measurement of this

vague boundary has been conducted by the visual observation using dye to increase the contrast or/and using

shadowgraph technique (Merzkirch, 1987), direct measurements with siphon tubes or acoustic backscatter.

The direct measurements of flow concentration using siphon tubes or acoustic backscatter might be better

than the subjective visual observation. However, even with these measurement methods, the flow height is

difficult to observe. In the case of measurement with siphon tubes, it is able to measure the flow concentration

at a specific height with high accuracy, but it is not suitable for detecting the height of the boundary. Since

the transition between turbid fluid and clear water is gradual, the measurement with acoustic backscatter

also contains a large uncertainty in terms of dilute flow. To avoid these problems, many researchers have

been applying the momentum equations introduced by (Ellison and Turner, 1959) to calculate flow height

and layer-averaged parameters from their measurement data, which are given by,

Uh =

∫ ∞

0

⟨u⟩ dz (1.80)

UΦh =

∫ ∞

0

⟨u⟩⟨ϕ⟩ dz (1.81)

U2h =

∫ ∞

0

⟨u⟩2 dz. (1.82)

However, the flow height estimated by these equations (1.80–1.82) is always lower than the height where the

flow velocity becomes zero. Thus, even though this method is more objective than other methods, the resultant

flow height always underestimate the stratification of turbidity currents. Secondly, the suspended-sediment

concentration ratio between near-bed and specific height r0 is derived from the Rouse profile (Parker et al.,

1986). However, as mentioned above, the Rouse profile is only appropriate for the equilibrium open-channel

flow, which poorly captures the density stratification of turbidity currents. The assumption of a Rouse profile

Eq.(1.35) implies a linear decay of shear stress. In the case of turbidity currents, on the other hand, the shear

stress must be related to the flow profile. Here, I demonstrate how the shear stress for turbidity currents can

be described with the vertical flow structures. The shear stress for turbidity currents can be described as

τ = τbf1(⟨ϕ⟩, z̃) = ρfu∗
2f1(ϕ, z̃). (1.83)

where z̃ = z/h denotes non-dimensional specific height and f1(⟨ϕ⟩, z̃) is a specific function of sediment
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concentration. The assumption of Prandtl (1925) can be revised for turbidity currents as

τ =
ρfνt
h

f2(⟨ϕ⟩, z̃)
∂ũ

∂z̃
. (1.84)

where f2(⟨ϕ⟩, z̃) is a specific function of sediment concentration and specific height. From Eq.(1.83) and

(1.84),

νt =
u2
∗f1(⟨ϕ⟩, z̃)

∂ũ
∂z̃ f2(⟨ϕ⟩, z̃)

h. (1.85)

Since ∂ũ/∂z̃ tends to zero at velocity maximum, from Eq.(1.85), it is clarified that f1 and f2 must satisfy

following relationships,

f1(⟨ϕ⟩, z̃)
f2(⟨ϕ⟩, z̃)

∣∣∣∣
z→zmax

→ a
∂ũ

∂z̃
(1.86)

If the specific description of the two unknown functions f1 and f2 are clarified, the appropriate profiles for

the turbidity currents will be acquired.

1.5.2 Equilibrium state of turbidity currents

Since the driving force of turbidity currents is the excess density produced by suspended sediments, whether

the flow is erosional or depositional, plays a significant role in flow sustainability and the development of sub-

marine architectures. Recent theoretical models of suspended load transport (Dorrell et al., 2018a) successfully

expanded the previous flux balance model by incorporating the concept of flow power and polydisperse suspen-

sions, which suggests the sediment size distribution plays a dominant control on the net erosional-depositional

threshold.

However, whether these models can be applied to turbidity currents is still questionable. It is known that the

flow power models describe the equilibrium state of open-channel flows (Wan and Wang, 1994b; Maren et al.,

2009); this model is based on some hypotheses that are not validated for the turbidity currents. First of all,

the flow power model and other models assume that the flow is in equilibrium. Although the flow duration

of turbidity currents can be a few days to weeks (Mulder and Alexander, 2001; Mulder et al., 2003), the

turbidity currents are vertically mixed by various events through the submarine channels and continuously

get diluted by entrainment of ambient water. Thus, what proportion of natural turbidity currents actually

reach a near equilibrium state is still unknown. Thus, it is doubtful that a flow power model is suitable

for turbidity currents. Secondly, in the flow power model, the available flow power, which is proportional

to the TKE production rate, is assumed to be proportional to shear velocity cubed and thus flow velocity

cubed. However, this assumption is based on open-channel flow theories: the law of the wall (Eq.1.30), the

turbulent-viscosity hypothesis (Eq.1.27), and the parabolic profile of eddy viscosity (Eq.1.36). Both the law
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of the wall and the parabolic profile of eddy viscosity are derived from the vertical flow profile of open-channel

flow. Thus, it could be a poor approximation for turbidity currents. Thirdly, the flow power model assumes

that the dominant particle-support mechanism is the turbulent motion of fluid and that other mechanisms,

such as particle-particle interactions, are negligible. However, this transition of the dominant particle-support

mechanism between turbulent motion and particle-particle interaction is still poorly understood. In the

open-channel flow, the collapse of correlation between flow power and the work done to keep sediment in

suspension has been observed in high concentration flow by Wan and Wang (1994b) in the Yellow River,

China, whilst there are no observational data that show the transition to a particle-support mechanism for

turbidity currents.

1.6 Aim and research questions

Aim: This project aims to understand the material-transport dynamics of natural-scale turbidity currents.

As mentioned in the literature review, the sediment-laden gravity-driven flows play a dominant control in the

sediment transport between continents and deep marine systems. The sediment architectures they create are

expected to record the previous 100-1000s years-scale environmental events such as tectonic events or relative

sea-level changes. In spite of the importance, how those submarine systems respond to the environmental

changes is still poorly constrained due to the limitations of observation, computational costs, and the destruc-

tive nature of turbidity currents. Developing practical high-accuracy models requires a detailed understanding

of the flow behaviours of turbidity currents and the dominant factors that affect morphological developments.

I will deliver the aim to improve the understanding of the development of submarine fan systems through

addressing the following research questions.

Question 1: What controls the vertical structure of turbidity currents and how does this affect flow dynam-

ics?

Although the past 100 years of research into turbidity currents have assumed that turbidity currents

are similar to fluvial rivers, as mentioned in section 1.5.1, the difference between the vertical struc-

ture of fluvial rivers and turbidity currents seems to be one of the key controls of the long-runout of

turbidity currents and the evolution of channel-levee networks. The limitations of computational cost

and observational techniques impede our better understanding of the relationships between vertical flow

structures and channel evolution. Here, to analyse the variety of vertical flow profiles of turbidity cur-

rents, we gather the available dataset of flow profiles from the past literature on flume experiments.

Statistical analyses of this dataset are expected to provide quantitative relationships between the flow

structure and other flow parameters. This data compilation also allows us to analyse the differences in

the sediment transport mechanics of turbidity currents compared with rivers.

Question 2: Is the energetics of turbidity currents similar to the rivers?
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Due to the long-runout of turbidity currents, a better understanding of the energetics of the near-

equilibrium turbidity currents is fundamental to predicting the material transport of turbidity currents.

Equilibrium flow theory in open-channel flows is currently used in the models of turbidity currents

without validation. While the first question focuses on the internal structures of the turbidity currents,

here, the energy budget of turbidity currents is analysed. As mentioned in section 1.5, the concept of

autosuspension is that the total shear production rate of TKE will be balanced with the work done

to keep sediment in suspension. This energy balance is the least condition for a turbidity current to

traverse a long distance. We investigate this energy balance, comparing the data of turbidity currents

and rivers to understand how efficient turbidity currents are in material transport.

In the next three chapters, I address these questions. Firstly, in Chapter 2, I assemble a dataset of turbidity

currents from the past literature on flume experiments and the direct observation of natural-scale events. I

also present the set of large-scale flume experiments designed to fill the gaps in available data from the past

literature. The following chapters are based on the combined dataset of turbidity currents from literature

and newly conducted flume experiments. Secondly, in Chapter 3, I present the statistical analysis of vertical

flow structures and the development of empirical models for predicting turbidity currents’ flow velocity and

concentration profiles to address research question 1. Finally, in Chapter 4, I present the theoretical analysis

of the sediment-load capacity of pseudo-steady turbidity currents, comparing the compiled turbidity currents

with fluvial data to address the research question 2.
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Chapter 2

Flume Experiment and Data

Collection

2.1 Introduction

In this chapter, the methodology used in this study is detailed. Firstly, the large part of the analysis is based

on the compiled flow profiles dataset. The profiles are gathered from i) natural-scale turbidity currents, ii)

laboratory-scale experiments from past literature, and iii) newly designed flume experiments conducted at

the Total Environmental Simulator (TES), at The Deep. In the following section, the detailed methodology

of data collection is elaborated.

2.2 Data collection

To address the research question of vertical flow structure of near-equilibrium turbidity currents, wide variety

of measured dataset of density currents are compiled from literature. The target data is the time-averaged

stream-wise flow velocity and concentration profiles measured from the prolonged body part of density cur-

rents. The criteria require choosing near-equilibrium datasets, therefore lock-exchange laboratory experiments

are excluded, since in this type of experiments, the flows tend to lack the prolonged body and only consist

of head and tail. Also, the data from the head or tail of turbidity currents are omitted from all sources.

Although the criteria described above are applied for all the analyses in this project, more strict criteria are

set when required in each chapter.

2.2.1 Online data source
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source TYPE Slope (%) Material d50 (µm) Φ0 (vol.%) Measurement tools

Michon et al. (1955) I 0.3–3.6 Kaolinite 14.6 0.06–0.43 ⟨u⟩ : MPCM

⟨ϕ⟩ : Siphon array (4–12)

Tesaker (1969) I 5.0–12.5 Quartz 360–410 1.60–16.3 ⟨u⟩ : Velocity meters∗6(3)

Kaolinite 1.1–1.5∗4 ⟨ϕ⟩ : Siphon array (3)

Altinakar (1988) I 1.0–2.96 Quartz 14 / 32 0.13–0.47 ⟨u⟩ : MPCM

Salt – ⟨ϕ⟩ : Siphon array (16)

Garc̀ıa (1993) I 8 Silica 9 0.13–0.14 ⟨u⟩ : MPCM

⟨ϕ⟩ : Optical probes

Packman and I 1.0 Quartz 12 1.13 ⟨u⟩ : ADV

Jerolmack (2004) Kaolinite 1.3 ⟨ϕ⟩ : Siphon array (6)

Amy et al. (2005) I 5.2 Glycerol – – ⟨u⟩ : UVP array (8)

⟨ϕ⟩ : Siphon array (5)

Islam and Imran (2010) I & II 0.0-8.0 Silt / Salt 25 0.61 / – ⟨u⟩ : ADV

⟨ϕ⟩ : Siphon array (20)

Sequeiros et al. (2010a) I 0.85–5.0 Salt∗3 – – ⟨u⟩ : ADV

⟨ϕ⟩ : Siphon array (10)

Sequeiros et al. (2010b) I 5.0 Salt∗3 – – ⟨u⟩ : ADV

⟨ϕ⟩ : Siphon array (10)

Cartigny et al. (2013) II 12.3–21.3 Quartz 160 9.0–26.0 ⟨u⟩ : Angled UVP

⟨ϕ⟩ : –

Varjavand et al. (2015) I 1.25 Kaolinite 13.4 0.31–0.50 ⟨u⟩ : Angled UVP

⟨ϕ⟩ : Siphon array (14)

Fedele et al. (2016) I 8.7–17.6 Salt – – ⟨u⟩ : ADV

⟨ϕ⟩ : Siphon array (20)

Breard and Lube (2017) I 15.8 Ignimbrite 250 – ⟨u⟩ : PIV

⟨ϕ⟩ : LC & PT

Leeuw et al. (2018a) I & II 15.8–19.4 Sand 141 17.0 ⟨u⟩ : Angled UVP

⟨ϕ⟩ : Siphon array (4)

Leeuw et al. (2018b) II 19.4 Sand 131 17.0 ⟨u⟩ : Angled UVP

⟨ϕ⟩ : –

Hermidas et al. (2018) II 10.5–16.7 Quartz 150/46 9.0–21.0 ⟨u⟩ : Angled UVP

Kaolinite 0.18 ⟨ϕ⟩ : –

Sequeiros et al. (2018) I 9.0 Plastic 57 2.03 ⟨u⟩ : Angled UVP

⟨ϕ⟩ : Siphon array (11)

Eggenhuisen et al. I 7.0–14.0 Sand 130 17 ⟨u⟩ : Angled UVP
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(2020) ⟨ϕ⟩ : Siphon array (4)

Farizan et al. (2019) I 1.0 Kaolinite 11 0.07–0.25 ⟨u⟩ : ADV

⟨ϕ⟩ : ADV

Kelly et al. (2019) II∗1 3.5 Salt – – ⟨u⟩ : ADV

⟨ϕ⟩ : –

Koller et al. (2019) I∗2 0.9–2.6 Salt – – ⟨u⟩ : UVP array (10)

⟨ϕ⟩ : Siphon array (6)

Brosch and Lube I 10.5 Ignimbrite 245 – ⟨u⟩ : PIV

(2020) ⟨ϕ⟩ : LC & PT

Pohl et al. (2020) I 14.1 Quartz 133 15.0 ⟨u⟩ : Angled UVP

⟨ϕ⟩ : Siphon array (4)

Simmons et al. I 0.7 Silt 9.9–11∗5 – ⟨u⟩ : ADCPs

(2020) ⟨ϕ⟩ : ADCPs

MPCM: Micro-Propeller Current-Meter; UVP: Ultrasonic Velocity Profiler;

ADV: Acoustic Doppler Profiler; ADCPs: Acoustic Doppler Current Profilers

PIV: Particle Image Velocimetry; LC: s-beam Load Cell: PT: Pressure Transducer

Table 2.1: Summary of compiled sources. From the left, each column represents corresponding reference of
the source, data type, slope of the bed at the measurement location, type of material used for generating
the excess density of the flow, median particle size, initial volumetric concentration of material, and the type
of equipment used for velocity and concentration measurement respectively. The figures in the parentheses
represent the number of measurement devices in the array. ∗1 Numerical simulation of Reynolds-averaged
Navier-Stokes model. ∗2 Limited information about concentration profiles reported in this study. ∗3 There
are also experiments with sediment, but the availability of flow profiles is limited. ∗4 Original reported values
of particle size from hydrometer analysis. ∗5 d50 from Event 1, 4, and 5 from the original source. ∗6 Velocity
meters are special equipment that are designed for their particular study.

The compiled published sources are listed in the table 2.1. In total, 22 laboratory-experiment (2 of them

are experiments of pyroclastic density currents), 1 numerical simulation, and 1 direct-observation source were

gathered. Hereafter, the dataset is classified into the following two groups: i) TYPE I: dataset in which

both velocity and concentration profiles are available, and ii) Type II: data in which only velocity profiles

are available but concentration profiles. Each source uses different tools for vertical-profile measurement. For

example, the velocity measurement of flume experiments can be categorised into 5 different types: Micro-

Propeller Current-Meters (MPCMs), velocity meters, Ultrasonic Velocity Profilers (UVPs), Acoustic Doppler

Velocity probes (ADVs).

The MPCMs are used in the experiments in 20th centuries. The typical micro-propeller has a cage diameter

of 1.5cm, its measuring head consists of a five-blades rotor mounted on a hard stainless steel spindle. When

the rotor is immersed in the water, the passage of the rotor blades past the gold wire tip slightly varies the

measurable impedance between the tip and the tube. This variation is used to modulate at 15kHz carrier
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signal generated within the indicating instrument which is in turn applied to the electronic detector circuits.

Since an automatic compensation is made for the changes in liquid conductivity, the probe can be used for

both type of gravity current experiments, regardless of the salt or sediment content in the liquid. On the

other hand, one MPCM can only measure the one-direction velocity component at single point. Thus, multiple

MPCMs are required to obtain the enough resolution to estimate the full vertical flow profile, which increases

the flow obstruction. Further, the velocity range which MPCMs can measure is limited (cf. 2.0 to 150 [cm/s])

compared with other measurement tools which use ultrasonic signal.

The UVP (Ultrasound Velocity Profile) represents both a method and a device for measuring an instantaneous

velocity profile in liquid flow along the ultrasonic beam axis by detecting the Doppler shift frequency of echoed

ultrasound as a function of time. Since each UVP transducer can measure one projection of a complete flow

field, simultaneous measurement with several transducers makes complete measurement of the flow field

possible. In some of the laboratory-scale experiments of density currents (e.g. Cartigny et al., 2013; Leeuw

et al., 2018a; Leeuw et al., 2018b; Hermidas et al., 2018; Eggenhuisen et al., 2020; Pohl et al., 2020), a

single UVP probe is positioned in a certain angle tilted from the bed-normal direction at a certain height

where the probes do not obstruct a flow. Then, assuming the bed-normal component of flow velocity is small,

the streamwise velocity component is estimated from the angled UVP measurement. Alternatively, some of

the experiments (e.g. Amy et al., 2005; Koller et al., 2019) use multiple UVP probes aligned parallel to the

streamwise direction so that each probe can measure the true streamwise velocity component. The resolution

of data (channel numbers in the measurement window) of each probe is dependant on the transmitting

frequency of signal. The maximum measurable velocity component range is also limited by the transmitting

frequency and pulse repetition frequency of the signal. Thus, there is a trade-off between measurable velocity

range and the measurement resolution.

ADVs also measure the Doppler shift frequency by transmitting a pair of short sound pulses of a specific

frequency into the water column. While the UVP transducer can measure one projection of a flow field,

ADVs can measure the instantaneous velocity field in three different direction component by its three receiving

probes. Thus, the one of the advantages of using ADVs is its ability to measure the instantaneous three-

dimensional turbulent field of a flow. The major drawback of ADVs are that, generally, the measurement

window is relatively smaller than UVPs, (which also depends on the signal frequency of each probe). Also,

since ADVs have a relatively large head, it may obstruct the flow more than a single probe of UVP does.

For both UVPs and ADV, each source used a different number of probes, sampling rate, and angle of mounting.

To perform consistent analysis, here, only the original measurement points are extracted from each source to

minimise the errors. Then, a consistent interpolation and extrapolation method are applied to recover the

full vertical profiles.

42



Chapter 2. Flume Experiment and Data Collection 2.2. Data collection

2.2.2 Estimation of characteristic flow parameters

Here, the detailed methodology of the estimation of characteristic flow parameters based on the compiled

sources are elaborated. The process can be summarised into three steps: (i) Extraction of original measure-

ment data from the compiled sources, (ii) the reconstruction of full flow profile of streamwise flow velocity

and concentration, and (iii) the calculation of each flow parameters based on the estimated flow profiles and

other meta data (such as the energy slope and the dimension of laboratory-scale channel). The data from the

first step only provide discrete values of measured velocity and concentration at certain measurement heights

in each experiment. However, to estimate the depth-integral or depth-averaged flow parameters, full contin-

uous profiles are required. To this end, in the second step, the interpolation and extrapolation of discrete

measurement points are conducted. Interpolation is a method of constructing a continuous function based

on the range of a discrete set of known data points. On the other hand, extrapolation is a method of con-

structing a continuous function beyond the original observation range, of the value of a variable on the basis

of its relationship with another variable. Interpolation is conducted to obtain the continuous profile within

the range of original discrete data points, and then, the extrapolation is conducted to extend the continuous

profile to the upper and lower interface of a flow. Once the full profiles are obtained, each characteristic flow

parameters are calculated as the final step.

Extraction of original measurement data of flow profile Different procedures are required to extract

the data from the different sources, depending on how the data was presented. The dataset gathered from

literature provide (i) raw measurements or (ii) plots of the vertical profile. Hence two different methods are

adopted in order to compare these datasets. In the first case, the raw velocity measurements are directly

used to reconstruct the flow profiles. In the second case, original measurements point of vertical velocity

and concentration profiles are extracted by using a graph-read software. However, some of the sources have

less than three velocity or concentration values for each vertical-profile, which are not enough to apply

the extrapolation method. Here, assuming that the potential errors due to the choice of interpolation and

extrapolation near the elevation of maximum velocity are relatively small, a few data points are manually

added near the original data points along the curve provided in each original source.

Estimation of full continuous flow profiles There are three steps to the procedure: i) data formatting,

ii) estimation of flow height and near-bed concentration, and iii) interpolation and extrapolation. Detailed

procedures of each step are described in this section.

The first step is formatting the data to prepare for the application of interpolation and extrapolation. This

procedures include excluding the obvious noise or error data points, imposing the boundary conditions, and

aligning each data point in a consistent order. Firstly, the data points which are below the bed height is

omitted. The also the data points of which relative velocity to the background velocity show negative values

43



2.2. Data collection Chapter 2. Flume Experiment and Data Collection

a

z| u = 0

z| = 0

b

h = z| u = 0

velocity
concentration

c

z| u = 0

d

h = z| u = 0

e

z| u = 0

z| = 0

f

h = z| = 0

u  or 

z

Figure 2.1: Schematic diagram of interpolation and extrapolation procedures in three different cases: a) b)
z|⟨ϕ⟩=0 < zu,n. c) d) z|⟨u⟩=0 < z|⟨ϕ⟩=0. e) f) zu,n < z|⟨ϕ⟩=0 < z|⟨u⟩=0. Figures in the top raw (a, c, e) visualise
the two different flow heights (z|⟨u⟩=0, z|⟨ϕ⟩=0) estimated from the raw measurement points, while Figures in
the bottom raw (b, d, f) visualise the finalised flow height and fully reconstructed velocity and concentration
profiles based on the method described in the main text. Blue and orange markers represent the original
measurement values.
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Figure 2.2: For each source, velocity profiles are plotted in the left figure, and concentration profiles in the
right. X-axes are either flow velocity or flow concentration which are normalised by depth-averaged values,
and Y-axes are elevation z which is normalised by flow height h.
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Figure 2.3: For each source, velocity profiles are plotted on the left, and concentration profiles are in the right
figure. X-axes are either flow velocity or flow concentration which are normalised by depth-averaged values,
and Y-axes are elevation z which is normalised by flow height h.
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are omitted so that the return flow is excluded.

To impose the boundary condition, let P⟨u⟩ =
[
x⟨u⟩,1,x⟨u⟩,2, ...x⟨u⟩,n

]
and P⟨ϕ⟩ =

[
x⟨ϕ⟩,1,x⟨ϕ⟩,2, ...x⟨ϕ⟩,m

]
denote the lists of extracted coordinates from the velocity and concentration profiles. n and m denote

the number of extracted measurement points of velocity and concentration profiles respectively, and xu,i =

(⟨u⟩|z=zu,i
, zu,i) and xϕ,i = (⟨ϕ⟩|z=zϕ,i

, zϕ,i) denote the ith extracted point. The data points are aligned from

the lowest to highest elevation so that zi < zi+1. That is, zu,0 and zϕ,0 are the lowest original measurement

elevations and zu,n and zϕ,m are the highest measurement elevations. Then, we impose following boundary

conditions.

⟨u⟩|z=0 = ⟨u⟩|z=h = 0, (2.1)

which means that the streamwise flow velocity is assumed to vanish at the upper and lower interface. To

impose the lower boundary condition (⟨u⟩|z=0 = 0), an artificial data point xu,bed = (0, 0) is inserted into

P⟨u⟩.

The next step is to estimate the flow height, which is done in two steps: i) calculate z|⟨u⟩=0 and z|⟨ϕ⟩=0, and

then ii) evaluate the flow height based on a comparison between z|⟨u⟩=0 and z|⟨ϕ⟩=0. Firstly, the interpolation

of P⟨u⟩ and P⟨ϕ⟩ is conducted using PchipInterpolator function from Scipy, a Python package. This function

provides piecewise cubic Hermite interpolation (Fritsch and Butland, 1984). This interpolation method de-

termines the derivative at a given point based on the signs of slopes of adjacent two data points. If the sign is

different each other between adjacent points, then the derivative at the given point becomes 0, which prevents

the overshooting (Fritsch and Butland, 1984). For instance, let [x0 < x1 < ..., < xn], [y0, y1, ..., < yn] denotes

a specific x and y coordinates of a given dataset. Let f denotes the piecewise cubic interpolation function

so that f(xi) = yi. The basic scheme of piecewise cubic interpolation is to choose the proper function, G, to

describe the derivative values f ′
i(xi) of a given points (xi, yi) (Fritsch and Butland, 1984). Here, the derivative

of each point is calculated by following function

G(Si−1, Si, hi−1, hi) =


Si−1Si

αSi+(1−α)Si−1
when Si−1Si > 0,

0 otherwise.

(2.2)

where α =
1

3

(
1 +

hi

hi−1 + hi

)
(2.3)

where Si = (yi+1 − yi)/(xi+1 − xi) and hi = xi+1 − xi denotes the slope of adjacent two points, One of

the benefits of this interpolation method is that the profile is not oversimplified, by having the original

data populating the interpolated curve. Let f⟨u⟩(z) and f⟨ϕ⟩(z) denote the interpolated functions. Then, to

obtain enough data points for subsequent data-processing, 500 data points are extracted from the interpolated

47



2.2. Data collection Chapter 2. Flume Experiment and Data Collection

function as follow,

Pf,⟨u⟩ =
[
(f⟨u⟩(zfu,0), zfu,0)...(f⟨u⟩(zfu,499), zfu,499)

]
, Pf,⟨ϕ⟩ =

[
(f⟨ϕ⟩(zfϕ,0), zfϕ,0)...(f⟨ϕ⟩(zfϕ,499), zfϕ,499)

]
.

(2.4)

It should be noted that the points (f⟨u⟩(zfu,499), zfu,499) and (f⟨ϕ⟩(zfϕ,499), zfϕ,499) correspond to the original

data points with the highest elevations, x⟨u⟩,n and x⟨ϕ⟩,m respectively.

For the estimation of z|⟨u⟩=0 and z|⟨ϕ⟩=0, quadratic-function curve fittings are conducted against a upper part

of the both velocity and concentration profile (Fig. 2.1a,c,e). Although the higher polynomial curve fittings

usually provide less residuals of fittings, they also tend to cause overshooting, especially for the extrapolation.

Yet, since the linear fitting is too simple, and thus, here, quadratic (2nd–order polynomial) curve fitting is

conducted to estimate z|⟨u⟩=0 and z|⟨ϕ⟩=0. For the velocity profile, the range of curve fitting is between

zfu,umax
and zfu,499, where zfu,umax

is the nearest data point to the velocity maximum. For the concentration

profile, the range is between zfϕ,249 and zfϕ,499, where zfϕ,249 denotes the data point at the middle height of

interpolated region. The best fit quadratic functions, gu and gϕ are given as,

gu(⟨u⟩) = a1⟨u⟩2 + a2⟨u⟩+ a3, gϕ(⟨ϕ⟩) = b1⟨ϕ⟩2 + b2⟨ϕ⟩+ b3. (2.5)

where (a1, a2, a3) and (b1, b2, b3) are the coefficients of best-fit curves determined by the least-square method,

with the condition a1 > 0 and b1 > 0 imposed to avoid an unrealistic profile shape. Then, z|⟨u⟩=0 and z|⟨ϕ⟩=0

are obtained as follow,

z|⟨u⟩=0 = gu(0), z|⟨ϕ⟩=0 = gϕ(ϕambient). (2.6)

where ϕambient is the flow concentration of ambient fluid. Then, the flow height is given by,

h =


z|⟨u⟩=0 when z|⟨u⟩=0 ≤ z|⟨ϕ⟩=0 or z|⟨ϕ⟩=0 < zu,n ,

z|⟨ϕ⟩=0 when zu,n < z|⟨ϕ⟩=0 ≤ z|⟨u⟩=0.

(2.7)

where the flow height is defined as the zero-velocity height when zero-concentration height is higher than zero-

velocity height, or zero-concentration height is lower than the highest elevation of the valid original velocity

measurement point. The latter case, z|⟨ϕ⟩=0 < zu,n, sometimes happens when the number data points

of density profile are inadequate. In this study, the original velocity measurements are regarded as more

reliable than the extrapolated concentration curve. Thus, when z|⟨ϕ⟩=0 < zu,n (Fig. 2.1a,b), extrapolation of

concentration profile is discarded and z|⟨u⟩=0 is used as the flow depth. Then, a new velocity point at flow

height x⟨u⟩,h = (0, h) is inserted into Pu. For the concentration profile, the concentration at that flow height,
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x⟨ϕ⟩,h is not necessarily always ϕambient. When z|⟨u⟩=0 ≤ z|⟨ϕ⟩=0, the flow concentration at the flow height

is estimated by a piecewise cubic Hermite interpolation of the original measurement points with (0, z|⟨ϕ⟩=0).

Let fϕ(z) denote the interpolated function. Then, flow concentration at flow height is given as f⟨ϕ⟩(z = h).

Now that the dataset from the literature has been formatted and the flow height has been computed, the

final step is to interpolate and extrapolate the rest of the profiles. Extrapolation is required to estimate

the near-bed concentration, ⟨ϕ⟩bed. For the non-conservative currents, the first-order polynomial curve fit is

conducted against the lowest two data points. For the conservative flow, the lowest original measurement

point ⟨ϕ⟩|z=zϕ,0
is used as the near-bed concentration. Then, combining the original measurements points,

near-bed points, and flow height points, the following completed data lists were obtained,

P ′
⟨u⟩ =

[
x⟨u⟩,bed,x⟨u⟩,1, ...x⟨u⟩,n,x⟨u⟩,h

]
, P ′

⟨ϕ⟩ =
[
x⟨ϕ⟩,bed,x⟨ϕ⟩,1, ...x⟨ϕ⟩,m,x⟨ϕ⟩,h

]
. (2.8)

Finally, by conducting piecewise cubic Hermite interpolation against P ′
⟨u⟩ and P ′

⟨ϕ⟩, the full profile ⟨u⟩(z)

and ⟨ϕ⟩(z) were obtained. The full vertical concentration and velocity profile obtained following the method

described here, and applied to each dataset considered in this study, are shown in Figure 2.2 (laboratory-

scale non-conservative flows), 2.3 (laboratory-scale conservative flows), and 2.8 (natural-scale non-conservative

flows).

Turbidity currents from Congo canyon The real-world dataset from Congo canyon is extracted from

the publication by Simmons et al. (2020). Here, flow velocity and concentration structures are measured

by Acoustic Doppler Current Profilers (ADCPs). In this study, to investigate the flow dynamics of quasi-

equilibrium natural-scale turbidity currents, relatively long-duration (more than 5 days) events are chosen

(Event 01, 04, and 05). Some long-duration events in which velocity and concentration fields drastically

changed during the flow event (such as Events 8, 9, and 10 from the original source) are excluded.

Firstly, the moving averages of the velocity and concentration time series are calculated from each event

(Supplementary Fig. 2.4). Then, the depth-averaged flow parameters, (flow velocity and concentration), are

calculated from each averaged profile (Supplementary Fig. 2.5–2.7). Based on the gradient in time of the

depth-averaged flow velocity, intervals of time for data compilation are selected so that the strongly accelerated

or decelerated regions are excluded. Finally, from the selected window, mean depth-averaged flow parameters

are calculated. To remove the background noise from each flow, the time-average background velocity with

in the selected window is calculated for each run. Then velocity values lower than the background noise

are excluded in the interpolation and extrapolation of profiles. The velocity relative to the time-averaged

background velocity is extracted as the flow velocity measurements.

The original concentration profiles include some artifacts (Simmons et al., 2020). In events 1 and 4, sometimes

concentration values suddenly increase near the interface with the ambient. Simmons et al. (2020) assumed
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Figure 2.4: Time series of original and moving-averaged velocity field of the turbidity currents in the Congo
system: a) Event 01, b) Event 04, c) Event 05. Yellow lines are the estimated flow height.
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Figure 2.5: Depth-averaged flow parameters of Event 01 in Congo canyon. a) Depth-averaged flow velocity,
b) depth-averaged flow concentration, c) time gradient of depth-averaged flow velocity [m/500s2] and, d)
estimated shear velocity. The selected time interval is indicated by red dashed lines.
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Figure 2.6: Depth-averaged flow parameters of Event 04 in Congo canyon. a) Depth-averaged flow velocity,
b) depth-averaged flow concentration, c) time gradient of depth-averaged flow velocity [m/500s2] and, d)
estimated shear velocity. The selected time interval is indicated by red dashed lines.
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Figure 2.7: Depth-averaged flow parameters of Event 05 in Congo canyon. a) Depth-averaged flow velocity,
b) depth-averaged flow concentration, c) time gradient of depth-averaged flow velocity [m/500s2] and, d)
estimated shear velocity. The selected time interval is indicated by red dashed lines.
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Figure 2.8: The moving-averaged flow profiles of Congo’s turbidity currents in the selected windows.

that this type of artefact is related to the backscatter from turbulent microstructure associated with gradients

in either density, temperature, or salinity (Lavery et al., 2003). To exclude the artefacts, the peak value of

the concentration near the upper flow interface is measured from Event 1 and 4. Then, in the upper half of

the flow, the concentration lower than this peak is omitted; only the portion of the concentration data which

is of higher concentration than the artefact is used for interpolation and extrapolation.

Estimation of depth-averaged concentration The TYPE II dataset (laboratory-scale experiment data

in which only velocity profiles are available but not concentration profiles, see table 2.1) lack the data of flow

concentration of each run. However, they reported the initial flow concentration (the concentration in the

mixing tank). As a rule of thumb, as the higher the initial concentration is, the higher the depth-averaged

flow concentration becomes if it is in the same setting of experiments. Yet, the detailed correlation between

Φ and Φ0 is unknown. If there is a clear correlation, the depth-averaged flow concentration of TYPE II

dataset may be potentially reasonably estimated from the initial concentration, Φ0. Here, to estimate the

correlation between depth-averaged flow concentration, Φ, and initial flow concentration in the mixing tank,

Φ0, a regression analysis is conducted against those two parameters in TYPE II data (fig. 2.9). For the curve
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Figure 2.9: Log-log plot of layer-averaged flow concentration and initial concentration of the sediment-water
mixture in the mixing tank of laboratory-scale data. The regression line (red solid line) was fitted to loga-
rithmic values of Φ0 and Φ, with a coefficient of determination R = 0.88. The gray dotted line represents
Φ0 = Φ.
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fitting, orthogonal distance regression is applied. The best fit curve imply following relationship,

Φ ≃ 0.30× Φ0
0.94 (2.9)

Among each single experiment setting, the correlation between Φ and Φ0 varies. For instance, Michon et al.

(1955), Tesaker (1969), and the experiments in this study show relatively clear correlation between Φ and

Φ0. On the other hand, Altinakar (1988), Sequeiros et al. (2018), and Pohl et al. (2020) show relatively poor

correlation. Overall, apart from Sequeiros et al. (2018), most of the data points show good agreements with

the best fit curve (Fig. 2.9). Therefore, the depth-averaged flow concentration of TYPE II are estimated by

the equation (2.9), assuming that TYPE II data follow the best fit curve in the Figure 2.9.

Particle-size distribution analyses The particle-size distribution is one of the most fundamental prop-

erties of suspended material of turbidity currents, which strongly affects the sediment-load capacity of a flow.

The particle-size analysis in the compiled sources are either sieving combined with hydrometer method (SHM)

or the laser diffraction method (LDM). SHM measures the settling velocity of the particles in a liquid. In

SHM, the particles are assumed to be spherical and their sizes are calculated based on Stokes’ law(Fisher

et al., 2017). On the other hand, in LDM, the measured particles size is equivalent to that of a sphere

giving the same diffraction as the particles. LDM can process each sample faster and provide more detailed

information such as the number of particles and surface area, compared with SHM(Goossens, n.d.). Further,

LDM provides high repeatability and reproducibility(Eshel et al., 2004).

Extensive comparison of SHM and LDM(Katayama, 1997; Vitton and Sadler, 1997; Konert and Vandenberghe,

1997; Lu et al., 2000; Goossens, n.d.; Di Stefano et al., 2010; Al-Hashemi et al., 2021; Lopez et al., 2021) has

shown a large discrepancy between the measured proportion of clay-size particles. Although the discrepancy

becomes negligible for sand-size particles in most cases, when comparing the size of the largest particles in

a sample of silt to clay-size particles, the error can be up to two orders of magnitude(Lu et al., 2000). The

particle-size difference of two orders of magnitude can result in up to 4 order of magnitude errors of settling

velocity. Those measurement discrepancies are attributed to the density difference and shape variation of

particles(Bah et al., 2009).

In this study, considering the high repeatability and reproducibility, particle size distribution from LDM is

regarded as more reliable data than the SHM. Tesaker’s experiment(Tesaker, 1969) used SHM to measure the

particle size distribution of their clay sample, and the reported median particle size varies between 0.8–2.3

microns which is likely to be significantly below the true value. To mitigate this systematic error due to the

different methodology, in this study, the following modification of reported particle size is conducted.

Firstly, the cumulative particle distribution curves of similar materials as Tesaker’s experiments (Kaolinite

clay) are extracted from the particle-size comparison studies between SHM and LDM(Di Stefano et al., 2010;
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Figure 2.10: a) The ratio of particle sizes as measured by the Laser Diffraction method to that of the hy-
drometer analysis method. Gray dotted line represents the fitted curve. b) Modified particle-size distribution
of Tesaker(Tesaker, 1969).

Al-Hashemi et al., 2021). Since the particle-size discrepancy between SHM and LDM could show different

trends based on the type of clay minerals, only data was used where the material is mainly composed of

Kaolinite. The cumulative particle distribution curve, F (di) is defined as follow

F (di) =

i∑
k=0

f(dk) (2.10)

where di is the characteristic particle size of the i
th bin, N is the totall number of bins, and f(di) denotes the

fraction of the ith particle size class which is given as

f(di) =
qw(di)∑
k qw(dk)

=
qv(di)∑
k qv(dk)

(2.11)

where qw = ρsqv (2.12)

where qw(di) and qv(di) denotes the measured weight and volume of the particles in the ith size bin. Let r(d)

denote the ratio of the cumulative fraction of particles measured by LDM to the one measured by SHM, such

that

FLDM(d) = r(d)FSHM(d). (2.13)

Figure 2.10a shows the calculated correlation between r(d) and the particle size, d from the compiled

sources(Di Stefano et al., 2010; Al-Hashemi et al., 2021). r(d) increases monotonically as d increases un-

til r saturates to unity at d ≃ 3× 10−2 (Fig. 2.10a).
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Here, the correlation between r and log d for fine particles (d < 3× 10−2) is approximated by the linear curve

fitting with the least-square method (Gray dotted line in Fig. 2.10a). Then, assuming r ≤ 1, the empirical

formula for r is given as

r(d) = min [a log10 d+ b, 1] (2.14)

where the correlation coefficients are a = 0.58±0.04 and b = 1.95±0.09 (R2 = 0.91). Then, FLDM of Tesaker’s

experiments(Tesaker, 1969) is estimated from the measured FSHM by Equation (2.13) and (2.14) (Fig. 2.10b).

Consequently, d50 shifted from around 1× 10−3 mm to 4.98× 10−3 on average (Fig. 2.10b). In the analysis

of main text, 4.98× 10−3 is used as the median particle size of Tesaker’s experiments.

2.3 Flume experiments

Figure 2.11: Schematic of experiment configuration. a) The sideview of the configuration. b) The planform
view. Measurement location is at 4.7 m from the inlet (5.7 m downstream from the upstream end of the
channel). The cross-section of the channel at the measurement location is depicted on the right side of the
figure.

The experiments were conducted to study the internal flow structures of turbidity currents in an idealized

channel (Cala et al., 2020) in the Total Environment Simulator, at the University of Hull.
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Exp. d50 ϕ0 Q Dflow Tambient Tflow log10 Re Ri Rep

01 40 15.4 6 160 14.0 14.5 4.8 0.92 1.03
02 42 13.3 6 160 14.2 15.2 4.8 0.98 1.11
03 42 11.7 6 160 13.5 14.3 4.8 0.73 1.1
04 41 10.0 6 160 13.3 14.5 4.9 0.73 1.04
05 43 8.0 6 160 13.3 15.0 4.9 0.84 1.14
06 41 5.7 6 160 13.3 14.1 4.8 1.07 1.07
07 43 4.5 4 240 15.0 15.4 4.8 1.16 1.14
08 41 1.7 4 240 – – 4.8 1.16 1.07
09 43 1.2 4 240 – – 4.9 0.93 1.14
10 43 0.3 4 240 14.2 14.7 4.8 0.78 1.14
11 38 1.6 4 240 13.9 14.4 4.8 1.05 0.94
12 33 0.5 4 240 13.9 14.5 4.8 1.5 0.77
13 9.0 4.0 3.5 280 16.2 16.7 4.6 0.68 0.11
14 9.0 6.3 3.5 280 16.4 17.7 4.7 0.56 0.11
15 9.0 8.0 3.5 280 17.6 15.1 4.7 0.56 0.11
16 9.0 9.6 3.5 280 17.6 16.4 4.7 0.63 0.11
17 9.0 12.2 3.5 280 15.9 17.9 4.8 0.68 0.11

Table 2.2: Median particle size, d50 (µm), initial concentration in the mixing tank, ϕ0 (vol.%), discharge rate,
Q (l/s), total flow duration, Dflow (s), the temperature (◦C) of ambient water (Tambient) and of the flow (Tflow),
Reynolds number (Re), Richardson number (Ri), and particle Reynolds number (Rep) are listed. Tambient

and Tflow are calculated by the acoustic doppler velocimeter (ADV) as time-averaged values. The turbidity
currents for the experimental runs are characterized by either glass beads (01–12) or kaolinite (13–17).

2.3.1 Experiment configuration

The main channel is 8 m long, 0.1 m wide, 0.6 m deep with 5% slope, and it is submerged in a large water

tank 12 m long, 6 m wide, 1 m deep filled with ambient water. At the downstream, the channel is connected

smoothly to a region of coarse sand of area 3 m × 3 m and 5 cm deep. A sump tank (2 m long × 6 m width

× 3 m depth) is located at the downstream end of the large tank, to minimise backwater effects(Cala et al.,

2020).

A large corn-shape mixing tank is built and used to generate turbidity currents. The volume is in total 1.36

m3 inside of which the total effective volume for the experimental run is above the elevation of the fit for

the discharge piping system and is approximately 0.97 m3. To keep the concentration vertically uniform, two

different mixing systems are established: i) an electrical mixer with a 350 mm diameter impeller is inserted

from the middle lid on the top of the tank which generates a strong vortex within the tank, and ii) a re-

circulation piping system with a pump is connected from the bottom fit of the tank to the manually-drilled fit

on the top of the tank which generates vertical circulation mixing. Independently, another piping system is

connected with a slurry pump (Ebara DWO 300) from the fit on the sidewall of the tank to the flow diffuser

inserted upstream of the perspex straight channel. The (pumped) input rate is tested by adjusting the in-line

valve, reading the flow rate from an electromagnetic flowmeter during test runs. Sediment-water mixtures are

then fed into the flume from the mixing tank (Fig. 2.11).

The sediment concentration in the mixing tank and each flow are calculated from the wet and dry weight
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of collected samples. Finally, the dry sample was analyzed by a laser particle sizer (Malvern Mastersizer)

to estimate the detailed particle size distribution. Then, each experimental flow is discharged from the

flow diffuser pointed upstream to create a sediment-water cloud which generates a turbidity current by its

negative buoyancy. The initial conditions for each run are summarized in Table 2.2. Vertical velocity and

density profiles are measured 4.7 m downstream from the inlet (Fig. 2.11).

2.3.2 Velocity measurement

Figure 2.12: UVP configuration. 1) picture of the measurement location (cf. 5.7 meter downstream from the
upstream end of the straight channel). The flow direction is from left to right in the picture. b) Schematic of
the configuration of UVP probes. zc = 10 (cm).

Parameter UVP 1 UVP 2

Downstream distance (mm) 5853 5680
Bed-normal distance (mm) 400 400
Angle relative to bed-normal (◦) 30 0
Ultrasound frequency (MHz) 1 2
Speed of sound (m/s) 1480 1480
Velocity band width (mm/s) 1097.9 350
Velocity resolution (mm/s) 8.578 1.367
Maximum measurement distance (mm) 498.76 782.18
Number of channels 96 96
Sampling period (ms) 25 39
Window start (mm) 11.66 10.18
Window end (mm) 486.18 484.7
Channel distance (mm) 5 5
Channel width (mm) 2.96 1.48
Pulse repetition frequency (kHz) 1.483 0.946

Table 2.3: UVP configuration. The maximum measurement distance is set by the pulse repetition frequency,
the frequency of the ultrasonic pulse into the fluid from the probes. Since the probe must receive the echo
from previous pulse before it pings a new ultrasonic pulse into liquid, the maximum measurement distance
increases with decreasing pulse repetition frequency.

Velocity measurements are made using two Metflow Ultrasonic Velocity Profilers (UVPs), mounted at different

angles: bed-normal and 30 degrees to the bed-normal angle (Fig. 2.12 and Table 2.3). Since each UVP probe
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Figure 2.13: The time series UVP data of Run 01. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.

61



2.3. Flume experiments Chapter 2. Flume Experiment and Data Collection

25 26 27 28 29 30

20

40D
is

ta
nc

e 
[c

m
]

a Run 02 Head (angled UVP)

25 26 27 28 29 30
Time [s]

20

40D
is

ta
nc

e 
[c

m
]

b Run 02 Head (Bed-normal UVP)

50 100 150 200 250 300

20

40

c Run 02 Angled UVP - time series -

50 100 150 200 250 300
Time [s]

20

40

d Run 02 Bed-normal UVP - time series -

60 70 80 90 100 110 120 130

20

40D
is

ta
nc

e 
[c

m
]

e Run 02 Streamwise velocity of the selected window (After noise reduction)

60 70 80 90 100 110 120 130
Time [s]

20

40D
is

ta
nc

e 
[c

m
]

f Run 02 Corrected bed-normal velocity of the selected window (After noise reduction)

100

50

0

50

100

Ve
lo

ci
ty

 [c
m

/s
]

20

10

0

10

20

Ve
lo

ci
ty

 [c
m

/s
]

100

50

0

50

100

Ve
lo

ci
ty

 [c
m

/s
]

10

0

10

Ve
lo

ci
ty

 [c
m

/s
]

Figure 2.14: The time series UVP data of Run 02. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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Figure 2.15: The time series UVP data of Run 03. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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Figure 2.16: The time series UVP data of Run 04. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.

64



Chapter 2. Flume Experiment and Data Collection 2.3. Flume experiments

60 61 62 63 64 65

20

40D
is

ta
nc

e 
[c

m
]

a Run 05 Head (angled UVP)

60 61 62 63 64 65
Time [s]

20

40D
is

ta
nc

e 
[c

m
]

b Run 05 Head (Bed-normal UVP)

50 100 150 200 250 300

20

40

c Run 05 Angled UVP - time series -

50 100 150 200 250 300
Time [s]

20

40

d Run 05 Bed-normal UVP - time series -

90 100 110 120 130 140 150 160

20

40D
is

ta
nc

e 
[c

m
]

e Run 05 Streamwise velocity of the selected window (After noise reduction)

90 100 110 120 130 140 150 160
Time [s]

20

40D
is

ta
nc

e 
[c

m
]

f Run 05 Corrected bed-normal velocity of the selected window (After noise reduction)

100

50

0

50

100

Ve
lo

ci
ty

 [c
m

/s
]

20

10

0

10

20

Ve
lo

ci
ty

 [c
m

/s
]

100

50

0

50

100

Ve
lo

ci
ty

 [c
m

/s
]

10

0

10

Ve
lo

ci
ty

 [c
m

/s
]

Figure 2.17: The time series UVP data of Run 05. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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Figure 2.18: The time series UVP data of Run 06. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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Figure 2.19: The time series UVP data of Run 07. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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Figure 2.20: The time series UVP data of Run 08. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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Figure 2.21: The time series UVP data of Run 09. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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Figure 2.22: The time series UVP data of Run 10. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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Figure 2.23: The time series UVP data of Run 11. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.

71



2.3. Flume experiments Chapter 2. Flume Experiment and Data Collection

44 46 48 50

20

40D
is

ta
nc

e 
[c

m
]

a Run 012 Head (angled UVP)

44 46 48 50
Time [s]

20

40D
is

ta
nc

e 
[c

m
]

b Run 012 Head (Bed-normal UVP)

50 100 150 200 250 300

20

40

c Run 012 Angled UVP - time series -

50 100 150 200 250 300
Time [s]

20

40

d Run 012 Bed-normal UVP - time series -

100 120 140 160 180

20

40D
is

ta
nc

e 
[c

m
]

e Run 012 Streamwise velocity of the selected window (After noise reduction)

100 120 140 160 180
Time [s]

20

40D
is

ta
nc

e 
[c

m
]

f Run 012 Corrected bed-normal velocity of the selected window (After noise reduction)

100

50

0

50

100

Ve
lo

ci
ty

 [c
m

/s
]

20

10

0

10

20

Ve
lo

ci
ty

 [c
m

/s
]

100

50

0

50

100

Ve
lo

ci
ty

 [c
m

/s
]

10

0

10

Ve
lo

ci
ty

 [c
m

/s
]

Figure 2.24: The time series UVP data of Run 12. a,b) The head region of the flow measured by angled and
bed-normal UVP probes respectively. c,d) The time series of the entire event. The selected data rage for
calculations of time-averaged profiles are indicated by blue dotted lines. The streamwise (e) and bed-normal
(f) velocity fields of the selected window were calculated from the equation (2.19) respectively.
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can measure one direction component of flow velocity field, following procedures are made to estimate the

streamwise and bed-normal components of flow velocity field from two UVP probes.

Here, we consider the two dimensional coordinates along the main channel, (x, z) where x is streamwise

and z is bed-normal direction. let u = (u1, u3) denotes the two dimensional flow field where u1 denotes the

streamwise component and u3 denotes the bed-normal component, and na and nb denotes the vectors parallel

to the angled and bed-normal UVP probes respectively so that,

na =

 cos 30 sin 30

− sin 30 cos 30


 0

1

 =

 sin 30

cos 30

 (2.15)

nb =

 0

1

 (2.16)

Further, let ua(xa, z, t +∆T ) and ub(xb, z, t) denote the measured velocities at a specific elevation, z, and a

specific time, t, by angled and bed-normal UVP probes respectively.

ua = u · na = u1 sin 30 + u3 cos 30 (2.17)

ub = u · nb = u3 (2.18)

The raw measurement data of ua and ub for each run is listed in Figure 2.13–2.24. Solving eq. (2.17) and

eq. (2.18) for u1 and u3, the flow velocity field u can be estimated as,

u =

 u1

u3

 =

 (ua − ub cos 30
◦)/ sin 30◦

ub

 (2.19)

Except for the cross section, (xc, zc) (Fig. 2.12), the there is a time shift of measurement between the bed-

normal and angled UVP probes. At a specific elevation, z, the time shift, ∆t for a flow to reach from xb to

xa can be expressed as follow

∆t ≃ ∆x

⟨u1|z=z⟩
(2.20)

∆x = (z − zc) tan 30
◦ (2.21)

The precise values of ⟨u1|z=z⟩ cannot be estimated without instantaneous measurement of ua and ub at the

same coordinate and time. However, here, it is assumed that a flow is in near-equilibrium state where the

flow velocity does not vary significantly in space and time. Especially, around the cross section area, (xc, zc),
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we assume that the spacial and temporal variation of flow velocity is negligible. Then,

u1|x,z,t ≃ u1|x+∆x,z,t (2.22)

Then, ∆T can be estimated with the equations (2.19) can be directly calculated from the UVP measurements.

To calculate eq. (2.19), following preprocessings of raw data are conducted.

Selection of data range From the original time series of ua and ub, the steady body part of each flow

with less noise are manually selected (which are indicated by blue dotted lines).

Noise reduction The velocity data measured by UVPs are filtered to replace any spikes in the time series

more than two standard deviations from the moving average. The detected spikes are often replaced by

moving mean values (see Buckee et al., 2001; Keevil et al., 2006). In this study, the detected spikes are

removed and left as blank data.

Adjusting time and elevation stamp The angled and bed-normal UVPs data have different sampling

rate and number of channels (Table 2.3). To compute eq. (2.19), Piecewise Hermite cubic interpolation is

conducted. Since the angled UVP has higher resolution, interpolation is conducted against the angled UVP

data. The black data (of which original values are excluded in the noise reduction) in angled UVP is then

replaced by this interpolation. From interpolated data, ua which has the same time and elevation stamps as

the bed-normal UVP data, ub. Then, eq. (2.19) is calculated. The cells of ua which has the same time and

elevation as the blanked cells in ub are ignored during this calculation. It should be noted that sometimes

the angle of the bed-normal UVP slightly deviated from the bed-normal direction. In such case, the original

time-series data of bed-normal UVP data is biased by the streamwise velocity component. In which case, the

deviated angle is estimated from the photos and videos of the run.

Now, the estimated time series of streamwise and bed-normal components of the selected time range from

each flow is obtained (Fig. 2.13–2.24).

Time-averaged streamwise flow velocity The representative time-averaged streamwise velocity profile,

⟨u⟩ for each run is calculated by taking the average of the equation (2.19) at each height over the selected

time window (windows are shown by blue dotted lines in Fig. 2.13 – 2.24).

Potential errors in measurements It should be noted that the bed-normal UVP data, ub, is sensitive to

the small amount of error in the angle of the UVP probe. For instance, when the bed-normal UVP is tilted by

1 degree from the actual bed-normal direction, and the ratio of streamwise to bed-normal velocity component

is 10, the error in bed-normal velocity estimation can be more than 15%, while the error in streamwise velocity
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estimation based on the equation (2.19) is approximately 3%. The larger the ratio between streamwise and

bed-normal velocities, the more significant the error in bed-normal velocity estimation becomes. When the

ratio is 100, the error in bed-normal velocity exceeds 100%. From Figure (2.13 – 2.24), the ratio of streamwise

velocity to bed-normal velocity in this experiment is roughly an order of 10 or more. Although the bed-

normal UVP probe was carefully aligned in this experiment, the accuracy of the angle may be up to 1 degree

due to the limitation of manual setup. This may make the instantaneous velocity field analysis unreliable,

as shown in the next paragraph. Having said that, the main analyses of this project used only the time-

averaged streamwise velocity data of which potential error is expected to be less than ∼ 3%. Therefore, the

uncertainties due to the accuracy of the alignment of UVP probes are considered negligible in this study.

Turbulent analysis From the time-series of u1 and u3 (Fig. 2.13–2.24), the time-averaged flow velocity

profile, ⟨u1⟩ and ⟨u3⟩ are estimated. From equation 2.20 and ⟨u1⟩ and ⟨u3⟩, the instantaneous velocity field,

(u1(x, z, t), u3(x, z, t)), can be approximated. By subtracting the time-averaged values, ⟨u1⟩ and ⟨u3⟩, from

u1 and u3 respectively, the time series of turbulent field, u′
1 and u′

3, and thus the Reynolds stresses can

be obtained (Fig. 2.25–2.36), which enables to calculate the shear production of turbulent kinetic energy

( Eq. 1.34). However, the results imply the unrealistic negative values of total-shear production of TKE.

This is presumably due to the poor estimation of time shift, ∆T which is a function of ∆x and flow velocity.

The another possible factor is the error in the angle of bed-normal UVP probe mentioned in the previous

paragraph. As mentioned, the small amount of error in angle of bed-normal UVP probe can result in a

significant amount of error of bed-normal velocity component. Ideally, u1(x, z, t) and u3(x, z, t) should be

measured instantaneously, while in this study, the following relationship is assumed

ua(x, z, t) = ua(x+∆x, z, t+∆t) (2.23)

Since the signs of u′
1 and u′

3 are changing in a second scale, the small errors in ∆T and ∆x could result

in opposite signs of Reynolds stresses. Thus, in this study, we concluded that the data of UVPs do not

have enough accuracy for the precise estimation of turbulence fields and are only used for the estimation of

time-averaged flow properties.

2.3.3 Particle-size distribution analysis

Two types of sediment-water mixture samples are collected during the experiments. First type is the samples

from the mixing tank which are used for the estimation of initial concentration ϕ0, and the median size of

suspended particles, d50 (Fig. 2.37). The other type is the samples from the body of each experimental

turbidity currents which are used for the estimation of time-averaged flow concentration profile, ⟨ϕ⟩, of each

flow (Fig. 2.38). Suspended sediment samples from the experimental flows are collected using a multi-channel

(24 channels) peristaltic pump (Watson Marlow, see Fig. 2.39) connected to a 12-siphon array at a constant
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Figure 2.25: Turbulence analysis of Run 01. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.26: Turbulence analysis of Run 02. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.27: Turbulence analysis of Run 03. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.28: Turbulence analysis of Run 04. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.29: Turbulence analysis of Run 05. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.30: Turbulence analysis of Run 06. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.31: Turbulence analysis of Run 07. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.32: Turbulence analysis of Run 08. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.33: Turbulence analysis of Run 09. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.34: Turbulence analysis of Run 10. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.35: Turbulence analysis of Run 11. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.36: Turbulence analysis of Run 12. a) The time series of u′ of the selected window. b) The time
series of w′ of the selected window. c) The time series of u′u′ of the selected window. d) The time series of
w′w′ of the selected window. e) The time series of u′w′ of the selected window. f) time-averaged streamwise
velocity profile. g) time-averaged Reynolds stress, ⟨u′u′⟩ profile. h) time-averaged Reynolds stress, ⟨w′w′⟩
profile. i) time-averaged Reynolds stress, −⟨u′w′⟩ profile. j) Time-averaged TKE production rate at each
height.
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Figure 2.37: The particle-size distribution in the mixing tank was measured for each run. a) Cumulative
density of partcile size. b) Probability deinsity of particle size.

sampling rate (21 ml s−1). The benefit of the peristaltic pump is its constant suction rate; the precise

management of the sampling duration and the amount of sample is possible. 1 mm ID silicon tubes are

connected to a series of holes that are drilled on the sidewall of the channel (0.7, 2.8, 4.7, 6.8, 9.0, 11.0, 16.0,

21.0, 26.0, 30.5, 35.7, and 40.5 cm above the bed. See Fig. 2.11) to minimise the flow obstruction. Due to

the limitation of the setting, peristaltic pump located roughly 3 meters away from the sampling location of

the channel. The distance between the tubes and the peristaltic pump caused the adrapt decrease in suction

rate. To increase the suction rate, Y-shape barbed connections are used between each 1mm ID tube and two

of 2.79 mm ID manifold tubes (Fig. 2.39b,c). The manifold tubes are then attached to the 24 channels of the

peristaltic pump (Fig. 2.39b,c). The discharge end of each manifold tube is attached to the custom board

which is designed to fix the tubes at desired position (Fig. 2.39a,c). Beneath the custom board, there is a

slidable tray on which 12 plastic pots are aligned.

The detailed procedures of flow sampling is summarised as follow. The aim of this flow sampling is to estimate

the time-averaged flow concentration profile of near-equilibrium turbidity currents. Hence, the sampling is

conducted from body part of each flow and first and last 45 (s) of each flow is disposed. Collected samples are

sealed in plastic sample pots. Then, to minimise the error due to the evaporation of liquid inside the pots,

the weight of each samples are measured right after the experiments. The volumetric concentration of each

sample is estimated as follow.

ϕ =
ρams

ρsmmix
, (2.24)

where ms and mmix denote the weight of dry sediment particles in each pot and the weight of fluid and

sediment mixture in each pot respectively. ms and mmix are estimated as follow. Firstly, the weight of each
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Figure 2.38: The volumetric concentration of each run calculated from the collected samples via the siphon
array.
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Figure 2.39: a) The photograph of the equipment of suspended sediment concentration. b) The picture of
Y-shape barbed connections attached on the peristaltic pump. c) Schematic diagram of the peristaltic pump.
The numbering corresponds to the number in (a).

pot, mpot is measured before the experiments. Then, mmix is estimated as,

mmix = mtotal −mpot (2.25)

where mtotal is the total weight of sample which includes a pot and water-sediment mixture. mtotal are

measured by the high precision analytical scale (0.0001g accuracy) right after the each experiment to minimise

the error due to the evaporation of fluid inside the pot. After dried the samples by using oven, ms are estimated

by

ms = mdry −mpot (2.26)

where mdry is the measured weight of dried sample which include the weight of pot and dried particles.

The volumetric concentration of samples from the mixing tank is also measured in the same procedures above,

then, the particle-size distribution is estimated using LDM (Laser Diffraction method) by Malvern MasterSize.

(Fig. 2.37).
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Figure 2.40: URS measurement of the aggradation rate of Run 01. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.

2.3.4 Monitoring of bed profile

Aggradation rate, for flow equilibrium, and bed depth is monitored by using the bed profiler from a single

ADV (Acoustic Doppler Velocimeter) suspended above the flow. In addition to ADV, 4 ultrasonic sensors

(URSs) to monitor the aggradation rate are mounted (Fig. 2.40–2.51). To reduce mobile bedload, and

ADV measurement noise, experiments start with the unerodible bed of the Perspex channel. The maximum

aggradation rate of the well-developed flow body observed in our experiments is 0.02 mm/s in run 11 (Fig.

2.50b). It should be noted that for all the runs but run 11, both ADV and URSs failed to monitor the bed

height during the flow events. Even for the run 11, the three URSs failed to measure the bed profile. The URS

mounted at 5.2 meters downstream from the upstream end exhibited relatively smaller noise. For those runs,

the aggradation rate is monitored from the videos that were captured by high-resolution GoPro cameras. As

a result, for those high concentration runs, deposition only occurred at the very end of the flow event (the tail

of the flow) but we observed almost no deposition from the head and body of each flow where the velocity

and density measurement are conducted.
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Figure 2.41: URS measurement of the aggradation rate of Run 02. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.

92



Chapter 2. Flume Experiment and Data Collection 2.3. Flume experiments

0 100 200 300 400 500
0

10

20

30

40

he
ig

ht
 [c

m
]

a UVP - Run 03  

0 100 200 300 400 500
Time [s]

1

0

1

2

3

4

5

be
d 

he
ig

ht
 [c

m
]

b URS - Run 03  

612.5 [cm]
538.0 [cm]
520.0 [cm]
493.0 [cm]

75

50

25

0

25

50

75

Ve
lo

ci
ty

 [c
m

/s
]

Figure 2.42: URS measurement of the aggradation rate of Run 03. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.43: URS measurement of the aggradation rate of Run 04. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.44: URS measurement of the aggradation rate of Run 05. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.45: URS measurement of the aggradation rate of Run 06. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.46: URS measurement of the aggradation rate of Run 07. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.47: URS measurement of the aggradation rate of Run 08. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.48: URS measurement of the aggradation rate of Run 09. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.49: URS measurement of the aggradation rate of Run 10. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.50: URS measurement of the aggradation rate of Run 11. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Figure 2.51: URS measurement of the aggradation rate of Run 12. a) Angled UVP data without cleaning for
the reference of the flow duration. b) URS data at different locations. Figures in the legend represents the
distant of each URS data from the upstream end of the channel. The URS data exhibited a great extent of
noise during the flow event.
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Chapter 3

Vertical Flow Structure

3.1 Introduction

In this chapter, I model the vertical shape of the velocity and concentration profiles using the sources gathered

in Chapter 2. Better prediction of vertical stratification of turbidity currents is fundamental to understanding

the flow dynamics of long-runout turbidity currents along sinuous submarine-channel networks (Stacey and

Bowen, 1990; Abad et al., 2011; Dorrell et al., 2019; Wells and Dorrell, 2021). For instance, overspilling

along sinuous meandering channels is a key process for both flow runout and the development of submarine

channel network systems (Nakajima and Kneller, 2013; Dorrell et al., 2014; Dorrell et al., 2015; Miramontes

et al., 2020). How a flow reduces/increases its density through overspilling requires high-accuracy vertical

stratification models. Since the overspilled particles form the levee, the vertical flow structures are also a

key control of the formation of leveed channels. Further, the frequency of avulsions, the abandonment of the

current channel and the formation of a new channel are fundamental to understanding how the submarine

fan system develops (Lopez, 2001; Kolla et al., 2007; Dorrell et al., 2015). The channel avulsion can occur

due to external forces such as sea level change or channel occlusion by debrites (Kolla et al., 2007). However,

avulsion can also occur without those allogenic factors (Dorrell et al., 2015). When a channel is under an

aggradational condition, the channel is infilled quicker than levees are built, increasing the probability of

avulsion to happen (Dorrell et al., 2015). This increase in channel instability depends on overspilling and,

thus, the vertical flow structures.

Turbidity currents dynamics, their risks and sedimentary deposits have been traditionally simulated by depth

average models (Parker et al., 1986). These reduced complexity models, such as depth-averaged models,

are favoured as they lower computational cost, so real-world scale systems can be considered (Dorrell et al.,

2014; Traer et al., 2015). However, depth-averaged models commonly assume the flow is vertically uniform,

so-called “top-hat” models. As mentioned above, overspilling occurs at the very top layer of a flow, where the
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flow concentration is relatively more dilute than the bottom layer. However, in the “top-hat” models, the flow

concentration is vertically uniform and thus significantly overestimates the loss of the suspended sediment

particles and the total kinetic energy due to overspilling. This overestimation makes it almost impossible

for a flow to trace the meandering channels without dissipation, highlighting how vital the proper vertical

structure models are.

Another problem of the “top-hat” models is their centre of mass. Compared to the stratified flows, “top-hat”

models always overestimate the height of the centre of mass (section 1.2.6 and 1.3.5). Turbidity currents

always entrain ambient fluid and dilute and thicken downstream. In the stratified flows, it is primarily the

top of the flow, which is diluted by entrainment. Therefore, the centre of mass remains low in the current.

On the other hand, in the “top-hat” models, the height of the centre of mass increases as a flow is thickened,

forming a pressure gradient from downstream to upstream, which will decelerate the flow. Further, an increase

in the centre of mass makes the entire flow unstable and less channelised, making it almost impossible for the

flow to run out long distances.

To discuss how vertical structures impact flow dynamics, the conservation equations of sediment mass and

momentum of a turbidity current in a straight channel are considered here. Depth-averaged models can be

derived through the integration of the conservation equations (section 1.2.2 and 1.2.6). The mass of sediment

and momentum conservations of a flow may be described as (e.g. Parker et al., 1986) (section 1.3.5),

∂⟨ϕ⟩
∂t

+
∂⟨u⟩⟨ϕ⟩

∂x
= − ∂

∂z
(⟨ϕ′w′⟩ − ws⟨ϕ⟩) , (3.1)

∂⟨u⟩
∂t

+
∂⟨u⟩2

∂x
+

∂⟨u⟩⟨w⟩
∂z

= − 1

ρf

∂⟨p⟩
∂x

+Rg⟨ϕ⟩θ + ∂

∂z
(−⟨u′w′⟩) (3.2)

where ⟨u⟩, ⟨w⟩, ⟨ϕ⟩ ⟨p⟩ denotes the Reynolds-averaged downstream velocity, bed-normal velocity, volumetric

concentration of suspended particle, and hydrostatic pressure respectively. It should be noted that ⟨⟩ brackets

and primes denote the Reynolds average and the fluctuating part of the parameters. ρf denotes the flow

density. R = (ρs − ρa)/ρa denotes the relative excess density of the sediment to fluid. θ denotes the slope. g

denotes the gravitational acceleration. ⟨u′w′⟩ denotes the Reynolds stress term. The pressure term ⟨p⟩ can

be described as,

⟨p⟩ = ρfRg

∫ ∞

z

⟨ϕ⟩dz. (3.3)

The vertical integration of the equations (3.1) and (3.2) with the aid of the equation (3.3) yields,

∂

∂t

∫ ∞

0

⟨ϕ⟩dz + ∂

∂x

∫ ∞

0

⟨u⟩⟨ϕ⟩dz = ⟨ϕ′w′⟩|bed − ws⟨ϕ⟩|bed (3.4)

∂

∂t

∫ ∞

0

⟨u⟩dz + ∂

∂x

∫ ∞

0

⟨u⟩2dz = − 1

ρf

∂

∂x

∫ ∞

0

⟨p⟩dz +Rgθ

∫ ∞

0

⟨ϕ⟩dz + ∂

∂z

∫ ∞

0

−⟨u′w′⟩dz. (3.5)
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The flow velocity and volumetric concentration can be described using the structure functions, ξu(ẑ) and

ξϕ(ẑ) as,

ξu(ẑ) = ⟨u⟩/U, ξϕ(ẑ) = ⟨ϕ⟩/Φ, (3.6)

where ẑ = z/h is the normalised distance from the bed. In the equation (3.4) and (3.5), when we consider

the 1st-order integral terms of flow velocity and concentration respectively,

∫ ∞

0

⟨u⟩ dẑ = U,

∫ ∞

0

⟨ϕ⟩ dẑ = Φ. (3.7)

The 2nd-order integral terms in the equation (3.4) and (3.5) will be

∫ ∞

0

⟨u⟩⟨ϕ⟩ dẑ = UΦ

∫ ∞

0

ξuξϕ dẑ,

∫ ∞

0

⟨u⟩2 dẑ = U2

∫ ∞

0

ξ2u dẑ. (3.8)

The integration of pressure term, ⟨p⟩ is given by

∫ ∞

0

⟨p⟩ dẑ =
ρfRg

h

∫ ∞

0

∫ ∞

z

⟨ϕ⟩ dz′dz

=
ρfRg

h

∫ ∞

0

z⟨ϕ⟩ dz

= (ρs − ρa)ghΦ

∫ ∞

0

ẑξϕdẑ. (3.9)

In the equations (3.8) and (3.9), the following vertical-flow-structure-induced weighting terms (shape factors)

can be found (section 1.2.6),

Wu2 ≡
∫ ∞

0

ξ2u dẑ, Wuϕ ≡
∫ ∞

0

ξuξϕ dẑ, WP ≡ 2

∫ ∞

0

ẑξϕ dẑ. (3.10)

⟨u⟩⟨ϕ⟩ and ⟨u⟩⟨u⟩ represent the material and momentum transport rate at a given height. Therefore, the

depth-integrated values of them, thus, represent the total material and momentum transport rate of a flow.

The last term of the equation 3.10 appears in the hydrostatic pressure gradient term of the shallow water

equation (Parker et al., 1986; Dorrell et al., 2014). For the same depth-integrated concentration and velocity

fields, those three terms are only dependent on the weighting terms, Wuϕ, Wu2 , and WP each of which is

a function of the structure functions, ξϕ and/or ξu. Within the same
∫
⟨u⟩dz and

∫
⟨ϕ⟩dz, the unstratified

model (top-hat) yields the minimum transport rate compared with other stratified models (Fig. 3.1). In

stratified flows (Fig. 3.1), most of the material and momentum transport occur around the velocity maximum

elevation, increasing the total depth-integrated transport rates.

In the unstratified flow model (WP = 1), the pressure term (Eq. 3.10) increases towards the streamwise

direction as the flow is thickened by water entrainment. This physically means that the entire suspended
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Figure 3.1: Comparison of flow profiles between ’top-hat’ model (top row) and stratified flow models (Rouse-
type stratified flow in the second column and stream-jet-type flow in the third column) with the same depth-
averaged streamwise velocity and flow concentration values. From the left side, each column represents the
vertical profile of idealised streamwise flow velocity, flow concentration, material transport term, momentum
transport term, and pressure gradient term. The Y-axes are normalised by the flow height, h. Each axis of
the right three X-axes is normalised by its depth-integrated value.

sediment will be lifted by the water entrainment so that the flow can maintain its unstratified flow profile.

Even when there is no sediment exchange at the bed, the thickening of a flow immediately dilutes the entire

flow in the case of an unstratified model. Then, the centre of mass is lifted as the flow is thickend, generating

the positive pressure gradient downstream. The resultant pressure field slows the flow down. With increasing

stratification, it is speculated that the sediment entrainment increases the near-bed concentration while the

water entrainment dilutes the upper layer of the flow, which enhances the flow stratification downstream.

Increasing flow stratification decreases the pressure term (Fig. 3.1). The negative downstream pressure

gradient accelerates the flow. Therefore, a better understanding of flow stratification is fundamental for the

better prediction of long-runout turbidity currents.

As introduced in the data collection section (Chapter 2), many flume experiments have been designed and

conducted to analyse the detailed flow structures of turbidity currents and how the vary with the flow pa-

rameters (e.g. grain size, flow velocity). Yet, recent numerical models (Dorrell et al., 2014) used empirical

vertical shape factors (Parker et al., 1986; Abad et al., 2011) but resulted in poor prediction of flow behaviour

in natural-scale sinuous submarine channels. The previous failures in the prediction of flow structures can be

attributed to the lack of direct measurement data of natural-scale turbidity currents and the lack of synthetic

studies to connect the results of different flume experiments. The link between various flow parameters and

the flow structures is still poorly understood. Although the link between the velocity profile and the concen-
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tration profile has been speculated since more than 30 years ago (Stacey and Bowen, 1988a), how these two

profiles constrain each other remains unclear. When we consider a near-equilibrium turbidity current, since

the excess density provides the driving force for the flow, the velocity profile should scale with the density

profile. Having said that, if the excessive mixing or shear that redistributes the material and momentum

exists, the link between the two profiles may not work as speculated. To understand how density currents

transport materials, it is essential to clarify these unsolved problems.

To this end, this study develops empirical vertical flow structure models of non-conservative density currents

based on the recently reported direct observation data of natural-scale events (Simmons et al., 2020) and

the gathered 70-years of laboratory-scale experiments (Chapter 2). Also included is the data from the newly

conducted flume experiments in this study. Since the primary objective of this study is to predict the

hydrodynamics of natural-scale turbidity currents, the validation of the model with direct measurements of

turbidity currents is essential.

3.2 Existing models for flow concentration profile

The concentration profile of a turbidity current is key to understanding the depositional and erosional processes

as well as the flow behaviour, as described above. Previous work has detailed how the profile is determined by

the relationship between the turbulent mixing induced by the shear at the flow interfaces, particle exchange

at the bed, particle settling, and particle-particle interaction (Wells and Dorrell, 2021).

In the case of conservative flows where the suspended sediment does not settle, the stratification of a flow

occurs due to the entrainment of ambient fluid caused by the shear at the upper interface. The stability of

the upper interface has been suggested to have a strong dependency on Frd (Sequeiros et al., 2010b; Kneller

et al., 2016). The decreasing Frd stabilizes the flow interface and thus reduces the ambient water entrainment

(Sequeiros et al., 2010b; Kneller et al., 2016). For such flows, the flow concentration profile is hypothesised

to be described by a function of Frd (Abad et al., 2011).

Thus, the previous study (Abad et al., 2011) developed an empirical model of conservative salinity currents,

assuming that both the velocity and concentration profiles are a function of Frd. The concentration profile

of this model assumes the existence of a constant concentration layer in the lower part of the flow. In this

lower layer of the flow, the flow concentration is assumed to be constant, and the ratio of the thickness of this

uniform layer to the flow depth, ĥc is further assumed to be the exponential function of Frd as,

ĥc =


1, Frd < 0.38

2.59 exp (−2.5Frd), Frd >= 0.38

(3.11)

Although this Frd–dependence function describes the density profiles of conservative flows relatively well,

107



3.2. Existing models for flow concentration profile Chapter 3. Vertical Flow Structure

it lacks the density stratification mechanics by the settling of suspended sediment, so it is not sufficient to

predict the concentration profiles of the sediment-laden turbidity currents.

In the case of non-conservative flows, particle settling becomes one of the primary mechanics of flow strati-

fication. The sediment concentration profile of the open channel flows is known to be well described by the

Rouse equilibrium profile. Rouse (1939) assumed that the diffusion flux of the suspended sediment due to

the turbulent mixing initiated at the lower boundary is balanced with the particle settling flux, deriving the

well-known theoretical concentration profile for the open-channel flows. This balance may be expressed as,

d

dẑ

(
νt
d⟨ϕ⟩
dẑ

+ ws⟨ϕ⟩
)

= 0, (3.12)

where νt denotes the eddy viscosity. Assuming zero flux at boundaries, the following boundary conditions

can be derived from the equation (3.12),

νt
d⟨ϕ⟩
dẑ

+ ws = 0|ẑ=0,1. (3.13)

Rouse models assume a parabolic eddy diffusivity as mixing decays towards boundaries, which can be expressed

as,

νt(ẑ) ∼ κu∗ẑ(1− ẑ). (3.14)

However, in the case of turbidity currents, the flows are likely to be highly sheared at both boundaries,

resulting the relatively constant eddy viscosity throughout the flow (νt ∼ κu∗h) Then, simplified form of the

Rouse profile can be described as an exponential decay function of β for instance,

⟨ϕ⟩ = exp

(
−ws

z

νt

)
∼ exp (−βẑ), (3.15)

where the Rouse number β = ws/κu∗, describes the ratio of particle settling and the diffusivity due to the

shear at the boundary.

However, when it comes to the sediment-laden turbidity currents, the shear at the upper interface is not

negligible as it is in the fluvial rivers, so that the diffusivity of suspension is expected to be essentially different

from the cases of open-channel flows. Since the Rouse profile cannot capture the stratification mechanics due

to the shear at the upper interface, his model for the open-channel flows is not applicable to the turbidity

currents.

There is also a theoretical vertical flow profile model of sediment-laden turbidity currents (Pittaluga and

Imran, 2014). This model applies a traditional turbulence closure model (Mellor and Yamada, 1982) to
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the RANS equation and derives the vertical stratification functions of a near equilibrium turbidity currents,

assuming that there is no sediment exchange or entrainment of water through the flow interfaces. Pittaluga

and Imran (2014) demonstrated that the developed model can reasonably predict the vertical velocity and

density profiles of laboratory-scale salinity currents(Sequeiros et al., 2010b) and also the velocity profiles of

natural-scale turbidity currents in Monterey and Hueneme Canyons (Xu et al., 2010). However, this model

requires information on a reference concentration at the specific elevation to predict the vertical flow profiles,

which is guessed by trial and error using an iterative procedure. Further, this is computationally expensive

for the application of the numerical simulation of natural-scale turbidity currents. Although they used the

natural-scale turbidity currents data for the validation of the velocity profile of their model, there is yet no

validation of this model against the flow concentration profiles of natural-scale turbidity currents.

The ideal vertical concentration profile model of turbidity currents should capture the complex balance be-

tween particle settling and the diffusion due to the lower and upper shear of a flow. The theoretical model of

Pittaluga and Imran (2014) has a turbulence closure problem, and they had to make some severe assumptions

such as the no-material exchange through the flow interfaces. The empirical salinity flow model (Abad et al.,

2011) is less complex than the theoretical model, but the applicability is limited to conservative flows.

3.3 Characterisation of the vertical flow concentration profile

3.3.1 Methods

Here, the concentration profiles of sediment-laden turbidity currents are investigated to parametrise flow

stratification using the dimensionless flow properties including the Froude, Rouse, and Reynolds numbers.

To summarise, we investigate the possible combinations of different flow parameters to describe the structure

function, ξϕ. To determine the best combination of flow parameters to describe the concentration profile,

multiple regression analysis is conducted. Multiple regression analysis is a statistical technique to predict

a single explained variable from the combination of multiple explanatory variables. Here, this technique is

applied to predict each coefficient of the fit function (described below in this section). The procedures for the

development of the empirical model using multiple regression analysis can be summarised as follows: i) The

datasets were subdivided into the training and test sets based on the criteria described below. The profile

models are trained by using training dataset. ii) The flow concentration profiles of the training datasets were

fitted by the method of least squares. iii) Prepare all possible combinations of explanatory variables (If there

are n explanatory variables, there are 2n combinations). The different types of functions, both linear and

non-linear, are considered. Thus, the number of candidate functions can be m2n in total, where m is the

number of types of function. iii) In each candidate function, multiple regression analyses were conducted with

the fit function parameters as the explained variables and the flow properties as the explanatory variables

within the training set. This procedure optimises each candidate function within the given combination of
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explanatory variables. iv) The statistical information criteria ( AIC: Akaike Information Criteria and CV:

Cross Validation score) are calculated for all regression models to select the best model. iv) To evaluate

the generalisation performance, the selected model was validated using the test dataset independent of the

training datasets (see the first step). The detailed methodology of each step is elaborated below.

Possible governing parameters for vertical concentration profile

Here, we consider the combination of parameters that may relate to the development of the flow concentration

profile of turbidity currents. It is assumed that the vertical profile of a steady-state density current in a fully

or partially confined channel can be fully described by the following nine parameters: flow depth, h [m],

depth-averaged flow velocity, U [m/s], density of the flow, ρf [kg/m3], and density of the ambient fluid,

ρa [kg/m3] (constant), the dynamic viscosity of the fluid, µ [kg/ms], shear velocity, u∗ [m/s], settling velocity,

ws [m/s], hydraulic radius, rh [m], gravitational acceleration, g [m/s2] (constant). The Buckingham Pi

theorem (Buckingham, 1914) is used here to obtain a set of dimensionless variables that can fully describe the

dimensionless shape factors of the sediment concentration profile. By applying the Buckingham Pi theorem,

the above nine dimensional parameters with three primary dimensions ([s], [m], and [kg]) reduce to six

dimensionless variables, which are assumed to determine the flow concentration profile:

ξϕ = f

(
Frd =

U√
gRΦh

, Re =
ρfUh

µ
, β =

ws

κu∗
, CD =

u2
∗

U2
,
rh
h
, ρ∆ =

ρf − ρa
ρa

)
. (3.16)

where Frd and Re are the densimetric Froude and Reynolds numbers, respectively. The Rouse number β is the

dimensionless settling velocity normalized by the Karman coefficient and the shear velocity. CD is the basal

drag coefficient, and rh
h is the ratio of the hydraulic radius to the flow depth. ρ∆ denotes the dimensionless

flow buoyancy.

Here, the relationships between dimensionless parameters are considered. For instance, since ρ∆ = RΦ and

ρf = (ρ∆ + 1)ρa;

Frd =
U√
gρ∆h

, Re =
(ρ∆ + 1)ρaUh

µ
. (3.17)

When ρ∆ is fixed, Frd becomes a function of the depth-averaged flow velocity, U and flow height, h (g is

constant). Likewise, if ρ∆ is fixed, Re becomes a function of Uh, assuming that µ and ρa are constant. Also,

drag coefficient, CD may be a function of dimensionless hydraulic radius rh/h. The total shear stress at

boundaries τ can be described as (Hygelund and Manga, 2003)

τ = ρfgrhθe (3.18)

where θe is the energy slope, which describes the change in the hydraulic head divided by the distance over
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which the change occurs. When the shear at the side wall is small enough, u∗ ≃
√
τ/ρ. Therefore,

CD ≃ ghθe
U2

rh
h

(3.19)

Furthermore, Rouse number, β can be described with the combination of Re and CD,

β =
wsρa(ρ∆ − 1)h

κµRe
√
CD

(3.20)

Within the turbidity currents dataset, the dynamic viscosity of the fluid, µ and the Karman coefficient, κ can

be assumed to be constant. Furthermore, within the laboratory-scale dataset, the variation of the flow height,

h is small compared with the variation of other parameters such as flow velocity, U . Therefore, when we

assume the constant values of ρ∆, Re and CD, this equation indicates that when Rouse number β increases,

it means the increase in particle settling velocity ws. The developed models in this study will be the function

of some of these dimensionless parameters which are interconnected with each other. Thus, the interpretation

of the developed models are careful considered.

Selection of datasets

The non-conservative flow data containing both the velocity and concentration profiles are used in this study,

and the conservative flows are excluded (Table 3.1). This is because the flow stratification mechanics fun-

damentally differ between conservative and non-conservative flows. While the non-conservative flows have

particle settling as one of the factors of flow stratification, conservative flows do not have this mechanics at

all. For this reason, we focus on the non-conservative flows hereafter in this analysis. The selected dataset

is further subdivided into training and test datasets. This is a common approach in machine learning to

avoid the over-fitting. Commonly, test data are chosen randomly to avoid the training and test data from

being biased. At the same time, the test data are expected to be independent of the training data. This is

because the main aim of the validation with the test data is to evaluate the generalisation performance of

the trained model. In terms of the vertical profile model trained by multiple sets of laboratory experiments,

the over-fitting problem can occur even if the test data are chosen completely randomly. This is because the

data from the same laboratory setting are similar to each other, and thus the model is likely to over-fit to

each laboratory setting rather than an individual measurement. Over-fitting can occur in a way where the

developed model can predict the new data from the same laboratory well, but poorly predict the new data

from an unseen laboratory setting.

To avoid the risks of over-fitting mentioned above, all the data from three different laboratory experiments

(Garc̀ıa, 1993; Packman and Jerolmack, 2004; Eggenhuisen et al., 2020) are chosen as the test data (Table 3.1)

so that they cover a wide range of channel slopes, median particle sizes, depth-averaged flow concentration,
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Training data Counts Slope (%) Material d50 (µm) Measurement tools

Michon et al. (1955) 64 0.3–3.6 Kaolinite 14.6 ⟨u⟩: MPCM
⟨ϕ⟩: Siphon array (4–12)

Tesaker (1969) 33 5.0–12.5 Quartz 360–410 ⟨u⟩: Velocity meters∗4(3)
Kaolinite 1.1–1.5∗2 ⟨ϕ⟩: Siphon array (3)

Altinakar (1988) 46 1.0–2.96 Quartz 14 / 32 ⟨u⟩: MPCM
⟨ϕ⟩: Siphon array (16)

Islam and Imran (2010) 4 0.0-8.0 Silt 25 ⟨u⟩: ADV
⟨ϕ⟩: Siphon array (20)

Varjavand et al. (2015) 3 1.25 Kaolinite 13.4 ⟨u⟩: Angled UVP
⟨ϕ⟩ : Siphon array (14)

Leeuw et al. (2018a) 1 15.8–19.4 Sand 141 ⟨u⟩: Angled UVP
⟨ϕ⟩: Siphon array (4)

Sequeiros et al. (2018) 8 9.0 Plastic 57 ⟨u⟩: Angled UVP
⟨ϕ⟩: Siphon array (11)

Farizan et al. (2019) 6 1.0 Kaolinite 11 ⟨u⟩ : ADV
⟨ϕ⟩ : ADV

Pohl et al. (2020) 1 14.1 Quartz 133 ⟨u⟩: Angled UVP
⟨ϕ⟩: Siphon array (4)

Simmons et al. (2020) 5∗1 0.7 Silt 9.9–11∗3 ⟨u⟩: ADCPs
⟨ϕ⟩: ADCPs

This study 12 5 Glass beads 33–43 ⟨u⟩: UVPs
14 5 Kaolinite 9 ⟨ϕ⟩: Siphon array (12)

Test data Counts Slope (%) Material d50 (µm) Measurement tools

Garc̀ıa (1993) 2 8 Silica 9 ⟨u⟩: MPCM
⟨ϕ⟩: Optical probes

Packman and Jerolmack (2004) 4 1.0 Quartz 12 ⟨u⟩: ADV
Kaolinite 1.3 ⟨ϕ⟩: Siphon array (6)

Eggenhuisen et al. (2020) 2 7.0–14.0 Sand 130 ⟨u⟩: Angled UVP
⟨ϕ⟩: Siphon array (4)

Simmons et al. (2020) 8∗1 0.7 Silt 9.9–11∗3 ⟨u⟩: ADCPs
⟨ϕ⟩: ADCPs

MPCM: Micro-Propeller Current-Meter; UVP: Ultrasonic Velocity Profiler;
ADV: Acoustic Doppler Profiler; ADCPs: Acoustic Doppler Current Profilers

Table 3.1: Counts column displays the total number of the set of profiles (velocity and concentration) from
each source. The figures in the parentheses represent the number of equipment in the array. ∗1 The training
data is from Event 5 and the test data is from Event 1 and Event 4. Event names are identical to Simmons
et al. (2020). ∗2 Original reported values of grain size from hydrometer analysis. ∗3 d50 from Event 1, 4, and
5 from the original source. ∗4 Velocity meters are special equipment that are designed for their particular
study.
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and the overall shape of the vertical concentration profile. The test dataset also includes two turbidity

currents observed in Congo Canyon, corresponding to Events 1 and 4 in (Simmons et al., 2020). The test

data from Congo Canyon are chosen by the following method so that the selected data represents the variation

of near-bed concentration in the selected window of each Event (see Fig. 2.5 to 2.7 for the selected windows).

Firstly, the data from the selected window are subdivided into four groups, each representing a distinct range

of near-bed concentrations, varying from low to high. This stratification ensures that the concentrations in

each group are clearly delineated. The test data are then selected to include one profile from each of the

aforementioned groups. The rest of the datasets, including Event 5 of Congo Canyon and other experimental

data, are used as the model-training dataset.

Further data selection was conducted with the following criteria to reduce the influence of the measurement

noise and maximise the performance of multiple regression analysis. Firstly, the measurement data in Congo

Canyon was removed from the training dataset when the highest reliable measurement point was below the

normalized elevation ẑ = 0.8, because the estimation of the flow height can be erroneous when the measure-

ments in the upper part of the flow are not available. The concentration profiles sometimes contained the

artifact noise around the upper flow interface in the turbidity currents observed in Congo Canyon (Simmons

et al., 2020). The concentration and velocity profiles in the upper part of the flow were judged to be unreliable

in such cases. It is important to note that each laboratory dataset contains various types of errors, including

measurement tool errors, graph-reading tool errors, and errors in interpolation/extrapolation methods. Accu-

rately estimating each error source is challenging due to the variability in measurement tools across different

sources. It is assumed that these errors are correlated and tend to cancel each other out. Therefore, although

it is a stringent assumption, it is posited that these potential errors in the training data are negligible for the

subsequent analysis.

Fit function for flow concentration profiles

The empirical modelling of the concentration profiles requires the formulation of a function to which the

original measurement data are fitted. The fit function should be able to exhibit the range of possible vertical

profiles of turbidity currents appropriately with the minimum number of fit parameters. The advantage of

fewer parameters in the model is that it prevents over-fitting and aids interpretation.

This study employs the following function based on the generalized Schlick’s bias and gain function (Barron,

2020) to describes ϕ̃, which denotes the ratio of the sediment concentration ⟨ϕ⟩ to the near-bed concentration

⟨ϕb⟩. Schlick’s bias and gain functions are a type of easing functions, which are commonly used in computer

games and animation for a visually smooth movement. The input value of this function is the percentage of

time that has passed since the start of the animation. The output value is the percentage of the movement that

has taken place. Here, the original function is modified so that it can take the range of concentration-profile
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shapes as below:

⟨ϕ⟩
⟨ϕb⟩

= ϕ̃(ẑ, s1, s2) =


s2(1−ẑ)

1−ẑ+s1(s2−1+ẑ)+ζ if 1− ẑ < s2

(s2−1)ẑ
ẑ−s1(s2−1+ẑ)+ζ + 1 if 1− ẑ ≥ s2

, where 1 < s1 and 0 ≤ s2 ≤ 1 (3.21)

where ẑ = z/h. This function has two parameters, s1 and s2, and employs two different curves for the lower

and upper parts of the profiles. The parameter s1 determines the curvature of curves, and s2 is the height of

the inflection point of the function. The parameter ζ is the small constant value to avoid the denominator

from becoming zero. In this study, ζ = 10−10 is set as constant. It should be noted that ϕ̃
∣∣∣
ẑ=0

= 1 and

ϕ̃
∣∣∣
ẑ=1

= 0 regardless of the values of s1 and s2.

From Equation (3.21), the shape factor of flow concentration ξϕ can be described as:

ξϕ(ẑ, s1, s2) =
⟨ϕ⟩
Φ

=
ϕ̃∫ 1

0
ϕ̃(ẑ)dẑ

=
ϕ̃(ẑ, s1, s2)

(2s2 − 1)Ps + (1− s2)
, (3.22)

where

Ps =
(1− s1) + s1 log s1

(1− s1)
2 . (3.23)

Thus, the shape of the concentration profile only depends on two parameters, s1 and s2 (Fig. 3.2). From

Equation (3.22), r0, the ratio of near-bed concentration ⟨ϕb⟩ to the depth-averaged concentration Φ, can be

described as,

r0 =
⟨ϕb⟩
Φ

=
1

(2s2 − 1)Ps + (1− s2)
. (3.24)

The threshold parameter s2, controls the height of the inflection point (ẑ = 1 − s2) of the profile (Barron,

2020). The profiles in the upper layer above the inflection point exhibit a large negative gradient, while those

in the lower layer tend to be less stratified (Fig. 3.2). Physically, this inflection point can be regarded as a

potential boundary between the upper dilute and the lower dense layer of a density current.

As described in the section 3.2, gravity currents may take the shape of concentration profiles different from

open channel flows. Open-channel flows exhibit Rouse-type profiles where the concentration decreases ex-

ponentially upward. In contrast, as an end-member, the density flows may also take the sigmoidal profiles

where the lower part of the flow shows nearly uniform concentration. The parameter s2 describes which of

two end-member profiles the actual profile is close to. The profile approximates well the Rouse-type profile
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Figure 3.2: The visualisation of the shape factor ξϕ based on the generalised Schlick’s bias and gain function
Barron, 2020. Y axis is normalised by flow height and X axis is normalised by depth-averaged flow concen-
tration. s and t denote the slope and threshold parameter in the equation (3.21)
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when s2 is set to unity. As s2 decreases, the profile exhibits the sigmoidal form, becoming homogeneous at

s2 = 0.

The slope parameter, s1, denotes the slope of the curve at the inflection point (Barron, 2020), controlling the

curvature of the profiles of both the upper and lower layers. When s1 is close to unity, the gradient becomes

almost constant throughout the profile, and thus transition from the lower to the upper layers appears to be

obscure and gradual (Fig. 3.2). As s1 increases, the concentration profile tends to be intensely stratified at

the boundary between the lower and upper layers (Fig. 3.2).

To examine the fitness of the function used in this study, it was compared with the following functions (Fig.

3.5).

ξϕ(ẑ) = a1 exp (a2ẑ) (3.25)

ξϕ(ẑ) =

5∑
i=0

aiẑ
i (3.26)

ξϕ(ẑ) =
a1ẑ + a2

a3ẑ + a4 exp a5ẑ
+ a6 (3.27)

where a represents the fitting parameter. From the top, they are the Rouse-type profile (Eq. 3.25), 5th-order

polynomial (Eq. 3.26), and a sigmoidal function (Eq. 3.27). The Rouse-type function (3.25) requires two

fitting parameters, while the other functions require six parameters. Equation (3.25) is based on the Rouse

model where the diffusion flux due to the bed shear balances with the particle settling flux. Equation (3.27)

is also able to take the Rouse-type equation when the fitting parameters a1, a3, and a6 are close to zero. The

fitting parameters a1, a3, and a6 enables the function to take the range of different shapes. The equation

(3.26) is a simple polynomial function and fitting parameters do not have any physical explanation. The

least-square method is used to acquire the best-fit values of coefficients of each fitting parameter, including

s1 and s2 of the equation (3.22).

Multiple linear regression

In the previous subsection, the shape factor ξϕ representing the normalised vertical flow concentration profile

was described as the function with the model parameters s1 and s2. Multiple regression analyses were

conducted to investigate which flow parameters determine the vertical profile of flow sediment concentration.

There are six dimensionless parameters, densimetric Froude number Frd, Rouse number, β, Reynolds number,

Re, drag coefficient CD, normalised hydraulic radius, rh/h, and relative density, ρ∆. The scatter plots (Fig.

3.3) imply that the normalised hydraulic radius, rh shows almost no correlation between fit parameters, s1 and

s2, so in this study, rh is excluded from the multiple regression analysis. Assuming s1 and s2 are independent

116



Chapter 3. Vertical Flow Structure 3.3. Characterisation of the vertical flow concentration profile

1
0

1

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

logs1

1
0

1
lo

g
Fr

d

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

s2

10
15

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

10
15

lo
g

R
e

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

5
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

5
0

lo
g

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

4
2

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

4
2

lo
g

C
D

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

5.
0

2.
5

0.
0

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

5.
0

2.
5

0.
0

lo
g

r h

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

7.
5

5.
0

2.
5

0.
5

1.
0

1.
5

2.
0

2.
5

3.
0

7.
5

5.
0

2.
5

lo
g

B

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

F
ig
u
re

3.
3:

S
ca
tt
er

p
lo
ts

of
ea
ch

d
im

en
si
on

le
ss

p
ar
am

et
er

ag
a
in
st

s 1
a
n
d
s 2

o
f
th
e
tr
a
in
in
g
d
a
ta
.
T
h
e
b
es
t-
fi
t
va
lu
es

o
f
s 1

a
n
d
s 2

o
f
ea
ch

d
a
ta

a
re

es
ti
m
a
te
d
b
y

th
e
le
as
t-
sq
u
ar
e
m
et
h
o
d
.

117



3.3. Characterisation of the vertical flow concentration profile Chapter 3. Vertical Flow Structure

1
2

3
Fr

d

0.
00

0

0.
02

5

0.
05

0

0.
07

5

0.
10

0

0.
12

5

0.
15

0

1
0

1
lo

g
Fr

d

0.
00

0

0.
02

5

0.
05

0

0.
07

5

0.
10

0

0.
12

5

0.
15

0

0.
0

2.
5

5.
0

R
e

1e
6

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

10
15

lo
g

R
e

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0
1

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
30

0.
35

5
0

lo
g

0.
00

0

0.
02

5

0.
05

0

0.
07

5

0.
10

0

0.
12

5

0.
15

0

0.
17

5

0.
0

0.
2

0.
4

C
D

0.
00

0.
05

0.
10

0.
15

0.
20

4
2

lo
g

C
D

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

0.
0

0.
5

r h

0.
00

0.
05

0.
10

0.
15

0.
20

0.
25

5.
0

2.
5

0.
0

lo
g

r h

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
00

0.
05

0.
10

B

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

7.
5

5.
0

2.
5

lo
g

B

0.
00

0.
05

0.
10

0.
15

0.
20

F
ig
u
re

3.
4:

H
is
to
gr
am

s
of

ea
ch

d
im

en
si
on

le
ss

p
ar
am

et
er
.
T
o
p
ro
w

d
is
p
la
y
s
o
ri
g
in
a
l
va
lu
es
,
a
n
d
th
e
b
o
tt
o
m

ro
w

d
is
p
la
y
s
th
e
lo
g
a
ri
th
m
ic

va
lu
es
.
Y

a
x
es

d
en
o
te

th
e
fr
eq
u
en
cy

of
ea
ch

p
ar
am

et
er
.

118



Chapter 3. Vertical Flow Structure 3.3. Characterisation of the vertical flow concentration profile

of each other, equation (3.22) may be closed using

s1 = f1 (Frd, Re, β, CD, ρ∆) and s2 = f2 (Frd, Re, β, CD, ρ∆) . (3.28)

The dependence on some parameters can be neglected if the remaining parameters are sufficient to predict ξϕ.

In the equation (3.28), it is not necessary to include all parameters in the model if some of them are enough

to predict ξϕ. To investigate which set of parameters are the best for describing ξϕ, the following procedures

are conducted. Firstly, assuming some basic formulae of model functions, all possible models are listed with

every combination of dimensionless parameters. Multiple regression analysis is then conducted to determine

the fit parameters of each model. Finally, the best model is chosen statistically from the developed models.

As first step, some assumptions need to be made to formulate the relation between explained variables (s1

and s2) and explanatory variables (Frd, Re, β, CD, and ρ∆). The distribution of selected dimensionless

parameters (Fig. 3.4) show normal-like distributions for the logarithmic values. From the observation (Fig.

3.3 and 3.4), log-log relationship between the explanatory variables and s1 and log-normal relationship between

the explanatory variables and s2 are assumed. For s1, to force the boundary condition 1 < s1, the following

form is assumed:

s1 = f1 (Q1, . . . , Qn) =


α1 (n = 0)

1 + exp (α1,0 +
∑n

i=1 α1,i logQi) (1 ≤ n)

. (3.29)

For s2 (0≤ s2 ≤ 1),

s2 = f2 (Q1, . . . , Qn) =


α2 (n = 0)

Max (0, min (1, α2,0 +
∑n

i=1 α2,i logQi)) (1 ≤ n)

, (3.30)

where Qi denotes the ith dimensionless variable and α1,i amd α2,i are the exponent for Qi. The α1,0 and

α2,0 are empirical coefficients for s1 and s2, respectively. n denotes the number of selected dimensionless

parameters. In this study, there are five dimensionless parameters to be considered (Eq. 3.28), so 0 ≤ n ≤ 5.

There are 5Cn possible combinations of dimensionless parameters (Qi) for each n, so the total number of the

candidates of model functions becomes
∑

n 5Cn = 32 each for f1, and f2.

For the estimation of the best fit parameters α and ai of each model, k-fold Cross Validation method (KCV)

is conducted (Anthony and Holden, 1998). The KCV method splits a dataset into “k” independent folds and

trains the model with all but one subset. Then, the method evaluates the generalisation error of the model

prediction from the remaining fold. These procedures are iterated k times, changing the subset for calculating

the mean squared error, resulting in all subsets being used for both training and calculating the error. In each

iteration, the Python package, scipy.optimize.curve fit is used for the non-linear least squares to estimate the
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best fit values, standard deviations, and p-values of each parameter. The best fit values of each parameter

are estimated as the mean values of k times iteration. The advantage of KCV method is the model can learn

the data efficiently without over-fitting.

Model selection

The models determined by multiple linear regression were evaluated by two metrics: the Akaike Information

Criterion (AIC) and the k-folds Cross-Validation (KCV). For predicting the sediment concentration profiles,

this study selected the model exhibiting smaller values in these metrics, indicating a higher generalisation

ability.

AIC is a measure used in statistical modeling and model selection. The primary purpose of AIC is to balance

the goodness of fit of a statistical model with its complexity, penalizing models that are too complex. AIC is

defined as (Akaike, 1998):

AIC = −2lmax + 2 (n+ 1) (3.31)

where n is the number of parameters in the model and lmax is the maximum log-likelihood function. The

likelihood function represents the probability of observing the given data under a particular set of parameter

values. The probability density function for the regression residual Υ is assumed to be a normal distribution

with zero mean and the variance σ2,

f(Υ|σ) = 1√
2πσ2

exp

(
− Υ2

2σ2

)
(3.32)

The joint probability density of the observed residuals Υ1,Υ2, . . . ,Υχ is

f(Υ1,Υ2, . . . ,Υχ|α0, α1, . . . αn) =

χ∏
i=1

f(εi|σ), (3.33)

where χ is the total number of observed data. The likelihood function, L, is

L(α0, α1, . . . αn|Υ1,Υ2, . . . ,Υχ) = f(Υ1,Υ2, . . . ,Υχ|α0, α1, . . . αn) (3.34)

=

χ∏
i=1

1√
2πσ2

exp

(
− Υ2

i

2σ2

)
(3.35)

= (2πσ2)−χ/2 exp

(
− 1

2σ2

χ∑
i=1

Υ2
i

)
(3.36)
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The log-likelihood function, l, becomes,

l(α0, α1, . . . an|Υ1,Υ2, . . . ,Υχ) = ln (L(α0, α1, . . . αn|Υ1,Υ2, . . . ,Υχ)) (3.37)

= −n

2
ln
(
2πσ2

)
− 1

2σ2

χ∑
i=1

Υ2
i (3.38)

The set of the parameters α and a1 . . . ak are estimated by non-linear least squares so that it maximises the

log-likelihood function (lmax), which is equivalent to maximizing the likelihood function since the log function

is a strictly increasing function.

In addition to the AIC described above, this study employed the cross-validation score (CV) defined as:

CV =
1

χk

k∑
j=1

χ∑
i=1

(yij − ŷij)
2 (3.39)

where yij is ith observed data in the jth fold in KCV and ŷij denotes ith predicted value by the model trained

by the jth fold. The variable χ denotes the number of data in the fold. This CV value was used to select the

model showing the best generalisation ability. In this study, the value k was set to 10. Other values for k from

5 to 20 were tested, and it was confirmed that the resultant CV scores did not vary significantly depending

on the choice of the k value.

After calculating these two metrics, the p-values for each model’s exponents of the dimensionless flow param-

eters were obtained. The models containing the exponents with an averaged p-value higher than the 0.05

significance level were not considered in selecting the best model in this study. The cross-validation results

were also used for estimating the confidence intervals of the model predictions (Barber et al., 2021).

3.3.2 Results

Evaluation of fitting function

The modified Schlick’s function (Eq. 3.21) provides a good fit for the sediment concentration profiles observed

in the gathered dataset without overfitting. As previously articulated (Dorrell et al., 2019; Wells and Dorrell,

2021), the Rouse-type function is not able to describe the conservative flow concentration profile (e.g. Fig.

3.5d–f). While the polynomial (Eq. 3.26) is more flexible capturing a variety of concentration profiles, they

tend to cause overfitting (Fig. 3.5b–f). Although the functions approximate the data points, they exhibited

irregularities in profile shapes that were not physically plausible. The same problem also happened in the

cases of the sigmoid-type function (Eq. 3.27 and Fig. 3.5e).
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Figure 3.5: Example of curve fitting of different types of fitting functions. The dotted data is the original
measurement data

Results of multiple regression and model selection

Two groups of multiple linear regression models were constructed: Congo-included models are trained by

all the training data (Table 3.1) which include measurement data from both natural- and laboratory-scale

flows, and lab-based models are trained by a part of the training data (Table 3.1) where natural-scale flows

(Simmons et al., 2020) are excluded and only contain the measurements from the laboratory-scale flows. The

best model is then selected for each group based on the CV and AIC scores (Table 3.2–3.5).

After the k-fold Cross Validation, the models that contain any parameter with higher p-values than 0.05 are

excluded. Here, the dimensionless parameters chosen by the models exhibiting lower CV and AIC scores are

described.

For the slope parameter s1, 4 models out of 32 in Congo-included group (Table 3.2) and 5 models out of

32 in lab-based group (Table 3.4) survived from the model selection based on the significance level check by

p-values. Within the surviving Congo-included models, Rouse number, β appears in 3 models out of 4 (Table

3.2). Froude number, Frd appears in 2 models out of 4. Reynolds number, Re and flow buoyancy, ρ∆ appear

in 1 model out of 4. There are no surviving models with drag coefficient, CD in the Congo-included group.

When it comes to the surviving models of lab-based group (Table 3.4), Frd appears in 3 models out of 5, β

and Re appears in two models out of 5, while there are no models with the other parameters ρ∆ and CD.

For the threshold parameter s2, 10 models out of 32 in the Congo-included group and also 10 models out of

32 in the lab-based group passed the significance level check by p-values (Table 3.3–3.5). Frd and CD appears

in majority of the models both in Congo-included and lab-based groups. While the Re and ρ∆ only appears
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in 2–3 models. β appears in 4–5 models out of 10. The remained models in Congo-included and lab-based

groups are almost identical to each others in terms of the combination of dimensionless parameters. The

minor difference is that Congo-included models are slightly more likely to adopt ρ∆ and Re compared to the

lab-based models.

The best model of s1 and s2 in Congo-included group adopted four dimensionless parameters: the densimetric

Froude number Frd, Rouse number β, Reynolds number Re, and drag coefficient CD. Formulations for the

coefficients s1 and s2 take the form:

s1 = f1(Frd, β) ≃ 1 + exp
(
1.08 + log Frd

−0.80 β0.088
)

s2 = f2(Frd, β,Re, CD) ≃ Max
(
0, min

(
1, 0.63 + log Frd

0.31β0.092Re0.087CD
0.31
))

.

(3.40)

This model’s CV and AIC scores (482 and 0.902 for s1 and 24 and 0.067 for s2, respectively) were consis-

tently the smallest in the models of Congo-included group, and the p-values of all parameters are below the

significance level (5 %). Hereafter, this best model is called the Congo-included Model.

The best model in the models of lab-based group adopted four dimensionless parameters: the densimetric

Froude number Frd, Rouse number β, Reynolds number Re, and drag coefficient CD. The formulations of

the coefficients s1 and s2 take the form:

s1 = f1(Frd, β) ≃ 1 + exp
(
1.04 + log Frd

−0.45 β0.14
)

s2 = f2 (Frd, β,Re, CD) ≃ Max
(
0, min

(
1, 0.87 + log Frd

0.35β0.085 Re0.057 CD
0.30
))

.

(3.41)

This model’s CV and AIC scores (459 and 0.852 for s1 and 25 and 0.069 for s2, respectively) were consistently

the smallest in the lab-based group, and the p-values of all parameters are below the significance level (5 %).

Hereafter, this model is called the lab-based Model.

Test of the models

Here, Congo-included and lab-based models obtained in the above section are validated with the test dataset

(Table 3.1) to investigate the performance of the obtained models against unseen data. Neither of these

laboratory- and natural-scale test datasets are used in the training datasets.

Firstly, each model was validated with the laboratory-scale test dataset (Fig. 3.6. The laboratory-scale flows

in the test data are composed of three different sources: i) two measurements with fine sand particles from

Eggenhuisen et al. (2020), ii) two measurements with fine-silt-sized silica from Garc̀ıa (1993) and iii) four

measurements with fine-silt-sized quarts and Kaolinite from Packman and Jerolmack (2004).

(i) Regarding the test data of Eggenhuisen et al. (2020), the shapes of the sediment concentration profiles

exhibit the typical Rouse-type profiles. Both models’ predictions exhibited almost same shape and show very
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Figure 3.6: Validation of the models with the selected laboratory-scale data. The original measurements are
indicated by blue dots. The range of uncertainties at each height are depicted by shaded area. a,b) Test
data from Eggenhuisen et al. (2020). Slope, S, differs between the runs: a) S = 0.14, b) S = 0.07. c,d) Test
data from Garc̀ıa (1993). Initial concentration differs between the runs: c) Φ0 = 0.143 vol.%, d) Φ0 = 0.133
vol.%. e,f,g,h) Test data from Packman and Jerolmack (2004). For each figure, the material of suspended
particles are e,h) Kaolinite and f,g) Silica, type of salt in the ambient fluid is e,h) CaCl2 and g,f) NaCl, salt
concentration is e,h) 50 mM (millimolar) and g,f) 10 mM, and the measurement locations are e,g) 140 cm
and f,h) 40 cm downstream from the inlet.
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good agreement with the two measurements (Fig. 3.6a and b).

(ii) The two measurements from Garc̀ıa (1993) exhibit relatively sigmoidal shape compared with the measure-

ments of Eggenhuisen et al. (2020) (Fig. 3.6c and d). Both model’s predictions almost capture the sigmoidal

feature of the measurement dataset although it slightly underestimate the near-bed flow concentration.

(ii) The four measurements from Packman and Jerolmack (2004) exhibit conservative-flow type profile where

lower half of the flow shows almost uniform flow concentration (Fig. 3.6e–h). Both model’s predictions

reasonably capture the overall trend. Especially, Figure 3.6e, f and h shows better agreements with the

models than Figure 3.6g, h. Given that this analysis does not account for salinity differences, salt types, or

the distance from the inlet as parameters in model development, these factors may potentially reduce the

model’s performance as depicted in Figure 3.6g, h. To summarise, both models exhibit almost identical and

reasonable performance in all laboratory-scale training data. The minor difference is that the lab-scale model

tends to show wider uncertainty for sigmoidal profiles.

As mentioned above, the potential effects of certain parameters, such as salinity, which are not included in

the multivariate analysis, remain an open question. It is also possible that the some of the laboratory-scale

test data are not fully developed due to the lack of flow duration or distance from the inlet. To verify the

dependency of flow structures on these factors, additional experiments and observations across a broader

range of settings are crucial.

Secondly, the predictive performances of Congo-included and lab-based models are tested with the natural-

scale datasets. Figure 3.7 shows the validation results of each model with datasets of the natural-scale turbidity

currents in Congo Canyon, which are Events 1 and 4 in Simmons et al. (2020). These natural-scale flows were

quite dilute in concentration (< 0.04 % in the layer-averaged concentration), and the measured profiles were

strongly stratified compared to the laboratory-scale flows.

Congo-included model (which is trained with Event 5 of Congo events) exhibited a better performance than

the lab-based model especially for the prediction in near-bed concentration. When it comes to the lab-based

model trained only by the laboratory-scale dataset, it also outputs reasonable results although it tends to

underestimate the near-bed concentration compared with Congo-included models.

3.4 Parameterisation of streamwise velocity profile

3.4.1 Correlation between the velocity and sediment concentration profiles

Previous work has modelled the vertical velocity and concentration profiles of turbidity currents independently

(Abad et al., 2011). How strongly a concentration profile constrains the velocity profile or vice versa was poorly

understood. However, density stratification caused by gradients of sediment concentration induces the vertical
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Figure 3.7: Validation of the models with the TYPE I data. The original measurements are indicated by blue
dots. The range of uncertainties at each height are depicted by shaded area.Test data from a,b,c,d) Event 01
and e,f,g,h) Event 04. Although the profiles are similar each other, the four test data from each Event were
chosen so that they cover the wide variation in near-bed concentration within the Event.
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height in the gradient of flow concentration, h⟨ϕ⟩. a) All training data included. b) The data is subdivided
into two groups based on s2.

variation in the flow’s driving force and is thus hypothesised to dictate velocity profiles. In addition, a highly

stratified velocity profile is associated with intense bed shear stress, which increases the near-bed concentration

and thus makes the vertical flow concentration profile stratified (Wells and Dorrell, 2021). Similarly, strong

shear at the upper interface and entrainment of the ambient fluid diffuse both suspended sediment particles

and the momentum of the flow upward. The velocity and concentration profiles interact, and thus, those

profiles should be examined simultaneously.

Stacey and Bowen (1988a) stated that a maximum in the gradient of the concentration profile at or close to the

height of the velocity maximum is one noticeable feature of the turbidity current structure. Thus, velocity and

concentration may not be independent. Abad et al. (2011) assumed that velocity and concentration profiles

are the function of Frd. Thus, they also supposed the implicit correlation between velocity and concentration.

When we split the profile of a turbidity current at the elevation of the velocity maximum point, the lower

layer experiences shear from the bed, forming a logarithmic vertically increasing velocity profile. This lower

layer is relatively high in concentration, making it denser than the upper layer. The shear at the flow’s

upper interface decelerates the upper dilute layer, caused by the ambient water’s friction and entrainment.

The shear between the current and the ambient results in a monotonically decreasing velocity in the upper

layer. Several studies approximated the velocity profile in the upper layer with a modified Gaussian profile

(Altinakar et al., 1996).

If the transition between the lower dense and upper dilute layers is distinct, the velocity profile may show a

sharpened profile around the velocity maximum elevation (Dorrell et al., 2019; Lloyd et al., 2022). On the

other hand, when the transition between the two layers is gradual, the elevations of the maximum velocity
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Figure 3.9: Scatter plots between the velocity maximum height and the inflection point of flow concentration.
The gray dotted lines are the traditional assumption, h⟨u⟩max = h⟨ϕ⟩ = 1− s2 (Stacey and Bowen, 1988a). a)
The velocity maximum heights of all training data are plotted against s2. b) height differences between the
velocity maximum and the maximum in the concentration gradient are plotted against s2. The red solid lines
represent the regression lines estimated by the least-squared method.

and the maximum in the concentration gradient may be different.

Although the link between velocity and concentration profiles has been argued for more than 30 years (Stacey

and Bowen, 1988a; Kneller and Buckee, 2000; Felix, 2002; Abad et al., 2011; Migeon et al., 2012; Dorrell et al.,

2019), these speculations are not yet theoretically or empirically established due to the lack of a synthetic

study of the link between velocity and concentration profiles. The link between velocity and concentration

profiles may be described by the following relationship:

ξu(ẑ, s, t) = Fuϕξϕ(ẑ, s, t), (3.42)

where Fuϕ is the function which describes the link between the velocity and concentration profiles ξu to ξϕ.

The shape of this function is unknown. This section aims to develop an empirical model of Fuϕ.

Here, the correlation between the velocity and sediment concentration profiles is examined. Firstly, the claim

of Stacey and Bowen (1988a) is investigated using the compiled profiles. In the compiled profiles, the height

difference between the velocity maximum, h⟨u⟩max and the maximum in the gradient of the concentration

h⟨ϕ⟩ shows a bimodal distribution (Fig. 3.8a). This bimodal distribution can be distinguished based on the

threshold parameter of Schlick function, s2 which corresponds to the distance from the top to the maximum

in the gradient of the concentration (Fig. 3.8b). The relation between s2 and h⟨ϕ⟩ is

h⟨ϕ⟩ = 1− s2. (3.43)
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For the profile with s2 > 0.5, the speculation of Stacey and Bowen (1988a) holds relatively well, while for the

profile with s2 < 0.5, the velocity maximum height h⟨u⟩max tends to be much lower than h⟨ϕ⟩. The height

difference h⟨u⟩max−h⟨ϕ⟩ shows excellent linear correlation with s2 (Fig. 3.9). The best-fit line by least-square

method yields the following relationship (R2 = 0.91)

h⟨u⟩max − h⟨ϕ⟩ = 0.78s2 − 0.62. (3.44)

From the equations (3.43) and (3.44),

h⟨u⟩max = 0.38− 0.22s2. (3.45)

In the above, the empirical relationship between the velocity maximum height and the maximum in the

gradient of concentration profile is obtained. Yet, this model is only able to predict the height of the velocity

maximum and not able to predict the full velocity profile from the concentration profile. As a next step, the

prediction of a full profile of streamwise velocity of a turbidity current is considered. To this end, the ratio of

the flow velocity to concentration in the vertical profile ruϕ(ẑ) is introduced as:

ruϕ(ẑ) =
ξu
ξϕ

=
⟨u⟩/U
⟨ϕ⟩/Φ

(3.46)

where ẑ is the elevation from the bed normalised by the flow height h. Zero slip condition implies that ⟨u⟩ = 0

at ẑ = 0 and ẑ = 1, ruϕ(ẑ) = 0 at ẑ = 0 and ẑ = 1. A higher ruϕ value means a relatively high flow velocity

with a low concentration.

In this analysis, both measured values of velocity and concentration were interpolated by the cubic spline

function, and 500 points equally distributed from the bottom to the top of the flows were chosen to obtain the

values for calculating ruϕ(ẑ). This aims to reveal the primary factors which control the link between velocity

and concentration profiles. As a result, it was indicated that the shapes of both profiles strongly depended

on each other in the lower part of the flows. Figure 3.10 exhibited the variation of ruϕ at different heights ẑ.

The lower half (i.e., ẑ < 0.5) of the profiles exhibited small variation in the values of ruϕ for all datasets (Fig.

3.10), although the upper half (ẑ > 0.5) showed large variation. Overall, the median profiles of ruϕ showed

similar parabola shapes (Fig. 3.10a–d).

The data with s2 > 0.5 tends to exhibit slightly higher ruϕ values at the upper part of the flow (Fig, 3.10b),

while the data with s2 < 0.5 show slightly smaller ruϕ values at the upper part of the flow (Fig, 3.10c).

Nevertheless, regardless of s2 values, almost all data showed similar ruϕ profiles.
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Figure 3.10: The ratio of the velocity ξu to the concentration ξϕ profiles of density flows. All profiles are
plotted by grey line, and the median profile is depicted by the red solid line. The blue region indicates the
interquartile range at each height. a) All training data. b) Training data with s2 > 0.5. c) Training data
with s2 < 0.5. The red dotted line represents the median profile of (a)

3.4.2 Prediction of velocity profiles

The ruϕ within the data in Figure 3.10 shows almost constant values in lower part of the flow. The direct

implication is that ruϕ is only dependent on ẑ. For the upper layer,ruϕ varies in a wider range. The primary

cause of this variation may be the error of original measurements and extrapolation. In the upper layer, both

velocity and concentration are small. A small error in the measurements of ⟨u⟩ and ⟨ϕ⟩ could result in a

significant difference in ruϕ. On top of that, most of the flume experiments in the compiled sources have fewer

measurement points in the upper layer compared with the bottom layer, which exacerbates the uncertainty

of ruϕ in the upper layer. From this observation, this study proposes the following relation for estimating the

shape factor of the velocity profiles ξu:

ξu(ẑ, s1, s2) =
Fuϕ(ẑ)ξϕ(ẑ, s1, s2)∫ 1

0
Fuϕ(ẑ)ξϕ(ẑ, s, t)dẑ

(3.47)

where Fuϕ denotes the ratio of the shape factor ξu to ξϕ and is assumed to be the function of only ẑ. The shape

factor ξϕ for the concentration profiles can be predicted from lab-based or Congo-included models constructed

from the training data described in the previous section. In addition, considering that the relation between

the velocity and sediment concentration depends only on the height (Fig. 3.10), this study estimated Fuϕ(ẑ)

as the 7-point moving average of the median values of ruϕ(ẑ) in Figure 3.10a. Hereafter, this model is referred

to as the ξu model.
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Figure 3.11: Velocity profiles which are predicted from the product of the profile of Congo-included ξϕ model
and Fuϕ. Blue dots represent the original measurements from each laboratory-scale test data. The blue
shaded area represents the error of velocity profile, estimated from IQR of the ruϕ values in Figure 3.10a.
The red solid line is the velocity maximum height estimated by the equation (3.45). Gray dashed lines are
the height of maximum in gradient of concentration profile which Stacey and Bowen (1988a) assumed to
coincide with the velocity maximum height. a,b)Test data from Eggenhuisen et al. (2020). Slope, S, differs
between the runs: a) S = 0.14, b) S = 0.07. c,d) Test data from Garc̀ıa (1993). Initial concentration differs
between the runs: c) Φ0 = 0.143 vol.%, d) Φ0 = 0.133 vol.%. e,f,g,h) Test data from Packman and Jerolmack
(2004). For each figure, the material of suspended particles are e,h) Kaolinite and f,g) Silica, type of salt in
the ambient fluid is e,h) CaCl2 and g,f) NaCl, salt concentration is e,h) 50 mM (millimolar) and g,f) 10 mM,
and the measurement locations are e,g) 140 cm and f,h) 40 cm downstream from the inlet.
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Figure 3.12: Velocity profiles which are predicted from the product of the profile of Congo-included ξϕ model
and Fuϕ. Blue dots represent the original measurements from each Congo test data. The blue shaded area
represents the error of velocity profile, estimated from IQR of the ruϕ values in Figure 3.10a. The red solid
line is the velocity maximum height estimated by the equation (3.45). Gray dashed lines are the height of
maximum in gradient of concentration profile, which Stacey and Bowen (1988a) assumed to coincide with
the velocity maximum height.Test data from a,b,c,d) Event 01 and e,f,g,h) Event 04. Each velocity profile
corresponds to the concentration profile in Figure 3.7
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3.4.3 Validation of the prediction of the velocity profiles

The ξu model (Eq. 3.47) for predicting ξu was validated using the test datasets chosen from the laboratory

datasets (Eggenhuisen et al., 2020; Garc̀ıa, 1993; Packman and Jerolmack, 2004) and natural-scale datasets

(Simmons et al., 2020) (Fig. 3.11 and 3.12; also see Table 3.1). As mentioned above, the relatively large

uncertainty of ruϕ may result in poor prediction in ξu in the upper layer of the flow. To evaluate the

sensitivity of ξu against the deviation of Fuϕ(ẑ) in the upper region of the flow, the 25 and 75 percentile lines

are also used as comparison (Fig. 3.11 and 3.12).

As a result, the velocity profiles predicted by the model fit well with both the laboratory-scale (Fig. 3.11)

and natural-scale test datasets (Fig. 3.12), although they showed relatively large deviations from the profiles

of a part of the laboratory-scale data (Fig. 3.11e, h). Despite the large uncertainty of ruϕ in the upper part

of the flow (Fig. 3.10a), the uncertainty of the upper layer of the predicted ξu shows a relatively smaller

range apart from Figure (3.11e, h). In addition, the ξu model captures the velocity maximum height of the

original measurement very well. The performance of ξu model is as good as the empirical h⟨ϕ⟩ model (Eq.

3.45) and shows excellent agreement with the h⟨ϕ⟩ model (Eq. 3.45, and red lines in Fig. 3.11 and 3.12). On

the other hand, the traditional assumption that the velocity maximum height coincides with the height of the

maximum in the gradient of the flow concentration (Stacey and Bowen, 1988a) does not hold for test data as

well as the training data (Grey dashed lines in Fig. 3.11 and 3.12).

3.5 Discussion

3.5.1 Significance of the natural-scale datasets for understanding velocity and

concentration profiles of turbidity currents

The results of this study implied that lab-based and Congo-included models can predict laboratory-scale and

natural-scale turbidity currents with reasonable accuracy. The Congo-included model performs slightly better

than the lab-based model regarding the Natural-scale test data, especially around the near-bed concentration

(Fig. 3.7).

This implies that the model trained by the natural-scale data outperforms other models. The potential

limitation of the Congo-included models is their applicability to other natural-scale settings. Since the Congo-

included model is only validated with two events in Congo, whether this model can predict the natural-

scale turbidity currents in other submarine-fan systems is unknown. Having said that, since the lab-based

model already shows reasonable performance in Congo test data, those models are likely to have excellent

generalisation performance. Thus, it is also expected to show good predictions in other settings. Improvements

in technologies of direct observation may eventually make it possible to establish many local high-accuracy

models specialised to each submarine-fan system.
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Figure 3.13: The visualisation of the shape factor ξϕ and ξu based on the fit function parameters s1 and s2.
Blue solid curves denote ξϕ. Purple dashed curves denote ξu.

3.5.2 Correlation between velocity and concentration profiles

This study revealed that the shape of the velocity profiles of turbidity currents is correlated with that of their

concentration profiles, which implies that the velocity profiles can be modelled as the subordinate function of

the concentration profiles.

Previously, Stacey and Bowen (1988a) stated that the velocity maximum coincides with the maximum in

the gradient of flow concentration. However, the compiled data revealed that this is only applicable to the

data with high s2 values (Fig. 3.9b). The concentration profiles with high s2 show relatively well stratified

Rouse-profile-alike shape (The bottom row in Fig. 3.13). This type of flow profiles are typically reported

in supercritical flows (Sequeiros et al., 2010a). A supercritical flow exhibits a low stability in upper flow

interface, resulting in gradual transition to ambient fluid (profiles with high s2 in Fig. 3.13), while the flow

interface of a subcritical flow tends to be steady and thus show a relatively distinct interface (profiles with

low s2 in Fig. 3.13).

Further analysis revealed that there is a linear correlation between s2 and the height difference between velocity

maximum and the maximum in the gradient of flow concentration (Fig. 3.9b and Eq. 3.45). The physics

behind this linear correlation remains unknown, but the height of the velocity maximum does not increase as

expected with the increase in the inflection point of the flow concentration profile. This is presumably because
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the shear between the ambient fluid suppresses the increase in velocity-maximum height. On the other hand,

shear between the ambient fluid enhances the diffusion of suspended material over the velocity maxima. The

higher inflection point of flow concentration than the velocity maxima indicates that the suspended sediment

is well mixed through the velocity maxima.

Interestingly, the ξu model developed in this study performs almost the same as the empirical h⟨ϕ⟩ model in

terms of predicting velocity-maximum height. On top of that, the ξu model can also predict the full profile with

reasonable accuracy. This result implies that the velocity profiles are dependent on the concentration profile.

More intensive validation and training of the model with additional experiments and direct observations is

expected to improve the model.

3.5.3 Governing parameters for velocity and concentration profiles

The results of the model developed in this study lead to the following questions: (i) which flow parameters play

a critical role in determining the shape of concentration and velocity profiles? (ii) What physical processes are

involved in the governing dimensionless parameters? To answer these questions, the flow profile dependence

on flow parameters were investigated using the Congo-included model of ξϕ and the ξu model.

Both the lab-based and Congo-included models employed four flow parameters as descriptors of the shape

factor of flow concentration

ξϕ(s1, s2) = f

(
Frd =

U√
gρ∆h

, β =
ws

κu∗
, CD =

u2
∗

U2
, Re =

(ρ∆ + 1)ρaUh

µ

)
(3.48)

ξu(ẑ) =
Fuϕ(ẑ)ξϕ(ẑ, s1, s2)∫ 1

0
Fuϕ(ẑ)ξϕ(ẑ, s1, s2)dẑ

(3.49)

A near-equilibrium dilute turbidity current (ρ∆ ≪ 1) in a submarine channel is considered. The viscosity µ,

the density of ambient water, ρa, von Karman coefficient, κ, and gravitational acceleration, g are considered

constant in this analysis. Further, since ρ∆ ≪ 1 is assumed, ρ∆ +1 ≃ 1. Then, each dimensionless parameter

is correlated with the following expressions,

Frd ∝ U√
ρ∆h

, (3.50)

β ∝ ws

u∗
, (3.51)

CD ∝ u2
∗

U2
, (3.52)

Re ∝ Uh. (3.53)

The densimetric Froude number Frd and Rouse number β have been considered important the results of KCV

(Table 3.2–3.5) and the careful comparison of the models (Fig. 3.6, 3.7, 3.18 and 3.19) imply that the four
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Figure 3.14: Frd dependency of the velocity and concentration profiles under different Re conditions. The
Congo-included model is used for ξϕ. The drag coefficient and the Rouse number are fixed (CD = 0.1 and
β = 0.091). The faint coloured dashed lines for comparison show the profiles predicted by Abad et al.
(2011) with the same flow parameters. (a) Concentration profiles predicted by the Congo-included model
(Re = 1.0 × 104). The profiles are highly stratified as Frd increases. (b) The velocity profiles predicted by
the ξu model (Re = 1.0 × 104). The height of the maximum flow velocity point lowers as Frd increases. (c)
The concentration profiles predicted by the Congo-included Model (Re = 1.0× 106). (d) The velocity profiles
predicted by the ξu model (Re = 1.0 × 104). The ratio of the maximum velocities to the layer-averaged
velocities tends to be larger than those predicted by the Lab-based Model.

dimensionless parameters Frd, β, CD, and Re are vital to predict the flow profiles.

As mentioned in the section 3.2, Frd relates to the stability of the upper interface of a flow. Abad et al. (2011)

developed the Frd-dependent flow profile models for saline flows β is the vital factor determining the vertical

flow concentration profile in open-channel flows (Rouse profile, see Eq. 3.15). The models developed in this

study fill the research gap. The vertical structure of turbidity currents is considered with the Froude and the

Rouse numbers Frd and β.

Here, the response of the flow profile against Frd and β with fixed values of other parameters (Re and CD) is

considered.

densimetric Froude number

Firstly, the influence of the densimetric Froude number Frd on the variations in concentration and velocity

profiles ξϕ and ξu is examined (Fig. 3.14 and 3.15). Previous studies have suggested that the elevation of the
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Figure 3.15: Frd dependency of the velocity and concentration profiles under different CD conditions. The
Congo-included model is used for ξϕ. The Re and the Rouse number are fixed (Re = 10×104 and β = 0.091).
The faint coloured dashed lines for comparison show the profiles predicted by Abad et al. (2011) with the same
flow parameters. (a) Concentration profiles predicted by the Congo-included model (CD = 0.05). The profiles
are highly stratified as Frd increases. (b) The velocity profiles predicted by the ξu model (CD = 0.05). The
height of the maximum flow velocity point lowers as Frd increases. (c) The concentration profiles predicted
by the Congo-included Model (CD = 0.1). (d) The velocity profiles predicted by the ξu model (CD = 0.1).
The ratio of the maximum velocities to the layer-averaged velocities tends to be larger than those predicted
by the Lab-based Model.
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velocity maximum point increases and concentration profiles are less stratified as Frd decreases (Sequeiros

et al., 2010b). This is because increasing the Froude number means more mixing at the flow interface, which

thickens and dilutes the upper layer of the flow. Overall, the results of both models demonstrated this trend

well in velocity and concentration profiles (Fig. 3.14 and 3.15).

Compared with the laboratory-scale setting (Re ∼ 104), natural-scale setting (Re ∼ 106) shows more stratified

profiles with the same Frd values (Fig. 3.14). While the reason why natural-scale turbidity currents tend

to stratify more remains to be solved, one potential factor is the water depth. Usually, the water depth in

the flume is less than ∼ 10h, whereas it reaches ∼ 100h in cases of natural-scale turbidity currents. The

laboratory flume’s shallow water depth may suppress the evolution of the upper dilute layer of the flow due to

the relatively strong counterflow. However, the potential effects of water depth on flow stratification remain

to be solved as areas for useful numerical and experimental research in the future.

The vertical flow profile model proposed by Abad et al. (2011) only considered the effect of the Froude number

Frd. From Figures (3.15a, b), the models of Abad et al. (2011) predicted relatively similar profiles to the

models in this study when CD and Re were small. However, for the setting with the high values of Re or CD,

the model predictions of this study significantly deviate from those of the model of Abad et al. (2011). They

exhibited strong stratifications in both velocity and concentration profiles (3.14c, d and 3.15c, d).

Rouse number

Secondly, the influence of the Rouse number β on the variations in concentration and velocity profiles ξϕ

and ξu is examined (Fig. 3.16 and 3.17) is considered. As β increases, the particle settling flux dominates

the flow, making the suspended particles concentrate on the near-bed region. In contrast, as β decreases,

the turbulent diffusion becomes dominant, dispersing the suspended particles and making the concentration

profile vertically uniform. Overall, the models in this study capture these fundamental trends very well (Fig.

3.16 and 3.17). The stratification trends for different Re and CD are also similar to the trends observed in a

range of Frd. In the high Re setting (i.e., natural-scale flows), the flow exhibits more stratified profiles with

the same β values. Likewise, the flow becomes more stratified in a high CD setting.

Compared to the Froude and Rouse numbers, the physical significance of CD and Re to the vertical flow

structure is challenging to interpret. CD relates to the roughness of the bed, whose role in determining the

flow vertical structure is unknown. The Reynolds number Re describes the ratio between inertia and viscosity

forces in the flows. All laboratory-scale data have a similar order of Re ∼ 104, while the natural-scale data

show Re ∼ 106. It has been claimed that if Re ≳ 104, the flows have similar turbulent dynamics (Peltier and

Caulfield, 2003).

To investigate the effect of Re, the second-best model of s2 was tested against the test data (Fig. 3.18 and
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Figure 3.16: β dependency of the velocity and concentration profiles under different Re conditions. The Congo-
included model is used for ξϕ. The drag coefficient and the Rouse number are fixed (CD = 0.05 and β = 0.091).
(a) Concentration profiles predicted by the Congo-included model (Re = 1.0 × 104). The profiles are highly
stratified as β increases. (b) The velocity profiles predicted by the ξu model (Re = 1.0 × 104). The height
of the maximum flow velocity point lowers as Frd increases. (c) The concentration profiles predicted by the
Congo-included Model (Re = 1.0×106). (d) The velocity profiles predicted by the ξu model (Re = 1.0×104).
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Figure 3.17: β dependency of the velocity and concentration profiles under different CD conditions. The
Congo-included model is used for ξϕ. The Re and the Rouse number are fixed (Re = 10×104 and β = 0.091).
(a) Concentration profiles predicted by the Congo-included model (CD = 0.05). The profiles become more
stratified as β increases. (b) The velocity profiles predicted by the ξu model (CD = 0.05). The height of the
maximum flow velocity point lowers as β increases. (c) The concentration profiles predicted by the Congo-
included Model (CD = 0.1). (d) The velocity profiles predicted by the ξu model (CD = 0.1).
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Figure 3.18: Validation of the models with the selected laboratory-scale data. The original measurements are
indicated by blue dots. The range of uncertainties at each height is depicted by the shaded area.
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3.19). The second-best model of s2 is,

s2 = f2(Frd, β, CD) ≃ Max
(
0, min

(
1, 1.35 + log Frd

0.26β0.047CD
0.29
))

(Congo-included)

s2 = f2(Frd, β, CD) ≃ Max
(
0, min

(
1, 1.32 + log Frd

0.38β0.063CD
0.29
))

(Lab-based)

(3.54)

For s1, the same models in the equations (3.40) and (3.41) were used.

The simpler models without Re exhibited similar performance against the laboratory-scale test data (Fig.

3.18). However, both lab-based and Congo-included models excluding Re showed poor predictions for the

natural-scale test data, implying that this parameter is related to some phenomenon caused by the difference

in the scale of turbidity currents (Fig. 3.19).

Considering that the model without Re performs well in lab-scale test data (Fig. 3.18), it should be considered

the possibility that the Reynolds number is not the scale of turbulence itself in this case but an effect of

some unknown parameter related to the entire scale of the flow, such as the shape of submarine-channels,

how close the flows are to equilibrium state, or depth of the ambient water, rather than the difference in

dynamics of turbulence. For example, the limited height of the experimental facility to the water surface

may cause a weak reversal flow in the ambient fluid in the opposite direction to that of the turbidity current

generated in the experiment. The presence of this reversal flow would affect the flow vertical structure of the

turbidity current. In contrast, the submarine channel offshore Congo is roughly 2 km deep, so the influence

of the reversal flow above the turbidity current can be negligible. Assessing how closely flows approach

equilibrium is challenging, particularly when comparing laboratory-scale and natural-scale data. However, the

laboratory-scale experiments compiled in this study are reported to exhibit temporal steady-state conditions.

Water entrainment influences the downstream flow evolution, leading to spatial variations. Nevertheless,

these downstream changes due to water entrainment progress very slowly in the compiled dataset. Similar

arguments apply to natural-scale turbidity currents. Given the extended flow duration (days to weeks) from

the source and the nearly constant slope around the measurement location Simmons et al., 2020, the flow is

likely in a temporal steady-state with minimal downstream spatial evolution. Therefore, it is unlikely that

Re reflects differences in either temporal or spatial evolution.

In summary, the Froude and Rouse numbers Frd and β describe essential factors of the equilibrium flow

stratification. On the other hand, the physical processes represented by the roughness and Reynolds numbers

CD and Re are unknown. It is speculated that they are related to the flow magnitudes, suggesting that further

parametric examination is needed to solve this problem.

3.5.4 Implications for material transport efficiency of turbidity currents

In the previous section, the response of the flow structures against the dimensionless parameters is investigated.

This section considers the implications of the dynamics of flow structures predicted in the developed models

145



3.5. Discussion Chapter 3. Vertical Flow Structure

to the flow dynamics in a natural-scale submarine channel. As mentioned in the section 3.1 (see Eq. 3.1

and 3.2; also see Eq. 1.58 in the section 1.3.5), when we consider the integrated conservation equations of

sediment and momentum, the structure functions ξu and ξϕ appears as some shape factors :

∂

∂t
Φh+

∂

∂x
UΦhWuϕ = ⟨ϕ′w′⟩|bed − ws⟨ϕb⟩ = ws(es − r0Φ) (3.55)

∂

∂t
Uh+

∂

∂x
U2Wu2 = − (ρs − ρa)

ρf

∂

∂x

1

2
ghΦWP +RghθΦ+ ⟨u′w′⟩|z=0 − ⟨u′w′⟩|z→∞ (3.56)

where

Wu2 ≡
∫ ∞

0

ξ2u dẑ, Wuϕ ≡
∫ ∞

0

ξuξϕ dẑ, WP ≡ 2

∫ ∞

0

ẑξϕ dẑ. (3.57)

The shape factor Wu2 appears in the advection term of momentum conservation equation (3.56). Likewise,

Wuϕ appears in the advection term of the mass conservation equation of sediment particles (Eq. 3.55). WP

appears in the pressure term in the momentum conservation equation (Eq. 3.56). A high Wu2 value means

that the amount of advection of momentum will be enhanced due to the flow stratification. Similarly, a

high Wuϕ value means that the amount of advection of suspended particles will be enhanced due to the

flow stratification. Wuϕ increases when the velocity and concentration profiles are stratified in a way that

the velocity maximum region coincides with the high-concentration bottom layer (Fig. 3.1). The high WP

indicates the less stratified flow concentration (close to ‘top-hat’ model, see Fig. 3.1). As WP decreases,

more suspended particles gather in the centre of the channel, which enables the flow to traverse meandering

submarine-channel suppressing the loss of suspended materials due to overspilling (Dorrell et al., 2014). The

near-bed to depth-averaged concentration ratio r0 in the equation (3.55) also depends on ξϕ and can be

estimated with the developed model by the equation (3.24). The near-bed concentration plays a vital role in

sediment deposition and erosion (Clare et al., 2015; Talling et al., 2015). Despite its importance, there is no

practical model for predicting near-bed concentration of turbidity currents. In the previous studies, r0 has

often been assumed constant between 1.5 and 2.0 (Parker et al., 1986; Garc̀ıa, 1993; Altinakar et al., 1996;

Kubo and Nakajima, 2002; Kostic and Parker, 2006). Parker et al. (1986) also incorporated the empirical

model for open-channel flows (Eq. 1.70), but Parker et al. (1986) reported that this open-channel model

provides acceptable values only within a narrow range of Rouse number (0.05 < β < 0.5), and also speculated

that a fixed value r0 = 1.6 performs well in the model.

Efficiency of material transport of turbidity currents

Here, based on the three shape factors and r0 described above, the mechanics of material transport of turbidity

currents are discussed. The previous Frd-based model of structure functions (Abad et al., 2011) increases Wu2

and Wuϕ as Frd increases (Fig. 3.20a, b). This change will enhance the efficiency of material and momentum

transport rate of the flow. Similarly, as Frd increases, WP decreases (Fig. 3.20g). The change in WP is

146



Chapter 3. Vertical Flow Structure 3.5. Discussion

1 2

10
2

10
1

10
0
b Re = 1.0 × 104

1 2

10
2

10
1

10
0
c Re = 1.0 × 106

1 2

10
2

10
1

10
0
e Re = 1.0 × 104

1 2

10
2

10
1

10
0
f Re = 1.0 × 106

1 2

10
2

10
1

10
0
h Re = 1.0 × 104

1 2

10
2

10
1

10
0
i Re = 1.0 × 106

1 2
Frd

10
2

10
1

k Re = 1.0 × 104

1 2
Frd

10
2

10
1

l Re = 1.0 × 106

1 2

10
2

10
1

10
0
a Abad et al. (2011)

1 2

10
2

10
1

10
0
d Abad et al. (2011)

1 2

10
2

10
1

10
0
g Abad et al. (2011)

1 2
Frd

10
2

10
1

j Parker et al. (1986)

1.04
1.12
1.20
1.28
1.36
1.44
1.52
1.60
1.68

W
u

0.9
1.0
1.1
1.2
1.3
1.4
1.5
1.6
1.7

W
u

0.40
0.44
0.48
0.52
0.56
0.60
0.64
0.68
0.72

W
P

1.5

2.4

3.3

4.2

r 0
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ratio, r0 under different models: a,d,g) The models from Abad et al. (2011), j) The model from Parker
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relatively large in low Frd state (Frd < 1), while for the high Frd state (Frd > 1), the WP is almost constant

(WP ∼ 0.6). These trends imply that when flows decelerate and Frd decrease, the efficiencies of material and

momentum transport rates decrease. Once Frd decreases below unity, the WP rapidly increases, making the

flow concentration profile almost vertically uniform. In a submarine channel, this will cause a significant loss

of driving force due to the sediment loss by overspilling, which makes it almost impossible for the flow to

traverse a long distance.

On the other hand, the models developed in this study exhibit different trends (Fig. 3.20b,c,e,f,h,i). The

model with low Re setting (Laboratory-scale: Re ∼ 1.0×104), Wu2 and Wuϕ are more sensitive to the change

in β rather than in Frd (Fig. 3.20b, e). Furthermore, in the case of high-β flows (β ≳ 0.1), Wu2 increases as

Frd decreases, which is the opposite trend compared with the model of Abad et al. (2011). The intensity of

the shape factors is also different from the model of Abad et al. (2011). The previous model shows Wu2 < 1.3

and Wuϕ < 1.3 within 0.5 < Frd < 3, while in the developed models in this study, both Wu2 and Wuϕ can

exceed 1.5 depending on Frd and β values (Fig. 3.20a, b, d, e). When it comes to WP, the model in this

study predicts far smaller values compared with the model of Abad et al. (2011) with the same Frd values,

implying the stronger stratification of flow concentration (Fig. 3.20g). The value of WP is less sensitive to

Frd and shows almost constant values for the same β value (Fig. 3.20g).

When it comes to the high Re setting (Natural-scale: Re ∼ 1.0 × 106), Wu2 and Wuϕ exhibit high values

even for the low Frd flows (Fig. 3.20c, f). In addition, unlike the low Re setting, Wu2 and Wuϕ are more

sensitive to Frd rather than β (Fig. 3.20c, f). Regardless of the value of β, the flow increases the efficiency of

momentum and material transport rate as Frd decreases. Overall, the flows in high Re setting tend to show

higher efficiency in both material and momentum transport compared with low-Re model or the previous

model of Abad et al. (2011). When it comes to WP, it also shows the opposite trend (Fig. 3.20i). For

the high-β flows, as Frd decreases, WP also decreases. The value of WP is even less than the model of low

Re. While the WP is less sensitive to Frd in the case of low Re case, the model with high Re shows higher

sensitivity to β. Having said that, the value of WP is always small regardless of Frd and β values (WP ≲ 0.5).

In terms of the r0, contrary to the previous works, the model developed in this study predicts a wider

variation of r0 dependent on both Frd and β (Fig. 3.20j,k,l). Firstly, even from the observation of laboratory

and natural-scale events, it is clear that r0 can often exceed 2.0 (Fig. 3.6 and 3.7). Having said that, this

relatively large r0 is partially because the height scale used in this study is different from previous works. In

Ellison and Turner’s integral height scale, the r0 is expected to take relatively smaller values. Nonetheless,

the developed model implies that a fixed r0 is clearly a poor assumption since r0 can take a wider range

(1.5 < r0 < 4). Also, the open-channel model used in Parker et al. (1986) significantly underestimates r0,

especially for the low β or high Frd flows. The predicted r0 in the high Re setting is extremely high 3 < r0 < 4

due to the well-developed upper dilute layer.

148



Chapter 3. Vertical Flow Structure 3.6. Conclusion

3.6 Conclusion

The implications of the developed structure function ξϕ and ξu can be summarised as follows. Firstly, both

particle settling (relates to β) and shear between ambient fluid (relates to Frd) play a vital role in the

vertical flow structure of velocity and concentration. On top of that, the bed roughness (relates to CD)

and turbulent intensity (relates to Re) are also important. Having said that, Re plays a vital role mainly

in distinguishing the laboratory-scale from natural-scale data. The model without Re also performs well in

terms of the laboratory-scale test data. Therefore, it is more plausible to say that there are other important

factors that characterise the strong stratification of natural-scale flows, which cannot be captured by the

selected dimensionless parameters in this study. Since the analysis in this study could not include those

factors as dimensionless parameters in the multiple regression analysis; those unknown factors only appear

as the difference in Re values. To overcome this limitation, more data of direct observations of natural-scale

data are essential to clarify the difference between laboratory-scale and natural-scale events.

The flow velocity profiles of turbidity currents are found to be strongly correlated with the flow concentration

profiles rather than other depth-averaged flow parameters. The implication of this strong bond between

velocity and concentration is that the prediction of velocity or concentration may be possible from the other

profile.

All models in this study imply the existence of flow mechanics which enhances the material and momentum

transport when the flow decelerates as if the flow is trying to avoid being dissipated, maximising the transport

efficiency by themselves (Fig. 3.20). Also, the flow thickening is likely to thicken only the upper dilute layer

by which WP decreases as Frd decreases. These unexpected dynamics of the internal flow structures may

be the primary reason why turbidity currents can traverse ultra-long distances over shallow slopes without

dissipation.

Implementing the developed models into system-scale numerical models (Dorrell et al., 2014) is expected to

improve our understanding of the flow behaviour of long-runout turbidity currents along a sinuous submarine

channel, as well as the evolution of submarine channel networks.
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Chapter 4

Sediment Transport Capacity of

Long-runout Turbidity Currents

4.1 Statement and author contributions

The work in this chapter has been published in Nature Communications (Fukuda et al., 2023). The data used

in this study are the same data compiled in Chapter 2. A part of the supplementary data of Fukuda et al.

(2023) are already shown in Chapter 2, and the rest of the supplementary data are available in the appendix

(see A.1–A.3) I undertook the data compilation and the statistical analyses in this chapter. The co-authors

in Fukuda et al. (2023) supported the interpretation of the results of the data compilations and the statistical

analyses. The iterative least squares method against the fluvial data in Figure 4.3 was co-developed with

myself and Edward W. G. Skevington (co-author). The detailed methodology of the curve fitting method is

elaborated in the appendix (section A.3). The schematic illustration of the internal energetics figure (Fig.

4.6) was also co-developed with myself, Edward W. G. Skevington and Robert M. Dorrell. Other authors

helped with the data collection and improving the draft.

4.2 Introduction

Gravity currents are a broad class of flows with a wide range of environmental applications, including terrestrial

cold fronts and submarine thermohaline currents (Simpson, 1997). Of particular interest are particle-driven

gravity currents, such as powder snow avalanches, pyroclastic density, and turbidity currents. Turbidity

currents have received significant attention due to: their capacity to travel long distances, 100s-1,000s of

kilometres, along sinuous submarine canyon-channel systems (Meiburg and Kneller, 2010a; Wells and Dorrell,

2021); their importance to the deep marine environment (Weimer et al., 2007; Picot et al., 2019); the de-
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positional record of paleoenvironments (Goldfinger, 2011); and for geohazard risk management (Heezen and

Ewing, 1952b; Bruschi et al., 2006; Hsu et al., 2008).

Turbidity currents are generated by the presence of suspended sediment, meaning they have a higher density

than ambient water. This density difference generates a downslope gravitational force. The resulting flow pro-

duces turbulent mixing, keeping sediment in suspension (Parker et al., 1986). This suspension-flow feedback

loop is referred to as autosuspension, the minimal requirement for long runout (Knapp, 1938; Bagnold et al.,

1962) in all particle-driven gravity currents. Accurate prediction of autosuspension is essential to quantify

gravity current propagation, natural hazard risk, and, for turbidity currents, deep marine biogeochemical cy-

cling and anthropogenic environmental impact. However, despite its importance, the mechanisms that enable

autosuspension are poorly understood because the kinetic energy of the flow is consumed to maintain the

particles in suspension, and uplift them during turbulent mixing with the environment (Wells and Dorrell,

2021), which ultimately stalls the flow.

Historically, autosuspension has been explained by the positive feedback whereby sediment entrainment in-

creases the turbulence, referred to as self-acceleration (Parker et al., 1986). Where the slope is steep, such

as in the proximal regions of submarine canyons or on volcanic slopes, gravitational forcing (proportional

to the slope) is relatively large and thus gravity currents are predominantly net-erosional. Entrainment of

sediment provides the flow with additional mass and driving force, increasing the momentum and the basal

drag, which in turn increases the turbulent energy, further enhancing sediment entrainment and accelerating

the flow (Parker et al., 1986). However, turbidity currents can propagate for extensive distances and, in

distal reaches, they can traverse near-zero slopes (< 10−4 m/m) (Konsoer et al., 2013). In these regions, the

gravitational forcing, proportional to slope, is small. Consequently, the velocity is reduced and the flow is, at

best, only weakly erosional, if not net-depositional. Without net-sediment erosion, the work done due to the

entrainment of the ambient fluid decelerates the flow (Parker et al., 1986), and ultimately causes sediment

deposition. The loss of sediment reduces the driving force and decelerates the flow. This negative feedback

loop stalls the flow, precluding self-acceleration as an explanation of autosuspension. For partially confined

flows, including channel-levee systems, this is exacerbated by the loss of mass and momentum due to overspill

(Dorrell et al., 2014).

The turbulent kinetic energy (TKE) of a flow is often taken as a measure of its capability to suspend sediment

(Knapp, 1938; Bagnold et al., 1962; Velikanov et al., 1954). While there may be local regions where the TKE

is dissipated by the flow dynamics, over the total length of the flow the TKE generated and dissipated is vastly

greater than the amount stored at any one location. Consequently, the net advection of TKE is negligible

(Caulfield, 2021), and a necessary condition for autosuspension is that the energy loss of the mean flow

integrated over the bed-normal direction, Ploss, must exceed the integrated buoyancy production required to

maintain the sediment in suspension, Bgain, and the integrated viscous dissipation, ϵ. This yields the famed
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Knapp-Bagnold (K-B) autosuspension criterion (Knapp, 1938; Bagnold et al., 1962)

Ploss > Bgain + ϵ. (4.1)

Bagnold (Bagnold et al., 1962) proposed that energy is lost by the mean flow through the shear production

of turbulence, and gained by the sediment through turbulent uplift, and this assumption has been widely

adopted by subsequent authors (Parker, 1982; Parker et al., 1986; Pratson et al., 2000; Kostic and Parker,

2006; Hu and Cao, 2009; Pantin and Franklin, 2009; Dorrell et al., 2018a; Amy and Dorrell, 2022). Explicitly,

the assumption is that, to leading order,

Ploss ≃ Pshear ≡
∫ h

0

−⟨u′w′⟩∂⟨u⟩
∂z

dz, and Bgain ≃ Bturb ≡
∫ h

0

gR⟨w′ϕ′⟩dz. (4.2)

Here and throughout, ϕ and Φ denote local and depth-averaged volumetric sediment concentration respec-

tively; u and U denote the local and depth-averaged fluid velocity; g denotes gravitational acceleration;

R = ρs/ρ− 1 denotes reduced density; ws denotes particle settling velocity; h is the extent of the current in

the bed normal direction z, i.e. flow depth. Primes and angled brackets denote the Reynolds fluctuations and

time-averaged values respectively.

For equilibrium fluvial flows, ⟨w′ϕ′⟩ = ϕws (Dorrell et al., 2011), such that Bgain ≃ Bf ≡ gRΦhws. Moreover,

assuming a logarithmic velocity profile, the energy loss in fluvial flow is estimated as Ploss ≃ Pf ≡ u2
∗U , where

u∗ is the shear velocity (Bagnold et al., 1962; Parker et al., 1986; Pope et al., 2006; Andersen et al., 2007; Amy

and Dorrell, 2022). Indeed, equilibrium fluvial flow models for suspended sediment transport, based on the

same physical arguments as the K-B criterion (Velikanov et al., 1954; Bagnold, 1966), provide an extensively

validated linear proportionality between the concentration of suspended sediment and the dimensionless flow

power (Wan and Wang, 1994a; Van Maren et al., 2009; Hu and Cao, 2009; Dorrell et al., 2018a),

Φ ∝ Pf

Nf
=

u2
∗U

gRhws
, (4.3)

where Nf = Bf/Φ is the normalised buoyancy production term (the energy required to suspend a unit volume

of sediment).

A common class of closures for flows are ‘top-hat’ models, where there is no vertical variation in flow structure.

However, via basal shear, these models do capture log-law production energetics to leading order, and the two

approaches are equivalent for fluvial systems (Rastogi and Rodi, 1978). Such models have been extended to

gravity currents (Ellison and Turner, 1959), including turbidity currents (Parker et al., 1986), and form the

basis of contemporary system scale models (Parker et al., 1986; Pantin and Franklin, 2009; Kostic and Parker,

2006; Dorrell et al., 2014). The dimensionless flow power inherent to top-hat models of gravity currents can
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be derived from the kinetic energy conservation equation of the mean flow, which is only modified by the

presence of entrainment

Pth

Nth
=

u2
∗U + 1

2ewU
3

gRh
(
ws +

1
2ewU

) . (4.4)

Here Pth is derived from the ‘top-hat’ gravity current model as the energy loss of a mean flow, Ploss, and

it is assumed that all energy lost is attributed to the shear production of TKE. Moreover, Bth = ΦNth =

ΦgRh
(
ws +

1
2ewU

)
is the buoyancy production in the model, where ew is the water entrainment rate, calcu-

lated as the energy required for the sediment to remain uplifted, Bgain, and assumed equal to the turbulent

uplift. If there is no entrainment, Pth = Pf and Bth = Bf , thus these are the minimal adjustments to fluvial

theory to include entrainment. Consequently, for top-hat models to be valid, it is required that the turbulence

in gravity currents is essentially the same as in fluvial systems, despite the substantial differences in the flow

structure. This implicit assumption is the target of the present analysis.

In this work, the correlation between the total energy loss of a mean flow, Ploss, and the energy required to

keep sediment in suspension, Bgain, is reviewed for near-equilibrium flows, to investigate whether idealised

flow power theory is an appropriate predictor for autosuspension. While the total energy loss of a mean flow

in gravity currents is unknown, it has previously been assumed (Bagnold et al., 1962; Parker et al., 1986;

Pope et al., 2006; Andersen et al., 2007; Amy and Dorrell, 2022) proportional to the log-law total-shear

TKE production, Pf or the mean-flow energy loss predicted in the top-hat model, Pth. This study reviews

experimental and direct observation of gravity currents available in the literature, adding new experiments

to directly address data gaps. Crucially, data shows that the total energy loss of the mean flow, Pth, has

a non-linear dependence on the work required to keep sediment in suspension, Bth. A review of the energy

deficit implies that particulate transport in gravity currents is driven by mixing at scales larger than that of

TKE.

4.3 Data reduction

To parameterize autosuspension of gravity currents 70-years of research, including empirical and observational

data, were compiled (Fig. 4.1; also see appendix A.1). These data include the first-ever complete observa-

tions of natural-scale turbidity currents(Simmons et al., 2020). Also included are all laboratory-scale studies

of constant-discharge sediment-laden turbidity currents in straight channels (see Table 2.1 and Chapter 2

for detail methodology of data compilation). These are separated into data that have both velocity and

concentration profiles (TYPE I) and data that only have velocity profiles (TYPE II).

Equilibrium sediment transport, implying no net sediment deposition or net erosion and no flow acceleration

or deceleration, here defines the requirements for autosuspension in long runout flows.
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Figure 4.1: Symbols depict field observations and experimental studies of sediment-laden turbidity currents
(See Table 2.1 for the detailed reference and settings of experiments of each literature).
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Figure 4.2: Shields diagram. Shields number, τ∗, versus the particle Reynolds number, Rep, of experimental
and observational gravity current data (Fig. 4.1). Here, ν denotes the kinematic fluid viscosity. Solid (Guo,
2020) and dash-dot (Parker et al., 2003) curves depict the criteria of incipient motion. The black dashed
line depicts the ws = u∗ criterion for suspended load (Bagnold, 1966). Equilibrium sediment suspension
criteria for monodisperse and poorly-sorted suspensions are depicted by the lower and upper red dashed
curves respectively (Dorrell et al., 2018a). The symbols and colours are as per Figure 4.1.
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When the bed shear stress, described by the dimensionless Shields number, is less than the threshold needed for

incipient sediment motion no sediment can be maintained in suspension: the flow is depositional. Therefore,

data below Guo’s empirical Shields number criterion for incipient motion(Guo, 2020) are not considered

representative of autosuspension and are removed from further analysis. Accordingly, none of the TYPE II

data and 19% of TYPE I data (38 out of 203 points) are excluded as belonging to strictly dispositional flow.

The remaining turbidity current data lies within the suspended load regime for dilute flowsBagnold, 1966.

4.4 Turbidity current capacity

Flow type Subsets Figure Curve fit R2

i) Fluvial flows Dilute (Pf , linear fit) 4.3a 1.1 × 10−2

(
Pf

Nf

)1.0∗
0.76

ii) Gravity currents Dilute (Pf) 4.3b 5.6 × 10−3

(
Pf

Nf

)0.36
0.65

iii) Dilute (Pth, linear fit) - 1.0 × 10−1

(
Pth

Nth

)1.0∗
0.34

iv) Dilute (Pth) 4.3c 1.1 × 10−2

(
Pth

Nth

)0.49
0.72

*The power of correlation is fixed as unity for the linear fits.

Table 4.1: Fitted power-law correlation results and the coefficient of determination, R2, of the subsets of data
points (Fig. 4.3), using orthogonal distance regression (see Methods).

In equilibrium flows, the total kinetic energy loss of the mean flow, Ploss, is assumed to be well approximated by

simplified ‘top-hat’ models. The energy loss balances both the work done to keep sediment in suspension and

viscous dissipation, Equation (4.1). When TKE production is dominated by the effects of basal drag then the

energy available to uplift sediment is given by the log-law of the wall, Ploss ≃ Pf . Thereby, a linear correlation

is implied between the volumetric concentration and dimensionless flow power, Pf/Nf , where Nf = gRhws.

This flow-power balance is tested against compiled near-equilibrium laboratory- and natural-scale gravity

currents (Fig. 4.3 and appendix A.2). For comparison, the recent laboratory experiments (Breard and Lube,

2017; Brosch and Lube, 2020) of pyroclastic density currents (PDCs) are also gathered (see Table. 2.1).

From the fluvial flow data (Fig. 4.3a), three regimes of concentration are identified: dilute, transitional, and

hyperconcentrated flow. Dilute flows, Φ ≲ 10−2, are characterised by a linear increase in concentration with

dimensionless flow power, Pf/Nf (Fig. 4.3a and Table 4.1 i). With increasing concentration, 10−2 ≲ Φ ≲ 10−1,

transitional flows exhibit a change in correlation from increasing to decreasing dimensionless flow power as

concentration increases. This transition may be explained by the onset of turbulence dampening and particle-

particle interactions dominating the sediment transport mechanics Van Maren et al., 2009. Hyperconcentrated

flows, Φ ≳ 10−1, are characterised by a non-linear decrease in dimensionless flow power with increasing

concentration. As concentration continues to rise, dimensionless flow power decreases by at least two orders
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Figure 4.3: Sediment concentration, Φ, versus dimensionless flow power, P∼/N∼ for: a) fluvial data with
the log-law model, Pf/Nf ; b) all gravity current data with the log-law model; c) all gravity current data
with the top-hat, entrainment based, model, Pth/Nth; d) turbidity current concentration with the top-hat
model; and e) pyroclastic density current concentration with the top-hat model. Dilute, transitional and
hyperconcentrated regimes are separated by grey solid lines. The parametric correlation of concentration and
dimensionless flow power in fluvial systems (fitted using an iterative least squares method, see appendix A.3
for the detailed methodology) is depicted by a black dotted curve. Power-law correlations (Table 4.1) in dilute
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of magnitude.

The gravity current data (Fig. 4.3b–e) also exhibit three similar regimes of concentration; the threshold

concentrations between regimes are approximately equal to those of fluvial systems. However, the correlation

of concentration with dimensionless flow power is remarkably different. The dimensionless flow power, based

on both the log-law energy production model Pf (Fig. 4.3b), and the top-hat model, Pth (Fig. 4.3c), have

a strongly non-linear correlation with sediment concentration, Φ. The fit of both models is good, but shows

an improvement when using the top-hat-based correlation, see Table 4.1 ii) and iv). However, a linear model

provides a poor best fit in comparison, contrast Table 4.1 iii) and iv). Moreover, the turbidity current data

(Fig. 4.3d) show almost identical non-linear dependency to the pyroclastic density current data (Fig. 4.3e),

suggesting that the non-linear dependency is universal to all types of gravity currents.

Critically, the non-linear relationship results in dilute gravity currents being able to maintain a higher sus-

pended sediment concentration versus fluvial flows of an equivalent dimensionless flow power (Fig. 4.3c).

Previously unrecognised, this has the potential to explain autosuspension in long-runout systems. The cor-

relation suggests that when a dilute gravity current accelerates, it is not as erosive as a fluvial system, and

similarly, when a gravity current decelerates, deposition is more limited. This implies that the suspended-

load of gravity currents is significantly underestimated, i.e. providing more motive force on shallower slopes,

and is less sensitive to changes in flow power than has previously been assumed based on the use of fluvial

analoguesParker, 1982; Parker et al., 1986; Pratson et al., 2000; Kostic and Parker, 2006; Hu and Cao, 2009;

Pantin and Franklin, 2009; Dorrell et al., 2018a; Amy and Dorrell, 2022. Since the limited super-dilute pyro-

clastic density current dataset also exhibits a similar non-linear trend to turbidity currents (Fig. 4.3e), it is

likely that the fluvial-based or top-hat gravity current models are a poor approximation not only for turbidity

currents but also for particle-driven gravity currents in general.

It is noted that a limited proportion of the data (see Table 2.1) use cohesive material (kaolinite). It is

plausible that flocculation of cohesive particles may occur, increasing particle settling velocity, and decreasing

dimensionless flow power. However, the growth of flocs is limited by shear rates and their size decreases as the

flow increasesJarvis et al., 2005. Therefore, in strongly sheared gravity current experiments, the development

of flocs and resulting underestimation of settling velocity is expected to be limited. Further, it would not

change the observation that the relationship between concentration and dimensionless flow power is non-linear,

see Fig. 4.3b–e, Table 4.1 ii) and iv). Moreover, whilst the increase in Pth/Nth of gravity currents (Fig. 4.3c)

follows the trend of fluvial data in the transitional regime it is based on an empirical water entertainment

function, ew. The empirical water entrainment function has been developed for dilute currents, thus it is

expected the values of Pth/Nth in the transitional regime have some inherent error. However, this does not

impact the primary findings of the non-linear correlation in the dilute regime.
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Figure 4.4: Predicted turbulent flux coefficient. The turbulent flux coefficient, Γ, as a function of concentra-
tion, Φ. a) Computed Γ, assuming P = Pth and S = 0. The red dotted line indicates the vertical asymptote
for the gravity current curve (red solid). b) Computed Γ, assuming P = Pth+S, where the additional energy
is parameterised in terms of the buoyancy production S = kBth. The dotted-dashed curve has k < 1, for
which Γ diverges to infinity for some values of Φ. Throughout, the Dilute/Transitional regime threshold and
the ideal fluvial flow curve is depicted by gray solid and gray dashed lines respectively.

4.5 Discussion

4.5.1 Energy balance of TKE

The fundamental differences between fluvial flows and dilute gravity currents (turbidity currents and pyro-

clastic density currents) documented above raise the following questions: Do the top-hat mean-flow energy

loss, buoyancy production and dissipation balance? What are the implications for autosuspension models?

In top-hat gravity current models (Parker et al., 1986), Pth is the energy released by the mean-flow and

available for the suspension of particles, which requires energy Bth. Additionally, the flow experiences viscous

dissipation of energy ϵ. However, as will be shown, there is insufficient energy in this model to suspend the

sediment. For the present analysis, the missing energy will be denoted by S, so that the energy balance is

P = Pth + S ≃ Bth + ϵth =

(
1 +

1

Γ

)
Bth, (4.5)

where the total turbulent flux coefficient, Γ = Bth/ϵth, denotes the ratio of top-hat buoyancy production,

Bth, to dissipation, ϵth. Using Equation (4.5) and the curve fitting results, see Table 4.1 i) and iv), Γ can be
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Figure 4.5: Power-law correlation (Eq. 4.7, Table 4.1) is depicted by a red solid line. Gray dashed line
indicates the line of equality (y = x). Data are calculated from the empirical measurements reported by Islam
and Imran(Islam and Imran, 2010). Symbols as per Figure 4.1.

expressed as:

Γ =

(
P∼

B∼
+

S

B∼
− 1

)−1

≃


1.1× 10−2 : Fluvial flows (S = 0, B∼ = Bf , P∼ = Pf)(
9× 103 Φ1.0 + k − 1

)−1
: Gravity currents (B∼ = Bth, P∼ = Pth)

(4.6)

where k = S/Bth denotes the ratio of missing energy to the top-hat buoyancy production, Bth. The fluvial

data (Fig. 4.3a) and Equation (4.6) implies that, for fluvial flows, Γ is constant. Only ∼ 1.1% of the energy

production is consumed by buoyancy production, while the rest is consumed by dissipation. For gravity

currents in contrast Γ depends on Φ (Fig. 4.4a). Assuming that the extra energy source, S = 0 and thus

k = 0, Γ grows with decreasing flow concentration, diverging at Φ = 1.4 × 10−4, before becoming negative.

However, ϵ∼ and B∼ are strictly positive, thus Γ must also always be positive.

Clearly, S = 0 is a poor approximation. Equation (4.6) implies that the energy balance of near-equilibrium

gravity currents can only be satisfied with a non-zero energy source/sink, S. To satisfy the minimum require-

ment, Γ > 0 for all Φ, the additional energy source term is constrained by k > 1. A hypothesized upper limit

for the turbulent flux coefficient (Osborn, 1980; Caulfield, 2021) is Γ ≤ 0.2, this is broken for Φ < 6× 10−4.

To satisfy this limit a value of k ∼ 10 would be required. However, it is unlikely that turbidity currents reach

this maximum mixing efficiency, and a larger value of k is likely required. Previously, it has been assumed

that the amount of TKE consumed by buoyancy production in gravity currents is similar to that in fluvial

flows (Pantin, 1979). To satisfy Γ ∼ 10−2, Equation (4.6), then k ∼ 100 (Fig. 4.4b). Thus, K-B type criteria
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and top-hat gravity current models (Bagnold et al., 1962; Parker, 1982; Parker et al., 1986; Pratson et al.,

2000; Kostic and Parker, 2006; Hu and Cao, 2009; Pantin and Franklin, 2009; Dorrell et al., 2018a; Amy and

Dorrell, 2022) fail to explain the energy balance of gravity currents.

Autosupension mechanisms The TKE balance of turbidity currents required for autosuspension cannot

be explained without additional TKE production (i.e. S > 0 in Eq. 4.5; Fig. 4.4). If TKE production

mechanisms were the same for turbidity currents and open-channel flows, then greater open-channel flow

suspended-loads would be observed (cf. Fig. 4.3). Therefore, to explain the TKE required for autosuspension

in turbidity currents, mechanisms for additional TKE production must disproportionately affect turbidity

currents compared to open-channel flows. In the self-acceleration model (Parker et al., 1986), it is implic-

itly assumed that the TKE is generated by entrainment of sediment from the bed into suspension, which

consequently increase the shear rate of the flow, generating more turbulence. However, as highlighted, this

mechanism does not work over shallow slopes or the distal region of submarine channel systems. Whilst the

shortfall in the energy budget is known, S ∼ 100B (Fig. 4.4), the mechanism to produce TKE is unknown.

Potential candidates of additional TKE production are classified into two distinct types: (i) self-induced TKE

production, i.e. induced by the internal flow structure; and (ii) environment-induced TKE production, i.e.

by external forcing. Here, a variety of such mechanisms are discussed.

Firstly, self-induced TKE production is considered. The near-equilibrium assumption in Equation (4.5) means

that the material derivative of the local TKE is negligible. Although the data selection of near-equilibrium

flows was conducted carefully, there is no reliable direct measurement to support a zero material derivative

of TKE in either natural-scale events or laboratory-scale experiments. A non-zero material derivative results

in a local accumulation of TKE and is inherent to all transient flows. Further, unlike open channel flows, the

dynamics of turbidity currents are controlled by the flow density, relative to ambient water. Recent research

has demonstrated(Dorrell et al., 2019; Marshall et al., 2021b) that density stratification results in internal

gravity waves, causing mixing at flow scale. Flow scale mixing, unlike local turbulent mixing which is well

approximated as diffusion and characterised by TKE, results in the non-local redistribution of momentum

and scalar transport fields(Dorrell et al., 2019). Such flow scale mixing, and associated sediment suspension,

would not scale with shear production of TKE.

Secondly, potential external forcings which may generate/enhance the TKE production are considered. These

include secondary flow circulation at channel bends(Abad et al., 2011; Dorrell et al., 2013; Azpiroz-Zabala

et al., 2017a), Coriolis force effects(Dorrell et al., 2013; Davarpanah Jazi et al., 2020), continuous bottom

currents(Miramontes et al., 2020), and return flows(Sumner et al., 2014; Toniolo et al., 2007; Patacci et al.,

2015). Due to the density difference between turbidity currents and ambient fluid, the superelevation of flow

around sinuous channel bends (a consequence of the balance of centrifugal, hydrostatic pressure, and shear

forces) is much larger in turbidity currents than in open-channel flows(Dorrell et al., 2013). This means that
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the magnitude, and therefore the impact, of secondary flow on mixing and suspending particulate materials is

enhanced in sinuous submarine channel systems. Although enhanced mixing by secondary flow may account

for additional TKE production in sinuous channels, it does not explain long runout in relatively straight

channels or in unconfined systems. However, turbidity current systems can be so large that Coriolis forces can

enable secondary flow formation and enhance its magnitude in both straight and sinuous channels(Davarpanah

Jazi et al., 2020). In marine environments, continuous, relatively low-density, cross-slope directed bottom

currents, may interact with downslope propagating turbidity currents(Miramontes et al., 2020). Locally, this

may introduce additional shear and mixing in the upper part of a turbidity current. However, this local

interaction cannot explain the additional TKE production required across the entirety of turbidity current

runout lengths. Return flows generate additional shear at the upper boundary of turbidity currents, potentially

enhancing the TKE production in both natural-scale and laboratory-scale flows. This mechanism is likely only

important in shallow water environments, including scaled-laboratory experiments, reservoirs(Kostaschuk et

al., 2018a), fjords(Clare et al., 2016), and in exchange flows(Marmoush et al., 1984); additionally it may be

important in tidally-dominated(Hage et al., 2019) or ponded deep-water environments systems(Patacci et al.,

2015).

For long runout flows, an additional TKE source, S, is needed to enable the suspension of particulate material

and to balance energy sinks through buoyancy production, B, and dissipation, ϵ: as a minimum S = B. If

B ≪ ϵ, as in open channel flows, the additional energy source is much larger, S ∼ 100B. Similar non-linear

relationships between suspended sediment concentration and dimensionless flow power exist for near equilib-

rium natural-scale and laboratory-scale turbidity currents (Fig. 4.3, Table 4.1). Most likely this suggests that

processes resulting in production of additional TKE are similar between laboratory scale experiments and

natural-scale flows. Further research, providing extended (volumetric) spatial and temporal flow velocity and

density data, is required to fully understand energy balance models, Eq. 4.5, of turbulent gravity currents.

However, high Reynolds numbers gravity current dynamics are prohibitively expensive to study computation-

ally, especially where the ratio of momentum to mass diffusion is large (as in the particulate laden turbidity

currents (Marshall et al., 2021a)). Thus, there is a continued need to develop measurement methodology for,

and take measurements from, natural-scale and laboratory-scale empirical data. Where it is seen here that

laboratory-scale turbidity currents provide a justifiable analogue to natural scale flows.

The energy balance of gravity currents required for autosuspension cannot be explained without an additional

energy source, i.e. S > 0 in Equation (4.5) and Figure 4.4. Crucially, if the energetic mechanisms were the

same for gravity currents and fluvial flows, then gravity currents would be substantially more dilute, cf.

Figure 4.3b–e. Therefore, to explain autosuspension, mechanisms for particle uplift must be present that are

absent, or of negligible importance, in fluvial flows. It is plausible that the shear production, Equation (4.2),

predicted by top-hat models is less than the actual production in real flows, and this possibility is addressed
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first. The shear production is calculated from empirical data (Islam and Imran, 2010), and plotted in Figure

4.5. However, the limited data available suggest that the directly computed shear production term, Pshear, is

substantially lower than the ‘top-hat’ energy loss term, Pth,

Pshear

Nth
= 0.74

(
Pth

Nth

)1.27

(R2 = 0.92). (4.7)

Consequently, if shear production represents all available energy, the size of the missing energy source is

substantially larger. To understand the origin of these shortcomings, the energetic dynamics within a gravity

current will be broken down and explored conceptually; a schematic of these dynamics is provided in Figure

4.6. The dynamics of the flow occur on three distinct length-scales: the macro-scale flow on the scale of the

length of the current, which is the scale of the top-hat model; the meso-scale flow on the scale of the depth

of the current, which is able to support internal waves (Lefauve et al., 2018; Kostaschuk et al., 2018b; Dorrell

et al., 2019; Marshall et al., 2021b; Salinas et al., 2021) and the largest vortices (Peakall and Sumner, 2015;

Dorrell et al., 2018b); and the micro-scale flow, which supports the turbulent vortices (TKE). In Figure 4.6 the

gravitational potential of the sediment is split between the macro-scale contribution, the vertical distribution

of the sediment is (on average) slowly varying, and the meso-scale contribution due to the rise and fall of

internal waves, for example.

In simplified models of gravity currents, such as top-hat models, it is the macro-scale kinetic energy that is

captured, and on shallow slopes it is this macro-scale flow which is energised by the down-slope component of
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gravity. As the longitudinal flow accelerates/decelerates, the flow thins/thickens, exchanging the macro-scale

energy between the kinetic and gravitational potential (not included in Figure 4.6). This kinetic energy is

lost at a rate Ploss. Large scale internal shear can generate flow instabilities, such as the Kelvin-Helmholtz

or Holmboe instabilities, resulting in internal waves (Lefauve et al., 2018; Kostaschuk et al., 2018b; Dorrell

et al., 2019; Marshall et al., 2021b; Salinas et al., 2021), which can be seeded at flow initiation (Best et al.,

2005; Kostaschuk et al., 2018b). Alternatively, the mean flow energy may be used to stimulate large vortices,

for example, secondary flow circulation (Straub et al., 2011; Peakall and Sumner, 2015; Dorrell et al., 2018b).

The internal shear generated by the macro-scale flow also directly energises turbulent vortices through shear

production. The meso-scale flow structures are able to generate gravitational potential directly, by stirring

the flow (Straub et al., 2011), and through wave breaking which also generates TKE. The turbulence is, in

turn, able to ‘ring’ density interfaces generating internal waves (Dorrell et al., 2019; Marshall et al., 2021b;

Lloyd et al., 2022), or uplift particles through the diffusive effect of vortices. The TKE and gravitational

potential are slowly lost to heat though viscous effects.

In addition to these internal processes, in many currents external forcing directly drives the flow, also depicted

in Figure 4.6. Examples include the Coriolis force (Dorrell et al., 2013; Davarpanah Jazi et al., 2020), bottom

currents (Miramontes et al., 2020), tidal forcing, return flows (Sumner et al., 2014; Toniolo et al., 2007;

Patacci et al., 2015), and thermal effects in pyroclastic density currents (Andrews and Manga, 2012; Shimizu

et al., 2019). However, these effects are not equally featured in the flows in our dataset, and are expected to

result in quite different internal dynamics. Thus, the trend in Figure 4.3(c) and the derived missing energy

cannot be explained by these external forces, and instead they generate the scatter about the trend.

It is worth pausing to reconsider what the top-hat model represents. The production, Pth, is derived as

approximating the energy loss from the mean flow Ploss, and Bth as approximating the energy gain by the

sediment Bgain. However, it is clear from Figure 4.3 and the implied missing energy that at least one of these

approximations is inaccurate, most likely both. Through Figure 4.5 we see that Pth does not approximate the

shear production. Consequently, the top-hat production does not represent any of the indicated production

terms on Figure 4.6.

Therefore, a likely explanation (indeed the only one that remains) is that the top-hat model is wrong: the

dynamics of the flow are not well represented if the information about the vertical variation of density and

velocity are neglected. The origins of the top-hat model are in fluvial systems, where the log-law of the wall

holds across a large portion of the flow. In this context, it is possible to calculate the shear production Pshear

exactly (Bagnold et al., 1962; Parker et al., 1986; Pope et al., 2006; Andersen et al., 2007; Amy and Dorrell,

2022), and the result is here denoted by Pf = u2
⋆U . A consequence of the driving density being uniform

over the depth of the flow is that the top-hat model, in fluvial systems, gives exactly the same energy loss

from the kinetic energy of the mean flow (Rastogi and Rodi, 1978), which enables the top-hat models to
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accurately capture the flow energetics (up to internal waves and large-scale vortices). There is no reason to

believe that the energetics of gravity currents are similarly well represented by top-hat models because the

driving density varies over the depth. Experiments have shown that the shape factors resulting from the

depth variation of density and velocity in laboratory currents differ from top-hat models by up to 40% (Islam

and Imran, 2010). In other settings, a strong density interface is generated around the maximum velocity,

which is maintained through locally negative turbulent production driven by radiation stresses (Dorrell et al.,

2019; Marshall et al., 2021b; Salinas et al., 2021) analogous to atmospheric jets (Dritschel and Scott, 2011).

In either case, the loss of energy from the mean flow will be substantially different to the top-hat model. It is

possible that Ploss > Pth, a large portion of this energy loss would need to go into the meso-scale structures

because the mean-flow energy loss would be substantially larger than the shear production. In addition,

the buoyancy production required by top-hat models is an upper bound, the sediment is assumed to be as

high up as possible, and including the vertical variation of density would reduce this requirement so that

Bgain < Bth. The reduction in the expected amount of energy passing through the TKE budget reduces the

expected amount of energy loss to dissipation, meaning that a larger portion of the energy loss by the mean

flow goes into particle uplift.

While investigations into the vertical structure of gravity currents have been conducted (Parker et al., 1987;

Islam and Imran, 2010), the implications for the energetics remains an open problem. The momentum balance

and sediment transport models may also need to be updated. Here, the vertical structure has already been

incorporated in models, (Parker et al., 1987), though it is not clear if this is sufficient to capture the effective

force generated during the production of meso-scale structures, and the resulting dissipation-free uplift of

particles.

The explanations can be summarised by writing

S = (Ploss − Pth) + (Bth −Bgain) + (ϵth − ϵ), (4.8)

which summarises the effective extra energy available in a real current compared to the modelled current.

Here, Ploss > Pth due to the additional macro-scale kinetic energy lost to meso-scale internal waves and

large vortices. This invalidates the long-stannding Knapp-Bagnold hypothesis that all the energy lost by

the macro-scale flow drives turbulence through shear production, and that turbulence is the only means of

particle uplift. Note that the additional energy loss does not necessarily imply an energy depletion, real

gravity currents may have a larger macro-scale kinetic energy budget than top-hat models due to the vertical

variation of velocity. Additionally, Bgain < Bth, due to the lowering of the centre of mass when the vertical

structure of density is captured (Dorrell et al., 2014), which reduces the gravitational potential that must be

maintained. Finally, ϵ < ϵth because the TKE budget is lower, a large portion of the energy instead stored

in the meso-scale structures. Thus, the presence of meso-scale structures increases the energetic efficiency of
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autosuspension.

To address the apparent missing energy in the models, future work must move beyond the approximations

appropriate for open-channel and fluvial systems, and capture the complexity present in the structure and

internal dynamics of gravity currents. The resulting additional capacity to support particles, that is the

increased autosuspension capability, has numerous implications for environmental currents. The long run-out

of turbidity currents has been a long standing enigma, and the results presented here show that the current is

able to maintain a much higher sediment load than previously believed. This gives significantly more driving

force on shallow slopes, and a much slower deposition rate of particles, which facilitates the transport of

sediment to the distal parts of submarine systems. More broadly, particle-driven gravity currents are known

to be highly destructive, with flows capable of causing immense damage. For the accurate prediction of gravity

currents, this work shows that research focus is required on the dynamics of meso-scale energy exchange and

balances, to be captured by the next generation of reduced order models.
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Chapter 5

Conclusion

5.1 Achievements

5.1.1 Flume experiments and data compilation

In this thesis, I have made substantive advances to our understanding of turbidity currents by undertaking

the first-ever comprehensive compilation of 70 years of laboratory-scale turbidity current data (see Table 2.1

in Chapter 2). This compilation includes a diverse range of experimental conditions, as well as the direct

observation of natural-scale turbidity currents from Simmons et al. (2020). By consolidating and analysing

this extensive dataset, I have gained valuable insights into the complex dynamics and behaviours of turbidity

currents under various settings.

Moreover, to enhance the scope and depth of the investigations, I conducted a series of newly designed large-

scale flume experiments. These experiments were designed to provide high-resolution vertical flow profile

data, offering details on the internal structure and characteristics of turbidity currents. The incorporation

of advanced measurement techniques and instrumentation facilitated the acquisition of precise and reliable

data, enabling a deeper understanding of the near-equilibrium state of turbidity currents.

The synergy between the historical laboratory-scale data compilation and the contemporary large-scale flume

experiments has allowed me to draw robust conclusions about the key factors influencing turbidity current

dynamics. This combined approach has significantly advanced our understanding of gravity currents, con-

tributing to the broader body of knowledge in sediment transport dynacmis.

In terms of data compilation, I believe my study stands out for its innovative approaches, particularly in

the estimation of the full turbidity current profile from raw measurements. Two key methodologies played a

pivotal role in this process:
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• Original Interpolation and Extrapolation Methods: To derive a comprehensive profile from the

experimental measurements, I developed and applied original interpolation and extrapolation methods

(section 2.2.2). These techniques not only facilitated the integration of disparate data but also allowed

me to construct a continuous and detailed representation of the turbidity current’s vertical flow structure.

• Redefined Flow Height Criteria: Unlike traditional approaches that rely on the Ellison and Turner’s

height scale, this study rigorously justifies a different criterion for the flow height. In the methodology

(section 2.2.2), the flow height is precisely determined as the level at which both velocity and concen-

tration reach zero (or at the same level of the ambient). By aligning the flow height with the cessation

of flow properties, this approach captures the true boundary of the current, offering a more insightful

understanding of its behaviour.

These innovative data compilation methods enhance the reliability and accuracy of the obtained profiles,

elevating the quality of the findings and the broader implications for sediment transport research summarised

below.

5.1.2 Time-averaged vertical flow concentration profile of turbidity currents

Using the compiled dataset, I developed an empirical model which predicts the time-averaged concentration

profile of turbidity currents (Chapter 3). The key findings and developments in this domain are encapsulated

in the following points:

• High-Accuracy Empirical Model Development: A major milestone in Chapter 3 involves the

development of a high-accuracy empirical model designed to predict the concentration profile of both

laboratory-scale and natural-scale turbidity currents. By incorporating dimensionless parameters, no-

tably the Froude number (Frd) and the Rouse number β, the developed model successfully approximates

the intricate balances between the diffusion induced by shear at the interfaces and particle settling. The

developed model exhibited an excellent generalisation performance both in laboratory-scale and natural-

scale test data.

• Significance of CD and Re as Parameters: An important revelation from my model selection is

the recognition of the critical role played by the drag coefficient (CD) and the Reynolds number Re in

describing the flow concentration profiles. Especially, it is shown that incorporating Re greatly increases

the performance in prediction of natural-scale turbidity currents.

• Challenges in Natural-Scale Predictions: While my model exhibits high accuracy in predicting

both in laboratory-scale and natural-scale turbidity currents, its current limitation lies in predicting

the profile of natural-scale data without the aid of Reynolds number (Re). The model without Re

cannot predict the highly stratified natural-scale test data, despite the high accuracy in the prediction
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of laboratory-scale test data. Considering the order of Re in the data (≳ 104), the large scale dynamics

are expected to be independent of the Reynolds number, there being a separation between the mean

flow scale and the Kolmogorov scale. Thus, it is more plausible that differences in Re are not directly

related to flow stratification. This intriguing result implies the existence of another factor, yet to be

identified, that characterises the differences between laboratory-scale and natural-scale flows.

These developments mark a significant leap forward in our ability to model and understand the complex

dynamics of turbidity currents, opening avenues for future research and refinement of flow structure models.

The better prediction of flow structures are fundamental to understand the flow dynamics of turbidity cur-

rents traversing through the sinuous submarine-channel networks and the evolution of resultant sedimentary

architectures.

5.1.3 Time-averaged vertical flow velocity profile of turbidity currents

In the Chapter 3, this study successfully formulated the strong correlation between the flow structures of

velocity and concentration of pseudo-steady turbidity currents (section 3.4) and developed the empirical

model of velocity profile prediction. The key findings and advancements are encapsulated in the following

points:

• Correlation between Inflection Point and Velocity Characteristics: A significant discovery in

my research is the identification of a robust linear correlation between the height of the maximum in the

gradient of the flow concentration profile (inflection height) and the velocity maximum. This correlation

underscores the intricate relationship between the concentration dynamics and velocity characteristics,

providing a valuable link that enhances our ability to predict and understand turbidity current be-

haviour.

• Constant Correlation Across Entire Profiles: Building upon the initial correlation discovery, this

study further revealed a strong correlation between the entire velocity (ξu) and concentration profiles

(ξϕ). Remarkably, this correlation remains independent of other flow parameters, suggesting a universal

relationship governing the interplay of velocity and concentration throughout the vertical extent of

turbidity currents.

• Accuracy of Correlation-Based Model: Utilising the identified correlations, I formulated a model

that accurately predicts the velocity profile of test data. This model shows a very good performance

with the both laboratory-scale and natural-scale turbidity currents test data, and also show an excellent

agreement with the linear correlation I found between the height of velocity maximum and inflection

point.

• Novel Flow Dynamics for Material-Transport Efficiency: The integration of vertical concentra-
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tion and velocity models developed in this study unravels novel flow dynamics, particularly in scenarios

characterised by low Froude numbers (Frd), such as the decelerated flow in a distal seabed with a shal-

low slope. In the depth-integrated conservation equations, the weighting terms of material transport

Wuϕ and momentum transport Wu2 increase as Frd decreases, implying that the efficiency of material

transport will be enhanced in the low-Frd state. Also, the weighting term of the pressure term WP

decreases as Frd decreases. Contrary to the previous models, this decreasing WP will channelise the

flow and suppress the loss of suspended sediment due to overspilling as Frd decreases.

These findings contribute to a deeper understanding of the material-transport dynamics of turbidity currents.

5.1.4 The energetics of turbidity currents

The investigation into the energetics of turbidity currents has unveiled a significant underestimation of

sediment-load capacity of turbidity currents, challenging the applicability of traditional fluvial energetics

theory. Key insights and revelations from this study are summarised in the following points:

• Deviation from Traditional Energetics Theory: This analysis demonstrates that the energetics of

turbidity currents defy description by traditional fluvial energetics based on the ‘top-hat’ model, showing

the significant underestimation of the sediment-load capacity of turbidity currents (Fig. 4.3). Not only

turbidity currents but also the limited data of pyroclastic density currents (PDCs) exhibit the similar

energy dynamics that significantly deviate from the established principles governing fluvial flows. The

direct implication of the results is that not only turbidity currents but also the sediment-laden gravity

currents are fundamentally different from the fluvial flows in their energetics. This result highlights the

importance of better understanding of gravity currents’ energetics, which may explain the long-standing

enigma of long-runout feature of gravity currents.

• Unexplained Energy Shortage: The observed energy shortage in turbidity currents cannot be fully

explained by conventional theories which only describe the energetics between energy loss of the mean

flow and the micro-scale shear production of TKE. The direct implication of the results is that conven-

tional micro-scale shear production of turbulent kinetic energy (Pth) does not represent the energetics

of gravity currents. This discrepancy underscores the need for a more comprehensive understanding of

the various contributors to the mixing mechanism in turbidity currents.

• Energy Transfer to Meso-Scale Structures: This analysis suggests that a substantial amount of

energy loss in the mean flow is transferred to the formation of meso-scale flow structures such as internal

waves and large vorticities by shear instabilities. These meso-scale features contribute to the mixing of

the turbidity current, adding a layer of complexity to the energetics of these sediment-laden flows.

This work has been published in Nature Communications (Fukuda et al., 2023)
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Figure 5.1: Schematic diagram of internal flow structures of turbidity currents. The developed vertical
structure models in Chapter 3 demonstrated the correlation between concentration and velocity profiles (on
the left side of the figure). Also, Chapter 4 highlighted the importance of the meso-scale flow structures such
as the shear instabilities in material transport capacity of turbidity currents (illustration in the middle of the
figure). All of those findings depend on the new flow height definition contrary to the traditional assumption
of Ellison and Turner’s flow height (right side of the figure).

5.2 Implication of the results

The Literature Review (section 1.6) posed the following research questions.

• What controls the vertical structure of turbidity currents and how does this affect flow dynamics?

• Is the energetics of turbidity currents similar to the rivers?

The careful analysis in this thesis provides insight into these key questions. The analysis of vertical structure

of the flow (Chapter 3) indicates that the velocity and concentration profiles are strongly correlated and play a

vital role in the material-transport efficiency of turbidity currents. Further, the validation of the conventional

fluvial energetics theory in Chapter 4 reveals that the energetics of gravity currents are fundamentally different

from the fluvial open-channel flows. Here, based on these results obtained in this thesis, the long-runout and

material-transport mechanics of turbidity currents are discussed.

5.2.1 Long-runout of turbidity currents

In a shallow slope submarine channel on the distal seafloor, the streamwise component of gravitational forcing

is very small. Thus, the flow is speculated to be depositional or, at best, near-equilibirum (Parker et al., 1986;

Tilston et al., 2015). Subsequently, flow deceleration thickens and dilutes the flow in the conventional ‘top-

hat’ model with uniform velocity and concentration profiles. Consequently, the flow becomes unstable as

the height of the centre of mass increases. In a partially confined submarine-channel, this process makes it

almost impossible for the flow to traverse a long distance along the sinuous channel due to the significant

amount of suspended-material loss in overspilling. In the real world, the flow is well confined in the channel

and traverse more than 1000 km without dissipation, and the mechanics which enable this remains as an

enigma. This knowledge gap necessitates the better understanding of the dynamics of vertical flow structure
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of near-equilibrium turbidity currents.

Chapter 3 focuses on the time-averaged internal structure of the flow, and unraveled the internal flow me-

chanics which maximise the material-transport efficiency of flows in a low-Frd state (Fig. 3.20 in Chapter 3).

These mechanics are represented by the strong correlation between concentration and velocity profiles (Fig.

3.10). Historically, the height of the velocity maximum has been speculated to coincide with the inflection

point of flow concentration (Stacey and Bowen, 1988a). Although this trend has been recognised as a rule

of thumb, the detailed correlation between these two heights has been not quantitatively investigated. The

liner correlation between h⟨u⟩max and h⟨u⟩max − h⟨ϕ⟩ means that the velocity maximum locates in the lower

highly-concentrated layer of the flow, increasing the material-transport efficiency Wuϕ. This is the key factor

for the flow to maintain the high material-transport efficiency even in the low-Frd state (see Fig. 3.9, 3.13

and 3.20). Further, comparing with the previous model (Abad et al., 2011), the flow shows more stratification

and channelisation (more mass concentrates in the centre of the channel). Stratification will significantly

reduce the loss of suspended material due to the overspilling compared with the conventional models. On

top of that, in Chapter 4, we demonstrated that the conventional Knapp-Bagnold autosuspension criteria

significantly underestimate the sediment-load capacity of turbidity currents (Fig. 4.3). For the dilute tur-

bidity currents (Φ ∼ 10−3), a flow can maintain the same amount of suspended sediment with ∼ 0.01 times

smaller dimension less flow power Pth/Nth. An additional energy source is required to explain this significant

discrepancy between the conventional energetics model and the observations. The direct implication of this

shortfall in energy is that the meso-scale internal waves and large vortices generated by the shear instabilites

play a vital role in particle uplift.

5.2.2 Material transport mechanics of turbidity currents

As discussed above, the novel flow dynamics in the time-averaged flow structures elaborated in Chapter 3

enables the stable and efficient material transport of turbidity currents. This is presumably one of the key

factors enabling the long-runout of turbidity currents. Further, in Chapter 4, it has been suggested that the

shortfall in energy presumably comes from the meso-scale internal waves and large vortices generated by the

shear instabilities, which play a vital role in particle uplift.

For instance, the shear instabilities such as Kelvin-Helmholtz instabilities can be observed at the upper flow

interface of turbidity currents. The stability of the upper interface depends on Frd. A high-Frd flow has a

more unstable interface, due to the strong shear. These shear instabilities at the top of the flow act to push

down both the inflection point of the flow concentration and the height of the velocity maximum. However,

when Frd is small (subcritical), the interface becomes relatively stable, and thus the shear instabilities may

not develop. The upper dilute layer becomes thinner, and the lower dense layer occupies the flow. Therefore,

the contribution of internal waves and vortices in subcritical and supercritical flows should be different and
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may have some correlation between Frd. In Chapter 3, we found the strong correlation between velocity and

concentration profiles (Fig. 3.10). This correlation is expected to provide a constraint to the development of

shear instability layers at the upper interface (Fig. 5.1). Having said that, how the time-averaged vertical

flow structures relate to the spatial and temporal development of internal waves and large vortices requires

more intensive investigation and observations.

5.3 Future works

This study has provided new insights into sediment transport mechanics of turbidity currents. Simultaneously,

the novel findings revenue for the new research to investigate. Here, further areas of research which could

build upon the findings of this study are highlighted.

In Chapter 3, I developed the empirical models which can predict the full vertical profiles of streamwise veloc-

ity and concentration of turbidity currents at high accuracy (ξu and ξϕ). These structure functions provided

the empirical formula for the weighting terms of shallow water equations (Wu2 , Wuϕ, and WP). Further, using

these weights in system-scale numerical simulations would enable the better understanding of the evolution of

sedimentary architectures. For instance, implementing the developed model to the shallow water model (Dor-

rell et al., 2014) can improve the accuracy of the prediction of overspilling. A better prediction of overspilling

facilitates a more accurate prediction of the evolution of submarine channel networks, which is essential to

predicting the dispersion of nutrients, sediments and pollutants in deep marine systems. The structure mod-

els of this study are expected to enable more accurate predictions of natural-scale flows, providing valuable

insights to the evolution of sinuous submarine-channel networks. However, further improvements could still

be made in these empirical models. One of the limitations of the developed models is the shortage of natural-

scale training data. Currently, only one event from the Congo canyon (Simmons et al., 2020) is included in

the training dataset. As discussed in section 3.5, the limited performance of the trained model without Re

against the natural-scale test data suggests that there are some unknown factors which differentiate the flow

behaviours in laboratory-scale and natural-scale turbidity currents. It is possible that the developed models

in Chapter 3 overfitted to Congo’s data causing poor performance in other natural-scale settings. To address

this limitation of the models, more data from direct observations of natural-scale settings are required. Also,

the height-scale used in this study could be improved. In this study, the flow height is defined that the height

where the velocity and concentration vanish. If there is no counterflow, this flow height may correspond to

the very top of the shear-instability layer 5.1. However, it is also possible that the top of the shear-instability

layer has a negative velocity and a non-zero sediment concentration, especially in the laboratory-scale settings

where the counterflow may not be negligible. This is also raised as one of the potential causes of the model’s

limited prediction of natural-scale data in Chapter 3. In such cases, it is questionable if the height-scale used

in this study is appropriate. Further investigations are required to address this height-scale issue, which is
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expected to improve the models in this study. Increasing the amount of data from experiments and simulation

may also help improve the models. Furthermore, currently the velocity profile model ξu is dependent on the

correlation between the interpolated and extrapolated velocity and concentration profiles. The uncertainty in

the upper region of the ratio ξu/ξϕ makes the model less reliable in the area near the upper interface. Thus,

the intensive high resolution observations of the upper boundary of turbidity currents would enable a better

understanding of the correlation between velocity and concentration profiles. The intensive observations of

the upper layer are also important for the better understanding of the shear instabilities. As hypothesised in

Chapter 4, internal waves and large vortices may play a vital role in terms of the energetics of gravity currents.

To understand how those meso-scale flow structures energise the flow, intensive spatio-temporal simulations

and observations of the turbulent field of gravity currents are required, which enables investigation of the

meso-scale structures in turbidity currents.

In summary, this thesis has significantly advanced our understanding of turbidity currents, providing valu-

able insights into sediment transport mechanics. The compilation of 70 years of laboratory-scale data with

newly conducted large-scale flume experiments, has provided valuable insights into the complex dynamics of

turbidity currents. Innovative data compilation methods, including original interpolation and extrapolation

techniques, have enhanced the reliability of obtained profiles. The analysis on the flow stratification of com-

piled turbidity currents data revealed a strong correlation between velocity and concentration profiles, leading

to the formulation of an accurate correlation-based empirical stratification model. The identified correlation

across entire profiles suggests a universal relationship governing the interplay of velocity and concentration in

turbidity currents, contributing to a deeper understanding of material-transport dynamics. Further analysis

based on the developed empirical models for predicting vertical profiles of streamwise velocity (ξu) and con-

centration (ξϕ) revealed the flow dynamics of gravity currents which enables the flow to enhance the material

and momentum transport efficiency especially in distal region where the slope is extremely shallow. The

investigation into the energetics of turbidity currents challenges traditional fluvial energetics theory, high-

lighting a significant underestimation of sediment-load capacity. The observed energy shortage cannot be

fully explained by conventional theories, emphasizing the need for a more comprehensive understanding of

contributors to mixing mechanisms in turbidity currents. However, this work has identified a need for the

better understanding of the strong stratification mechanics, and the flow mixing dynamics of natural-scale

turbidity currents. Stratification mechanics of natural-scale turbidity currents may be addressed by intensive

observations of natural-scale turbidity currents in various settings. As it hypothesised in Chapter 4, the

meso-scale flow structures such as internal waves may play a vital role in terms of the material transport of

turbidity currents. However, the contribution of those flow structures to the sediment-load capacity of turbid-

ity currents is still poorly understood. Instantaneous measurements of three-dimensional turbulent fields and

buoyancy perturbation may provide valuable insights into the better understanding of the meso-scale struc-

tures such as the internal waves. Yet, the current available measurement techniques of flow concentration are
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mostly designed to measure time-averaged values. Therefore, technical advances in measurement techniques

are also required. As highlighted in the introduction 1, such advances in understanding turbidity currents

are essential to a better understanding of material transport mechanics from shallow to deep ocean and the

evolution of sedimentary architectures in which 100-1000s year-scale environmental events are expected to be

recorded.
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Appendix Chapter

A.1 Drag coefficient

Figure A.1: Log-log plot of the estimated drag coefficient (Eq. 1.62) verses the top-hat drag coefficient(Parker
et al., 1986) (Eq. A.1). The black dotted line represents the ideal linear line (CD = RgΦhS/U2). The gray
points indicate that those data points are excluded by the near-equilibrium criteria (Fig. 2 in the main text).

In this study the drag coefficient, CD is estimated from the velocity gradient (Eq. 1.62). On the other hand,

when a flow is in equilibrium, top-hat (unstratified) shallow water models(Parker et al., 1986) give

CD =
RgΦhS

U2
, (A.1)
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where S denotes the energy slope. Here, we compare the drag coefficient values estimated from the velocity

gradient (Eq. 1.62) and those values based on the top-hat equilibrium assumption (Eq. A.1), see Figure A.1.

The top-hat drag coefficient shows relatively better correlation with velocity-profile-based drag coefficient

in the relatively large drag coefficient region (RgΦhS/U2 ≳ 0.05). While the flows with the low top-hat

drag coefficient (RgΦhS/U2 ≲ 0.05) show a relatively poor correlation with the velocity-profile-based drag

coefficient. This serves to further stress the main conclusion, that the top-hat model does not accurately

capture the dynamics of gravity currents.

A.2 Flow power plot

From the flow power theory (Velikanov et al., 1954; Bagnold, 1966) and the autosuspension criteria (Bagnold

et al., 1962), the following proportionality is assumed

Pshear ∝ Bturb, where Pshear = −
∫ ∞

0

⟨u′w′⟩ ⟨u⟩
z

dz and Bturb =

∫ ∞

0

B̃ dz =

∫ ∞

0

Rg⟨w′ϕ′⟩ dz,

(A.2)

where P denotes the shear production of the mean flow, and the buoyancy production term, B, denotes the

work done by turbulence to keep sediment in suspension. For the fluvial flows, assuming Bf = ΦNf = RgΦhws

and the direct proportionality between total production, Ploss and the log-law production, Pf = u∗
2U ,

Φ ∝ Pf

Nf
=

u2
∗U

Rghws
, (A.3)

is obtained.

Laboratory-scale turbidity currents data There are few data points in the dilute regime around 10−1 <

Pf/Bf < 100. This is not because the data is excluded due to the introduced equilibrium criteria (Fig. 2

in the main text) but simply the long-duration experiments of turbidity currents with flow concentration,

Φ ∼ 0.5% are limited (Supplementary Fig. A.2). Our flume experiments partially fill this data gap by adding

three runs within the target concentration range.

Pyroclastic density currents The recent laboratory experiments (Breard and Lube, 2017; Brosch and

Lube, 2020) of pyroclastic density currents (PDCs) are gathered (see Table. 2.1). The same methodology of

data compilation for turbidity currents is applied for PDCs. For the entrainment rate of air of pyroclastic

density currents, the empirical equation (Dellino et al., 2019)

ew = 0.21Rio
−1.1 (A.4)
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Figure A.2: Sediment transport capacity for gravity currents without data reduction. Sediment concentration,
Φ, versus dimensionless flow power, Pf/Nf for: a) all gravity current data with the log-law production term,
Pf ; b) all gravity current data with the top-hat production term, Pth. Throughout, dilute, transitional and
hyperconcentrated regimes are separated by gray solid lines. Parametric correlations of concentration and
dimensionless flow power are depicted by black dotted curves. Symbol shapes as per Figure 1 in the main
text.

is used, where Rio = g′h cos θ/U2 is the overall Richardson number, g′ is the reduced gravity, and θ denotes

the angle of slope.

Fluvial flows The fluvial data from natural-scale rivers (Nordin and Dempster, 1963; Wan and Wang,

1994a) and laboratory-scale experiments (Guy et al., 1966; Ashida and Okabe, 1982; Cellino and Graf, 1999;

Graf and Cellino, 2002; Einstein and Chien, 1955; Coleman, 1986; Lyn, 1988; Vanoni, 1946; Vanoni and

Nomicos, 1960; Brooks, 1954) are gathered (Fig. 3 in the main text and Supplementary Fig. A.2a). The

Yellow river data (Wan and Wang, 1994a) are gathered from the figure from (van Maren, 2007), using a graph

reading software. Since the shear velocity values and raw velocity profiles of Yellow River data points are

not available in the original source, the average skin drag coefficient, CD of Yellow River data is estimated

from the recent velocity measurement data (Moodie et al., 2022). The reported flow parameters from each

source such as flow velocity, volumetric flow concentration, and median particle size are directly used for the

calculation. For the detailed data compilation methodology for the rest of the data, see Dorrell et al. (2018a).

source site

Vanoni (1946) Laboratory exp.

Brooks (1954) Laboratory exp.

Einstein and Chien (1955) Laboratory exp.

Vanoni and Nomicos (1960) Laboratory exp.

Nordin and Dempster (1963) Rio Grande

Guy et al. (1966) Laboratory exp.
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Coleman (1986) Laboratory exp.

Lyn (1988) Laboratory exp.

Wan and Wang (1994a) Yellow River

Ashida and Okabe (1982) Laboratory exp.

Cellino and Graf (1999) Laboratory exp.

Graf and Cellino (2002) Laboratory exp.

Table A.1: Summary of the compiled fluvial source.

A.3 Curve Fitting

In Chapter 4, two types of regression analyses are conducted. For the simple linear regression, the Orthogonal

Distance Regression (ODR) method (Boggs and Rogers, 1990) is used. While Ordinary Least Squares (OLS)

treat the data for explanatory variables (x-axis) as without error, minimising the distance from the response

variable (y-axis) to the fitted curve, ODR accounts equally for errors of both explanatory and response

variables, minimising the orthogonal distance between each data point and the fitted curve. All explanatory

variables in the linear regressions in this study are expected to exhibit error due to (for example) the limitation

of measurement tools such as UVP or siphon arrays. Thus, ODR is considered as more suitable than OLS.

To infer the goodness of fit of ODR, the coefficient of determination, R2 is introduced. R2 is calculated from

the sum of squares of residuals, RSS and the total sum of squares, TSS as,

R2 = 1− RSS

TSS
, (A.5)

where RSS and TSS for ODR is calculated as,

RSS =
∑
i

d(xi, yi, f(β))
2 (A.6)

TSS =
∑
i

(yi − y)2, (A.7)

where (xi, yi) denotes the coordinate of the ith observed data, d(xi, yi, f)
2 denotes the squared orthogonal

distance between (xi, yi) and the fitted curve f , and y denotes the mean value of yi.

Iterative least squares method To fit a curve to the fluvial data set (black dotted curve in Fig. 4.3a–c),

we use the least squares fit for a parametric curve fitting. To simplify notation, here we will use the notation

x = log10(Pf/Rghws), y = log10(Φ), so that the goal is to fit a curve (x(t), y(t)) to the given set of data points

(xi, yi). The curves are written as polynomials in the parameter t, and we choose to take x as a quadratic in
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t and y as a cubic in t, so that

x =

2∑
n=0

ant
n, y =

3∑
m=0

bmtm. (A.8)

This parametrization in the variable t has a symmetry of the form t 7→ c0 + c1t, which has corresponding

transformations for the coefficients an, bn, that keeps the curve in the x-y plane unchanged. To remove this

symmetry, we select two of the coefficients by choosing t = 0 to correspond to the extremal value of x, a1 = 0,

and the rate of change of y around this point to be unity, b1 = 1.

To fit the curve to the data (xi, yi), we recognise that we must not only determine the coefficients an, bn, but

also a set of values ti which are the parameter values for the closest point on the curve to the data point. We

do this employing the residuals

ϵi(β) = xi − fi(β) where fi(β) =

2∑
n=0

ant
n
i , (A.9)

and

δi(β) = yi − gi(β) where gi(β) =

3∑
m=0

bnt
m
i , (A.10)

where bold characters denote column vectors or matrices, and β will be defined later. For now we simply

state it is the value to be optimised. The sum of squared residuals is then

S(β) =
∑
i

(ϵi(β)
2 + δi(β)

2). (A.11)

and we employ the method of least squares, seeking a local minimum of S(β). Following the standard

deviation for the method of least squares, we can find a local minimum by iterating from one value, βk, to

the next, βk+1, using

(F TF +GTG)∆β = F T ϵ+GT δ (A.12)

where βk+1 = βk +∆β and

Fij =
∂fi
∂βj

(βk), Gij =
∂gi
∂βj

(βk). (A.13)

The algorithm we use proceeds as follows, where ∥β∥ = 1
M

∑M
m=1 βm.

1. Initialise the values of ti to ti = 1 for xi < 1, yi > −2; to ti = 0 for xi ≥ 1; and to ti = −1 otherwise.

Add to these ti a random amount between −0.05 and 0.05 to desingularize what follows.
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2. Initialise an and bm to random values between 0 and 1, except for a1 = 0 and b1 = 1.

3. Apply the iteration (A.12) with β = (a0, a2, b0)
T until ∥∆β∥ < 10−4, which is equivalent to fitting x as

a quadratic in y,

4. Apply the iteration (A.12) with β = (a0, a2, b0, b2, b3, t0, t1, . . .)
T and βk+1 = βk + 1

10∆β until ∥∆β∥ <

10−4, which is the full fitting of the curve

5. For each point, search over values of t to find a ti that is the global minimizer of ϵ2i + δ2i , to ensure that

all data points are identified with the correct points on the curve

6. Apply step 4 again

At this stage the optimal values of an and bm are known, and can be used to plot the best fit curve. For both

cases a1 = 0 and b1 = 1. For the fluvial case

a0 = 0.332, a1 = 0, a2 = −1.412,

b0 = −1.281, b1 = 1, b2 = −0.583, b3 = 0.1621,

− 1.282 < t < 1.179. (A.14)
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Van Den Berg, Jan H., Van Gelder, André, and Mastbergen, Dick R. (2002). “The importance of breaching

as a mechanism of subaqueous slope failure in fine sand”. In: Sedimentology 49.1, pp. 81–95. doi: 10.1111/

j.1525-139X.2006.00168.x-i1.

Van Maren, D. S., Winterwerp, J. C., Wang, Z. Y., and Pu, Q. (2009). “Suspended sediment dynamics and

morphodynamics in the Yellow River, China”. In: Sedimentology 56.3, pp. 785–806. doi: 10.1111/j.1365-

3091.2008.00997.x.

van Maren, D.S. (2007). “Grain size and sediment concentration effects on channel patterns of silt-laden

rivers”. In: Sedimentary Geology 202.1, pp. 297–316. doi: 10.1016/j.sedgeo.2007.04.001.

Vanoni, Vito A. (1946). “Transportation of Suspended Sediment by Water”. In: Transactions of the American

Society of Civil Engineers 111.1, pp. 67–102. doi: 10.1061/TACEAT.0005975.

Vanoni, Vito A. and Nomicos, George N. (1960). “Resistance Properties Of Sediment-Laden Streams”. In:

Transactions of the American Society of Civil Engineers 125.1, pp. 1140–1167. doi: 10.1061/TACEAT.

0007902.

Varjavand, Peyman, Ghomeshi, Mehdi, Dalir, Ali Hosseinzadeh, Farsadizadeh, Davood, and Gorgij, Alireza

Docheshmeh (2015). “Experimental observation of saline underflows and turbidity currents, flowing over

rough beds”. In: Canadian Journal of Civil Engineering 42.11, pp. 834–844. doi: 10.1139/cjce-2014-0537.

Velikanov, M.A. (1954). “Gravitational theory of sediment transport”. In: J. Sci. Soviet Union 4.

208

https://doi.org/10.1061/(ASCE)0733-9429(2007)133:6(579)
https://doi.org/10.1061/(ASCE)0733-9429(2007)133:6(579)
https://doi.org/10.1002/2015JF003638
https://doi.org/10.1017/jfm.2018.219
https://doi.org/10.1111/j.1525-139X.2006.00168.x-i1
https://doi.org/10.1111/j.1525-139X.2006.00168.x-i1
https://doi.org/10.1111/j.1365-3091.2008.00997.x
https://doi.org/10.1111/j.1365-3091.2008.00997.x
https://doi.org/10.1016/j.sedgeo.2007.04.001
https://doi.org/10.1061/TACEAT.0005975
https://doi.org/10.1061/TACEAT.0007902
https://doi.org/10.1061/TACEAT.0007902
https://doi.org/10.1139/cjce-2014-0537


REFERENCES REFERENCES

Velikanov, MA et al. (1954). “Gravitational theory of sediment transport”. In: Journal of Science of the Soviet

Union, Geophysics 4.GTS translation 62-15004.

Vitton, Stanley J and Sadler, Leon Y (1997). “Particle-size analysis of soils using laser light scattering and

X-ray absorption technology”. In: Geotechnical Testing Journal 20.1, pp. 63–73.

Von Karman, Th. (1930). “Mechanische Ahnlichkeit und Turbulenz”. In: Math. -Phys. Klasse.
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