Modelling the interaction of aeolian and fluvial processes with a combined cellular model of sand dunes and river systems
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Abstract

Aeolian and fluvial processes are important agents for shaping the surface of the Earth, but are largely studied in isolation despite there being many locations where both processes are acting together and influencing each other. Using field data to investigate fluvial-aeolian interactions is, however, hampered by our short length of record and low temporal resolution of observations. Here we use numerical modelling to investigate, for the first time, the interplay between aeolian (sand dunes) and fluvial (river channel) processes. This modelling is carried out by combining two existing cellular models of aeolian and fluvial processes that requires considerable consideration of the different process representation and time stepping used. The result is a fully coupled (in time and space) sand dune – river model. Over a thousand-year simulation the model shows how the migration of sand dunes is readily blocked by rivers, yet aeolian processes can push the channel downwind. Over time cyclic channel avulsions develop indicating that aeolian action on fluvial systems may play an important part in governing avulsion frequency, and thus alluvial architecture.

1. Introduction

1.1 Background and rationale

Fluvial and aeolian processes are important for shaping the surface of the Earth and creating a diverse range of landscapes. Traditionally, field and modelling studies have presented research on only fluvial or aeolian processes, yet there are many areas where both processes interact with each other in contemporary (e.g. Bourke et al., 2009; Li et al., 1999; Smith and Smith, 1984; Tastet and Pontee, 1998) and paleo settings (Langford and Chan, 1989; Mazzullo and Ehrlich, 1983; Song et al., 2006; Veiga et al., 2002). Only a few researchers have examined fluvial and aeolian interactions, but their studies show a range of interesting interplays and feedbacks between the processes. For example, rivers can act as barriers to sand dunes – stopping their progression - as shown by the Colorado River acting to block the transport of sand from the Mojave Desert (Muhs et al., 2003; Sweet et al., 1988). Conversely, sand dunes can deflect and confine rivers, and in turn define their
position and shape (Langford and Chan, 1989; Loope et al., 1995; Maroulis et al., 2007). River systems can also change pattern and behaviour when they are influenced by aeolian processes by changing from single channel to braided (Smith and Smith, 1984). Sand dunes can also act as a supplier of sediment to rivers – and rivers can in turn lead to the development of dunes where sand is deposited by fluvial action (Langford and Chan, 1989; Maroulis et al., 2007). For example in Sinai in Israel, Roskin et al., (2011) found the sand supply came from the Late Pleistocene exposure of the Nile Delta sands. Contemporary examples of dunes and river systems interacting are shown in the oblique and satellite views of three Chinese systems in Figure 1.

Recently, Liu and Coulthard (2015) compiled a global inventory of 230 sites where there was evidence of both fluvial and aeolian processes operating using satellite imagery, indicating that in arid and semi-arid environments across the Earth such interactions are widespread. However, their research was limited by their use of imagery that only represent single, static moments in time, whereas both sand dunes and rivers are highly dynamic systems. Liu and Coulthard’s (2015) research leaves a set of unanswered questions concerning the dynamic interaction of aeolian dunes and rivers. How do sand dunes alter rivers over time? How do rivers in turn alter sand dunes? How can each disrupt or interact with the other? How do sand dunes cross over a river system? Are there distinctive landforms or patterns left by these interactions – and how well does the static interpretation reflect the dynamic?

Such questions can only be partly answered by using field data as the rates of change (i.e. dune movement) in aeolian and fluvial systems are often too slow to generate a meaningful record within our limited range of observations. In addition, the periodic nature of observation (e.g. remotely sensed imagery) will likely miss events that are important in the system evolution, such as changes associated with floods or storms. An alternative approach would be to use numerical modelling to allow us to simulate the dynamic interactions between dune and river processes and examine how landforms evolve and what can control them.
Figure 1. Aerial and oblique images of river and sand dune interactions from China. Here, these examples from the field are used to illustrate that the morphologies generated in the combined model of sand dunes and river systems are similar to those found in nature.
1.2 Numerical modelling of sand dunes

There is a long history of numerical modelling for aeolian dunes (Bishop et al., 2002; Howard et al., 1978; Hugenholtz et al., 2012; Kroy et al., 2002; Livingstone et al., 2007; Nishimori et al., 1998; Ouichi and Nishimori, 1995; Parteli and Herrmann, 2003; Wippermann and Gross, 1986). Notable approaches include the use of simple cellular automata type models by Werner (1995), Nishimori et al., (1998) and Ouichi and Nishimori (1995) that have been used to show the development and dynamics of sand dunes. These cellular models assumed that a dune field can be represented by moving ‘slabs’ of sand in a down wind direction over a mesh of square grid cells. These slabs can pile up and lead to a ‘shadow zone’ in the downwind direction where slabs cannot be moved. Additionally, when the slabs pile up to a height leading to slopes that exceed a threshold angle they can landslide down. When iterated the slab piling leads to accumulation on the upwind side and landslides on the downwind, enabling dunes to form and migrate downwind (Werner, 1995). By varying the sediment supply and wind direction slab models can be made to replicate the development of barchan, transverse ridge, linear and star dunes (Barchyn and Hugenholtz, 2012; Bishop et al., 2002; Werner, 1995). Werner and Nishimori’s work has since been extensively built upon and used by a number of researchers (e.g. Baas and Nield, 2007; Bishop et al., 2002; Eastwood et al., 2011; Momiji and Warren, 2000; Narteau et al., 2009; Pelletier, 2009; Zhang et al., 2012).

More complex methods for simulating sand dune development have been developed (e.g. Parteli et al., 2014; Zhang et al., 2012) but the attraction of the simple cellular models described above is that their parsimony and numerical efficiency allows their application to larger spatial areas and over longer time scales. Such model parsimony can make integration with other, e.g. fluvial models much more straightforward.

1.3 Numerical modelling of river systems

In the past decades, a wide range of numerical models have been developed to simulate the morphological development of river systems over a range of temporal and spatial scales, from decades to millennia, from reach scale to catchment scale. These models often focus on different aspects of fluvial systems, e.g. channel network models, models of river meandering and river braiding, alluvial stratigraphy models, and landscape evolution models (LEMs) (Coulthard, 2001; Coulthard and Van De Wiel, 2012; Tucker and Hancock, 2010). The computational simulations of the landscape evolution have been especially helped by adoption of cellular approaches (Coulthard et al., 2007; Murray and Paola, 1997, 1994; Nicholas, 2005; Willgoose, 2005) where the landscape and landforms are represented by a grid of cells and their evolution simulated by the routing of water.
and sediment over this gridded landscape. Other examples of such cellular or ‘reduced complexity’ models (Larsen et al., 2014) include the braided river model of Murray and Paola (1994; 1997) the river models of Thomas and Nicholas, (2002), Castelltort and Van Den Driessche (2003) and the CAESAR-Lisflood model (Coulthard et al., 2013). A notable feature of these cellular models is their use of simplifications of largely empirical relationships to calculate water and sediment fluxes. Whilst this simplification may not have the stronger physical basis of Navier-Stokes approaches their parsimony makes their operation far more computationally straightforward. In turn this makes cellular models considerably faster enabling them to simulate larger areas, at more detailed spatial resolutions and for longer time scales. Like the dune models described above, their strength lies not in their predictive capability, but their ability to simulate the dynamics and behaviour of the system.

1.4 Summary

The above summarise only a small part of the considerable body of research concerning the numerical modelling of river systems and for sand dunes. However, considering this and the wider literature there are to date no studies that have attempted to fully combine numerical models of sand dunes and river systems. In this paper, we describe how two contemporary cellular aeolian and fluvial models were fully coupled including the reconciliation of different process rates, scales and representations in the two codes. Finally, we present several examples that illustrate the combined models versatility and its use in investigated Aeolian/Fluvial systems.

2. Model descriptions

2.1 CAESAR-Lisflood

CAESAR-Lisflood (Coulthard et al., 2013) is a landscape evolution model with an integrated hydrological and hydraulic model that operates on a sub-event time scale, featuring multiple grainsize erosion and deposition as well as including slope processes (soil creep and landslides). CAESAR-Lisflood was originally developed to examine the relative importance of climate and land-cover change on catchment morphology and sediment discharge. It has been applied to a wide range of river catchments and reaches with the outputs successfully compared to independent field data (e.g. Coulthard and Macklin, 2003, 2001; Coulthard et al., 2012; Hancock et al., 2010; Welsh et al., 2009).

CAESAR-Lisflood simulates landscape development by routing water over a grid of regular-sized cells and changing elevations to simulate erosion and deposition from fluvial and slope processes. CAESAR-Lisflood needs several parameters or initial conditions including surface elevation, grain
scales and rainfall (catchment mode) or a flow input (reach mode). In principle, its operation is simple, where modelled flow drives fluvial and hillslope processes that determine the erosion and deposition for the modelled time step. These processes change the topography, which then becomes the starting point for the following time step. There are four main components in CAESAR-Lisflood, a hydrological model (not described here), a surface flow model, fluvial erosion and deposition and slope processes.

2.1.1 CAESAR-Lisflood flow model

In this application, the hydrological model is not utilised as surface water is added directly at one side of the modelled domain. Where added, this surface water is routed using the Lisflood-FP flow model (Bates et al., 2010) to the four cells in the x and y directions according to equation 1

\[
q_{t+\Delta t} = q_t - gh_{flow}\Delta t \frac{\partial (h_t + z)}{\partial x} \left( \frac{1 + gh_{flow}\Delta t x^2 q_t}{h_{flow}} \right)^{10/3} \]  

Here, \( \Delta t \) = length of time step (s); \( t \) and \( t + \Delta t \) are the present time step and the next time step; \( q \) = flow per unit width (m²/s); \( g \) = gravitational acceleration (m s⁻¹); \( h \) = flow depth (m); \( z \) = bed elevation (m); and \( x \) = grid cell size (m); \( \frac{\partial (h_t + z)}{\partial x} \) = water surface slope and \( h_{flow} \) is the difference in elevation between the maximum water surface elevation and maximum bed elevation of the two cells where water is being routed between.

To maintain numerical stability (due to instability from water being moved too fast between cells) the model time step at \( t + \Delta t \) is calculated by Equation 2, where \( \alpha \) is the Courant number typically defined between 0.3 and 0.7 (Bates et al., 2010; Coulthard et al., 2013).

\[
\Delta t_{\text{max}} = \alpha \frac{\Delta x}{\sqrt{gh_t}} \]  

When flow rates between cells have been calculated using Equations 1 and 2 water depths for all cells are updated simultaneously and the model then calculates fluvial erosion and deposition.

2.1.2 Fluvial erosion and deposition in CAESAR-Lisflood

CAESAR-Lisflood models fluvial erosion, transport and deposition of multi-grainsized sediment by using up to nine grain size fractions that are integrated within a 3D active layer system that contains one surface active layer and multiple buried layers (Coulthard et al., 2013; Coulthard and Van De Wiel, 2007; Hancock et al., 2010; Van De Wiel et al., 2007). These active layers contain quantities of sediment for each of the nine size fractions and sediment is passed between the layers during
erosion and deposition allowing the development of features such as an armoured channel bed and a stratigraphy (Coulthard and Van De Wiel, 2007; Van De Wiel et al., 2007).

The thickness of the buried layers is fixed by the parameter $L_h$. The thickness of the surface active layer can vary between 25% and 150% of $L_h$ and acts as a buffer between erosion and deposition on the channel bed and the strata layers below. If the thickness of the active falls below 0.25 $L_h$ (for example during erosion) then the upper strata layer is incorporated into the active layer. Alternatively, if (for example during deposition) the active layer exceeds 1.5 $L_h$, the active layer is split so the layer below receives 1 $L_h$ (Van De Wiel et al., 2007).

The amount of sediment eroded by fluvial action can be calculated using two different methods, based on either the Einstein (1950) or the (Wilcock and Crowe, 2003) transport equations (Coulthard et al., 2013). For the Einstein (1950) method, calculation of sediment transport for each size fraction $i$ requires the calculation of the balance between the forces moving and restraining a particle (Equation 3)

$$\psi = \frac{(\rho_s - \rho)D_i}{\rho dS}$$  (3)

Where the term $\rho dS$ is replaced by $\tau / g$. A dimensionless bedload transport rate $\phi$ is then estimated from $\psi$ using the relationship (Equation 4) described by Einstein (1950).

$$\phi = 40(1/\psi)^3$$  (4)

The value of $\phi$ is then used in Equation 5 to estimate $q_i$, the rate of sediment transport ($m^3s^{-1}$):

$$\phi = q_i \left(\frac{\rho}{(\rho_s - \rho)gD_i^3} - 1\right)$$  (5)

For the Wilcock and Crowe (2003) method, sediment transport rates ($q_i$) for each sediment fraction $i$ are determined by Equation 6.

$$q_i = \frac{F_i U_*^2 W_i^*}{(\rho_s - \rho)g}$$  (6)

Here $F_i$ is the fractional volume of the $i$-th sediment in the active layer, $U_*$ is the shear velocity ($U_* = \sqrt[5]{\tau / \rho}$) and $W_i^*$ is a function that relates the fractional transport rate to the total transport rate (Van De Wiel et al., 2007). In order to calculate $W_i^*$, it is first necessary to calculate $\tau_{rm}$, a critical shear stress for the mean size of the bed sediment. $\tau_{rm}$ is determined by a function that relates Shield’s parameter for the mean bed material size ($\tau_{rm}*\gamma$) to the percent of sand on the bed surface ($F_s\gamma$) as per Equation 7.

$$\tau_{rm}^* = 0.021 + 0.015 \exp[-20F_s]$$  (7)
The dimensionless value \( \tau_{rm}^{*} \) can then be converted to shear stress (Nm\(^{-2}\)): \( \tau_{rm} = \tau_{rm}^{*} \rho g D_{50} \) and in Equation 8 rearranged to calculate \( \tau_{ri} \), the reference or critical shear stress for the \( i \)-th size fraction:

\[
\frac{\tau_{ri}}{\tau_{rm}} = \left( \frac{D_{i}}{D_{50}} \right)^{b}
\]

Where \( b \) is an exponent determined in Equation 9.

\[
b = \frac{0.67}{1+\exp(1.5-\frac{D_{i}}{D_{50}})}
\]

\( W_{i}^{*} \) is then be calculated as in Equation 10,

\[
W_{i}^{*} = \begin{cases} 
0.002 \phi^{0.75} & \text{for } \phi < 1.35 \\
14 \left(1 - \frac{0.894}{\phi^{0.5}}\right)^{4.5} & \text{for } \phi \geq 1.35 
\end{cases}
\]

Here \( \phi = \tau / \tau_{ri} \). \( W_{i}^{*} \) is then substituted into the main equation to obtain sediment transport rate \( q_{i} \) (m\(^{3}\)s\(^{-1}\)).

The calculation of shear stress (\( \tau \)) that drives both the Einstein (1950) and Wilcock and Crowe (2003) formulations within CAESAR-Lisflood is determined from square of the resultant flow velocity \( v^{2} \) (Equation 11) the drag coefficient \( C_l \) and a constant (1000).

\[
\tau = 1000 C_l v^{2}
\]

The amount of sediment transported is multiplied by the time step (\( dt \)). However, as CAESAR-Lisflood has a variable time-step, \( dt \) is controlled by a variable that specifies the maximum change in elevation that is allowed during an iteration, \( \Delta Z_{\text{max}} \). This parameter is used to calculate the time step in Equation 12, where \( q_{\text{max}} \) is the maximum transport rate calculated for a given iteration, and \( D_{x} \) is grid cell size.

\[
dt = \frac{\Delta Z_{\text{max}} D_{x}^{2}}{q_{\text{max}}}
\]

Equation 12 ensures that the time step reduces to short periods (e.g. less than a second) during periods of intense geomorphic activity, but extends to an hour during periods of stability (Van De Wiel et al., 2007).

### 2.1.3 Lateral erosion

Lateral erosion (for example, bank erosion leading to channel migration) is represented in CAESAR-Lisflood (after Coulthard and Van De Wiel, 2006) using a lateral erosion algorithm driven by the local radius of curvature (\( R_{ca} \)) calculated on a cell-by-cell basis (Coulthard and Van De Wiel, 2006).
Equation 13 then determines lateral erosion ($\zeta$) based on $R_{ca}$, $\Lambda$ (lateral erosion rate – user defined parameter), $\tau$ (shear stress of the cell adjacent to the bank) and $T$ (time).

\[ \zeta = \frac{1}{R_{ca}} \Lambda \tau T \]  

Material eroded from a bank cell is then deposited in the cell next to the bank and then redistributed via regular fluvial erosion and deposition. To simulate the lateral movement of sediment across channels (for example, to simulate deposition along the inside bank of the meander bend) sediment is also moved using a cross-stream gradient calculated by interpolating values of $R_{ca}$ across the channel (Van De Wiel et al., 2007). As this algorithm assigns negative $R_{ca}$ values to cells on the inside bank and positive $R_{ca}$ values to cells on the outside bank, a cross-stream gradient can be determined by interpolating the $R_{ca}$ values across the channel (Van De Wiel et al., 2007). A lateral sediment flux $\Psi_n$ can then be calculated from this cross-stream gradient (Equation 14).

\[ \Psi_n = a(R_{ca,n} - R_{ca,n-1})h_n \]  

Here, $n$ and $n - 1$ are the donor cell and the receiving cell, $a$ is a coefficient and $h$ is the flow depth (Van De Wiel et al., 2007).

### 2.1.4 In-channel lateral erosion

Distinct from the lateral erosion method described above, the in-channel lateral erosion rate acts to control channel geometry by adding to a cell that has experienced erosion material from adjacent in-channel cells. This in-channel erosion effectively diffuses channel bed erosion and is designed to prevent positive feedbacks leading to deep single thread channels. The volume of material moved from the donor cell is dependent on the in-channel lateral erosion rate and the slope between cells (Equation 15).

\[ \Delta Z_{n-1} = \frac{E_{n-1} \lambda(Z_n - Z_{n-1})}{Dx} \]  

Here $n$ and $n - 1$ denote the donor and the receiving cells, $Z$ is cell elevation, $\delta Z$ is the change in cell elevation, $E$ is the volume of material eroded, $\lambda$ is in-channel lateral erosion rate and $Dx$ is grid cell size.

### 2.1.5 Slope processes
Mass movement or landslides within CAESAR-Lisflood are simulated as an instantaneous removal process where once the slope between two adjacent cells exceeds a defined threshold material is moved from the uphill cell to adjacent downhill (Coulthard et al., 2002).

Soil creep (m) is also modelled with a diffusion-like processes whereby sediment flux is linearly proportional to surface slope (Carson and Kirkby, 1972) as in Equation 16, where $C_{\text{rate}}$ is the user-specified rate of soil creep (m yr$^{-1}$) and $T$ = time (years).

$$\text{Creep} = \frac{SC_{\text{rate}}T}{Dx}$$ (16)

The inclusion of both mass movement processes within CAESAR-Lisflood allows material from hill slopes to be fed directly into the fluvial system from both smaller scale processes, such as bank collapses, and larger scale processes including landslides (Hancock et al., 2011).

2.2 DECAL model overview

The aeolian model used is based on Werner’s (1995) non-dimensional ‘slab’ dune model (DECAL) as implemented by Baas (2002) and Nield and Baas (2008). A brief description of the dune models operation is provided below and in Figure 2.

Aeolian sand is moved in slabs of a fixed depth ($h$) and moved in one direction (assumed to be downwind) by a set of simple rules. Firstly, a grid cell is randomly selected from the modelled domain and if there is a slab in that cell that can be entrained (i.e. does not lie within a shadow zone – or under the influence of an upwind feature: Figure 2) then the slab is moved downwind a constant transport length $l$ (measured in grid cells and here set to 1). At the new downwind location, the slab is either deposited or moved another distance downwind per the deposition probability ($P_d$). This process is repeated until the slab is deposited. Additionally, a slab must be deposited if it falls in to a shadow zone on the leeward side of a dune during the above sequence ($P_d = 1$). The selection of random cells continues until the total number of cells selected equals the size of the modelled domain, thus allowing most cells to be accounted for. Throughout this process an angle of repose (default 30°) is enforced so any over steepening of dune faces leads to an avalanche until the face is below the threshold (using the landslide function of CAESAR-Lisflood). This combination of movement enables sand to pile up creating a shadow zone that then limits transport and erosion in the downwind ‘shadow’ area, which further allows sand to pile up into a dune shape. The dune then continues to migrate downwind due to the avalanching of sand down its leeward face.
2.4 Linking CAESAR-Lisflood and DECAL

Merging the DECAL dune model with CAESAR-Lisflood required a series of important modifications but did not change the model equations and procedures outlined above. Rather than write a new bespoke code the equations from the DECAL model were embedded within the CAESAR-Lisflood code that is written in C#.

Both models operate over a regular square grid mesh and share the same DEM of elevations so changes in elevation caused by either DECAL or CAESAR-Lisflood can easily be fed into the other model. For example, sand moved by aeolian processes may cause the river to change course (as the grid cell is higher) or add sediment to the river (if the fluvial model erodes that cell). Similarly, material deposited by the river may be moved as aeolian sediment. As CAESAR-Lisflood contains multiple grainsizes, aeolian sediment moved by DECAL corresponds to the finest grainsize fraction in CAESAR-Lisflood and all the other grainsizes are saved for fluvial erosion and deposition.

For integrating the models, two additional simple rules are applied to the DECAL model whereby slabs of sand cannot be moved if they are under water – and if slabs being transported by DECAL...
encounter water they are instantly deposited. These rules prevent sediment being entrained by
DECAL when cells are wet and stops sand traversing or being blow across streams. In the field there
will be examples where sand is carried over bodies of water, however we argue that the model rules
are largely correct where the bulk of aeolian transport is by saltation and grid cells sizes are
comparatively large (e.g. > 10m).

There are two important issues that needed overcoming in the model integration related to
different model time steps and the depth of slabs used by DECAL. Because the aeolian sand is moved
in slabs there is a significant difference between the time steps required for aeolian and fluvial
models to move appropriate amounts of sediment and therefore the dune model has a longer time
step. For example, each iteration of the sand dune model may represent 10 days of aeolian
transport whereas each iteration of the fluvial model may only be a few seconds. In CAESAR-Lisflood,
the shorter time step of the fluvial model is required to maintain numerical stability (see Equation 12
above). To overcome this difference in time steps, the fluvial components are run repeatedly until,
for example, 10 days of simulated time has elapsed then the dune model operates – then fluvial
components for another 10 days and the process repeats. Effectively, the two models operate at
two different speeds with the dune model called every 10 days whilst the fluvial model operates
continuously. The 10 day repeat is just for the example described above and can readily be changed.

A key feature of DECAL is that the movement of sand as slabs of sediment (e.g. slabs of sand 0.5m
thick in this study) vital for the formation of sand dunes within the model. For example, if one or
more slabs are deposited on top of each other this creates a shadow areas that in turn leads to a
reduction in aeolian transport downwind and thus the starting point for a modelled dune. However,
if the slabs are too small, then the shadow areas are negligible and no dunes will form – in effect
sand will move as a sheet. The dune model is therefore dependent upon the thickness of the slabs to
create shadow areas. However, in our example, relative to the fluvial components, substantial
volumes of sand are moved for every iteration of DECAL (i.e. on 10m grid cells, a single slab is 10m x
10m x 0.5m).

Unfortunately, both of these issues lead to a further problem as the comparatively thick slabs of
aeolian transported sand can effectively be dumped ‘instantaneously’ into the channel leading to
channels to becoming suddenly blocked or dammed. To overcome this, the sand movement from
DECAL in slabs (e.g. 0.5m depth) is calculated every 10 days (for example) but the changes in
elevation from this are applied gradually at every hour of simulated time over the following 10 days
of model operation (0.5m / 240). The net result is a fully coupled integration of the two models –
with the fluvial model able to interact and feed back to the aeolian model and vice versa.
3 Simulation configuration

The results described in this paper are from a single 1000 year-long simulation selected to provide examples of the dynamic morphological interactions that the combined models can generate of fluvial and aeolian processes. Continuous and non variable aeolian transport rates and water discharges were used which we recognise are un-realistic, but provide a parsimonious model configuration within which to evaluate how the models interact. The model version used was CAESAR-Lisflood 1.9b (Coulthard, 2017). Parameters used to drive the flow model are detailed in Table 1 and for the aeolian model in Table 2, equating to a rate of \(10^2 \text{m}^3\text{m}^{-1}\text{yr}^{-1}\).

<table>
<thead>
<tr>
<th>Flow model parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max erode limit</td>
<td>0.005</td>
</tr>
<tr>
<td>Active layer thickness (m)</td>
<td>0.05</td>
</tr>
<tr>
<td>Lateral erosion rate</td>
<td>0.000002</td>
</tr>
<tr>
<td>Water depth threshold above which erosion will happen (m)</td>
<td>0.01</td>
</tr>
<tr>
<td>Evaporation rate (m/day)</td>
<td>0.0005</td>
</tr>
<tr>
<td>Courant number</td>
<td>0.5</td>
</tr>
<tr>
<td>Hflow threshold</td>
<td>0.001</td>
</tr>
<tr>
<td>Mannings number</td>
<td>0.04</td>
</tr>
<tr>
<td>Discharge (m^3s^{-1})</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(h_a)</td>
<td>metre</td>
<td>0.3</td>
</tr>
<tr>
<td>(h_s)</td>
<td>metre</td>
<td>0.5</td>
</tr>
<tr>
<td>(\theta)</td>
<td>degree</td>
<td>10</td>
</tr>
<tr>
<td>(d)</td>
<td>cell</td>
<td>60</td>
</tr>
<tr>
<td>(P_d)</td>
<td>%</td>
<td>65</td>
</tr>
<tr>
<td>(t)</td>
<td>minute</td>
<td>14400</td>
</tr>
</tbody>
</table>
The simulation was carried out over a model domain of 500 by 200, 10m square grid cells. These were set with a downstream gradient of 0.005 and a lateral gradient of 0.0005 to gently direct water towards the centre line of the modelled area. For model boundary conditions water and sediment was introduced at the upstream (LH) side of the DEM. Sediment inputs were derived by running the model in fluvial only mode for 10 years generating a time series of sediment outputs – that were then used as inputs. If no sediment inputs were used the channel (of clean water) would incise at the upstream end.
Previous workers have noted a sensitivity of the DECAL model to input conditions (Baas, 2002; Eastwood et al., 2011; Nield and Baas, 2008) and use a periodic (recirculating) sand boundary (Werner, 1995). As in this experiment fluvial and aeolian sand can mix and therefore be transported over the right or lower edge, we are unable to use a periodic boundary. Consequently, the model was set to have fresh sand entering the model space along the upwind border (top) and exiting at the lower downwind edge of the modelled domain. Aeolian sand leaving the bottom edge of the modelled domain is recorded separately from fluvially moved sand leaving the right hand edge enabling aeolian and fluvial outputs to be separately recorded. Elevations, images, water and sediment discharges can be recorded at user specified intervals.

4. Results
Figure 4 images of channel and dunes interacting at 5 time slices during the 1000 year simulation.

Photographs and satellite images of similar dune/river behaviour in the field are provided in Figure 1.

Figure 4 shows the surface morphology and position of the channel for five time slices of the simulation. In all images, fluvial flow is from left to right and aeolian from top to bottom. In the descriptions, upstream refers to the left of the images, downstream the right, upwind the top and downwind the bottom.

At 42 years, Figure 4A shows the channel has formed a gently meandering planform and sand dunes (barchan) have formed upwind of the channel. However, the channel has prevented sand from crossing forming a barrier to dune migration. By 113 years, (Figure 4B) the channel has continued to migrate and develop, but further downstream the cumulative effect of the aeolian transport and dunes colliding with the river has caused the channel to become deflected in a downwind direction. Aeolian transport raises the upwind bank relative to downwind making it easier for the channel to
move downwind. However, the channel is capable of consuming sand dunes as shown by the
removal of the barchan dune circled in Figure 4A. However, a very small barchan dune (circled) has
managed to cross the river – due to sufficient sand being deposited from the river being re-worked
to generate a new dune on the downwind side. Figure 4C (159 years) shows how dunes in the
downstream end of the domain have raised elevations enough to cause the lower part of the stream
to avulse in an upwind direction where there are smaller, lower, less obstructive dunes – enabling a
large group of dunes to cross the stream. In addition, another barchan dune (circled) has crossed via
the reworking of fluvial sediment as detailed above. By 222 years (Figure 4D) a second phase in the
avulsion is shown where the upstream part of the channel has moved upwind. Both avulsions
(Figures 3C and 3D) allow a large area of dunes to effectively cross the river in one group or set.
Finally, by 303 years (Figure 4E) the process repeats with the channel aligned approximately
centrally and a set of dunes beginning to develop upwind of the channel as per Figure 4A. The
interactions and morphologies shown in the above simulations correspond with those observed in
the field (Figure 1).

5. Discussion

The simulation results presented clearly show that the combined model can capture the dynamic
interactions between fluvial and aeolian generating morphologies and landscapes similar to those
observed (e.g. Figure 1). The basic simulations presented here provide us with novel insight into the
interactions of the two processes that have important implications for how we interpret and
understand landscapes where there are fluvial/aeolian interactions. Two straightforward
interactions are responsible for all the landscapes simulated here (1) the ability of the fluvial flow to
absorb aeolian fluxes and largely stop the progress of sand dunes and (2) aeolian sand fluxes being
capable forcing the channel to migrate and avulse.

Firstly, the ability of small perennial flows to restrict/stop sand dunes was unexpected. Compared to
observations (Liu and Coulthard, 2015) our water/fluvial inputs are very low and our sand transport
rates very high ($100 \text{ m}^3\text{ m}^{-1}\text{ yr}^{-1}$ compared to 76-99 $\text{ m}^3\text{ m}^{-1}\text{ yr}^{-1}$ observed, Vermeesch and Drake, 2008).
Secondly, despite dunes being restricted/stopped by channels, aeolian transport can push the
channel laterally. By raising elevations upwind of the river, the downwind bank is relatively lower
and thus easier for the channel to migrate downwind. Over time, the cumulative effect of this
process is that as the channel is pushed further laterally from its original path until the gradient
becomes sufficiently low that it seeks a steeper path of descent avulsing back towards its original
path.
The driving of river avulsion by aeolian processes is a highly significant finding. Avulsions are a fundamental process in the development of alluvial aquifer structures (for both water, gas and oil) and there are few field observations of aeolian forced avulsions (e.g. Hollands et al., 2006; Jones and Blakey, 1997). In our simulations avulsions are widespread and could have very important implications for our interpretations of stratigraphies, especially from the Paleozoic period where there was no vegetation (Davies and Gibling, 2010a, 2010b). Interestingly, these ‘nodal avulsions’ happen in two stages in our simulations (Figure 4 B and C), have a directional bias linked to the prevailing wind direction and may be cyclical. Furthermore, avulsions enable dunes to migrate across channels en-mass by the channel re-forming upwind of the dunes. Dunes were also able to pass channels by the translocation of sediment where sand from the river deposited overbank (originally sourced via fluvial or aeolian) could lead to the re-formation of dunes down-wind of a river. However, in our examples, translocation led to much smaller dunes crossing a river and therefore channel avulsion appears a far more effective process to allow dunes or a mass of aeolian sediment to pass.

It is important to remember that these simulations are configured with perennial flows of water and sand and do not consider any impacts that changing frequency and magnitude of sediment fluxes might cause. Furthermore, the directions of flow (aeolian and fluvial) are fixed. In these experiments sand transport rates are very high – but they are continuous, whereas in reality similar annual transport rates will be achieved during shorter periods of high wind velocities. Contrastingly our fluvial flow rates are low – and it is quite likely that flood flows would be much greater and may cause different impacts. Given how comparatively low flow rates can readily interrupt high aeolian transport rates it is quite likely that hiatus or ephemeral flows may be important in allowing aeolian forces to impact upon the river system.

6. Conclusions

• This paper presents the first combined sand dune/river model to investigate the geomorphic interactions of fluvial and aeolian processes
• Within the model aeolian and fluvial processes are fully coupled and the different rates of process change are reconciled by using different and adaptable time steps
• For the first time, key interactions between fluvial and aeolian processes were identified, including how rivers can readily prevent the progression of sand dunes (even with small flows), how aeolian sediment transport and dunes can deflect and alter river channel path and how dunes cross river channels
• Over time these interactions lead to channel avulsions, indicating how aeolian sediment transport may be a fundamental process affecting avulsion frequency and therefore alter sedimentology and alluvial architectures.

• Importantly, the model results reveal how important it is to look at the interactions of aeolian and fluvial geomorphic processes from dynamic view instead of static
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