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ABSTRACT

Globular clusters display significant variations in their light-element content, pointing to the
existence of a second stellar generation formed from the ejecta of an earlier generation. The
nature of these internal polluters is still a matter of debate: the two most popular scenarios
indicate intermediate-mass asymptotic giant branch (IM-AGB) stars and fast rotating mas-
sive stars. Abundances determination for some key elements can help distinguish between
these competitor candidates. We present in this paper Y abundances for a sample of 103
red giant branch stars in NGC 6121. Within measurement errors, we find that the [Y/Fe] is
constant in this cluster contrary to a recent suggestion. For a subsample of six stars we also
find [Rb/Fe] to be constant, consistent with previous studies showing no variation in other
s-process elements. We also present a new set of stellar yields for IM-AGB stellar models of 5
and 6 Mg, including heavy element s-process abundances. The uncertainties on the mass-loss
rate, the mixing length parameter and the nuclear reaction rates have a major impact on the
stellar abundances. Within the IM-AGB pollution scenario, the constant abundance of heavy
elements inside the cluster requires a marginal s-process efficiency in IM-AGB stars. Such
a constrain could still be satisfied by the present models assuming a stronger mass-loss rate.
The uncertainties mentioned above are limiting the predictive power of IM-AGB models. For
these reasons, at the moment we are not able to clearly rule out their role as main polluters of
the second population stars in globular clusters.

Key words: stars: abundances—stars: AGB and post-AGB — globular clusters: individual:
NGC 6121.
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1 INTRODUCTION 2010; Roederer 2011 for the analysis focused on the heavy elements

In the last decades a large number of observational (both photomet-
ric and spectroscopic) and theoretical studies have been devoted
to disentangle the complex nature of globular clusters (GCs). With
a few outstanding exceptions (w Centauri, Johnson & Pilachowski
2010; M22, Marino et al. 2009; NGC 1851, Yong & Grundahl 2008;
M54, Carretta et al. 2010c), GCs are homogeneous in their Fe-peak,
heavy «- (e.g. Ca and Ti) and trans-iron elements produced by the
slow and the rapid neutron-capture processes (the s and the r pro-
cesses e.g2. Y, Zr, La, Eu; see Gratton, Sneden & Carretta 2004;
Gratton, Carretta & Bragaglia 2012 for extensive reviews, and Ar-

*Based on observations taken with ESO telescopes under programmes
072.D-0742, 077.D-0182 and 085.D-0205.
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in GCs). On the other hand, GCs exhibit significant star-to-star vari-
ations in their light-element content, C, N, O, F, Na, Mg and Al
(Cohen 1999; Ivans et al. 1999; Smith et al. 2005; Kayser et al.
2008; Carretta et al. 2009a,b). Depletions in C, O and Mg abun-
dances appear together with enhancements in N, Na and Al (the
light-element anticorrelations). These chemical features, shared by
both unevolved (main sequence and subgiant; e.g. Gratton et al.
2001; Ramirez & Cohen 2002) and evolved stars [from the red gi-
ant branch (RGB) to the horizontal branch (HB); Gratton et al. 2011;
Marino et al. 2011, indicate that (at least) two different stellar gen-
erations are currently coexisting in GCs. The first generation (FG)
stars are characterized by high O (C and Mg) and low Na (N and
Al) abundances and display the same chemical composition of field
stars at the corresponding GC metallicity. The second generation
(SG) stars present instead a N/Na/Al-rich (C/O/Mg-poor) pattern.

© 2013 The Authors
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This indicates that they were forged from the ejecta of a fraction of
FG stars inside the GC (D’Ercole et al. 2008; Carretta et al. 2010b),
which must have experienced H burning at high temperature (7 2,
30 MK). These stars, more massive than those we presently observe
in GCs (M ~ 0.8 M), had time to evolve and internal temperatures
high enough to activate in their interiors the CNO, NeNa and MgAl
cycles to enhance N, Na and Al at the expense of C, O, Ne and
Mg (e.g. Denisenkov & Denisenkova 1989). The astrophysical site
where this occurred is still under discussion, with two main candi-
dates: intermediate-mass asymptotic giant branch stars IM-AGB,
4 < M < 8Mg) undergoing hot bottom burning (HBB; Ventura
et al. 2001; Ventura, D’ Antona & Mazzitelli 2002; D’Ercole et al.
2010), or fast rotating massive stars (FRMS; Decressin, Charbon-
nel & Meynet 2007; Decressin, Baumgardt & Kroupa 2008; Krause
etal. 2012, 2013). Probing the nature of the internal polluters in GCs
is fundamental to this field of research because of the strong implica-
tions related to cluster formation and early evolutionary properties.

The Li abundances provide us a powerful tool to disentangle be-
tween these two different scenarios due to the fragile nature of this
element. At the high temperatures where the CNO cycle occurs, it
is expected that all Li is destroyed (Li starts burning above T ~
2.5 x 10° K). Interestingly, while FRMS destroy Li, IM-AGB stars
can also produce it via the Cameron & Fowler (1971) mechanism.
As a consequence, the simultaneous abundance determination of
Li and of the elements affected by proton captures (e.g. O, Na,
Mg, Al, hereafter p-capture elements) may supply quite stringent
observational constraints to the origin of the polluters (D’Antona
& Ventura 2008; Ventura & D’Antona 2010). In other words, if
there is no Li production within the polluters, we should expect a
positive correlation between O and Li and a Li—Na anticorrelation
(Pasquini et al. 2005; Lind et al. 2009; Shen et al. 2010). Similarly,
ascertaining the abundances of F within a GC is critical because the
production/destruction of F is heavily dependent on the stellar mass
(see Smith et al. 2005; D’Orazi et al. 2013 for detailed discussions
on this topic). Along with Li and p-capture elements, surveys of the
s-process elements in GCs establish an extremely effective tracer,
because they can deliver further information on the mass range of
the polluter. In the Solar system, three different s-process compo-
nents have been identified to contribute to the abundances above
Fe. (i) The weak s-process component occurs in massive stars (M 2>
8M(), during the convective core He burning phase and the sub-
sequent C shell burning (Raiteri et al. 1991; The, El Eid & Meyer
2007; Pignatari et al. 2010). In the Solar system material the weak
component accounts for a major fraction of the s-process isotopes
between Fe and Sr (60 < A < 90; see e.g. Képpeler et al. 2011).
(i1) The main s-process component takes place in thermally pulsing
(TP) low- and intermediate-mass AGB stars and it is responsible,
through the '3C(a,n)'°0O and ?>Ne(a,n)*’ Mg reactions, for the pro-
duction of the s-process elements between Sr—Y—Zr and Pb (Busso,
Gallino & Wasserburg 1999). Finally, (iii) AGB stars with low ini-
tial metallicity contribute to about 50 per cent of the solar 2 Pb and
to most of the solar s-process Bi, defined as the strong s-process
component (Gallino et al. 1998).

Neither of the candidate polluters seem able to successfully
reproduce all the observed features in GCs (e.g. Fenner et al.
2004; Karakas et al. 2006), though a growing body of evidence
seems to converge towards IM-AGB stars as the main polluters
(Renzini 2008; D’Orazi & Marino 2010). On the other hand, based
on observations of s-process elements, Villanova & Geisler (2011,
hereafter VG11) proposed that in the mildly metal-poor GC M4
([Fe/H] = —1.16, Harris 1996 — 2010 update) the polluters were
massive main-sequence stars. By analysing Fibre Large Array Multi
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Element Spectrograph (FLAMES)-GIRAFFE (R ~ 20 000) spectra
for a sample of 23 RGB stars, complemented by another 23 stars
from Marino et al. (2008, hereafter Ma08) observed with Ultra-
violet and Visual Echelle Spectrograph (UVES; R ~ 45 000), they
derived abundances for several key elements, such as Li, Na, the sum
C+N+0, Y, Zr and Ba. In addition to confirming previous results
on the light element inhomogeneities, they found that, within the
observational uncertainties, all the heavy elements do not vary, with
the exception of Y. They found a difference in the [Y/Fe] ratio of
~0.2 dex between FG and SG stars and invoked the weak s-process
from massive stars as responsible for the Y enhancement in the
second population. However, the weak s-process is mostly made in
massive stars at solar-like metallicity. Given the secondary nature,
the efficiency of the classic s-process in massive stars is reduced
as metallicity decreases, and its contribution to the Y inventory is
negligible at the metallicity of M4 (e.g. Prantzos, Hashimoto &
Nomoto 1990; Raiteri et al. 1993).

Furthermore, in the FRMS pollution scenario massive stars can
contribute to the light-element intercluster enrichment only when
they are on the main sequence. They do this via a slow mechani-
cal wind, delivering to the interstellar medium the ashes of the H
burning produced via the CNO cycle. On the other hand, s-process
elements are produced in the later stages of stellar evolution (dur-
ing the He core and C shell burning phases), and expelled into the
interstellar medium during the core-collapse supernova explosion
(SNII). Theory suggests that all but perhaps the most massive GCs
(>10° M@, like w Cen) cannot retain their SN ejecta (e.g. Recchi &
Danziger 2005). In fact, no variations in the «-elements are detected
in M4, as well as in other ‘archetypal’ GCs (Carretta et al. 2010a).
Indeed, the FRMS scenario predicts no variations in the s-process
element abundances within GCs (Decressin et al. 2007). The only
possible contribution via stellar winds to s-process elements from
massive stars is from stars that become type C Wolf—Rayet stars,
where the envelope and the H-shell layers have been previously lost.
However, it is only in the advanced stages of the evolution of these
stars that the He shell may show some s-process enrichment (e.g.
Rauscher et al. 2002).

A further constraint on the possible polluters is given by the
observations of Li. D’Orazi & Marino (2010, DM10) determined
the Li content in M4 for a sample of 104 RGB stars, of which
32 were below the RGB bump luminosity. They did not detect
any Li—Na anticorrelation, with FG and SG stars sharing the same
Li abundance. The average values are A(Li) = 1.34 £ 0.04 and
A(Li) = 1.38 £ 0.04, respectively, for Na-poor and Na-rich stars.
This implies that Li should not have been destroyed, ruling out
FRMS (since they destroy Li) and favouring IM-AGB stars, which
can synthesize it. Similar results were obtained by Mucciarelli et al.
(2011), who focused on Li abundances from the main sequence
up to the RGB and pointed out that there is no variation in the Li
content across the different stellar generations. The same finding is
also reported by VG11, who found identical Li values for N-rich
(A(Li) = 0.97 £ 0.04) and N-poor (A(Li) = 0.97 & 0.03) stars.

Finally, whatever s-process donor we consider, it would be dif-
ficult to explain a chemical pattern bearing an enhancement in Y
without a similar signature in the neighbour elements Sr and Zr. To
shed light on this rather confusing picture we present Y abundances
for a sample of 103 RGB stars; for a small subsample of six stars we
were also able to gather Rb abundances, whose only study available
so far comes from Yong et al. (2008b). This paper is organized as
follows. In Section 2 we describe the sample and the abundance
analysis procedure. In Section 3 we illustrate our results and com-
pare it to previous studies. In Section 4 we provide a summary of
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the current knowledge of the abundance pattern in M4, as unveiled
from several years of high-resolution spectroscopic studies, present
new IM-AGB models and discuss their strength and weakness in
reproducing the observed features together with the impact of stellar
and nuclear uncertainties. In Section 5 we present our conclusions.

2 SAMPLE AND ABUNDANCE ANALYSIS

Our sample comprises 103 RGB stars whose stellar parameters,
metallicity and p-capture elements are presented by Ma08, while Li
abundances are given in DM10. We refer to Ma08 for details on tar-
get selection, observations and data reduction procedures. Here we
just recall that spectra were obtained with FLAMES at Very Large
Telescope [ VLT; mounted at Unit Telescope 2 (UT2); Pasquini et al.
2002, fibre feeding the UVES high-resolution spectrograph (nomi-
nal resolution R = 47 000). The RED standard set-up at 580 nm was
employed, providing a spectral coverage from 4760 to 6840 A; the
typical signal-to-noise (S/N) ratios of our targets range from 100
to 200 pixel~!. For a small subsample of six stars we could also
exploit UVES spectra acquired by E. Carretta and collaborators
(ESO program 085.D-0205); the 860-nm set-up results in a spectral
coverage from 6600 to 10 600 A, allowing us to include the Rb 1
line at 7800 A.

We derived Y and Rb abundances through the spectral synthesis
technique, using the code MooG (Sneden 1973, 2011 version) and the
Kurucz (1993) grids of stellar atmospheres, with the overshooting
option switched off. Although the only stable isotope of Y (*Y)
has an odd mass number, the level splitting is essentially negligible,
because of the small spin and magnetic momentum of the Y nucleus.
Thus, we adopted a single-line treatment focusing on the features
at 4883.68 and 4900.12 A. The line atomic parameters are listed
in Table 1, where we also report our abundances for the Sun and
Arcturus (o Bootes). By adopting T,z = 5770 K, log g = 4.44,
A(Fe 1) = 7.52 and microturbulence £ o = 0.9 km s~!, we gathered
A(Y)@ =2.24 from both lines, which is in excellent agreement with
values from Grevesse, Noels & Sauval (1996), Asplund et al. (2009),
as well as with the meteoritic estimates by Lodders & Palme (2009).
Regarding Arcturus we inferred A(Y) = 1.37 &£ 0.04, using as input
stellar parameters 7. = 4286 K, log g = 1.67, [Fe/H] = —0.52 and
& = 1.74 km s~' (Ramirez & Allende Prieto 2011). This estimate
agrees very well with that derived by Smith et al. (2000), who
focused on lines in the yellow-red spectral window and retrieved
A(Y) =1.40 £ 0.15 (see D’Orazi et al. 2011 for more details on the
s-process elements in Arcturus). An example of spectral syntheses
of the Y 11 lines for the sample star #29848 is shown in Fig. 1, while
in Fig. 2 the resulting abundances for the 103 stars are plotted as a
function of the stellar parameters.

The Rb abundance analysis was carried out by synthesizing
the resonance line at 7800.268 A, due to the blending with
the high excitation (x = 6.176 eV) Si 1 line lying on the left
wing of that feature (at A = 7799.996 A). We took accurate
wavelengths and relative line strengths of the hyperfine structure

Table 1. Line list, atomic parameters and abundances for the Sun
and Arcturus.

Specie ): X log gf A(X)Q AX)gBoo
(A) (eV)

Yu 4883.684  1.083 0.07 2.24 1.32

Yu 4900.120  1.032 —0.09 2.24 1.42

Rb1 7800.268  0.000 0.13 2.60 1.98

Relative Intensity

| Star #29848

04 FA(Y)=1.44,1.64, 1.84 B

L PR 1
4884 4885

Wavelength (&)

| PR N1
4882 4883

Relative Intensity

Star #20848

041" A(Y)=1.40,1.60, 1.80 7

L N ‘
48985 4899 4899.5 4900 4900.5
Wavelength (&)

Figure 1. Spectral synthesis for the Y 1 lines at 4883.68 and 4900.12 A for
star #29848.

components from Lambert & Luck (1976), adopting the ter-
restrial isotopic mixture of 3Rb/A’Rb = 3 (e.g. Tomkin &
Lambert 1999). We included CN features from Plez (private com-
munication) which significantly improved the continuum fitting;
note, however, that the impact on the Rb syntheses is negligible.
Our solar analysis results in A(Rb)o = 2.60, as in Grevesse et al.
(1996) and Grevesse & Sauval (1998), while for Arcturus we de-
rived [Rb/H] = —0.62 which agrees very well with values published
by Tomkin & Lambert (1999, [Rb/H] = —0.58), Smith et al. (2000,
[Rb/H] = —0.52) and Yong et al. (2005, [Rb/H] = —0.55). In Fig. 3
we show an example of the Rb spectral synthesis for star #28356.
Two kinds of internal errors affect the abundances derived from
spectral synthesis, those due to the best-fitting determination and

Downl oaded from https://academ c. oup. com mras/articl e-abstract/433/1/366/ 1032563
by University of Hull user
on 30 July 2018



Chemical enrichment in M4 369

0.8 LIS LA L B B I I LA L LI LRI L LI L B BN B L B

0.2

1T

[Y/Fe]

1111111111111
L L LR
|.
1o
(]
| IR R S

T[TTT

o b b by

v b by Iy el b b b o 14

4000 4500 5000 1 121416 18 2 1 1.5 2 2.5 3
T, (K) é(km s logg (cm s°?)

Figure 2. Y abundances as a function of stellar parameters (7cs, microturbulence £ and log g).

Table 2. Stellar parameters, [O/Fe], [Na/Fe] ratios (from Ma08) and Y
abundances for our 103 sample stars with the related internal errors.

Star Tetr logg & [Fe/H] [O/Fe] [Na/Fe] [Y/Fe] Internal
(K) (kms~!) error

19925 4050 120 167 —102 028 051 042 0.1l
28103 3860 0.50 1.62 —1.08 050 0.17 044  0.10
33414 4840 251 128 —105 052 021 035 0.3
35508 4780 248 1.8 —1.05 025 038 045 0.10
29272 4780 2.50 126 —111 053 005 037  0.10
28797 4640 235 136 —1.12 035 044 043  0.09
20848 4780 2.52 124 —105 054 009 043 0.1
5350 4800 244 128 —1.03 042 013 040  0.09
ol 1 20766 4400 180 145 —105 031 053 040  0.09
| star 428356 ] 21191 4270 160 160 —1.06 034 051 040  0.10
] 21728 4525 200 142 —106 031 037 040  0.09
oo ] 22089 4700 228 136 —106 035 050 045  0.10
7796 7798 7800 7802 24590 4850 2.66 135 —107 050 030 040  0.09

Relative Intensity

[ A(Rb)=1.48,1.78,2.08

Wavelength (A) 25709 4680 2.20 138 —1.13 044 0.34 0.49 0.11
. 26471 4800 2.40 128 —1.10 041 0.09 0.48 0.09
Figure 3. Spectral synthesis for the Rb 1 line at 7800 A for star #28356. 26794 4800 2.45 1.44 —~1.17 0.36 0.49 0.10

27448 4310 1.57 1.58 —1.12 0.51 0.11 0.42 0.11
28356 4600 2.22 153  —1.14 044 0.37 0.50 0.10
28707 4880 2.74 1.31 -1.03 ... 0.22 0.41 0.13
28847 4780 2.40 127  —1.16 0.52 0.08 0.51 0.11
28977 4680 2.33 140 —-1.14 0.39 0.40 0.49 0.09

those related to the input stellar parameters. In relation to the best-
fitting determination, we assumed as a conservative estimate the

standard deviation from the mean, as given from the two different 20027 4720 240 141  —1.10 051 002 040 0.0
Y ulines; typical values range from 0.02 to 0.10 dex. The sensitivity 20065 4650 2.10 141 —1.12 045 017 040 0.9
of the [Y/Fe] ratios to the adopted set of the T, log g, [A/H] and 29171 4880 2.64 126 —099 022 041 040 0.10
& parameters were then assessed in the usual way, by changing one 20222 4720 250 136 —1.04 036 024 045 0.12
parameter at the time and inspecting the corresponding variation 29282 4650 230 142 —1.06 028 042 045 0.09
on the resulting abundances. Because of the strengths of the Y 1 29397 4600 150 178  —1.12 024 046 041 0.14
lines, the microturbulence is by far the dominant contribution to 29545 4880 2.61  1.18 —1.06 047 002 040 0.12
this error, resulting in 0.07-0.08 dex. Following the error estimates 29598 4840 2.50 140 -106 039 040 051 0.1

o Vit 5 Ay 0K, e £ 0TS AF S Ofme B0 Lo L 1o b 0 on o
and A[A/H] = 0.05 dex), we found that total uncertainty in the ’ ’ e ’ o ’ ’

. 30345 4850 2.73 1.31 —1.06 0.32 0.43 0.41 0.11
[Y/Fe] ratios due to stellar parameters range from 0.08 to 0.10 dex. 30450 4760 2.53 135  —1.00 040 040 046 011

Given their independence, we then summed in quadrature the two 30452 4830 256 125 —1.00 040 006 040 013
kinds of errors, providing the total internal errors as given in the last 30549 4830 2.52 128 —1.09 045 013 042  0.11
column of Table 2. Uncertainties in the Rb abundances were eval- 30598 4360 1.75 147 —1.07 043 005 044  0.09
uated following the same approach; because our analysis is based 30653 4660 230 125 —1.06 047 015 046  0.09
on only one line (the Rb 1 resonance line at 7947.6 A is too weak 30675 4830 258 135 —1.07 036 041 050  0.10
to be detected in our sample stars), the errors due to the best-fitting 30711 4560 225 146  —1.01 037 032 041  0.09

30719 4810 2.65 124 —-1.19 044 0.42 0.50 0.09
30751 4430 1.78 147  —1.09 0.40 0.32 0.43 0.09
30924 4810 2.60 128 —1.09 048 020 045 0.09
30933 4800 2.63 130 —1.07 0.44 0.44 0.50 0.17

procedure are 0.10 dex. The total error is given in Table 3.

3 RESULTS 31015 4800 2.47 1.37 —-1.07 0.50 0.00 0.49 0.11
Our results are presented in Table 2, where we report the stellar 31306 4900 2.87 133 —111 030 040 048  0.13
parameters, the Na and O abundances from Ma08 and our [Y/Fe] 31376 4800 259 136 —1.00 033 043 041  0.10
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Table 2 — continued

Star Tert log g 3 [Fe/H] [O/Fe] [Na/Fe] [Y/Fe] Internal
(K) (kms™!) error

31532 4770 2.60 1.21 —1.03 047 0.38 0.41 0.11
31665 4650 2.17 134 =107 048 0.02 0.42 0.10
31803 4850 2.60 134 —1.13 0.38 0.25 0.37 0.16
31845 4700 2.42 1.31 —-1.06 0.27 0.38 0.39 0.09
32055 4300 1.57 152 —1.12 031 0.40 0.38 0.10
32121 4840 2.58 133 =093 ... 0.35 0.46 0.11
32151 4770 2.43 138  —-1.07 ... 0.39 0.44 0.12
32317 4510 1.88 143 =107 0.37 0.37 0.48 0.10
32347 4640 2.22 1.38 —1.09 0.40 0.23 0.39 0.09
32583 4850 2.54 134  —1.08 0.46 0.07 0.38 0.12
32627 4750 2.42 130 —1.10 050 —0.03 0.46 0.11
32700 4560 2.12 136 —1.02 049 0.06 0.43 0.09
32724 4850 2.73 130 —1.03 0.51 0.11 0.41 0.10
32782 4880 2.60 124 —-1.05 0.29 0.46 0.44 0.10
32871 4770 2.48 124 —-1.01 0.40 0.06 0.47 0.17
32874 4600 2.04 138 —1.14 041 0.11 0.45 0.09
32933 4430 1.42 1.78  —1.13 0.48 0.02 0.43 0.13
32968 4630 2.17 130 —=1.13 041 0.24 0.45 0.09
32988 4850 2.63 122 —1.09 0.51 0.02 0.50 0.10
33069 4940 3.05 1.36 =092 0.39 0.23 0.48 0.09
33195 4620 2.38 126 —1.03 048 0.09 0.50 0.11

33617 4720 2.35 126  —-1.09 0.29 0.37 0.50 0.09
33629 4930 2.80 133 —098 0.40 0.31 0.39 0.09
33683 4800 2.57 1.18  —1.05 0.42 0.00 0.48 0.09
33788 4700 2.37 133 —1.02 0.30 0.37 0.44 0.09
33900 4770 2.48 1.27  —1.06 0.30 0.47 0.45 0.09
33946 4800 2.62 .15 —1.03 0.23 0.32 0.40 0.10
34006 4320 1.67 1.61 —-1.06 0.25 0.44 0.43 0.11
34130 4550 2.08 140 —1.09 0.33 0.43 0.40 0.09
34167 4950 2.60 1.40 —1.10 0.13 0.42 0.13

34240 4470 1.95 1.41 —1.10 047 0.08 0.42 0.10
34502 4860 2.70 1.33 —1.08 0.35 0.34 0.48 0.09
34726 4600 2.24 135 —-1.01 0.37 0.42 0.43 0.09
35022 4850 2.51 .36 —1.08 0.30 0.41 0.39 0.10
35061 4860 2.67 123 =099 0.50 0.06 0.48 0.10
35455 4600 2.10 1.29  —1.06 0.45 0.01 0.47 0.09
35487 4850 2.67 124 —-1.00 0.36 0.30 0.47 0.10
35571 4880 2.79 .10 —-099 045 —0.02 045 0.10
35627 4830 2.37 120 -1.08 ... 0.04 0.42 0.09
35688 4720 2.25 133 —1.11 0.21 0.40 0.42 0.09
35774 4450 1.92 144 —1.10 043 0.24 0.42 0.09
36215 4300 1.59 153 —1.11 048 0.18 0.43 0.09
36356 4820 2.66 126 —1.05 0.30 0.26 0.49 0.09
36929 4820 2.55 128 —1.03 0.34 0.45 0.44 0.10
36942 4800 2.66 123 -098 0.55 0.04 0.43 0.13
37215 4790 2.50 1.21 —1.11 045 0.25 0.41 0.13
38075 4800 2.54 .25 =107 .. 0.42 0.49 0.13
38383 4590 1.87 145 —1.10 0.39 0.11 0.37 0.13
38896 4760 2.53 1.31 —-1.02 0.3l 0.43 0.43 0.09
42490 4570 2.08 1.41 —-1.07 0.29 0.38 0.43 0.09
42620 4600 2.05 1.37 =109 0.22 0.48 0.39 0.11
43370 4920 2.80 132 —-1.05 0.20 0.34 0.41 0.11
44243 4860 2.80 .17 =104 ... 0.41 0.47 0.10
44595 4750 2.40 1.40 —1.07 0.20 0.44 0.40 0.09
44616 4620 2.20 1.44  —1.04 0.28 0.44 0.40 0.10
45163 4770 2.40 126 —-1.10 ... 0.46 0.45 0.12
45895 4720 2.25 134 —1.04 043 0.10 0.43 0.09

ratios along with the corresponding internal uncertainties (computed
as detailed in Section 2). Considering the whole sample of 103 stars,
we inferred a mean value of [Y/Fe] = 0.436 + 0.004 (rms = 0.038).
Our main result is that the scatter is significantly smaller than the

Table 3. Rb abundances for
a subsample of six stars (see
text).

Star [Rb/Fe]  Internal
error
28356 0.35 0.10
29693 0.27 0.12
30711 0.35 0.10
30751 0.36 0.11
32317 0.34 0.10
36215 0.32 0.12

internal uncertainties, indicating that there is no Y variation among
our sample stars. If we divide FG and SG stars, according to their
[Na/Fe] ratios as done by Ma08 and VG11 (with FG stars defined
by having [Na/Fe] < 0.23 dex), we obtain [Y/Fe] = 0.434 £ 0.006
(rms = 0.034) and [Y/Fe] = 0.437 & 0.005 (rms = 0.038) for FG
and SG stars, respectively. Our finding implies that in M4, while
we observe a conspicuous variation in p-capture elements, the two
different stellar generations share the same Y abundances; this is
shown in Fig. 4, where the [Y/Fe] ratios are plotted as a function
of [Na/Fe] and [O/Fe] from Ma08. The variations among different
stars of 0.58 and 0.35 dex for Na and O are not accompanied by a
change in the Y abundances (see discussion in Section 4).

The evidence we collected from our measurements on the con-
stancy of Y within M4 is in disagreement with results obtained by
VG11. The 23 RGB stars observed with UVES by VG11 are also
included in our sample. In Fig. 5 we compare the Y abundances
from the two studies: there is a discrepancy between the two es-
timates, which is larger for the Na-poor (i.e. FG) stars. Focusing
only on their UVES sample, VG11 found [Y/Fe] = 0.20 &£ 0.03 and
[Y/Fe] = 0.34 &£ 0.02 for FG and SG stars, respectively.

There are no obvious explanations for the origin of this difference
since we used the same spectra, the same Y 1 line at 4900 A, model
atmospheres and stellar parameters (all from Ma08), as well as the
same abundance code, employing the spectral synthesis technique.
In Fig. 6 we show the direct comparison of the spectra for two stars
with very similar atmospheric parameters, and for which VG11
have derived a difference in the [Y/Fe] ratios of A[Y/Fe] = 0.27,
being [Y/Fe] = 0.17 for #29848 and [Y/Fe] = 0.44 for #26794.
As can be seen from the figure, the Y 1u lines are of the same
strength in both stars and we indeed obtained [Y/Fe] = 0.43 £
0.11 and [Y/Fe] = 0.49 + 0.10, respectively. Furthermore, the low
[Y/Fe] ratios derived by VG11 for FG stars (ranging from 0.07 to
0.29) do not fit the global picture of the neutron-capture element
abundances in M4. In fact, it is well assessed from several studies
that M4 is characterized by an intrinsically high s-process element
content, compared to other GCs (like e.g. its twin MS5; see Brown &
Wallerstein 1992; Ivans et al. 1999, 2001; Ma08; Smith 2008; Yong
et al. 2008a,b; D’Orazi et al. 2010).

On the other hand, five of the stars in our sample are in common
with Yong et al. (2008b). The average [Y/Fe] in Yong et al. (2008b)
and in our study is 0.69 = 0.02 and 0.42 + 0.01 dex, respectively,
with a difference of 0.27 dex. Such a difference is mainly due to
a [Fe/H] offset of 0.18 £ 0.02 dex, whereas the average [Y/H]
values differ only by 0.08 £+ 0.02 dex, within the observational
uncertainties in the adopted stellar parameters. For instance, Tes
values of Yong and collaborators are on average cooler than Ma08
and log g are systematically lower by —0.43 £ 0.07.

For six stars we derived an average value of [Rb/Fe] =
0.34 £+ 0.01. Although based on a quite limited sample, the Rb
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Figure 4. [Y/Fe] (this study) versus [Na/Fe] and [O/Fe] (from Ma08) for our sample stars.
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Figure 5. Comparison between our Y abundances and those by VG11 for
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abundance is constant within M4, confirming previous findings
by Yong et al. (2008a). One of our star is in common with that
study: #36215 (L3624 in Yong et al.’s sample) for which we de-
rived [Rb/H] = —0.79 to be compared with [Rb/H] = —0.89 by
Yong et al. In general there is a good agreement between the two
estimates: our mean value is [Rb/H] = —0.77 £ 0.04 (rms = 0.09),
to be compared to [Rb/H] = —0.84 = 0.03 (rms = 0.09) (see Fig. 7).

4 DISCUSSION

M4 is perhaps the most extensively studied GC. Mainly thanks
to its close distance (Rp = 2.2 kpc; Harris 1996), a wealth of
spectroscopic studies have been accomplished, aimed at deriv-
ing information on its abundance pattern for species from Li up
to Pb. This cluster represents an excellent example of what we
deem as an archetypal GC, because it presents substantial changes
only in p-capture elements, while heavy elements do not show
any variations beyond what is expected from observational er-
rors. A further confirmation of the ‘standard’ nature of M4 can
also be found in the recent survey by Carretta et al. (2012, 2013),
who performed a careful analysis of the Al content in three GCs.

III.IJ!IIIIIIIIIII',.I','IJI;I

N | Y II

4883 4884
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4898 4899 4900 4901 4902
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Figure 6. Comparison of the two Y 11 lines for two stars of almost identical stellar parameters (#29848, solid line; #26794, dotted line).

Downl oaded from https://academ c. oup. com mras/articl e-abstract/433/1/366/ 1032563

by University of Hull user
on 30 July 2018



372 V. D’Orazi et al.

B T T | T T T T T T T I_

~0.6 [ .

= -—0.8 |- -
N B §
Q L i
G -
-12 | ~
14l -

C 1 1 | 1 1 1 1 | 1 1 1 I_

4000 4500
Teff (K)

Figure 7. [Rb/H] ratios as a function of temperature for our stars (squares)
and for the 12 giants from Yong et al. (2008a, starred symbols).

In NGC 6752 and 47 Tuc (NGC 104) at least three episodes of star
formation are required to account for the chemical pattern. In M4 the
classical picture of a FG plus a SG formed from the ejecta (diluted
to a certain extent) of FG stars is able to reproduce the observed
trends. It is worth mentioning, in this context, that the cluster is
however characterized by an intrinsically high level of s-process
elements, when compared to other clusters like MS (which has a very
similar metallicity, [Fe/H] ~ —1.2 dex; see e.g. Ivans et al. 1999,
2001). Several studies have been devoted to assess this very peculiar
heavy element pattern, indicating that the protocloud from which
M4 formed must have been enriched by a higher concentration of
s-process elements (Yong et al. 2008b).

In the following Section 4.1 we briefly overview the current
knowledge of the chemical composition of this cluster. In Section
4.2 we present a new set of IM-AGB models and discuss their
comparison with the observational data to challenge the IM-AGB
pollution scenario.
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4.1 The chemical abundance pattern of M4

4.1.1 Light elements

The most recent abundance determinations for the key elements Na,
0O, Mg, Al were presented by Ma08, Carretta et al. (2009a,b) and
VG11. Ma08 analysed a sample of 104 giants from high-resolution
UVES spectra and detected a well-defined Na—O anticorrelation
(left-hand panel of Fig. 8), with [O/Fe] ranging from 0.20 to 0.55
(A = 0.35 dex) and [Na/Fe] ranging from —0.05 to 0.53 dex (A =
0.58 dex). Very similar results were obtained by VG11, who con-
firmed 0.10 < [O/Fe] < 0.53 and —0.11 < [Na/Fe] < 0.57, while
slightly larger variations in the Na—O plane were measured by Car-
retta et al. (2009a). Based on the intermediate-resolution FLAMES-
Giraffe (R ~ 20 000) spectra of 88 giants, and a different tempera-
ture scale based on photometry, they found the [O/Fe] ratio varying
from —0.15 to 0.45 (A = 0.60 dex) and [Na/Fe] from —0.16 to
0.70 dex (i.e. A = 0.86 dex). While all the three works detected
the presence of a very clear Na—O anticorrelation, there is no con-
sensus on Al. Ma08 found a variation in [Al/Fe] (at ~0.4 dex),
positively correlated with Na, as also previously detected by Ivans
et al. (1999), but no significant (anti)correlation with the Mg abun-
dances. At variance with that study, both Carretta et al. (2009b)
and VG11 did not detect any significant variation in the Al content
of the cluster (right-hand panel of Fig. 8). Carretta et al. presented
Mg and Al abundances for a sample of 14 RGB stars from UVES
spectra and obtained constant values for [Mg/Fe] = 0.55 £ 0.01
and [Al/Fe] = 0.60 = 0.01; analogously VG11 found no hint of
Al variation, with FG and SG stars showing [Al/Fe] = 0.51 £
0.04 and [Al/Fe] = 0.53 % 0.02, respectively. On the other hand,
Carretta et al. (2013) presented Al abundances for 83 RGB stars
derived from the strong doublet at 8772-8773 A, properly taking
into account the CN features populating that spectral region. They
detected a relatively small variation in Al, positively correlated with
Na, and confirmed the constancy of the Mg abundances ([Mg/Fe] =
+0.541 £ 0.005 dex). In general, beyond the debated question of
the existence of an Al variation, all these studies agree that the
cluster does not show the Mg—Al anticorrelation.

As previously mentioned in Section 1, Li abundances in M4 were
derived from three different studies: DM 10, Mucciarelli et al. (2011)
and VG11. Despite the presence of systematic offsets between the
different studies (Li is critically dependent on the adopted effective
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Figure 8. Na—O anticorrelation (left-hand panel) and [Al/Fe] as a function of [Mg/Fe] (right-hand panel). Data are from Ma08 (filled circles); Carretta et al.
(2009a, 2009b, empty squares); VG11 (empty triangles). The relatively small offsets between the different studies can provide a conservative estimate of the
measurement uncertainties.
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temperature scale), the main result is that there is no Li—Na anticor-
relation and no Li—O correlation (which would be expected in the
case of Li destruction within the polluters), since both FG and SG
stars show the same Li content. While DM 10 and VG11 analysed
the Li content in RGB stars (both below and above the RGB bump
luminosity), Mucciarelli et al. (2011) gathered Li abundances for
a sample of dwarf members, and report A(Li) = 2.30 & 0.02 dex
(rms = 0.10), consistent with the Spite plateau defined by halo
dwarfs. The fact that FG and SG stars exhibit the same Li calls for
yields from the polluters to be at roughly the Spite plateau level and
led DM10 to speculate that relatively low-mass polluters (4 M)
were at work in M4. Further support to this suggestion comes from
the modest Na—O anticorrelation (with the absence of extremely
O-poor stars, as compared to other GCs, such as NGC 2808;
Bragaglia et al. 2010) and from the lack of the Mg—Al anticor-
relations (see, however, the next section for comparison between
models and observations).

Concerning the C and N abundances, the cluster is known to
exhibit a very well defined bimodal distribution in the CN band
strengths, as first discovered by Norris (1981). Ivans et al. (1999)
found that variations in CN are not random but they are positively
correlated with Na and Al (with the CN-strong stars showing also
higher abundances of Na and Al) and anticorrelated with O. A
similar result was later presented by Ma0O8 who, adopting the CN
strength index S(3839) as given by Smith & Briley (2005), showed
the (anti)correlation of CN index with (O)Na (see fig. 10 of that
paper). The sum of C+N+O has been found to be constant, within
the uncertainties, by Ivans et al. (1999) and VG11, who obtained
A(C+N+0) = 8.24 £ 0.03 and A(C+N+0) = 8.16 £ 0.02, re-
spectively. We note, in passing, that the constancy of the C+N-+O
sum in GCs is currently debated. A most striking case is NGC 1851,
for which Yong (2011) detected a huge spread of about 1.6 dex,'
while Villanova, Geisler & Piotto (2010) claimed a constant value.

Finally, the He content has been measured for six blue HB stars
from Villanova et al. (2012), who found these stars all enhanced in
He by 0.04 dex with respect to the primordial He abundance (i.e. Y =
0.24-0.25). The same stars are also Na-rich (O-poor), as expected
according to the multiple population scenario (we refer the reader
to Gratton et al. 2010 and Marino et al. 2011 for a discussion on the
relationship between light-element variations, HB morphology and
the second-parameter problem).

4.1.2 Heavy elements

Yong et al. (2008a,b) published a comprehensive abundance study
for a sample of 12 RGB stars in M4, deriving abundances for 27
elements, from Si to Hf. These authors concluded that there is no
change in any of the n-capture elements under scrutiny; regarding
Y they found a mean value of [Y/Fe] = 0.69 & 0.02 (rms = 0.05).
The FG stars (i.e. [Na/Fe] < 0.30) exhibit [Y/Fe] = 0.67 £+ 0.03
(rms = 0.05) while Na-rich, SG stars have [Y/Fe] = 0.70 £ 0.02
(rms = 0.06). The Pearson’s correlation coefficient between [Y/Fe]
and [Na/Fe] is very small, showing that there is no statistically
significant relationship between the two. Similarly, none of the
other heavy elements shows any significant variation, with [Sr/Fe] =
0.73 £+ 0.04, [Zr/Fe] = 0.48 4+ 0.03 (from Zr 1 lines), [La/Fe] =
0.48 £ 0.03, [Eu/Fe] = 0.40 = 0.03 and [Pb/Fe] = 0.30 & 0.02 dex.

Barium abundances were published by Ivans et al. (1999),
Ma08, D’Orazi et al. (2010) and VG11 who found [Ba/Fe] =

Uhttp://www.ucolick.org/kraftfest/talks/yong_kraftfest.pdf
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Figure 9. [Ba/Fe] versus [Na/Fe]. Symbols are as for Fig. 8 for Ma08 and
VGl11, while empty squares and pentagons are for D’Orazi et al. (2010) and
Ivans et al. (1999), respectively.

0.60 £ 0.02,0.41 £ 0.01,0.50 = 0.01 and 0.32 £ 0.02, respectively.
We show in Fig. 9 the [Ba/Fe] ratio as function of the [Na/Fe] ratio,
reporting measurements from these previous studies. Although the
Ba abundances are characterized by relatively large uncertainties
(due to the saturated behaviour of the Ba 11 lines), there is no obvi-
ous relationship with the Na abundances (nor with other p-capture
elements).

A key element in this context is Rb (Z = 37), whose abundance in
the Solar system material is ~50 per cent s-process (Simmerer et al.
2004). Theory predicts that AGB stars with M 2 5 M overproduce
Rb with respect to solar and the other nearby s-process elements
(e.g. Y, Zr). This is the result of neutron densities reaching up to
10" n cm~3 and favouring the operation of the branching points on
the s-process path at ¥ Kr and *Rb (Abia et al. 2001; van Raai et al.
2012). As previously mentioned in Section 3, Yong et al. (2008b)
obtained that the Rb content does not show any cosmic star-to-star
scatter (i.e. [Rb/Fe] = 0.39 & 0.02, rms = 0.07). For FG and SG
stars, the average ratios are [Rb/Fe] = 0.37 £ 0.02 (rms = 0.04)
and [Rb/Fe] = 0.40 & 0.02 (rms = 0.07), respectively. We confirm
this previous finding and find a mean abundance of [Rb/Fe] =
0.34 £ 0.01.

In summary, all the previous surveys on heavy-element element
abundances in M4, with the exception of Y by VGI11, agree that
these elements do not show any intrinsic inhomogeneity, within the
observational uncertainties. This demands that the polluters must
account for changes in p-capture elements without affecting the
n-capture elements (see Section 4.2).

Finally, since it is not the goal of this paper to discuss the intrinsic
enrichment of heavy elements in M4 and to address the origin of the
first generations of stars responsible for such a peculiar signature,
we refer to previous papers available in the literature on this topic
(e.g. Yong et al. 2008a,b; Karakas et al. 2010). We simply take
these abundances of light and heavy elements as initial composition
and conditions to study the chemical enrichment inside M4 (see
Section 4.2).
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Table 4. List of our grid of models. Final M . is the mass of the remnant white dwarf.

Label Initial mass  AGB mass loss amrr  Ne rates No. TPs  Final M o
STDS 5.0 Vassiliadis & Wood (1993) 1.75 Standard 79 0.91
MLT5 5.0 Vassiliadis & Wood (1993) 2.20 Standard 73 0.91
BLKS5 5.0 Bloecker (1995) 1.75 Standard 39 0.91
M+B5 5.0 Bloecker (1995) 2.20 Standard 29 0.91
STD6 6.0 Vassiliadis & Wood (1993) 1.75 Standard 76 1.00
MLT6 6.0 Vassiliadis & Wood (1993)  2.20  Standard 55 0.99
BLK6 6.0 Bloecker (1995) 1.75 Standard 47 0.99
M+B6 6.0 Bloecker (1995) 220  Standard 32 0.99
MBR 6.0 Bloecker (1995) 220  2*Ne(p,y)**Na high® 32 0.99
and 2*Na(p.a)**Mg low”

“As given by Iliadis et al. (2010).

4.2 Intermediate-mass AGB models

4.2.1 The stellar models

We have computed a grid of stellar models to investigate the sce-
nario where the material that went into forming the second gener-
ation stars is assumed to come from the ejecta of a population of
IM-AGB stars. To compute the stellar structure models we used the
Monash version of the Monash-Mount Stromlo evolutionary code
(MONSTAR; see e.g. Wood & Zarro 1981; Lattanzio 1986; Frost &
Lattanzio 1996) including recent updates as described by Campbell
& Lattanzio (2008). Low-temperature opacities have been further
updated to those calculated by Lederer & Aringer (2009), which
are variable in C and N as needed to follow the pollution of the
stellar surface via the third dredge-up (TDU) episodes in AGB stars
(Marigo 2002). Instantaneous mixing was used in convective zones
and the convective boundaries were defined using a search for ‘con-
vective neutrality’ (Frost & Lattanzio 1996). No further overshoot
was applied beyond this boundary. Initial composition for the mod-
els was based on the observed FG abundances reported by VG11
(see their table 2). This composition is e-enhanced and has subsolar
C/Fe. Since the initial [O/Fe] = 40.4, the metallicity Z is roughly
doubled from that given by [Fe/H] only and the present models have
initial Z = 0.002. In our standard models mass loss was included
using the empirical formula of Reimers (1975) during the RGB
phase (with n = 0.4) and the empirical formula of Vassiliadis &
Wood (1993) during the AGB phase. The stellar evolution was fol-
lowed from the zero-age main-sequence to the end of the TP AGB
phase. In some cases the evolution could not be followed past the
instability caused by the peak in Fe opacity in the AGB envelope
(see Lau et al. 2012 for a discussion) and final envelope masses
between 0.1 and 1.2 M, remained at the end of the calculations. In
these cases when calculating the yields we assume that the surface
abundances in this remaining material stay the same as those in the
last computed model.

Models of AGB stars are well known to contain many significant
uncertainties. These include, but are not limited to: (1) the con-
vection theory, in these models we used the mixing length theory
(MLT), (2) the mass-loss rates and (3) the nuclear reaction rates.
Our grid of models explores the effects of these three uncertainties.
We calculated two ‘standard’ (STD) models of initial masses 5 and
6 My using the input physics described above and setting the mix-
ing length parameter ayr = Iyur/Hp (Where [y is the mixing
length and Hp is the pressure scale-height) to 1.75, as calibrated
using a model of the Sun. As a first test, we increased oy to 2.20.
Variations of ayr to this extent are warranted since oy proba-
bly changes for different evolutionary phases (Lydon, Fox & Sofia

1993; Lebzelter & Wood 2007) and metallicities (Chieffi, Straniero
& Salaris 1995; Palmieri et al. 2002; Ferraro et al. 2006; Trampedach
& Stein 2011) and it is expected to change for AGB stars (Sackmann
& Boothroyd 1991; Lebzelter & Wood 2007). Ventura & D’ Antona
(2005a) found that the i value corresponding to employing the
full spectrum of turbulence formalism (FST; Canuto & Mazzitelli
1991) in massive AGB stars is ~2 (although this does not repro-
duce all the features of FST models). McSaveney et al. (2007) used
values of oyt up to 2.6 to match observations of the effective
temperature of the envelopes of massive AGB stars in the Magel-
lanic Clouds. As a second test, we used the mass-loss formula of
Bloecker (1995), with n = 0.02 during the AGB phase. This mass-
loss prescription gives higher mass-loss rates than the formula of
Vassiliadis & Wood (1993), effectively reducing the lifetime of the
star. The star consequently suffers fewer thermal pulses and there-
fore fewer TDU episodes, which follow each TP (see also Ventura
& D’ Antona 2005b). As a third test, we changed both the mass-loss
rate to Bloecker (1995) and oy 1 to 2.2.

We also performed detailed nucleosynthesis calculations using
a post-processing code, the Monash Stellar Nucleosynthesis code
(mMonsooN; Cannon 1993; Lattanzio et al. 1996; Lugaro et al. 2004),
that reads as input the background thermal structure from the stellar
evolution calculations. The code solves a network of 2336 nuclear
reactions involving 320 nuclear species from n and p up to Bi. The
bulk of the reaction rates are from the Joint Institute for Nuclear
Astrophysics (JINA) REACLIB data base as of 2009 May. We
tested that there are no major changes when using the data base as
of 2012 May. During the post-processing we made one final test to
investigate the effects of changing the p-capture rates that affect the
production of **Na, as detailed in the last line of Table 4 (model
MBR; see also Ventura & D’ Antona 2005b, 2006). We summarize
the nine computed models and their parameters in Table 4.

4.2.2 Model results

In the last two columns of Table 4 we list the total number of
thermal pulses and the final core mass for each model. The models
show little difference in final core mass because the core grows very
slowly due to the presence of deep TDU episodes, which removes
the core growth due to H burning (i.e. Atpy ~ 1). The mass of
the core is not affected by higher mass-loss rates since it essentially
reaches its final value after ~10 TPs. On the other hand, the different
models present large differences in the number of TPs. Increasing
aprr caused a minor reduction in number of TPs in the 5Mg
model while in the 6 M model the number of TPs was reduced by
~25 per cent. This is a result of hotter HBB and higher luminosities
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Figure 10. The evolution of the surface C, N, O, Na, Mg, Al and the sum of
the C+N+0O abundances in the standard 6 M) model (STD6, upper panel)
and in the model computed using the Bloecker mass-loss rate formula and
amrr = 2.2 (model M+B6, lower panel). Time is offset so 7 = 0 coincides
with the start of the AGB for both models. We note that the Al in the plot
is mostly 26 Al which, due to its relatively short half-life, was assumed to
decay completely to 2°Mg and was thus added to the yields of Mg presented
in Figs 14 and 15.

driving an enhanced mass loss (Ventura & D’Antona 2005a). In
the models with increased mass-loss rates, due to the use of the
Bloecker (1995) formula, obviously the effect is stronger. In both
the 5 and 6 My models the number of TPs as compared to the
standard models is significantly lower, reducing from 79 — 39 TPs
and 76 — 47 TPs, respectively. As expected, the combination of
a higher a1 and a higher mass-loss rate leads to an even further
reduction of the number of TPs (Table 4).

In Figs 10 and 11 we compare the evolution of the surface abun-
dances along the AGB in the standard 6 M model (STD6) and in
the 6 M5 model computed using Bloecker mass loss and oy =
2.2 (M+B6). Using the formula of Bloecker (1995) and amir =
2.2 severely truncates the AGB phase, resulting in fewer TDU
episodes and less material carried into the envelope. The abundances
of species arising from the TDU are lower e.g. the sum of C+N-+O
(Fig. 10) and the s-process elements (Fig. 11). The sum of C+N+O
is determined by the amount of C produced by He burning during
the TPs, dredged-up to the stellar surface, and partially converted to
N by HBB. Thus, the truncation of the AGB phase naturally leads to
a significantly smaller increase in the sum of C4+N+O. The higher
value of a1 also has the effect of decreasing the number of TDU
episodes and, in addition, it has the important consequence of alter-
ing the thermal structure of the convective envelope. In particular,
the temperature at the base of the envelope increases. This allows
more efficient HBB, which modifies the nucleosynthetic yields of
all the species affected by proton captures, for example, the surface
O abundance reduces faster (Fig. 10).

The s-process elements in our IM-AGB star models are produced
in the convective regions associated with the TPs. The neutron
source during the TPs is the ?Ne(«,n)>Mg reaction. The **Ne is
synthesized in the TPs by conversion of all the '*N, produced by the
H-burning shell during the interpulse period, via two « captures.
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Figure 11. Same as Fig. 10 for selected s-process elements belonging to
the first (Rb, Sr, Y and Zr) second (Ba) and third (Pb) s-process peaks.

An important fraction of the >?Ne abundance is of primary origin
since it is formed from "N which is produced via proton captures
on the 'C left behind by He burning and carried to the envelope
by the TDU. The other possible neutron source in AGB stars is
the "*C(er,n)'°O reaction. Formation of the required '*C is usually
obtained by allowing some extra mixing of protons at the deepest
extent of the convective envelope during each TDU episode (Busso
etal. 1999). However, we did not include the '3C pocket in our mod-
els because in IM-AGB stars the formation of the '*C pocket appears
to be inhibited by p captures occurring at the hot base of the convec-
tive envelope during the TDU (Goriely & Siess 2004). The surface
s-process abundances increase with each TDU episode as they are
successively mixed into the convective envelope (see Fig. 11). The
activation of the >*Ne neutron source depends on the temperature
at the base of the TP convection zone, which increases with each
TP. Because the s-process nuclei accumulate in the He intershell
and are irradiated during each TP, they experience a total neutron
flux that increases with the TP number. As a result, the s-process
surface abundances show an increase initially of the elements at the
first s-process peak (Rb, Sr, Y and Zr), then of the elements at the
second peak (e.g. Ba) and finally of those of the third peak at Pb. The
s-process elements belonging to the same neutron magic peak (e.g.
Sr, Y and Zr, N = 50) are produced together along the s-process
path, according to the local neutron capture rates. In Fig. 11 we
show the production of heavy elements for two 6 M AGB models
(standard case and o1 enanched+Bloecker mass-loss law). For
the first model, [Rb/Fe] increases up to ~1.4 dex, Sr—Y-Zr up to
~ 1.1 dex [Ba/Fe] up to 0.7 dex and Pb only marginally changes,
growing less than 0.2 dex. In the second model, the s-process pro-
duction is much weaker, since all elements under consideration
have abundances lower than roughly 0.5 dex. To explain variations
in only one of these elements (e.g. Y, as reported by VG11) would
require very unusual conditions. The production of Rb with respect
to solar is higher than the production of Y, due to the high neutron
densities resulting from the activation of the Ne neutron source
(van Raai et al. 2012).
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4.2.3 Comparison with observations of M4 A LI L L L L L LI IS I I

In Figs 12-21 we compare the elemental yields in the form of [X/Fe] 10k P MLT |
predicted by the present models with the key abundances observed in r W STD ]
M4. The ‘yields’ are defined as the integrated elemental abundance U T
lost in the AGB winds during the whole life of the star. This is the L
material that presumably contributes to the gas from which the SG 0.5+
stars formed.

[Al/Fe]

(i) Na and O. In Figs 12 and 13 we present the comparison be-
tween models and observations in the Na—O plane for the 5 and 00 —
6 M models, respectively. It can be seen that the MLTS model r

covers the range of Na increase and O decrease, while the other L 5 Msun ]
5 M@ models fail to deplete O sufficiently. On the other hand, most F .
of the 6 M models deplete enough O, but fail to produce sig- 05kl b Lorinin i,
nificant amounts of Na. The MBR model, computed by altering -05 0.0 0.5 1.0
the p-capture reaction rates that affect the Na abundance (within
the uncertainties given by Iliadis et al. 2010), results in a Na yield [Mg/ Fe]
Figure 14. Same as Fig. 12 but for the Mg—Al plane. Note that we have
10— offset the initial Al composition used in the models to the value observed in
r ] the FG stars of M4.
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Figure 12. Comparison between our 5 M(;) model yields and observations [Mg /Fe]

in the O-Na plane (as in Fig. 8). Large markers indicate yields from models
as indicated in the figure (see Table 4), except for the solid diamond which

- . Fi 15. s Fig. 14 but for the 6 M Is.
shows the initial composition. Observational data are from the same sources igure 15. Same as Fig but for the 6 M models

in Fig. 8.
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Figure 16. Same as Fig. 12 but for the Na—Y plane. Observational data are
[O/ Fe] from the current study for Y and from Ma08 for Na. Note that we have offset
the initial Y composition used in the models to the value observed in the FG
Figure 13. Same as Fig. 12 except for the 6 M;) models. stars of M4.
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used in the models to the value observed in the FG stars of M4.

1.0 rrrr 1T I TrrrrTorrTorT I LI LI NI L |
3 D) ]
0.5 -
O r 1
L L ki
S~ - o
I L ki
m, " ]
0.0 -
E 6 Msun :
_05 [ | I R . I P I B I I P R T | 1

-0.5 0.0 0.5 1.0
[Na/Fe]

Figure 19. Same as Fig. 18 but for the 6 M5 models.
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in Section 4.1.1.
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Figure 21. Same as Fig. 20 for the 6 M5y models.

~70 per cent higher than using the recommended rates. This is not
enough to match the observed variation between the FG and SG
stars, however, it should be considered as a conservative choice.
Iliadis et al. (2010) provided new estimates for nuclear reaction
rates based on a Monte Carlo model that allowed the evaluation of
the probability distribution function for each rate. They defined as
‘low’ and ‘high’ those rates corresponding to a coverage probability
of 1o — clearly the uncertainties would be larger if one adopted a
higher coverage probability. Also, it should be noted that while the
Monte Carlo method takes into account all current experimental
information, it cannot be excluded that different information may
arise from future experiments, particularly for the ’Ne(p,y)**Na
and *Na(p,a)**Mg rates, which are affected by low-energy reso-
nances that are difficult to reach experimentally.

(ii) Mg and Al. In Figs 14 and 15 we present the comparison
between models and observations in the Mg—Al plane for the 5 and
6 M models, respectively. The STD and MLT models produce
Mg and/or Al abundances too high with respect to the observations,
either due to dredge-up of > 2°Mg produced by « captures on >*Ne,
in the case of the 5 M) models, or due to efficient HBB in the case
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of the 6 M5 models. On the other hand, all the BLK and M+B
models are well within the observations (we remind the reader that
the extent of the Al spread is debated, as described in detail in
Section 4.1.1).

(iii) Na and Y. In Figs 16 and 17 we present the comparison
between models and observations in the Na—Y plane for the 5 and
6 M models. The STD and MLT models, which experience a large
number of TDU episodes, produce Y variations an order of mag-
nitude higher than the spread observed in M4. Therefore, within
the IM-AGB pollution scenario these models would cause a larger
s-process enrichment in SG stars compared to FG stars, which is not
observed according also to our present results. On the other hand,
the BLK and M+B models, which experience fewer TDU episodes,
produce Y variations of <0.3 and 0.2 dex for the 5 and 6 M5 mod-
els, respectively. These models may reproduce better the observa-
tions, i.e. the missing extra-enrichment in s-process elements of SG
stars compared to FG stars in M4 within the uncertainties. A similar
conclusion can be derived using the Na—Ba plane (Figs 18 and 19).

(iv) Li. Figs 20 and 21 show the comparison between models
and observations in the Teg—Li plane for the 5 and 6 M5 models.
All our models present a brief phase of Li enrichment at the stellar
surface, during the first few TPs, with a peak of A(Li) ~ 4 dex.
The final Li yield depends on when the star loses most of its mass
(Travaglio et al. 2001; Ventura & D’Antona 2010). The STD and
MLT models, which experience extended lifetimes, result in yields
close to zero, because they lose most of their mass after Li has been
destroyed by HBB. Conversely, the BLK and M+B models, which
have shorter lifetimes, eject a substantial amount of mass during
their Li-rich phases, producing relatively high yields — close to the
initial value — particularly when considering the 5 M model.

Overall, none of our STD and MLT models can reproduce the ob-
served constancy in the s-process and Li abundances. Furthermore,
they produce Mg and Al outside the observed variations. On the
other hand, the BLK and M+B models can reproduce most of the
observational constraints, although the 5 M5 models do not deplete
enough O and result in slightly too high s-process abundances, while
the 6 Mn models require some adjustment in the reaction rates to
explain the Na spread, and they deplete too much Li. The Li prob-
lem might be rectified by a further slight increase in mass-loss rate,
for instance using a slightly higher value of 1 in the Bloecker for-
mula, so that more mass is lost during the Li-rich phase, and/or by
considering in detail the uncertainties in the nuclear reaction rates
involved.

Finally, we report that in the M+B6 model the [Rb/Fe] increases
of ~+0.2 dex, slightly higher than that predicted for [Y/Fe]. How-
ever, this is not a problem since such a weak overall enrichment of
Rb and Y in these IM-AGB models as polluters would likely not be
observable in SG stars. For the same model, the change in the sum
of C+N+0 is ~+0.3 dex, and the He enrichment is §Y = +0.09.
All the models produce [N/Fe] >~ 1.5-2 (the observed variation is up
to ~1 dex; e.g. VG11), but none of them deplete C to the observed
level of [C/Fe] >~ —0.5 (e.g. VG11). The lowest [C/Fe] obtained is
~0 using the M+B6 model.

4.2.4 Comparison with other observational constraints

To ascertain if our IM-AGB models computed including efficient
HBB and strong mass loss are a realistic solution for the anoma-
lies observed in M4 we can, in principle, check if these models are
consistent with other observational constraints. A problem how-
ever is that there are very few direct observations of abundances in

IM-AGB stars, and these are for stars in the Galaxy, Large Mag-
ellanic Cloud (LMC) or Small Magellanic Cloud (SMC), i.e. of
metallicities higher than M4. One study that we are aware of is
that of McSaveney et al. (2007), who obtained spectra of a sample
of LMC and SMC AGB stars. The severe difficulties in performing
these observations are clear from the McSaveney et al. (2007) study,
where they attempted to measure abundances in the cool AGB atmo-
spheres (which are also dynamic/pulsating; see e.g. Lebzelter et al.
2010) of seven stars but were only able to obtain results for two.
The results from their two stars support an increase in oy at least
as high as we have used in our MLT models and also the phenomena
of HBB and TDU as seen in the models. Other studies of IM-AGB
stars are those of Plez, Smith & Lambert (1993) for the SMC,
and those of Garcia-Hernandez et al. (2006, 2007, 2009) discussed
below, for the Galaxy, the SMC and the LMC. More accessible
are planetary nebulae (PNe) of Type I. The material surrounding
the compact central stars in these objects is believed to consist of
the material ejected by IM-AGB stars. They are also located in the
Galactic disc (Stanghellini et al. 2006; Sterling & Dinerstein 2008),
or in the LMC and SMC (Kaler & Jacoby 1990). Again, all these
objects have metallicities higher than M4, which may affect the un-
certain parameters related to the evolution of these stars. Keeping
this caveat in mind, we can examine the available constraints.

PNe of Type I are believed to be IM stars that have completed the
AGB phase, have little or no stellar envelope left and are evolving
blue-wards at constant luminosity in the CMD. PNe of Type I show
the clear signature of HBB in their He/H and N/O ratios (e.g. Kaler
& Jacoby 1990; Stanghellini et al. 2006) and no enhancements of
the s-process elements Se and Kr, which are close to the first s-
process peak. This is well explained by models of IM-AGB stars of
solar metallicity (Karakas et al. 2009). However, this simple picture
has been somewhat complicated by the detection of extremely high
abundances of Rb in OH/IR stars in the Galaxy (Garcia-Hernandez
et al. 2006), and in the SMC/LMC (Garcia-Herndndez et al. 2009),
which represents the first proof of the activation of the *’Ne neu-
tron source in IM-AGB stars. The IM-AGB nature of these stars
was determined on the basis of the velocities of their OH masers,
their location in the Galactic plane (as indicative of belonging to
a young population) and the presence of Li produced by HBB, at
least in some of the objects. The very high Rb overabundances, with
[Rb/Fe] up to +2.5 dex for Galactic stars and up to 45 dex for stars
in the Magellanic Clouds are however not matched by standard
IM-AGB models (Garcia-Hernandez et al. 2009; van Raai et al.
2012). Karakas et al. (2012) showed that if the stellar lifetime is
extended by lowering the mass-loss rate, so that a larger number
of TDUs is allowed, and the rate of the ?Ne(a,n)*>Mg reaction
is taken from the Nuclear Astrophysics Compilation of Reaction
Rates (NACRE) compilation (Angulo et al. 1999), then it is possi-
ble to reach [Rb/Fe] ~ 1.4, close to the average [Rb/Fe] observed
in the Galactic OH/IR stars. Clearly, we have here a contradictory
situation since to match these observations the s-process nucle-
osynthesis in IM-AGB stars needs to be enhanced, while to match
the constancy of the s-process elements in M4, including Rb, the
s-process nucleosynthesis in IM-AGB stars needs to be suppressed.

We note however that there are still several problems related to
the interpretation of the high Rb abundances in IM-AGB.

(i) As discussed in detail by Garcia-Herndndez et al. (2009)
and van Raai et al. (2012), serious problems are present in cur-
rent model atmospheres of luminous AGB stars since these models
are performed in 1D and do not include important effects such as
the presence of a circumstellar dust envelope and dust formation,
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which may lead to systematic uncertainties. More realistic model
atmospheres for IM O-rich AGB stars (e.g. the inclusion of a cir-
cumstellar dust envelope and 3D hydrodynamical simulations; see
e.g. Lebzelter et al. 2010) as well as non-local thermodynamic equi-
librium (NLTE) calculations need to be developed.

(ii) The IM-AGB models that predict high Rb enhancements also
necessarily predict some Zr enhancements, which are not observed.
These stars show [Zr/Fe] < 0.5 (Garcia-Hernandez et al. 2007).

(iii) The NACRE ?*Ne(«r,n)>’Mg rate is probably too high when
considering the more recent experiments (Jaeger et al. 2001).

(iv) Li abundances in the observed stars present a large range,
from depletion to enhancements, however (as also discussed above
in relation to the present models), Li enhancements can only be seen
early during the AGB evolution, while high Rb enhancements are
obtained only after many TPs.

Another possibility is that the TDU efficiency and the mass-loss
rate are very sensitive to the initial stellar mass and the metallicity.
For example, more massive IM-AGBs than those considered here
and super-AGB stars (Pumo, D’ Antona & Ventura 2008; Doherty
et al. 2010; Siess 2010) might experience less efficient TDU and/or
higher mass-loss rates and be responsible for the pollution of GCs.
Obviously, more models of IM-AGB stars and observations of both
Rb-rich stars and Type I PNe will help us to understand these issues.
For the time being it seems difficult to use the high-Rb observations
as a strong constraint to extrapolate information to IM-AGB stars
in GCs and vice versa.

A further difficulty when comparing to other observational con-
straints is the possibility that IM-AGB stars could evolve differently
in clusters and in the field. It is known that B stars (which eventually
evolve to be IM-AGB stars) in open clusters typically rotate more
rapidly than B stars in the field (though this may be due to their
being in a less evolved phase of their evolution; e.g. Huang, Gies
& McSwain 2010). Fast rotation would have a strong effect on the
stellar evolution prior to the AGB phase possibly producing too high
C+N+0 yields to be compatible with the observations, as shown
by Decressin et al. (2009), though the effect of magnetic fields was
not included in these models. Moreover, binary interaction is im-
portant in shaping stellar yields (Izzard et al. 2006; Vanbeveren,
Mennekens & De Greve 2012) and its effects would be different if
the binary distribution was different for field and cluster stars.

5 SUMMARY AND CONCLUDING REMARKS

In summary we have considered four observational constraints and
derived the following results for M4.

(i) In the O-Na plane, the MLT5 model provides a good fit to
the observed spread. Also the STD6 and the M+B6 models may
result in a good fit, provided that the rates of the nuclear reaction
that produce and destroy Na during HBB are varied somewhat
beyond the ‘high’ and ‘low’ values given by Iliadis et al. (2010).
These variations are within current possibilities and need to be
investigated.

(i) In the Mg—Al plane, all the STD and MLT models produce
variations in Mg and/or Al outside the observed spread, while all
the BLK and M+B models are within the observations.

(iii) As in item (ii), in the Na—Y and Na—Ba planes the STD and
MLT models produce variations outside the observed spread, while
the BLK and M+B models can explain the constancy of s-process
abundances between generations, particularly when considering the
6 M models.
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(iv) As in items (ii) and (iii), when considering Li the STD and
MLT models result in no Li production, while the BLK and M+B
models can explain the constancy of the Li abundance between
generations, particularly when considering the 5 M models.

(v) All the models result in production of He beyond the observed
variations, which indicates the need of some dilution with primitive
material. The change in the sum of C+N+O may be comparable to
the observations, within the uncertainties, only if we consider the
BLK and M+B models. The observed depletion of C by a factor of
~2 is not obtained by any of the models.

Although none of these models can simultaneously match all
the constraints listed above, we believe that our exploration of the
model uncertainties shows that IM-AGB stars cannot be ruled out
as potential polluters for the M4 SG population since reasonable
variations in input physics can still provide a reasonable agree-
ment between the theoretical yields and observations. More work is
clearly needed to improve the input physics of IM-AGB stars. We
note, however, that the fact that SG stars probably formed from the
ejecta of a range of masses (not a single mass) and that there must
be a certain dilution between pristine and polluted material (see e.g.
Gratton et al. 2012), do not allow us to simultaneously reproduce
all the observational constraints any better with the present models.

We have confirmed the previous finding by Ventura & D’ Antona
(2005c¢, 2010) that IM-AGB models computed including efficient
HBB and strong mass loss (e.g. the Bloecker mass-loss rate) can
provide a match to the observations of the light elements. Further-
more, we have shown that these same models can also be consistent
with the constraint that there are no variations in the s-process
elements in M4 between FG and SG. When comparing to obser-
vational constraints other than GCs, however, it appears difficult to
establish a self-consistent scenario that could explain all the current
observations related to IM-AGB stars. Also the question remains of
why IM-AGB stars in GCs should experience a stronger mass loss
than what is observed in the Galaxy and in the Magellanic Clouds
(Vassiliadis & Wood 1993). In any case, pursuing such comparison
offers us the future opportunity of better understanding all of the
current issues related to nucleosynthesis in IM-AGB stars via more
refined models and observations.

In particular, AGB s-process models similar to those we have
explored here are needed for a more extended range of masses,
i.e. between 3 and 9M), and for different choices of the mass-
loss rate and efficiency of convection. The models of Lugaro et al.
(2012) have shown that as the stellar mass decreases the effect
of the TDU (producing C, F and s-process elements) gradually
becomes predominant over the effect of HBB (depleting O and F,
and producing Li). AGB models of slightly lower mass than those
presented here have been invoked as a possible explanation for
variations in the s-process elements in M22 (Marino et al. 2009;
Roederer, Marino & Sneden 2011), as well as for their correlation
with fluorine (D’Orazi et al. 2013). A large grid of AGB models
and realistic models of the gas dynamics in the forming GC (Krause
etal. 2012, 2013) will be fundamental to ascertain at which mass we
can see the raising of the s-process and fluorine abundances, and to
derive information on the time-scales of formation of the different
populations in GCs.
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