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Abstract 
Platinum group metals have been the most widely applied metals for hydrogenation catalysts 

used in the synthesis of fine chemicals; this has been due to their high catalytic activity and 

ease of preparation. However, platinum group metal-based catalysts are often overly active in 

the synthesis of complex molecules with multiple susceptible groups present. The aim of the 

work in this thesis was to synthesise metal sulfide catalysts for the selective hydrogenation of 

nitroarenes that are free from platinum group metals. 

In this work, a simple solvothermal synthesis method was developed to produce a wide range 

of first row transition metal sulfides. By simply changing the precursor metal salt, the metal 

sulfide could be precipitated. Additional modifications to the product sulfides were achieved 

by changing the temperature and capping agent, resulting in a synthesis method by which 

composition and crystal structure could be modified to produce a range of potential products. 

Optimisation test work was carried out on the synthesis of FeS2 pyrite and it’s characterisation 

by powder x-ray diffraction (PXRD) shows a single-phase product under the optimum 

conditions. Transmission electron microscopy (TEM) shows that the particles obtained are 

elongated with a width half that of their length which is between ca. 3-5 nm. The catalytic 

activity of these metal sulfides was characterised by their application in a heterogeneous 

hydrogen transfer reduction of substituted nitroarenes for the synthesis of substituted anilines. 

FeS2 pyrite showed excellent catalytic activity towards the hydrogen transfer reduction of 

nitroarenes. Reaction conditions for the hydrogen transfer reaction were optimised before 

testing other potential sulfide catalysts. NiS2 pyrite showed no catalytic activity when applied 

to the hydrogen transfer reaction. This was theorised to be due to the relatively small energy 

difference in Fe oxidation states allowing for chemical reactions to occur at low energy on the 

catalyst not present for Ni. FeS2 pyrite was applied to other substituted nitroarenes to determine 

the broad applicability of the catalyst. FeS2 pyrite maintained a high level of conversion of the 
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substrate material with complete selectivity towards the aniline product. Other hydrogen 

donors are also explored.  
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Chapter 1 Introduction and Literature Review 

The design of high-performance catalysts considering the environmental impact of the 

chemical transformations is at the forefront of industrial fine chemical production. This 

includes the reduction in the use of platinum group metals (PGMs) and reducing the harsh 

conditions required in these chemical transformations, such as reducing reaction temperatures 

and pressures. 

Recent developments in catalysis have involved using more abundant elements in the synthesis 

of catalysts with a drive to achieve acceptable reaction performance at under more sustainable 

and less environmentally impactful conditions. This drive has emphasised a focus on metal 

oxides and sulfides as potential catalysts for fine chemical transformations. 

1.1 Sustainable chemistry and catalysis 

Sustainability in the efficient use of materials has become one of the driving forces in chemical 

synthesis in the 21st century, as our modern conveniences require vast quantities of bulk and 

fine chemicals, ranging in application such as dyes, agrochemicals and pharmaceuticals. The 

processes involved in the synthesis of these chemicals require a substantial amount of energy 

and demand for such chemicals expected to increase in the coming decades, there has been a 

focus on making these processes more efficient requiring less energy yet keeping up with the 

increased demand.1 The primary means of driving this sustainability is the increased use of 

catalysts and the development of catalysts that do not impact the environment as severely in 

their synthesis. 

The relative use of catalysts generally correlates with a decrease in production of chemicals, 

with bulk chemicals requiring less catalyst use compared to fine chemicals for a given 

production volume. This is depicted in shown in Fig. 1.1. 
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Figure 1. 1: Approximate mass of chemicals produced in various chemical sectors with the use of catalysts in 

each sector increasing with specificity of the chemical application, arrow indicate the use of catalysts.2 

The industrial synthesis of bulk chemicals has largely remained unchanged for  many decades 

using vast amounts of energy and inefficient catalyst technologies conceived in the 1950s.1, 2 

One such example of this inefficiency within the chemical industry is the production of 

ammonia, more than 100 million metric tonnes of atmospheric nitrogen are extracted every 

year to make ammonia, with high reaction temperatures of 450 °C at 200 bar of pressure 

consuming 1-2 % of the global energy production and 5 % of the global natural gas 

production.3, 4 Another example is the selective hydrogenation of nitroarenes using supported 

poisoned PGM based catalysts, these catalysts contain a secondary metal within the active 

component to reduce the activity of the catalyst.5 However, this component is typically a toxic 

heavy metal in itself, such as lead within the so called Lindlar catalyst.6, 7 In addition to the 

lack of selectivity often displayed by these PGM based catalysts, the high costs of the precursor 
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materials and rapid poisoning after usage is driving the scientific interest into new catalyst 

compounds for the selective transformations of various compounds. 

The intensive focus on these new compounds has driven a scrutineering of the traditional 

catalysts with a great emphasis on chemical and structural changes to the catalyst material, with 

many previously observed “poisoned state” materials such as PdS, FeS2, NiS2 and PdO being 

seen as potential catalysts for more efficient catalytic processes.8-11 

The key areas of sustainable catalysis that are being reviewed with increasing scrutiny are 

reducing the harsh reaction conditions; by reducing temperature and pressure, and by 

increasing the atomic efficiency of the reactions. The atomic efficiency of a reaction is a 

measure of how efficiently the reactant atoms are converted to useful atoms within the desired 

products. In an ideal reaction the atomic efficiency would be 100 %, where all reactant atoms 

are converted to desired products with no “wasted” atoms. In reality this is difficult to achieve, 

in part due to the nature of some chemical transformations such as the reduction of nitro or 

carboxylate groups, where water is always produced as a by-product. In these circumstances, 

it is known that a 100 % efficiency is impossible, as such the selectivity of the final product 

mixture and maintenance of the highest theoretical atomic efficiency is the focus. 

Complex product mixtures are often achieved in the reduction of certain compounds with 

multiple reducible groups, such as aminostyrene or acrylonitrile synthesis. In these cases, the 

selectivity of the catalyst is paramount, with the activity of the catalyst often sacrificed in 

favour of selectivity towards a desired product. Selectivity is often favoured as the desired 

product is markedly more valuable than the other potential products, so increasing the yield of 

this product over the others is required. 

Fine chemicals are typically synthesised in small batch processes requiring intensive 

purification and separation due to their complex synthesis often requiring a “work up” step to 
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ensure the final product is of sufficient quality.1 Work up steps are wasteful in that vast amounts 

of solvent are required, and waste products are disposed of instead of recycling back into the 

reactor for further purification. This work up can be avoided using catalysts to selectively 

transform the target groups without the need for harsh reaction conditions. The area of focus 

in this thesis is the selective hydrogenation of aromatic nitro groups to anilines. 

1.2 Selective hydrogenation of nitroarenes 

The selective hydrogenation of substituted nitro arenes to substituted aryl amines is a vital 

process in the synthesis of various pharmaceuticals, agrochemicals and dye compounds. 

Substituted anilines are therefore of interest as their wide-ranging applications mean that the 

demand for their synthesis is rapidly increasing.5, 12-14  

1.2.1 Hydrogenation of functionalised nitroarenes 

Simply reducing the nitro group of nitroarene is, in itself, not a complex chemical 

transformation, with this basic chemical reduction being used in the bulk production of “raw” 

aryl amine. Aniline, for example, is a commonly used solvent, organic base, and 

intermediate/precursor material in the preparation of countless other compounds. However, the 

key issue lies in the selective reduction of the nitro group when other groups, susceptible to 

hydrogenation, are present on the arene. These other substituent groups may be alkynes, 

alkenes, nitriles, halides, etc. The other substituent groups may be hydrogenated more easily 

than the nitro group, thereby removing the desired functionality in the end amine product. 

As previously stated, these substituted aryl amines have near limitless uses within as 

agrochemicals, dyes and pharmaceuticals or as intermediates in the synthesis of these 

compounds. Common examples of these include benzocaine, a widely used local anaesthetic, 

and methyl orange, an indicator and dye compound widely used in the textile industry, the 

chemical structures of these compounds are shown in Fig. 1.2. 
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Figure 1. 2: Chemical structures of a) methyl orange and b) benzocaine, which are both synthesised from aryl 

amine intermediates obtained from nitroarene hydrogenation. 

The production of substituted aryl amines requires highly selective catalysts that can target the 

nitro group for hydrogenation, while excluding the other groups, some of which may be 

susceptible to hydrogenation. This reduction process often involves the use of platinum group 

metal (PGM) based catalysts, these catalysts are often 5 % Pd/C for example using pressurised 

molecular hydrogen as a reducing agent.5, 15 However, the use of these common relatively 

cheap high PGM containing catalysts often lack the needed selectivity for the synthesis of 

substituted aryl amines. As previously discussed, due to an increasing drive for greater atomic 

efficiency in industrial chemical processes, there is a need to produce more selective catalysts 

for the synthesis of aryl amines. 

1.2.2 The mechanism of nitrobenzene hydrogenation 

The mechanism behind the selective hydrogenation of functionalised nitroarenes is somewhat 

mysterious.16 Across the literature there is a debate on the actual mechanism of the reduction, 

with the debate stemming from the direct synthesis route via forming the hydroxylamine 

intermediate or the indirect synthesis route via forming the hydroxylamine which condenses 
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and is then further reduced forming the azo product which is reduced to the amine product.17, 18 

A graphical display of the direct synthesis vs indirect synthesis is shown in Fig. 1.3. 

 

Figure 1. 3: Proposed reaction scheme in the synthesis of aniline from nitrobenzene, via a direct route and an 

indirect route.16, 18 

The direct route in the reduction of functionalised nitrobenzene is seen as the more efficient 

route for the synthesis of functionalised anilines, as it requires fewer chemical transformations. 

However, the indirect route is more energetically efficient, as the azo species represent a low 

energy stable intermediate, whereas in the direct route total conversion of the nitroso group to 

the unstable hydroxylamine intermediate.18 The total conversion of the nitroso to the 
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hydroxylamine intermediate requires a greater energy input than the condensation step, seen in 

the indirect step, however the energy gap between the hydroxylamine and aniline product is 

substantially reduced compared to the hydrazo product seen in the indirect route. As such, the 

energy gap between the two routes is negligible and they can be seen as equivalent in energy. 

This equivalence in energy between the two systems can be differentiated when a catalyst is 

introduced. By stabilizing intermediates in either route, a catalyst causes a defined difference 

in the energy level, thus one route shows prevalence over the other. 

1.3 Metallic catalysts for nitrobenzene hydrogenation 

       1.3.1 Classes of metallic catalysts 

Metal based catalysts are often the go to materials for catalysts in the hydrogenation of organic 

compounds. More specifically, PGMs are highly sought after for their catalytic properties and 

ability to readily activate molecular hydrogen.19-21 However, these metals often lack the needed 

selectivity in these hydrogenation reactions, as they prove to be too active in the hydrogenation 

and activation of hydrogen leading to unwanted side reactions lowering the overall reaction 

efficiency. 

Metal catalysts can be broken down into several distinct categories, monometallic, intermetallic 

and alloys. A visual demonstration of these categories is shown in Fig. 1.4. 

 

Figure 1. 4: Schematic demonstration of the three general categories of metallic catalysts, monometallic, 

intermetallic and alloys. 
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  1.3.1.1 Monometallic catalysts 

Monometallic catalysts feature only a single metal element in their active component, 

ordinarily supported on an oxide such as silica or alumina. These metals are typically PGMs 

due to PGMs being highly active in the activation of molecular hydrogen, shown in Fig. 1.5, 

and the hydrogenation of organic compounds. Yet, some non-PGM metals are used in the 

reduction of organic compounds such as iron, cobalt, nickel and copper, these metals have a 

lower activity in the activation of molecular hydrogen and are often employed when selectivity 

is key in a reaction. However, due to their decreased activation of hydrogen these catalysts 

require longer reaction times to produce sufficient conversion of substrates. 

 

Figure 1. 5: The relative chemisorption free energies for a hydrogen monolayer formation on various common 

transition metals used in hydrogenation catalysts, reproduced from Garcia-Garcia et al. using data produced by 

Nørskov et al.22, 23 

The activation of hydrogen is highly energetically favoured by PGMs demonstrated by the tip 

of the volcano plot shown in Fig. 1.4. Palladium, platinum and rhenium show the greatest 

activation of hydrogen with the other commonly used metals showing a relative decreased free 

energy. 

PGM monometallic catalysts have been demonstrated for a wide array of uses, with the 

hydrogenation of nitro arenes being of key interest to this work.12, 24-26 As previously discussed 

in section 1.2, the hydrogenation of substituted nitro arenes is a key challenge within catalysis 
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and industrial synthesis scale up. PGM based monometallic catalysts have been employed in 

many applications such as alkyne reduction, however, the reduction of substituted nitroarenes 

is challenging to achieve with monometallic catalysts.26-28 This is often due to the excessive 

activity of these catalysts, which causes excessive reduction of the nitroarene. In other words, 

the reduction is not limited to the nitro group but also results in the removal of the desired 

functionality in the aniline product. By removing the functionality of the final aniline, the 

valorisation of the desired product is lost, this reduces both the atomic efficiency of the reaction 

and the economic efficiency of the reaction. PGMs are expensive and difficult to process as 

such any loss in efficiency has a drastic effect on the economics of the reaction.29, 30 

  1.3.1.2 Intermetallic catalysts  

A route for increasing the selectivity of a given reaction, yet still provide an acceptable activity 

of reaction is to use an intermetallic catalyst.  The active component of an intermetallic catalyst 

contains more than one metal element.6, 31, 32 Secondary, or even tertiary, metals are added to 

the catalyst in order to produce favourable characteristics in the catalyst, such as increased 

activity or, more typically, to increase selectivity towards a desired product.28, 33 

Intermetallic compounds have a defined crystal structure with long range order displayed 

between the active metal, typically a PGM, and the secondary metals, which can be transition 

metals or poor metals.27, 34, 35  These compounds are often share the same basic arrangement of 

metals atom centres to the bulk metal but the “dopant” metal substitutes the active metal within 

the structure. The substitution of the active metal with the dopant reduces the relative 

concentration of catalytic metal leading to reduced catalytic activity. Pd3Sn and PdZn described 

by S. K. Johnston et al. and L. B. Okhlopkova et al. respectively showed a small doping of tin 

or zinc into the structure of palladium greatly increased the selectivity of the catalyst by altering 

the relative adsorption energies of alkyne and alkene reactants during the reduction of 2-
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methyl-3-butyn-2-ol.36, 37 The adsorption of the alkene product was decreased relative to the 

alkyne product thus increasing the selectivity towards 2-methyl-3-buten-2-ol. 

The catalyst phases used in the previously described work used a concentrated active metal 

component, with palladium content above 50 %. In such cases there is a high degree of next 

nearest neighbour atoms being the active metal, thus the active sites are in close contact. Close 

contact of active sites presents problems with selective reductions of substituted nitroarenes, 

as the close active sites may reduce groups other than the nitro group, reducing the overall 

selectivity of the catalyst. This effect was demonstrated by S. Xu et al using a platinum catalyst 

doped with cobalt, forming a Pt5Co catalyst material, that showed comparable conversion of a 

substituted nitroarene substrate with increased selectivity towards a substituted aniline 

product.38 High selectivity towards the substituted aniline product from the substituted 

nitrobenzene would have be impossible to achieve using a monometallic PGM based catalyst. 

  1.3.1.3 Alloy catalysts 

There are even more dispersed catalysts used in the hydrogenation of various organic 

compounds. These compounds fall into the class of alloys, they do not display a regular long 

range order and can show active site isolation with no next nearest neighbours being the active 

metal.39, 40 

In terms of hydrogenation catalysis, the active metal is responsible for adsorbing and deposition 

of the hydrogen on the surface of the catalyst, yet the secondary metal can accept the adsorbed 

dissociated hydrogen on the surface in a spill over effect.41 The spilled hydrogen is then stored 

on the surface of the catalyst. Thus, if the secondary metal displays some catalytic activity 

towards the reduction of organic groups, then this spilled hydrogen may be used in the 

reduction of various groups in a more efficient manor than using an intermetallic catalyst. 
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Alloy and intermetallic catalysts tend to show the greatest selectivity in the hydrogenation of 

organic molecules; however, this often comes with compromised activity.27, 33, 42, 43 Yet, some 

intermetallic and alloy-based catalysts can be metastable. Under repeated use under 

hydrogenation reaction conditions, the single PGM atoms on the surface of the catalyst can 

form rafts of the active metal, i.e. dimers, trimers and extended structures, can be formed via a 

structural rearrangement of the metals.41, 44 The PGM component, under reaction conditions, 

can be forced from the bulk material to the surface of the catalyst particles forming rafts of 

highly active metal, shown in Fig. 1.6. This has been widely demonstrated using highly 

dispersed platinum and palladium atoms within a copper nanoparticles where after repeated 

use  PGM rafts become visible on the catalyst surface under TEM analysis and the selectivity 

of the catalyst begins to decline with activity increasing, due to the no longer isolate active 

sites.44  

 

Figure 1. 6: Schematic image of the raft formation in an alloy type catalyst particle under reduction conditions. 

The sharp increase in activity of the “rafts” drives a corresponding decrease in the selectivity 

of the product distribution, is characteristic of long-term use of intermetallic and alloy-based 

catalysts. The use of metal compounds is one such way of avoiding the rafting observed in 

metallic catalysts. These catalyst materials are discussed in section 1.4. 
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       1.3.2 Preparation of metallic catalysts 

In general, the preparation of metallic catalysts follows one of three primary methods of 

preparation: chemical reduction of metal salt precursors into metal particles, thermal 

decomposition of metal precursors into metal particles and templated synthesis.29, 45 

1.3.2.1 Chemical reduction 

Chemical reduction preparation of metallic catalysts is shown schematically in Fig. 1.7. 

 

Figure 1. 7: Schematic diagram of the chemical reduction method for preparing a metallic catalyst from a metal 

precursor.  

Chemical reduction route commonly involves the chemical deposition of a measured weight 

percent of metal precursor(s) onto a support.20, 29, 30 Metal precursors can range in metal salt, 

e.g.. nitrates, sulfates, chlorides, etc.46 The support material is typically an oxide, namely silica 

(SiO2), alumina (Al2O3), titania (TiO2) or ceria (CeO2), however, other support materials are 

known and widely used for example, activated carbon, graphene and silicon carbide (SiC).19, 
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31, 47-52 A surfactant or stabilizer is often used to prevent particle aggregation, such as 

oleylamine, yet is not required for the synthesis.53, 54 Once the metal precursor is suspended 

with the support material, the solvent is evaporated leaving the metal precursor on the support 

surface. 

The supported metal precursor is then reduced at high temperature (> 500 °C) in a stream of 

dilute H2 in N2, typically 10-20 % H2, or by using a wet chemical method such as NaBH4 or 

hydrazine, for a set period of time until the metal precursor is reduced to the metal.29 This 

process leaves the metal particles attached to the support surface. The catalyst material is then 

annealed to bind the metal particles to the support. 

1.3.2.2 Thermal Decomposition 

The thermal decomposition method for preparing metal catalysts shares many similarities with 

the chemical reduction method.16, 40, 52 Metal precursor(s) materials are adhered to a support 

surface, via suspension in a solvent and deposition by evaporation of the solvent, however, 

after this point the metal precursor is pyrolyzed in order to create metal oxides on the surface 

of the support.55-58 Due to the metal precursor requiring pyrolysis, the metal salt is generally 

present as an organic salt or MOF compound, which can be pyrolyzed leaving the metal oxide 

behind.56, 59-61 

The metal oxide is then reduced and annealed in a similar process to that of the chemical 

deposition method. A schematic diagram of thermal decomposition preparation is shown in 

Fig. 1.8. 
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Figure 1. 8: Schematic diagram of the thermal decomposition method in preparing a metallic catalyst from a 

metal precursor. 

Both chemical deposition and thermal decomposition methods can be used in preparing 

monometallic, intermetallic and alloy catalysts. However, control over the composition of 

intermetallic and alloy catalysts is difficult due to the uncontrolled nucleation in the 

evaporation deposition step,57 in addition to the uncontrolled nature of the pyrolysis and 

reduction steps, where uncontrolled rearrangements of the crystal structures of the metals can 

lead to phase separation.56 Thus, another method of preparation is needed for the controlled 
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synthesis of selective intermetallic compounds which can be achieved using a templated 

synthesis.29 

1.3.2.3 Templated synthesis/gelation 

Less widely used, yet a much more versatile tool in the synthesis of metallic catalytic materials, 

are templated gelation methods; in particular, sol-gel methods. Sol-gel methods typically 

involve suspensions of colloidal particles (sols) which are converted via polymerisation or 

attraction between the particle to gels. The final process is aging and drying, to the useable 

solid material. The principal advantage of using sol-gel methods in the synthesis of metallic 

catalysts, is it allows for the greatest control in the overall stoichiometry of the final product, 

allowing for accurately controlled crystal growth for a targeted active material. The 

stoichiometry of the catalyst material is what gives rise to the advantageous properties of 

intermetallic and alloy catalysts. This precision in the synthesis of the active phase is achieved 

by careful control of factors such as cooling/freezing time (aging of the sol-gel), concentration 

of the particles and even the amount of solvent used. This allows for accurate control over the 

desired solid, including porosity, pore size, morphology and particle size.62 

The primary use of sol-gel methods within heterogeneous catalysis lies with the ability to 

produce highly structured and controlled support materials using a range of elements such as 

Si, Zr, Al, W, Ce or Mg, yielding their oxides or mixed metal oxides.63-65 These supports are 

generated with fine control over the porosity, pore size and distribution and even the 

distribution of activity promoting groups such as hydroxyls, thiols, sulfates and carboxylates 

on the surface of the support material. These materials may then be impregnated in the same 

way as described in previous sections 1.3.2.1 and 1.3.2.2. 
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1.4 Metal compound catalysts for nitrobenzene 

hydrogenation 

As previously discussed in section 1.3, a range of catalytically active structures are possible for 

metals, with one or more metals being present. However, these structures have a tendency to 

phase separate under the reaction conditions required for catalytic transformations. Thus, the 

isolated active sites become aggregated, increasing activity of the material yet decreasing the 

desired chemoselectivity. 

Intermetallic and alloy compounds are one primary way of attempting to create a fixed structure 

of isolated active sites, yet the breakdown of these sites into islands of active metal poses a risk 

in the potential life span of the catalyst material. Due to this, an increasing level of attention is 

being directed to more fixed metal-non-metal compounds, such as oxides, nitrides and sulfides. 

This classification of catalysis being the use of mineral and mineral like materials for their 

potential catalytic performance. In this section, the synthesis and the potential catalytic use of 

such materials will be explored. 

       1.4.1 Ceramic catalysts 

Strictly intermetallics and alloys are metal compounds, yet in this section ceramic catalysts 

refer to mineral and mineral-structure materials used in catalysis. These materials are 

commonly found naturally in rock formations and metal ores; however, they are often 

synthesised for use in catalysis. Common structures used in catalysis are perovskite (ABX3), 

pyrite (MX2) and spinel (AB2X4), with many other structures being considered for a range of 

potential catalytic applications. 10, 66-73 As such the use and demand for such catalytic materials 

has increased. 
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  1.4.1.1 Synthesis of ceramics 

Traditional synthesis of metal oxide materials follows a ceramic style synthesis where, high 

temperatures (~ 1000 °C) are employed with repeated grinding of the ceramic precursor 

material (oxides, carbonates, oxalates, etc.) in order to obtain a homogeneous material. This 

process is shown schematically in Fig. 1.9. 

 

Figure 1. 9: Schematic diagram of the ceramic synthesis method used in synthesising a range of solid-state 

materials. 

Ceramic synthesis can in some cases use various anaerobic gases (N2 or argon) or reactant (N2, 

H2, O2, H2S, etc.) gas flows to alter the end material. Thus, this method of synthesis is varied 

in the possible end products. However, solid-state reactions need energy, time, controlled 

regrinding, pelletising and heating to produce a homogeneous material, which can be a lengthy 

process. 
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The materials synthesised by ceramic synthesis can be a variety of metal compounds, and due 

to the flexibility and range of precursor materials, mixed metal oxides can be easily synthesised 

with their stoichiometries varied to suit a particular application. However, due to the high 

reaction temperatures and lengthy cooling periods, materials with a refined nanostructure, as 

needed for higher surface area materials used in catalysis, are difficult to synthesise. As such 

sol-gel synthesis can be employed in the synthesis of structured mixed metal oxides for use as 

catalysts. 

  1.4.1.2 Ceramic compounds as catalysts 

Ceramic oxide materials have seen an increased screening for their potential uses within 

multiple catalytic disciplines. Examples include the oxidation of alcohols to aldehydes, 

hydrogenation of nitro groups or water splitting. S. Farhadi showed the applicability of LaFeO3 

nanoparticles in the transfer hydrogenation of a nitrobenzene substrate under microwave 

irradiation.73 The hydrogen transfer reaction with LaFeO3 as a catalyst was shown to be rapid 

with 100 % conversion of the substrate in <20 minutes whilst maintaining 100% selectivity to 

the functionalised aniline product, far exceeding the reactivity and selectivity obtained using 

PGM catalysts with pressurised hydrogen.  

The metals within ceramic materials are in a non-zero oxidation state, such as Fe within LaFeO3 

being 3+. This is key to the activity of these compounds in their catalytic properties. Using 

LaFeO3 as an example, Fe (III) can be reduced to Fe (II) via the donation of an electron from 

either a substrate or reducing agent, which is then used to propagate the reaction via an electron 

transfer process. Thus, materials containing iron are highly desirable due to the redox reactions 

of the Fe (III/II) ion. 
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       1.4.2 Metal chalcogenide catalysts 

Metal chalcogenides have similarly seen an increasing interest as catalysts for a range of 

chemical transformations, including oxidation and hydrogenation reactions. This increased 

interest in metal chalcogenides has been driven by the fossil fuel industries where the resistance 

to sulfur poisoning is of interest in the processing of natural gas and petroleum products. In 

addition to maintaining activity under problematic reaction conditions, metal chalcogenides 

show good thermal stability as demonstrated by the natural minerals that they are derived from. 

  1.4.2.1 Synthesis of chalcogenides 

Metal chalcogenides are synthesised through a variety of routes, primarily traditional solid state 

route using a sulfurization gas flow or via solvothermal reactor.74-76 These techniques allow for 

a controlled growth of differing chalcogenide phases in addition to a great deal of control over 

the size and shape of the resultant particles. 

Solid state synthesis of sulfide phases traditionally involves the use of a metal oxide phase that 

is heated and reacted with a sulfurization gas at high temperature, >400 °C. The general process 

of solid-state sulfurization is shown in Fig. 1.10. The sulfurization can be achieved by reaction 

of metal oxides with different gases, such as CS2, H2S, or via a solid-state reaction between 

elemental sulfur, selenium or tellurium with the metal oxide. 
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Figure 1. 10: Schematic diagram of the solid-state method in synthesising metal chalcogenides via a) gas flow 

sulfurization and b) solid state reaction between metal oxide and elemental chalcogenide. 

The second method of chalcogenide preparation is using the solvothermal approach. 

Solvothermal synthesis involves the use of an autoclave reactor. The primary advantage of 

utilising solvothermal reaction methods is that reactions can be carried out at pressures higher 

than ambient pressure.77-79 When synthesising chalcogenides the autoclave reactor is 

pressurised with the H2S or a side reaction within the reactor is used to generate reactive 

chalcogenide species which react with the metal ions to precipitate the metal chalcogenide.80 

Solvothermal autoclave reactions are typically carried out at temperatures less than 200 °C, as 

the pressure of most reactors is limited to ~124 bar. However, the pressure is significantly 

higher than that obtainable using other reaction methodologies. As such reactive or unstable 

species may be generated in situ which can be utilised in the synthesis of meta stable 

chalcogenide species. Solvothermal synthesis has several disadvantages in the synthesis of 

chalcogenides primarily in the equipment required for the synthesis which can be prohibitively 

expensive and often produces only small amounts of material per synthesis run. 
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Solvothermal synthesis is highly flexible in the synthesis of chalcogenide catalysts due to the 

range of solvents and metal precursor materials available. Solvents can be used to modulate 

the solubility of the metal precursors and other reactants, in addition to the tuneable boiling 

point or pressure of the reaction.75, 78, 81 Traditionally only three solvents are used in autoclave 

reactors, water (hydrothermal synthesis), ethanol and ethylene glycol. Additionally, 

combinations of these solvents can be used to obtain a desired boiling point and reactor 

pressure. 

  1.4.2.2 Chalcogenide Catalysts 

Metal chalcogenides have shown an increasing potential as catalysts for a wide range of 

chemical transformations. Through hydrogenation and oxidation reactions, along with uses in 

electrocatalysis and photocatalysis.8, 10, 13, 82 They have a wide variety of crystal structures and 

accessible metals. These materials can range in their electronic properties from metallic, 

semiconductor and insulator properties, as such modulating the metal used and the target 

crystal structure the activity of the end material can be easily manipulated to obtain specific 

properties. 

The applications of chalcogenides in this work focuses on the use of such materials in 

hydrogenation catalysis, where chalcogenide materials have been shown to possess properties 

that are difficult to obtain using traditional metallic catalysts. One such example is the use of a 

supported palladium sulfide (Pd4S) catalyst in the reduction of a mixed alkene/alkyne stream 

to select for alkenes.8 The Pd4S material was selected due to its increased selectivity towards 

the alkene product, this increased selectivity is due to the relative deactivation of the palladium 

via active site isolation by surrounding sulfur atoms. As such alkyne substrates are 

preferentially reduced over alkene substrates. The primary reason for utilising Pd4S as a 

catalyst was highlighted by similar work with intermetallic catalysts, as described in section 

1.3.1.2, where the secondary metal is used in a defined crystal structure to ensure a relative 
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deactivation of the primary metal. Thereby increasing the relative selectivity of the 

intermetallic compound was increased when compared to the monometallic catalyst. This work 

demonstrated the excellent thermal and chemical stability displayed by palladium sulfide as 

the reduction takes place at elevated temperature, 250 °C, and high-pressure hydrogen, 18 bar, 

with minimal deactivation of the catalyst over time. The low degree of deactivation of Pd4S, 

compared to Pd metal catalysts in this reaction conditions was attributed to the stability of Pd4S 

with the forming of rafts/islands of palladium not observed. This islanding process, described 

in section 1.3.1.3, showed how across time alloy and intermetallic catalysts may structurally 

rearrange leading to islands of active metal causing a sharp decrease in selectivity with a noted 

increase in catalytic activity.27, 32, 83 Yet, Pd4S showed that the bonding within the crystal 

structure prevented such rearranging of the ions, potentially due to the ionised nature of the Pd 

within the crystal structure. 

The advantageous properties of metal chalcogenide catalysts are more greatly demonstrated in 

liquid phase reduction reactions where the interaction of the catalyst and solvent often present 

challenges not faced in gas phase catalysis. These challenges are often induced by catalyst 

deactivation by the reduced adsorption of substrate from the solvent onto the catalyst surface, 

the decreased desorption of products from the catalyst into the reaction mixture and the solvent 

attacking the catalyst surface binding to the surface or stripping vital active material away 

leaching the catalyst into the reaction mixture. These effects are demonstrated in Fig. 1.11. 
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Figure 1. 11: Common catalyst degradation/deactivation pathways observed in liquid phase catalysis. 

Due to these potential methods of deactivation, liquid phase hydrogenation catalysis requires 

catalysts resilient to the build-up of surface contaminants and resistant to leaching material 

from the surface. Leeched atoms or clusters of atoms have been observed to show greatly 

increased catalytic activity when compared to the bulk catalyst particle due to the vastly 

increase surface area of the material available to react. However, this increase activity often 

leads to a sharp decrease in the required selectivity of a given chemical transformation, 

therefore, minimising the amount of active material leaching from the catalyst has to be 

paramount in designing new catalysts for fine chemical synthesis.84-86 Using compounds with 

a defined crystal structure such as chalcogenide materials the leaching of active material can 

be minimised. This is achieved as the energy required to strip an active atom/ion from the 

catalyst surface far exceeds the stabilisation energy of the atom/ion in solution. As the bonding 

within common chalcogenide materials is relatively strong, relative to traditional metallic 

catalysts, the energy required to desorb atoms or groups of atoms from the catalyst surface is 

greatly reduced. 
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The reduction of nitroarenes is one such liquid phase selective hydrogenation reaction that has 

been greatly studied as a model reaction to compare catalysts. This is due to the range of 

potential products that may be formed in the reaction as shown by Fig. 1.3. Metal sulfides have 

been employed in this reaction to increase the selectivity of the hydrogenation towards an 

aniline product that maintains an unaffected substituting group.8, 9, 13, 15, 72, 87, 88 As described 

previously, the role of the sulfide in the vast majority of these cases is to provide a selective 

method of poisoning the catalyst material to provide a relative decrease in activity thereby 

providing an increase in selectivity. However, some materials, such as pyrites (MS2), graphite-

like MoS2 and greigites (M3S4), have recently shown catalytic properties in the selective 

hydrogenation of nitroarenes. The metal centres within these sulfide materials, unlike poisoned 

PGMs, do not show appreciable catalytic performance unless subjected to extreme 

temperatures and pressures.74 Yet, within the sulfide structure they have been demonstrated to 

show excellent activity whilst maintaining high selectivity to the desired product. This is 

exemplified by the work conducted by J. Morse et al. where a bulk off the shelf iron pyrite 

(FeS2) was ground to produce particles <20 μm and employed in a hydrogenation reaction 

using conditions currently employed by PGM based catalysts.72 The reaction was carried out 

using nitrobenzene substrate dissolved in 50:50 water:THF with 50 mg of powdered pyrite, 

this solution was then pressurised with 50 bar of hydrogen and heated to 120 °C for 18 hours. 

The conversion and selectivity of the off the shelf iron pyrite was comparable to that of the 

PGM based catalyst under the same reaction conditions. 

Due to the resistance to potential poisoning metal sulfide-based catalysts have seen increasing 

scrutiny for applications within selective hydrogenation of nitroarenes. However, when 

compared to more traditional catalysts, discussed in section 1.3, the reaction conditions are 

typically harsher in order to drive the reaction towards completion. These harsh reaction 

conditions can include increased hydrogen pressure, increased temperature or increased 
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catalyst loading.9, 21, 72, 88-90 Yet, with increased stability and lower affinity towards side 

reactions metal sulfide catalysts have been shown to provide increased selectivity in the 

selective hydrogenation of nitrobenzenes, with a wide variety of substituent groups. 

       1.4.3 Metal borides, nitrides and phosphides 

Metal borides, nitrides and phosphides are other classes of compounds that have seen an 

increased interest within catalysis, not only within hydrogenation catalysis but electrocatalysis 

and photocatalysis. In part this is due to the high stability observed comparable to that of metal 

sulfide catalysts but the excellent selectivities shown in the selective reduction of numerous 

organic compounds.91-96 

  1.4.3.1 Synthesis of borides, nitrides and phosphides 

The synthesis of metal borides, nitrides and phosphides follow the general methodologies 

described in the solid-state synthesis of ceramic and sulfide materials. Metal precursors and 

boron or phosphorus source are ground together to form a homogenous powder, this is then 

heated at high temperatures >700 °C under a reducing atmosphere, such as hydrogen diluted 

in nitrogen, in order to reduce and react the precursor materials.92, 95-98 

Precursor materials are tailored to the intended product material. A summary of common 

precursor materials for the synthesis of borides, nitrides and phosphides is shown in Table 1.1. 

Boride (MxBy) Nitride (MxNy) Phosphide (MxPy) 

Me2NH.BH3 
97-99 

(dimethylamine borane) 

 

NaBH4 
97, 99 

(sodium borohydride) 

5% - 30% v/v N2/H2 
100, 101 

 

NH3 
102, 103 

 

H2N(C=O)NH2 
104 

(urea) 

phytic acid 105 

 

(NH4)2HPO4 
106 

(diammonium hydrogen 

orthophosphate) 

 

(NH4)H2PO4 
107 

(ammonium dihydrogen 

orthophosphate) 
Table 1.1:Common precursor compounds used in the synthesis of borides, nitrides and phosphides. 
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  1.4.3.2 Uses as catalysts 

Metal borides, nitrides and phosphides are used in a wide variety of catalytic processes, 

primarily electrocatalysis, for water splitting and oxygen reduction processes, yet there are 

increasing examples of effective application of these compounds in hydrogenation catalysis.91, 

93, 96, 98, 99, 102 Recent application of borides and hydrides have shown limited application within 

the selective hydrogenation of some organic molecules, such as cinnamaldehyde and alkynes. 

Yet important to this work, an increasing number studies have shown that under harsh reaction 

conditions, >120 °C and >11 bar H2 pressure, metal borides, nitrides and phosphides do 

demonstrate appreciable conversion of nitroarenes with a high degree of selectivity.95, 108-110 

However, when phosphides, nitrides and borides are compared to other potential catalysts such 

as intermetallics, metal sulfides and some ceramic compounds, the catalytic performance in the 

reduction of nitroarenes requires a far greater energy input to obtain similar conversions and 

selectivities. 

In addition to the relatively poor catalytic performance of borides, nitrides and phosphides, 

their synthesis is often lengthier, requiring high synthesis temperatures to obtain a pure final 

compound. The high temperature used the synthesis of pure compounds, makes these 

compounds unsuitable for larger scale production methods. Yet, for highly specialised 

synthesis of fine chemicals, such as functionalised anilines, the use of these catalysts may be 

of interest. 

1.5 Hydrogenation Methods 

The work presented in this thesis focuses on the selective hydrogenation of substituted 

nitrobenzenes to substituted anilines. There are two primary methods utilised in the reduction 

of nitrobenzenes, the activation of molecular hydrogen and transfer hydrogenation. This section 
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will discuss the differences between the two systems in addition to the advantages each 

hydrogenation route possesses over the other. 

 1.5.1 Activation of molecular hydrogen 

The most widely utilised method for hydrogenation reactions is the activation of molecular 

hydrogen. Molecular hydrogen activation involves the adsorption of hydrogen on the catalyst 

surface and activation of the hydrogen molecule; this activation typically takes the form of 

homolytic cleavage of the hydrogen bond leaving desorbed hydrogen atoms on the surface of 

the catalyst. The general process for molecular hydrogen activation is shown in Fig. 1.12. 

 
Figure 1. 12: Schematic diagram of the hydrogen adsorption, dissociation and diffusion into the bulk on a noble 

metal (Pd) catalyst surface. 

Hydrogen activation is most energetically favourable for Pt and Pd metals and this is due to the 

diffuse outer shells of these metals easily forming metal hydrides on the surface of the 

catalyst.111-113 These hydrides/dissociated hydrogen atoms are highly mobile across the surface 

of the catalyst, and are known to jump between energetically favourable sites. The relative 

energy and likelihood of occupation of these sites is related to the reaction temperature and 

catalyst material.113 Defects within the crystal structure of the catalyst and high pressure of 

hydrogen can lead to the dissociated hydrogen being taken into the bulk of the catalyst material, 

via the formation of metal hydride species.111, 113 This hydrogen may then be utilised in 
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hydrogenation reactions that have higher energy requirements or reduce the overall selectivity 

of the catalyst material.114-117 

The key limiting step in the activation of molecular hydrogen is the solubility of hydrogen in 

the solvent and the energy difference between this solvated hydrogen and the hydrogen 

adsorbed to the catalyst surface.118, 119 The greater this energy difference, the lower the rate. In 

addition to the relative solubilities of the substrate and product materials where the polarity of 

the solvent can heavily influence the product distribution and the mechanism by which the 

hydrogen is added to the substrate molecule. Hydrogen (H2) itself is nonpolar, yet, during the 

adsorption can become polarised by the catalyst surface, through a heterolytic cleavage of the 

H – H bond.120-122 This is highly unfavourable within nonpolar solvents, such as n-hexane, 

toluene and cyclohexane.121, 123, 124 This polarisation of the hydrogen during the dissociation 

leads to nonpolar solvents showing a slower rate of substrate conversion, when compared to 

polar solvents. Polar solvents tend to show an increase in the rate with an increase in the 

polarizability of the solvent, this may be due to a wider range of substrate – catalyst – product 

solubilities or an increased stabilisation of the polarised hydrogen bond cleavage.124-126 This 

gives greater conversion than nonpolar solvents, however, selectivity achieved can be sporadic 

and unpredictable. 

Hydrogenation via activation of molecular hydrogen gas is often achieved using high pressure, 

to overcome many of the mass transfer hydrogen solubility limitations, in addition to high 

pressure being required in many cases to obtain meaningful conversion of the substrate 

material.8, 26, 72, 115, 127 However, this can lead to over saturation of the reaction solution further 

adding to erratic selectivity in the final product distribution.51, 115, 116 The effect of pressure on 

the product distribution is compounded by the explosive potential of hydrogen gas, which has 

led to the development of efficient transfer hydrogenation processes, utilising alcohols, 

hydrides and hydrazines.67, 128, 129 
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 1.5.2 Transfer hydrogenation 

Transfer hydrogenation refers to the addition of hydrogen to a compound from a molecule that 

is not molecular hydrogen, known as the hydrogen donor source. Transfer hydrogenation via a 

hydrogen donor is a powerful and often convenient method for the synthesis of various 

hydrogenated compounds.67, 87, 128-130 It is an attractive alternative to direct molecular hydrogen 

activation for many potential benefits, as such it has become a methodology at the forefront of 

hydrogenation catalysis. These benefits include, transfer hydrogenation not requiring 

hazardous and potentially explosive pressurised hydrogen gas. Hydrogen donor compounds are 

generally readily available, inexpensive and easy to handle with standard laboratory practice. 

The major side products of the hydrogen donor compound either do not interfere with the 

hydrogenation or can be recycled into value added products themselves useful in future 

chemical transformations.129-131  

In general, three classes of hydrogen donor compounds are used in the transfer hydrogenation 

process. These are alcohols and acids, hydrides and hydrazines and anoxic organic compounds. 

Each classification of compound has a specific compound group for which it can be most 

effective in transferring hydrogen to and certain cases where these hydrogen donors are not the 

ideal hydrogen source.129 However, due to the range of possible hydrogen donor compounds 

the potential of this method is only limited by the catalyst efficiency in transferring the 

hydrogen. 

  1.5.2.1 Alcohols and Acids 

Alcohols and acids are the most used hydrogen donor compounds in part due to being relatively 

inexpensive but having a wide range of potential target substrates.13, 73, 132-135 The primary 

mechanism of action observed within alcohol based hydrogen donors is the formation of 

carbonyl products, essentially oxidising the alcohol in order to reduce a substrate.40, 134 The 

general mechanism of this transfer process is shown in Fig. 1.13. 
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Figure 1. 13: Schematic mechanism of the dehydration of propan-2-ol to acetone with the hydrogen atoms 

becoming adsorbed to a catalyst surface. 

Acidic hydrogen donors are less commonly utilised when compared to alcohol hydrogen 

donors but have been demonstrated to show great potential in the reduction of various organic 

groups.136-143 Acid hydrogen donors can be organic acids, such as formic (methanoic) acid, and 

selected mineral acids, such as hypophosphorus (phosphinic) acid (H3PO2); these function in a 

similar mechanism to that of alcohols, yet possess a far lower pKa value.137, 138 These, are 

deprotonated more easily making the cascading oxidation reaction much more efficient, yet 

more unpredictable than alcohol hydrogen donors. The mechanism of action for acidic 

hydrogen sources is shown in fig. 1.14. 

 
Figure 1. 14: Schematic mechanism of formic acid dehydration to carbon dioxide, with the hydrogen atoms 

being adsorbed to a catalyst surface. 

In some rare cases, the end product of the hydrogen donor oxidation exists in a different state 

from that of the ongoing reaction. Examples include formic acid being oxidised to carbon 
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dioxide and hypophosphorus acid being oxidised to phosphorus oxides, that crash out of 

solution (solids) or diffuse out from the reaction solution (gases), thereby removing the “spent” 

hydrogen donor compound.138, 143 This removal of the “spent” hydrogen donor compound 

drives the reaction equilibrium forcing the consumption of the hydrogen donor compound, 

which in turn drives the conversion of the substrate. 

Alcohols and acids has been utilised in limited studies for the reduction of nitro compounds 

yet due to the potential coupling of the desired aniline product with excess hydrogen donor 

forming potential side products these compounds have largely been avoided.129 However, an 

increasing number of studies have shown that isopropanol, cyclopentanol and formic acid can 

be applied, in conjunction with a highly selective catalyst, to the reduction of nitro compounds 

in both batch and continuous flow reactors.13, 132, 144, 145 These systems have demonstrated that 

near complete substrate conversion, >95 %, with high selectivity, >95 %, towards the 

substituted aniline product, thus showing the applicability of alcohols and acids in the selective 

reduction of nitroarenes. 

  1.5.2.2 Hydrides and Hydrazines 

A popular method for the reduction of organic compounds is the use of sodium borohydride 

(NaBH4) and lithium aluminium hydride (LiAlH4) as sources of hydride ions for the reduction 

of various susceptible groups.146-148 These materials form cyclic intermediates where the 

substrate group coordinates to the Al or B centre allowing for transfer to occur in localised 

position within the substrate. Transfer hydrogenation utilising hydrides are generally shown to 

be rapid in the transfer of hydrides to the substrate molecule, achieving high conversions of the 

substrate within 30 minutes.147, 148 However, the process tends to show reduced selectivity in 

product distribution, in part due to the high reactivity of free hydride ions. Loss of selectivity 

in the product distribution, specifically for nitrobenzene reduction, has been demonstrated in 

several studies showing rapid formation of the substituted aniline product.146, 148 Yet, as the 
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reaction progresses substantial quantities of azoxybenzene, azobenzene and aniline are formed, 

via an indirect hydrogenation route as discussed in section 1.1, see fig. 1.1. 

Some catalyst species, such as Raney nickel, FeNi intermetallic compounds and some Au based 

catalysts, have shown great potential in directing the hydrogenation of nitro groups using 

hydride donors.147, 149-152 The materials show controlled surface formation of metal hydride 

species, that reduce the nitro group in a more controlled fashion increasing selectivity but also 

increasing reaction time.152 This compromise still produces rapid reactions, with high 

conversion of substrates achieved within 2 hours, yet maintaining high selectivities towards 

substituted aniline products.147, 149, 150 

Hydrazines are widely used source of hydrogen for transfer hydrogenation reactions, which is 

due to the high hydrogen density of these compounds. Unsubstituted hydrazine is the most 

hydrogen dense being comprised of 12.5 % hydrogen by weight, releasing four hydrogen atoms 

per molecule of hydrazine consumed in the transfer reaction.87, 153 The final product of this 

decomposition reaction is nitrogen.13, 154 Unlike carbonyl and hydrocarbon by-products, 

nitrogen does not strongly adsorb to catalyst surfaces being readily released from the reactor 

in the form of nitrogen gas, thus driving the equilibrium to consuming more hydrazine. This 

decomposition over a catalyst with the ultimate removal of nitrogen from the reaction is shown 

schematically in Fig. 1.15. 

 
Figure 1. 15: Schematic mechanism of hydrazine decomposition over a catalyst surface with hydrogen atoms 

being adsorbed to the catalyst surface and nitrogen being the primary by product of the reaction.13 
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Despite the high hydrogen density of hydrazine, it is not often implemented within 

hydrogenation systems in its pure form.155 This is due hydrazine being highly toxic and 

unstable when non-solvated, making handling procedures difficult and expensive. Yet, when 

solvated in water hydrazine becomes stable and far less hazardous to handle, as such hydrazine 

hydrates have been shown to display great effectiveness in the selective reduction of various 

organic molecules and groups.15, 155 Most commonly hydrazine has been utilised as hydrazine 

monohydrate (N2H4.H2O), even in this diluted state, it comprises of ~65 % hydrazine by mass. 

Thus, a millilitre of hydrazine monohydrate contains 163 mmol of hydrogen; this hydrogen is 

more easily available than that stored within alcohols and acids as such is more effective at 

being transferred to potential substrates.15 

It has been demonstrated by numerous studies that hydrazine hydrate can be used in as a 

hydrogen donor for the selective reduction of nitro groups.154, 156-159 The catalysts utilised in 

these cases are varied from metal nanoparticles, oxides and sulfide materials. See table 1.2, for 

comparison between differing catalysts and reaction conditions for nitrobenzene transfer 

hydrogenation using hydrazine as a hydrogen source. 

 

 

Catalyst Reaction Conditions Ref 

Pd – C nanospheres 

 

EtOH:H2O, 80 °C 

 
158 

Co – Co2B 

Nanocomposites 
MeOH, r.t. 156 

Rh – Fe3O4 

Nanocrystals 
EtOH, 80 °C 159 

Ni/Co PVP Stabilised 

Nanoparticles 
H2O, r.t. 154 

MoS2 – C EtOH, 80 °C 13 
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Co – Mo2C – C 

Nanocomposite 
H2O, reflux 157 

O – MoS2 Nanoparticles EtOH, 50 °C 87 

Table 1.2: Examples of N2H4 hydrogen transfer reactions over different catalysts, with respective reaction 

conditions. 

These materials have all shown great potential in the reduction of various nitro substituted 

substrates, maintaining a high selectivity with rapid conversion of the substrate. Molybdenum 

sulfide (MoS2) shows the greatest catalytic potential for transfer hydrogenation to synthesise 

substituted nitroarenes.13, 87, 96 The activity of molybdenum sulfide in the reduction of 

nitroarene substrates was shown to be comparable if not superior to that of the metal 

nanoparticle-based catalysts. Iron, nickel and cobalt doped materials also display great 

potential in the reduction of nitro groups via hydrazine transfer hydrogenation, with many of 

the previous studies showing a marked promotion in activity and selectivity with the inclusion 

of first row transition metal within the catalyst material either doped into the crystal structure 

of the catalyst or as a composite additive within the catalyst material.154-157 In each case, this 

additive first row transition metal aids in the selectivity of the catalyst for hydrazine transfer 

hydrogenation. 

Transfer hydrogenation using hydrazine does possess some major deficiencies when compared 

to other hydrogen sources, one such example is the difficulty in the reduction of carbonyl 

compounds.15, 155 The reduction of carbonyl compounds cannot be achieved via a hydrazine 

hydrogen source due to the formation of hydrazone compounds as shown in Fig. 1.16. The 

formation of the hydrazone product is spontaneous and not reversible in the presence of 

hydrazine.  

 
Figure 1. 16: Reaction scheme for the spontaneous formation of the hydrazone product by a reaction between a 

carbonyl and hydrazine. R = CH3, H, CxH2x+1. 
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As a result of this spontaneous hydrazone formation, carbonyl containing species are to be 

avoided when attempting hydrogen transfer reactions in the presence of hydrazine. Unreactive 

carbonyls, such as those present within amide and ester containing compounds are not 

susceptible to the formation of a hydrazone group, as such substrates containing these groups 

are possible substrates in the hydrazine mediated hydrogen transfer reaction. 

  1.5.2.3 Liquid Organic Hydrogen Carriers 

The final and least widely applied category of hydrogen donor compounds are the so called 

Liquid Organic Hydrogen Carriers (LOHC) compounds.129, 160-162 These include cyclohexane, 

tetralin (1,2,3,4–tetrahydronaphthalene), 1,3–cyclohexadiene, bicyclohexyl and their 

derivatives. These compounds are dehydrogenated to form highly stable aromatic compounds 

with the hydrogen being adsorbed to the catalyst surface. The high stability of the 

dehydrogenated product drives the reaction forward, with the dissociated hydrogen then being 

free to be consumed within a transfer hydrogenation process.160, 163 This dehydrogenation 

process is demonstrated in Fig. 1.17, where tetralin is dehydrogenated to naphthalene, with the 

hydrogen atoms becoming adsorbed to the catalyst surface. 

 
Figure 1. 17: Reaction scheme of tetralin (1,2,3,4–tetrahydronaphthalene) to naphthalene over a catalyst 

surface with hydrogen atoms becoming adsorbed to the catalyst.160, 164 

LOHCs have been demonstrated to show potential in the reduction of fatty acid methyl esters 

(FAME) to biodiesel like hydrocarbons and in the cracking of FAME into smaller hydrocarbon 
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units.83, 160, 163 Hydrodeoxygenation (HDO) reactions removing oxygen from substrates through 

hydrogen addition are one such route where LOHCs are being widely applied, as traditionally 

this has been achieved using high pressure hydrogen (>50 bar H2) and other hydrogen transfer 

reagents such as isopropanol.120 However, these processes typically require the use of platinum 

or palladium catalysts, high temperatures and have potential side reactions via the products of 

alcohol transfer hydrogenation. LOHCs have been employed due to the relative inertness of 

the aromatic product and the high thermal stability, low vapour pressure and relatively low 

flammability of these materials. 

Despite the potential benefits of LOHC based transfer systems, they are limited by the high 

activation energy of the dehydration process and the high degree of catalyst poisoning observed 

within these systems.129, 164, 165 The energy required to strip hydrogen atoms from LOHCs often 

limits their uses to energy intensive applications such as coal and biomass liquefaction and 

HDO reactions, making them unsuitable for lower energy processes such as nitro group 

reduction and aniline synthesis.129, 166 In addition to this, the poisoning of the catalyst is more 

prevalent with the application of LOHCs, due to the so called “coking” process.166, 167 Coking 

of a catalyst is the formation of carbonaceous deposits on the catalyst surface and occurs within 

most catalytic processes however is often more prevalent with LOHCs. Coking of the catalyst 

occurs when highly stable carbon deposits adhere to the catalyst surface thereby blocking the 

active sites from functioning, resulting in a marked decrease in catalytic activity.165, 167, 168 The 

coking process occurs via one of two potential routes, white coking and black coking.169 White 

coking involves the formation of long chain, paraffin like, hydrocarbon species, this can occur 

via a polymerisation/ring opening reaction of the LOHC where the highly reactive particularly 

dehydrate species quickly reacts with surrounding LOHC species forming long chains.166, 170 

White coke is easily removed via a solvent flushing process and merely poses a nuisance in the 

reaction system. Black coking is far more poisoning to the catalyst and may result in sustained 
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activity reduction even after reprocessing the catalyst.170 Black coking involves the formation 

of graphitic sheets from the LOHCs to form extended networks of carbon layers, these can be 

highly stable and highly adsorbing to the catalyst surface, often requiring oxidative treatment 

to facilitate the removal of the coking.169 Yet, this may introduce some imperfections into the 

catalyst, as such, the catalyst used in LOHC transfer hydrogenation often has a limited lifetime 

of activity and must be resynthesized regularly making the use of catalytic material highly 

inefficient. 

1.6 Chemical reactors for selective hydrogenation of 

nitrobenzenes 

When considering the pilot and production scale synthesis of fine chemicals, the reactor used 

must also be considered in addition to the catalyst applied to the synthesis, as with many 

chemical processes, scale-up can produce side reactions not observed in lab scale 

production.133, 171, 172 Chemical reactors generally fall into two main categories, batch reactors 

and continuous reactors. With many fine chemicals, such as substituted anilines, it is often 

more beneficial to utilise scaled up batch processes in pilot scale synthesis, in part due to the 

value of the end product, as such time and scale become lesser factors when compared to a 

similar scale bulk chemical.133 Bulk chemicals, such as ethylene, often require continuous 

production in order to make their synthesis cost effective, in part to due to the lower value per 

unit of synthesised product.31, 173 

Due to these factors, it is important to first understand the final industrial scale of the 

model/target reaction and the value of the desired product.1, 2, 174, 175 For instance, if the final 

product is highly valuable, time inefficiency such as the use of batch reactors may be 

overlooked in favour of producing high purity product. Yet should the final product be required 
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in a bulk quantity or have a low market value, continuous synthesis may be required to make 

the product economically viable.175 However, should the reaction form many side products, 

losing desired product selectivity, inefficiencies are introduced as the final product purification 

is required. Thus, alternative catalysts and reactor designs may be considered to boost the final 

product purity to increase the market value of the product. 

The hydrogenation of nitroarenes to anilines, as previously discussed, is one of the most 

important hydrogenation reactions used industrially as these are key intermediates and products 

used in the manufacture of a wide range of fine chemicals.176, 177 As such there has been a key 

focus on balancing the value of the end aniline product and the reactors employed in their 

synthesis. Not all functionalised anilines are created equally; some aniline derivatives are final 

products used as pharmaceuticals and agrochemicals and these are generally more complex 

compounds, thus yielding a higher market value when compared to bulk aniline derivatives.174, 

175 With aniline derivatives used as intermediates in the synthesis of dyes and polymers, 

generally yielding a lower market value requiring larger production volumes to be considered 

cost effective. Due to this dichotomy in the value of anilines, the end industrial use has a great 

impact on the reactor used in full scale synthesis. However, most laboratory scale testing of 

catalysts in the hydrogenation of nitroarenes is carried out using batch reactor techniques in 

order to quickly screen potential catalysts for their usefulness in the selective synthesis of 

anilines. 

       1.6.1 Batch reactors 

The most widely utilised reactor type in the synthesis of aniline derivatives is the batch reactor. 

Batch reactors often take the form of a closed reaction vessel to which the solvent, catalyst and 

substrates are added, with the reactor requiring emptying and cleaning after each reaction. 

Batch reactors can synthesise a fixed quantity of product with each production run due to the 

capacity of the vessel.133, 178, 179 These reactors are widely employed with laboratory scale 
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synthesis of various products in part due to modern carousel batch reactors, see Fig. 1.18, where 

numerous batch reactions can be carried out in tandem in order to screen different reaction 

conditions to rapidly optimise the reaction conditions or determine the initial usefulness of a 

catalyst material.116 These reactors can be fed with differing gases to tailor the reaction 

conditions to the desired product distribution for a given reaction. 

 
Figure 1. 18: a) image of a Radleys 12 sample carousel batch reactor, b) schematic profile view of a carousel 

batch reactor, c) plain view of a carousel batch reactor. 

Scale up of batch reactors is generally the simplest of the main reactor types, in that a scaled-

up reactor involves using a large volume vessel. However, with extreme industrial scale batch 

reactors mass transfer limitations become evident as a large volume of solvent being heated 

can result in a temperature differential between the outer edges of the reactor and the centre 

point.1, 2 In these cases, only highly valuable products are produced due to the inefficiency in 

solvent and energy usage. Batch reactions are easily monitored continuously by 
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chromatography to determine the ideal reaction time at which the reaction become most 

selective to maximise the desired product and limit impurities within the product.180 

       1.6.2 Continuous microreactors 

Continuous reactors do not have a fixed reaction capacity as the substrate is continually passed 

through the reactor without interruption, the products are collected at the effluent point with 

further purification if needed. Since the 1990s there has been a drastic increase in the use of 

micro reactors for fine chemical synthesis.171, 172, 181 Continuous microreactors have many 

advantages when compared to batch reactors, namely greater contact between catalyst and 

substrate phases i.e. reduction in mass and thermal transfer limitations, yet, providing an 

increase in the safety when utilising hazardous substances.182, 183 Scale-up is also a simple affair 

with continuous flow microreactors in that increasing the number of microreactors increases 

the amount of product that can be produced.171, 184, 185 However, this method of scale-up is 

expensive requiring an array of pumps and high-pressure systems to accurately control the 

reactors. For bulk chemical production microreactors often output an insufficient amount of 

effluent to make them economically viable in large scale production as such they are limited in 

application.133 

  1.6.2.1 Capillary microreactors 

Capillary microreactors, or wall coated microchannel reactors, are widely utilised due to their 

similarity to many liquid chromatography systems.182, 186, 187 Being comprised of a substrate 

reservoir, gas or transfer agent inlet, a high-pressure pump, reactor column, back-pressure 

regulator and effluent collection, see Fig. 1.19 for schematic of this reactor type.187  
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Figure 1. 19: Schematic diagram of the main components of a capillary microreactor. 

The reactor column used is generally in the form of a fused silica capillary column, similar to 

those used in gas chromatography, alternatively microfluidic chips may be manufactured with 

channels tailored to a specific application, with the surface modified to deposit a catalyst on 

the capillary walls.48, 187 The reactor column can be heated or cooled dependent on the required 

reaction conditions within the column and reactor pressure modulated by a back-pressure 

regulator situated at the end of the column. Catalyst preparation follows the same general 

procedure to that when preparing a catalyst in an open environment, however, the support and 

catalyst precursors are pumped into the capillary tube instead of external impregnation as 

traditional supported catalysts are produced.48, 188, 189 See Fig. 1.20 for the preparation of a wall 

coated microchannel reactor column. 

 
Figure 1. 20: Schematic diagram of the process by which capillary channels may be coated and catalyst 

particles deposited on the capillary walls, reproduced from work carried out by N. Cherkasov.186, 190 

The walls of the capillary may be coated in a variety of potential materials to facilitate chemical 

reactions within the microreactor. Fig. 1.21, reproduced from a recent example by Li et al., 

who demonstrated that metal organic framework (MOF) supported Pd nanoparticles may be 

impregnated into a quartz capillary to facilitate the selective reduction of 4-nitrostyrene.187 The 
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support and catalyst show a clear distinction from the capillary wall. When the elements are 

mapped onto the SEM image (Fig. 1.21c) no “bleed over” of Si from the capillary wall is 

observed within the supported catalyst material.187 

 
Figure 1. 21: a) SEM image of the quartz capillary tube prior to catalyst impregnation, b) SEM image of the 

catalyst impregnated capillary wall showing a wall coating depth of 1.7 μm, c) Elemental mapping of 1.21c, 

with Pd atoms shown in green, Zr atom shown in red and Si atoms shown in blue, reproduced from work carried 

out by J. Li et al..187 

In the work by Li et al., a high conversion (>95 %) of 4-nitrostyrene was observed with a short 

residence time (<5 minutes) of the substrate within the capillary column, thus showing the 

potential that capillary microreactors have for the rapid throughput and continuous synthesis 

of low value 4-aminostryrene.187 

However, microreactors are all generally limited in their output per minute of use to the flow 

rate which is generally less than 100 μL min−1. This results in lengthy times to produce any 

great volume of product without the so called “numbering up” process where multiple wall 

coated capillary reactors are stacked together to increase the overall output of products.186, 187 

Numbering up is expensive when compared to the large batch alternative and so is currently 

not widely employed for industrial production of substituted anilines. 
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  1.6.2.2 Film microreactor 

Thin film microreactors are an emerging microreactor with high substrate through put with 

interfacial surface areas per reaction volume of 9000 – 15000 m−1.191, 192 In thin film 

microreactors, alternatively called falling film microreactors, two plates coated in a catalyst are 

held at a fixed separation typically <100 μm and liquid, containing the substrate, is fed from 

the top of these plates falling due to gravity creating a thin film of substrate over the catalyst 

coated plates.193, 194 The combination of a thin film of substrate in contact with catalyst plates 

in the presence of gas or transfer agent promotes mass and thermal transfer between the phases 

allowing for more efficient reaction engineering. A schematic of a thin film reactor is shown 

in Fig. 1.22. 

 
Figure 1. 22: Schematic diagram of a thin film microreactor.193 

Thin film microreactors have been demonstrated to show potential in the hydrogenation of 

nitrobenzenes for a variety of selective process, such as the formation of aniline and azoxyl 

products.191, 192, 194 The preparation of these thin film microreactors followed a similar 

methodology to the preparation of capillary microreactors. However, instead of requiring 

complex wall coating preparations, the catalyst and support can be grafted directly onto the 
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plate using traditional methods such as wet impregnation, chemical vapour deposition and 

photodecomposition of precursor materials.191, 192, 195  

The microreactors produced for the hydrogenation of nitrobenzenes showed successful 

conversion of the substrate and that it was indeed possible to tailor the reactor to produce a 

specific product from the substrate material.191, 192 Yet, in all cases deactivation issues were 

prevalent. Imperfections within the plate formation by cracking of the catalyst surface, 

formation of organic adherents, followed by loss of the catalyst material limited all reactor 

lifetimes to <50 hours reactor time on stream.192 However, in some cases it was observed that 

the microreactor produces a comparable daily output of products to batch reactor systems, 

under optimal conditions. Yet this beneficial output could be offset in the lengthy downtimes 

described in repreparation of the plates after extended usage.191 

  1.6.2.3 Packed bed microreactor 

The primary disadvantage of capillary and thin film microreactors stem from the difficulty in 

achieving uniformity of the substrate flow and/or the catalyst coating/loading process.178, 183, 

196 This lack of uniformity in the reactor walls can lead to uneven reaction completion by 

irregularities in the mass/thermal transfer in parts of the system, thus leading to the formation 

of by-products and, in turn, potential catalyst deactivation.197, 198 These limitations may be 

overcome in many cases by the use of packed-bed microreactors, in which the substrates flow 

through a packed bed of solid catalyst.199, 200 Schematic of a packed-bed microreactor is shown 

in Fig. 1.23. 

 
Figure 1. 23: Schematic diagram of the main components of a packed bed microreactor. 
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The packed bed is of known thickness and diameter, with catalyst mass being controlled to 

alter the product distribution of the reaction. The catalysts used in packed-bed type reactors are 

the simplest in terms of preparation with the catalysts used in traditional batch type processes 

being utilised in the packed-bed, as such no complex catalyst preparation methods are 

required.196, 197, 201 Due to the possibility of utilising more traditional catalysts, taking advantage 

of the rapid preparation of numerous catalysts for a given reaction, rapid screening of potential 

catalysts can be achieved using packed-bed style reactors, allowing for efficient optimisation 

of reaction conditions and extraction of kinetic parameters.197, 199 However, packed-bed are 

limited by the uncontrolled fluid dynamics, poor thermal transfer and significant drops in 

pressure, through sheer forces within the uncontrolled packed-bed. 

Large scale industrial synthesis of anilines utilises macro packed bed reactors in the gas phase, 

liquid-phase hydrogenation of nitrobenzenes has not been widely deployed extensively due to 

the difficulties in removing heat from the reaction.197 This is mainly due to the previously 

described poor thermal transfer of packed-bed reactors. However, by designing structured 

catalysts and better optimising the reactor catalyst usage nitrobenzenes could be efficiently 

reduced within a packed-bed reactor.196 Importantly these studies both demonstrate poor 

conversion and inconsistent selectivity when compared to liquid-phase batch hydrogenation 

reactions.200, 202 Yet pack beded microreactors may still show potential in screening potential 

nitrobenzene hydrogenation catalysts across a variety of reaction conditions. 

1.7 Aims 

The aims of this work were to research and develop metal sulfide catalysts to potentially replace 

current supported noble metal catalysts for the reduction of nitroarenes to anilines. The metal 

sulfides developed should pose a lesser environmental impact and show superior performance, 



62 | P a g e  

 

in both activity and selectivity, than the current state of the art on the selective hydrogenation 

of nitroarenes. 

Due to the environmental challenges of noble metal extraction and wide-ranging substrate 

incompatibility, such as sulfur and carbonyls, presented by supported noble metal catalysts, 

replacements for these are sought. The focus of my efforts has been to produce first row 

transition metal sulfides as these  have shown great potential in the reduction of nitroarenes 

under a wide range of reaction conditions. 

The preparation of metal sulfide compounds is traditionally carried out at high temperature 

(often > 700 °C) through a so-called sulfurization reaction reacting a precursor material with a 

sulfurizing gas as previously described. However, metal sulfides may be prepared at lower 

temperatures through a solid-state reaction of a sulfur source and metal precursor allowing for 

relatively mild reaction conditions. These more traditional methods often lead to the synthesis 

of large crystalline materials with little to no nanostructure. Recent work has shown the 

potential of synthesising metal sulfides using solvothermal methods, in which metal precursors 

and a sulfur source are dissolved in a solution containing a capping agent.13  

The reaction group studied is that of the selective hydrogenation of nitroarenes to anilines, 

whilst avoiding the non-selective route synthesising aniline (Fig. 1.3). To optimise the reaction 

conditions for the hydrogen transfer reduction using the metal sulfide catalysts for the reduction 

of nitroarenes, the reduction of 4-chloronitrobenzene to 4-chloroaniline is used as a model 

reaction. This reaction is optimised with regards to various critical reaction parameters such as 

temperature, catalyst loading, reaction solvent, etc. Once the optimum conditions have been 

reached various other nitroarene substrates will be studied to show the general applicability of 

metal sulfides in the reduction of nitroarenes. Other hydrogen donors will also be explored in 

order to determine whether hydrazine is the most suitable for the application. 
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Chapter 2 Experimental Techniques 

2.1 Material synthesis 

For the synthesis of all materials in this work, solvothermal synthesis techniques were used, 

rather than traditional solid-state routes based on high temperature calcination.  

Solvothermal synthesis is used in the preparation of a wide variety of materials such as 

ceramics, polymers and metal oxides.77-79 The reaction involves the use of moderate to high 

pressure and elevated temperatures, in a solvent. If water is used as the solvent, it is referred to 

as “hydrothermal synthesis”. When using non aqueous solvents, the technique is referred to as 

“solvothermal synthesis”. Solvothermal synthesis allows for greater control of parameters such 

as particle size and particle aggregation, which is crucial in heterogeneous catalysis. This 

control is due to the manipulation of the cooling rate and reaction dwell time. Due to the 

extreme reaction environment, both thermodynamically stable and metastable states can be 

prepared by solvothermal synthesis; the solubility of reactants can be achieved by the elevated 

pressures and temperatures within the autoclave which may not be possible with more 

traditional synthesis methods. 

The use of a solvothermal autoclave for this synthesis allows for much higher reaction 

pressures than within traditional glassware reactors. The high-pressure environment of the 

solvothermal reactor allows for a more efficient reaction between volatile precursors or 

intermediate products.  

Two key factors control reaction outcome in solvothermal synthesis outcomes, the chemical 

nature of precursors and the solvent selected for the synthesis.  

The chemical nature of the precursors must be consistent with that of the target materials. In 

addition, the concentration of the precursors plays a role in controlling size, shape and crystal 
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phase of the resulting material. The interaction between solvent and reagent plays an additional 

role in solvothermal reactions. 

Therefore, the choice of solvent can play a key role in solvothermal synthesis. Solvent-reagent 

incompatibility is a key aspect in all liquid phase reactions. In the closed solvothermal reactor 

environment, incompatibility or solvent-reagent interaction can lead to loss of reaction 

efficiency. Yet, in some cases the solvent may be used as an initiator or activator of inert 

reagents.  

In general, alcoholic solvents are preferred for solvothermal synthesis due to their lower boiling 

points and higher vapour pressures. A higher boiling point solvent allows for a higher 

temperature reaction, generally leading to a more efficient reaction with shorter reaction times. 

Table 1 shows the most widely applied solvents for solvothermal synthesis with their associated 

boiling points and vapour pressures. 

Solvent 
Boiling point 

(°C) 

Vapour pressure 

at 25 °C (kPa) 

Water 100 3.1710 

Ethanol 78 8.1060 

Ethylene glycol 198 0.0120 

Glycerol 290 0.0002 

Table 2.3: Boiling point and vapour pressure of commonly used solvents in solvothermal synthesis. 

Water and ethanol are most widely used in solvothermal synthesis due to their ease of use and 

availability. However, in certain cases, these solvents are not ideal, either due to their low 

boiling points or higher vapour pressures, see table 2.1. In certain circumstances a more 

reducing environment is required and ethylene glycol or glycerine is used. A more reducing 

atmosphere can be useful in maintaining oxidation state of reagent materials during the 

reaction. 

Due to the high pressure used in solvothermal synthesis specialised reactors are used. A 

solvothermal autoclave is used in such reactions, schematic shown in figure 2.1.  
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Figure 2. 1: Schematic of a solvothermal autoclave reactor, not drawn to scale. 
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Figure 2. 2: Image of 50 mL Parr instrument company Teflon lined stainless steel autoclave reactor. 

The autoclave reactor is made up of two primary components, a stainless-steel body and a 

Teflon liner, see figure 2.1 and 2.2. These two components are used to create a reactor capable 

of containing the high-pressure reaction inside. In order to prevent catastrophic failure of the 

reactor vessel, a safety pressure disc is used. This disc allows for the venting of pressure upon 

the Teflon liner rupturing. 

2.1.1 Metal sulfide synthesis 

The method for synthesising transition metal sulfides was the direct reaction between elemental 

sulfur and the acetate (II) salt of the metal. This process would require the use of a surfactant 

and templating, in the form of oleylamine.  
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The reaction proceeds by the reduction of elemental sulfur to hydrogen sulfide (H2S) and other 

active sulfur species, which upon pressurisation within the autoclave, react with the metal salt 

thereby precipitating the metal sulfide nanoparticles from solution. 

The general method for producing the metal sulfide nanoparticles was to prepare an ethanol-

based suspension of the metal (II) acetate and sulfur powder that was then sonicated to suspend 

all solids before adding the oleylamine. The suspension was then added to the Teflon liner 

before placing the liner in the stainless-steel body and sealing the reactor. The reactor was then 

placed in a thermostatically controlled oven for up to 24 hours. 

Once the required reaction time had elapsed, the oven was cooled to room temperature at a 

cooling rate of 5 °C/min after which the autoclave was removed. The solid material was 

obtained from the reaction mixture by centrifugation at 2500 rpm, washing first with ethanol 

and then hexane (3 × 15 mL each) and dried at room temperature, under vacuum, for 12 hours. 

The materials were then stored in a vacuum desiccator until use. 

2.2 Electromagnetic radiation characterisation 

2.2.1 Crystallography 

In this thesis, the catalyst material prepared consists of a solid material with a fixed regular 

repeating lattice of atoms, ions or molecules, as opposed to random free floating atoms, ions 

or molecules. Solid materials generally have a fixed, long-range order in the arrangement of 

atoms that make up the crystal structure. The crystal structure can be described in terms of the 

symmetry of the structure. 
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2.2.1.1 Symmetry operations 

The specific arrangements of atoms and ions within a crystal structure is described by the 

symmetry operations present. These operations fall into one of two broad categories; point 

symmetry and translational symmetry. 

Different point symmetry operations are described by the Hermann-Mauguin symbols as 

follows: 

Axis of rotation – A rotation around an axis by 360°/n, where integer n represents the order of 

the axis (the number of times this rotation operation can be applied around the axis in 360°). 

This operation is represented by the symbol Cn. 

Planes of symmetry – Mirror planes in which both sides of a plane are the mirror image of 

each other, given the symbol m. 

Inversion – A centre of inversion, is an operation whereby inversion of coordinates (x, y, z) 

will generate an identical point at (x̅, y̅, z̅), where bar represents the negative or opposite value, 

given symbol 1̅. 

Inversion axis – A combination of an axis of rotation and an inversion, given symbol �̅�, where 

rotations around an axis by 360°/n is followed by an inversion. 

Improper rotation axis – A combination of an axis of rotation and a plane of symmetry, given 

symbol �̃�, where rotation around an axis by 360°/n is followed by a reflection in a mirror plane, 

that is perpendicular to the rotation axis. 

Improper rotation axes are generally not used to describe crystal structures, this is in part due 

to their innate similarity to inversion axes. Equivalent inversion and improper rotation axes are 

shown in table 2.2. 
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Improper 

rotation axis 
Inversion axis 

1̃ 2̅ (m) 

2̃ 1̅ 

3̃ 6̅ 

4̃ 4̅ 

6̃ 3̅ 

Table 2.4: Equivalent improper rotations and inversion axes. 

Translational symmetry operations are only found in the solid state and consist of two primary 

operations. 

Glide plane – A combination of translation with a plane of symmetry, reflection in the plane 

of symmetry is followed by a translation parallel to the plane by a distance of ½ . The direction 

of the plane along the axes (a, b, c) is dependent on the spacegroup symbol. n represents the 

translational distance with respect repeat distance parallel to the translation. The notation of 

this operation for example a/2 represents a translation along the a axis by a distance of ½ the 

unit cell a parameter e.g. Pn is P1n1; hence there is a reflection perpendicular to b and the glide 

is an n-glide along a and c. 

Screw axis – A combination of rotations with translation. A rotation of 360 °/n, where integer 

n represents the order of the axis, is followed by a translation. Given the symbol nm, where m 

represents the distance of the translation. m depends on the repeat distance parallel to the axis, 

t, such that m = n × t. For instance, 21 represents rotation of 180° followed by a translation of 

½ the repeat distance, and 63 represents a rotation of 60° followed by a rotation of ½ the repeat 

distance. 

2.2.1.2 Crystal Systems 

In order to visualise the crystal structure of a solid material, the material is broken up into 

continuous repeating units referred to as the unit cell. The unit cell is the simplest three-



71 | P a g e  

 

dimensional “building bock” of a solid crystalline structure that can be repeated in all planes 

in a regular way to correspond to the long-range crystal structure of the material. 

The unit cell is defined in terms of the cell parameters, length of the cell edges (a, b and c), and 

the angles α, β and γ, shown in figure 2.3. 

 

Figure 2. 3: Representation of a unit cell showing axes (x, y, z), unit cell parameters (a, b, c) and angles (α, β, 

γ). 

Unit cells are categorised into one of seven distinct “crystal systems” depending on the 

relationship between the unit cell parameters a, b and c; and the angles α, β and γ. These 

relationships and requirements that correlate to each crystal system is shown in Table 2.3. 
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System Unit cell restrictions Minimum symmetry requirements 

Triclinic 
α ≠ β ≠ γ ≠ 90° 

a  ≠ b ≠ c 
None. 

Monoclinic 

α = γ = 90° 

β = 60° 

a  ≠ b ≠ c 

One twofold axis or one symmetry plane. 

Orthorhombic 
α = β = γ = 90° 

a  ≠ b ≠ c 

Any combination of three mutually perpendicular 

twofold axes or planes of symmetry. 

Trigonal 
α = β = γ ≠ 90° 

a  = b = c 
One threefold axis. 

Hexagonal 

α = γ = 90° 

β = 120° 

a  = b ≠ c 

One sixfold axis or one sixfold improper rotation 

axis 

Tetragonal 
α = β = γ = 90° a  = b 

≠ c 

One fourfold axis or one fourfold improper 

rotation axis 

Cubic 
α = β = γ = 90° 

a  = b = c 
Four threefold axes along the unit cell diagonals 

Table 2.5: The seven crystal systems. 

2.2.1.3 Lattices 

When equivalent points are evenly spaced in a regular array, in one, two or three dimensions, 

this is known as a lattice. A unit cell is the smallest translational repeat of the lattice. Pointss 

may have ions, ionic groups, atoms or molecules placed on each point to make a structure. 

Within a unit cell, there are four possible lattice types. 

These four lattice types are shown in figure 2.4. The primitive lattice type (given the symbol 

P) is the simplest three-dimensional lattice type, consisting of a single lattice point per unit cell. 

Lattices can be characterised by their packing density of the points contained within. The 

packing density of a primitive cubic lattice is 52 %. The body centred lattices (given the symbol 
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I) equals the primitive lattice with the addition of a single lattice point at the centre of the unit 

cell, thereby consisting of a total of two lattice points per unit cell. The maximum packing 

density of a body centred cubic unit cell is 68 %. The all face-centred cubic unit cell (given the 

symbol F) consists of a lattice point at all corners of the unit cell, as well as a lattice point at 

the centre of each face of the unit cell, thereby giving a total of four lattice points per unit cell. 

The corresponding maximum packing density in an all face-centred cell is 74 %. This is the 

highest possible packing density of any crystal structure using a rigid sphere model. Finally, 

side-centred unit cell (given the symbol A, B or C) consists of a lattice point on all four corners, 

as well as a lattice point on a pair of opposite faces, e.g., the b and c planes for an A type. Face 

centred unit cells consist of two lattice points per unit cell, thereby giving a maximum packing 

density of 74 %. 

 

Figure 2. 4: Examples of primitive (P), body-centred (I), all face-centred (F) and side centred (A shown) unit 

cell lattice types. 
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The seven crystal systems (section 2.2.1.2) can be combined with the four lattice types (section 

2.2.1.3) to result in fourteen distinct groups, known as Bravais lattices. These fourteen result 

from the combination of various symmetry operations required for the seven crystal systems, 

which exclude certain combinations. These fourteen Bravais lattices are listed in Table 2.4. 

 

Crystal system Lattice symbol 

Triclinic aP 

Monoclinic primitive mP 

Monoclinic centred mC 

Orthorhombic primitive oP 

Orthorhombic C-face-

centred 

oC 

Orthorhombic body-centred oI 

Orthorhombic face-centred oF 

Tetragonal primitive tP 

Tetragonal body-centred tI 

Triganol (Rhombohedral) hR 

Hexagonal primitive hP 

Cubic primitive cP 

Cubic body-centred cI 

Cubic face-centred cF 

Table 2.6: The fourteen Bravais lattices. 

In theory, a three-dimensional shape can have an unlimited number of symmetry elements of 

its own, therefore being categorised by an unlimited number of possible point groups. 

However, the number of possible point groups, when combined with the seven possible crystal 

systems, is reduced. The reduction of possible point groups is due to the crystal system 

consisting of an array of interconnected polygons with no voids between them or overlapping 

of the polygons. From these reductions, a total of 32 point groups remain possible, when 

combined with the 7 crystal systems. 
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Finally, the 32 possible point groups are combined with the 14 Bravais lattices and the 

translations symmetry operations resulting in the 230 “space groups”. These space groups are 

used to describe the crystal structures of all crystalline solid materials. 

2.2.1.4 Space groups and notation 

Each of the 230 space groups is described by combining the notation for each of the crystal 

systems (P, F, I, R, C) with the Hermann-Mauguin symmetry operations along the x, y and z 

axes. For example, the space group Fm3̅m, corresponds to a face-centred cubic crystal 

system, there is a mirror plane perpendicular to the 〈100〉 direction and a 3̅ rotation along 

〈111〉 axis, and a mirror plane perpendicular to the 〈110〉 axis. 

In addition to describing the overall crystal structure of a solid material, it is also important 

when discussing diffraction (section 2.2.2) to describe specific points or planes within the 

crystal structure of a solid material. 

Lattice planes are parallel sets of planes along a lattice which intersect many lattice points in 

the crystal structure. Lattice planes are described using Miller indices. Miller indices use 

three points at which the plane intersects the a, b and c unit cell parameters. Lattice planes are 

referred to using the h,k,l notation, where h, k and l are a reciprocal of the distance along the 

cell parameter, a, b and c respectively. For example, a cross section which intersects along ½ 

× a, 1 × b and 1/3 × c, is given the index (213). The crystal structure of NaCl (Fm3̅m) with 

the (111) lattice plane is shown in Fig. 2.5. 
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Figure 2. 5: Crystal structure of NaCl, with (111) lattice plane shown in pink. The purple spheres represent 

sodium cations, and the green spheres represent chlorine anions. 

In certain cases, several different lattice planes within a crystal structure are equivalent, for 

example in a face centred cubic (fcc) unit cell (space group Fm3̅m) as shown by NaCl (Fig. 

2.5) the (100). (010) and (001) planes are equivalent, due to the symmetry operations of the 

space group. 

2.2.1.5 X-ray diffraction 

X-ray diffraction is a non-destructive analytical technique used in the analysis of the crystal 

structure of solids using electromagnetic radiation. The first use of x-rays to analyse a 

compound was carried out by Friedrich, Knipping and Max von Laue in 1912 analysing single 

crystals of copper and zinc sulfates.203-208 X-rays are a type of EM radiation with a wavelength, 

λ, significantly shorter than that of visible light on the scale of approximately 1 Å (10-10 m) this 

scale happens to also be on the scale of the separation of lattice planes within a crystal.205, 207-

209 
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2.2.1.5.1 Theory of diffraction 

X-ray diffraction relies on the occurrence of “phase shift”, this occurs when two or more waves 

arrive at the same point however waves are out of phase. Phase shift is measured as difference 

in the phases of the two incoming waves with respect to their wavefronts.203, 205, 206 Due to the 

waves being transverse this shift is measured as linear shift, Δ measured in wavelength units, 

or equivalently phase shift, δφ on an angular scale. This relationship between linear shift and 

phase shift is shown in figure 2.6. The relation between these units and the incident x-ray 

wavelengths is shown in equation 2.1.203 

𝛥

λ
=

δφ

2π
→ δφ =

2π

λ
       Equation 2.1 

 

Figure 2. 6: The graphical illustration of how phase shift relates between two sine waves of identical 

amplitude.203 

X-ray diffraction is the measurement of the intensity of reflected x-rays. The x-rays are 

reflected by the electrons bound to atoms/ions within a unit cell. Waves reflected by electrons 

at different positions collect at the detector with a relative phase shift. This data can then be 

interpreted to determine relative atomic positions. The measured intensity is related to the 
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phase shift (iφ) and the amplitudes of the sum of all incoming waves (Aj), equation 2.2 

demonstrates how this relationship is approximated, where.203, 205 

𝐼 = [∑ 𝐴𝑗 𝑗
exp(𝑖φ𝑗)]2       Equation 2.2 

In XRD the Fraunhofer approximation is used to calculate the relative intensities with respect 

to the lattice d spacings. The distances between the lattice planes within the crystal are many 

orders of magnitude lower than the distance from the sample to the detector. In equation 4 this 

is approximation of intensity and the phase shift (φ) depend on the position of the atoms present 

at the convergence point j. Therefore, since in incoming and outgoing x-ray vectors are known 

the inter atomic/ionic distances can be inferred based on the detected intensities at specific 

angles of 2Ɵ.203, 205, 210 

Bragg analysis treats a crystallographic plane like a mirror with x-rays behaving like visible 

light, reflecting from these “mirror surfaces”.203, 205 However since x-rays are far more 

energetic than visible light the x-ray penetrates thousands of mirror planes deep into the 

material, where additional reflections may occur. Since all mirror planes are separated by the 

same distance and in the same direction, superposition of scattered x-rays occurs, this 

constructive interference only occurs if the distance between the planes are a multiple of the 

wavelength. 

Since there is always a deeper plane for which there is an exactly 180-degree phase shift, 

perfect destructive interference occurs at all angles on an x-ray diffraction pattern.207-209 

Therefore equation 3 can be altered to give equation 2.3, the Bragg equation where n is an 

integer, λ is the wavelength, d is the inter-atomic spacing and Ɵ is the incident angle of the x-

rays relative to the sample.203, 205 

𝑛𝜆 = 2𝑑 sin Ɵ                Equation 2.3 
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Sharp maxima seen in x-ray diffraction, relate to the angle and wavelength, λ, of the incident 

and outgoing x-rays, 2Ɵ. This is shown in Fig. 2.7. 

 

Figure 2. 7: Illustration of how the geometry of ray reflection is used in the derivation of the simplified Bragg 

equation. With the incoming and outgoing x-rays being reflected through angle 2Ɵ between two parallel lattice 

planes, M and N, separated by lattice spacing d.203 

The simplified Bragg equation has a serious drawback, as x-rays are not reflected by planes 

but are scattered by the electrons bound to atoms in a crystal structure. Crystal planes are not 

perfect mirrors but are made up of discrete atoms with regions of much lower electron density 

between. However, due to the fundamentals of geometry the Bragg equation is a good 

approximation and therefore is still useful despite this drawback.203, 204, 210-213 It can be used in 

determining the d spacings within lattices which are then used to give the hkl values useful in 

identifying a crystal structure. 

2.2.1.5.2 Coherent diffraction domain size estimation in XRDFor infinitely sized crystals there is a 

majority of the unit cells present in the bulk of the material compared to the surface. Therefore, 

the majority of the unit cells are uniform in shape and are unstrained by the surface morphology 
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of the crystal.203, 204, 212, 213 In a finitely sized crystal, on the size order of tens to hundreds of 

unit cells, such as nanoparticles, those unit cells present on the surface are highly strained and 

compose a larger percentage of all unit cells present. Another factor influencing peak 

broadening within PXRD patterns can be attributed to the interference of electromagnetic 

waves which is key to the operation of x-ray diffraction. In materials with a theoretically 

infinite potential reflection planes, total destructive interference of the x-rays occurs creating 

sharp well-defined peaks. However, when the number of these reflection planes becomes finite, 

total destructive interference of the x-rays does not occur thus losing resolution of the peak 

resulting in broadening.  Due to the strain and finite reflection planes within a nanoparticle, the 

peaks observed within a PXRD pattern tend to show broadening. 

This broadening can be summarised using the Scherrer equation, shown in equation 2.4. Where 

the broadening of the peak at half height, β, can be related to the mean size of the crystallites, 

τ, by the shape factor, K, and wavelength of the x-ray radiation, λ.203 

𝝉 =
𝑲𝝀

𝜷𝒄𝒐𝒔Ɵ
         Equation 2.4 

This would be useful in the interpretation of the PXRD data as an approximation in the size of 

the obtained particles prior to confirmation by TEM analysis. 

The mode of operation of a powder x-ray diffractometer is generally the same for all 

diffractometers, a source of x-rays, a sample stage and a detector. A cross sectional schematic 

of a powder diffractometer is shown in Fig. 2.8. 



81 | P a g e  

 

 

Figure 2. 8: Cross section of a powder x-ray diffractometer with the components labelled. 

The x-ray source is typically an x-ray tube, consisting of electron gun and a metal target. Inside 

the x-ray tube the electrons from the gun are accelerated towards the metal target, copper or 

molybdenum in most cases. When the electrons collide with the target high energy photons are 

emitted in the form of x-rays. These x-rays are then focused and reflected by a monochromator, 

to ensure the x-ray beam is of uniform energy. 

The x-ray beam is reflected from the sample surface, as described earlier in this section, and 

then passes into the detector. Modern PXRD instruments typically use a strip detector, such as 

the PIXcel detector from Empyrean. In these detectors, x-rays enter and excite a strip of n-type 

silicon producing a voltage that is read out by the instrument. The advantages of strip detectors 

versus older Geiger-Muller detectors are the higher count rate and increased special resolution. 

2.2.1.5.2 PXRD equipment and procedure 

Powder X-ray Diffraction was carried out on all obtained compounds using a PANAlytical 

Empyrean X-ray diffractometer using Cu Kα1 radiation. Results were recorded using the 
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instruments inbuilt software. Obtained patterns were analysed using PANalytical Highscore 

Plus. 

The sample was placed in a sample holder as shown in Fig. 2.9 and placed in the 

diffractometer’s autosampler. The program for the diffractometer to collect the pattern was 

collecting data from 2θ angles 20 o to 80 o with the collection time at each point being 1521 s 

and a step of 0.02626 o. To prevent system variance between samples all samples, would also 

be analysed using a 1 o fixed slit at the x-ray tube and using a Ni anti-scatter filter, to prevent 

the fluorescence of certain first row transition metals under Cu Kα1 radiation. During the data 

collection the sample was rotated at 0.5 rotations per minute. 

Sample preparation for PXRD analysis required a flat surface obtained using a specialised 

sample preparation device, shown in Fig. 2.9. The sample preparation device involved the use 

of 3 components shown in figure below, the sample preparation holder which held the sample 

template in place during sample addition and when attaching the sample baseplate. The data 

collected were analysed to determine phase purity of the sample, unit cell parameter 

determination and particle size estimation. 
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Figure 2. 9: a) Flat surfaced sample holder for PXRD analysis with items labelled. b) The template is locked 

into the sample holder. c) The template filled with sample. d) baseplate is then connected to the template. e) 

Sample holder is then flipped over and e) sample is released to reveal a flat surface. 

Once the sample filled the sample template, the baseplate is attached to the template. This is 

then turned over and released to reveal the flat sample surface. The sample template was then 
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placed in the diffractometer, an image of the diffractometer interior with the key components 

labelled is shown in Fig. 2.10.  

 

Figure 2. 10: PANAlytical Empyrean X-Ray diffractometer with key components labelled. 

2.2.2 Fourier Transformed Infra-Red Spectroscopy (FTIR) 

Fourier Transformed Infra-Red spectroscopy is a widely used spectroscopic technique which 

relies on the discreet stretching energies of various bonds. This spectroscopic technique uses 

light in the energy range between 800 cm-1 and 4000 cm-1. The mid infrared region of the 

electromagnetic spectrum is used to study the fundamental vibrations associated with chemical 

structure and bonding. Infrared spectroscopy exploits the inherent resonance frequencies of 

chemical bonds by measuring the absorbance specific frequencies associated with a bond 

vibration. These bond vibrations are determined by the bond strength, mass of the atoms 

involved and the associated vibronic coupling. 
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For a bond to be considered “IR active”, throughout its vibrational mode there must be a change 

to its permanent dipole moment. Shown in Fig. 2.11 is an example carbonyl bond which upon 

irradiation by IR radiation, v= 1720 cm-1, it begins to vibrate in its fundamental frequency. This 

stretch is “IR active” due to the permanent dipole of the bond being changed by the vibration 

of the bond length. 

 

Figure 2. 11: IR active CO bond vibrating at its fundamental vibration mode when irradiated by infrared 

radiation, v= 1720 cm-1. 

FTIR analysis was carried out using attenuated total reflectance (ATR). ATR is a technique 

used for analysing solid and liquid samples with minimal sample preparation. The technique 

requires contact between the sample and diamond ATR crystal. Due to the differing refractive 

indices, of the sample and ATR crystal, total internal reflection occurs. In principle, the sample 

and IR light only interact at the point of internal reflection, the so called “evanescent wave”. 

The evanescent wave cannot properly propagate into the sample, due to the total internal 

reflection of the IR beam (shown in Fig. 2.12). As this wave cannot propagate into the sample, 

it becomes focused on the point of internal reflection and starts decaying exponentially. 

Thereby, causing the evanescent wave to protrude into the sample, see figure for ATR 

schematic. With the sample in contact with the evanescent wave, specific regions of the IR 

beam are absorbed based on the sample’s composition. Therefore, the reflected IR beam has 

the absorbed regions missing and thus is attenuated, hence “attenuated total reflectance”. 

C O C O 
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Figure 2. 12: schematic of attenuated total reflectance FTIR with evanescent wave. 

Samples for ATR FTIR analysis were dried in vacuo prior to analysis. FTIR spectra were 

obtained using a Thermoscientific Nicolet iS5 spectrometer fitted with a Pike Miracle diamond 

ATR scanning from 800 cm-1 to 4000 cm-1. The spectra were analysed using Omnic software.  

2.2.3 Solid State Ultraviolet Visible Near Infra-Red Spectroscopy (UVVIS 

NIR) 

Ultraviolet Visible spectroscopy (UVVIS) analysis is traditionally accomplished by measuring 

transmission of UVVIS light in solution/suspension making analysis of solids difficult. 

Transmission spectroscopy of solids often yields little information outside of particle size, but 

this is limited to particles with diameters equal to the smallest UV wavelength. UVVIS 

therefore requires a different method to obtain useful information from the spectroscopy. 

Diffuse reflectance is used to determine the band gap of semiconductor materials along with 

other electronic effects. 

In principle, diffuse reflectance spectroscopy (DRS) is independent of the incidence angle of 

the light on a non-smooth surface, therefore a specific angle is not required to analyse this 

diffuse reflected light. Some of the incoming light waves are absorbed by the analyte material 

while others are reflected, thus allowing for the analysis of the electronic structure of the 

material. According to the theory of P. Kubelka and F. Munk presented in 1931, the measured 

Bulk Sample 

Ɵ 
ATR Crystal 

Evanescent Wave 

Incoming 

IR Beam 
Refracted 

IR Beam 
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reflectance spectra can be transformed to the corresponding absorption spectra by applying the 

Kubelka–Munk function. The region showing a steep, linear increase of light absorption with 

increasing energy is characteristic of semiconductor materials. The x-axis intersection point of 

the linear fit of the Tauc plot gives an estimate of the band gap energy. This sharp transition 

occurs when electrons from the valence bands are given energy by photons, equal to the band 

gap, and transition into the conduction band. 

Diffuse reflection requires a shallow penetration of the surface material, which then interacts 

with the material absorbing certain wavelengths whilst others pass through the material. In this 

way it can seen as similar to the previously discussed ATR FTIR spectroscopy (section 2.2.2), 

however, in ATR FTIR the specular reflected wave is measured. Whereas in DRS, the diffuse 

reflected wave is measured. A schematic of how the incident beam is split into the specular 

reflected beam and the diffuse beams is shown in Fig. 2.13. 

 

Figure 2. 13: Schematic of the diffuse reflection mechanism on a rough surface. 

Diffuse reflected beams are reflected in all directions from the sample yet are all seen to be 

equivalent. Therefore, when concentrated together by a concave parabolic mirror, these 

collated beams constructively interfere amplifying the features of the absorbed regions. A 
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schematic of how the incident beam is reflected and the diffuse reflections are collated is shown 

in Fig. 2.14. 

 

Figure 2. 14: Schematic of the UVVIS NIR spectrometer with key components labelled. 

UVVIS NIR spectroscopy was carried out using a Varian Cary 5E UV-Vis-NIR Spectrometer 

equipped with a Harrick Praying Mantis diffuse reflectance device, Fig. 2.15. 
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Figure 2. 15: interior of UVVIS NIR instrument with key components labelled. 

The UVVIS NIR instrument was first calibrated using BaSO4 to obtain a reference reflectance 

i.e., 100 % reflectance. BaSO4 was used as a calibrant as it exhibits excellent reflectivity across 

the EM spectrum. Samples for UVVIS NIR spectroscopy were diluted in BaSO4 (4:1 ratio of 

BaSO4:Sample by weight) shown in Fig. 2.16. 
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Figure 2. 16: Sample with BaSO4 diluent prior to grinding and preparing for UVVIS NIR analysis. 

Data were recorded in the range of 200 nm to 2500 nm, band gap was estimated using the 

Kubelka-Munk function plotting wavelength versus F(R). 

𝐹(𝑅) =  
(1−𝑅)2

2𝑅
        Equation 2.5 

Equation 2.5 shows the calculation of F(R) where R is the reflectance. Kubelka-Munk relies 

on the measurement of the gradient maximum to determine the band gap of the material. At 

the gradient maximum, a tangential line is taken which intersects the x-axis at specific 

wavelength of light and by extension a specific energy of light (equation 2.6). 

𝐸 = ℎ
𝑐

𝜆
         Equation 2.6 
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Equation x shows how a specific wavelength (λ) in nm can be converted to its respective energy 

(E) in Joules, using the speed of light (c) and Planck’s constant (h). This energy is then 

converted to electron volts (eV) for standardised band gap measurements. 

2.2.4 Transmission Electron Microscopy (TEM) with Energy-Dispersive X-ray 

Spectroscopy (EDX) and Electron Diffraction 

Transmission electron microscopy (TEM) utilises electrons focused onto a sample, instead of 

photons used in more traditional microscopy. These electrons are then reflected or absorbed 

based on the imaging technique. TEM relies on the transmission of electrons through the 

sample with dark areas on the image showing area where more electrons are absorbed by the 

sample. Due to this transmission, samples for TEM are required to be thin (100 nm thick or 

less) for fine details to be resolved. The schematic of how a TEM instrument operates is shown 

in Fig. 2.17. 
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Figure 2. 17: Schematic of a TEM instrument in both imaging and diffraction modes. 

Energy Dispersive X-ray spectroscopy (EDX) is a technique for analysing the elemental make 

up of a sample. This technique is used for elements with an atomic number greater than that of 

carbon. EDX involves the use of the electron beam used in the imaging process. The intense 

electron beam causes core electrons within the sample to be ejected creating an electron hole. 

These electron holes are then filled by electrons falling from higher energy levels emitting a 

characteristic x-ray photon, these photons are specific to each electron shell within an element 

producing a “fingerprint” for the element. This fingerprint is then interpreted from the spectrum 

of these photons. A schematic of an EDX set up is shown in Fig. 2.18. 
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Figure 2. 18: Schematic of the operating principle of Energy Dispersed X-ray (EDX) spectroscopy. 

Samples for transmission electron microscopy (TEM) were dispersed in acetone using an 

ultrasonic bath and a drop of this dispersion was placed on a carbon coated copper grid. These 

grids were then imaged by a Gatan Ultrascan 4000 digital camera with digital micrograph 

software, attached to a JOEL 2010 TEM instrument running at 200 kV. Nanoparticle sizes were 

determined by comparing several particles present in different areas of the grid using the Gatan 

Digital Micrograph software. 

High Resolution Transmission Electron Microscopy (HRTEM) studies were performed in a 

high-resolution (HR) (0.18 nm) field emission JEOL 2200FS microscope operating at 200 kV, 

equipped with an in-column Ω energy filter, two High-Angle Annular Dark Field (HAADF) 

detectors for the so-called ‘Z-contrast’ imaging and an Energy Dispersive X-ray Spectrometer 

(EDX) for collecting X-ray spectra and X-ray mapping. The nanostructures were dispersed on 

holey copper grids for the observation. The particles were dispersed on the copper grids by 

dispersing the particles in ethanol, followed by evapouration to deposit the particles onto the 

grid. 
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2.3 Catalyst Testing 

2.3.1 Selective hydrogenation substituted nitrobenzenes 

Hydrogenation of substituted nitrobenzenes, via a hydride transfer mechanism, was carried out 

to test the performance of the catalyst material prepared in this work (Fig. 2.19). 

 

Figure 2. 19: Reaction scheme of the selective hydrogenation of p-chloronitrobenzene (p-CNB) to p-

chloroaniline (p-CAN) without forming aniline (AN) using hydrazine (N2H4) as a hydrogen donor. 

2.3.1.1 Apparatus and reactor 

The hydrogenation of nitrobenzenes was carried out using a batch reactor, schematic shown in 

Fig. 2.20. 

A standardised solution of the substituted nitrobenzene was prepared and added to a 3 necked 

round bottom flask fitted with suba seals on the side necks. A suba seal was used for the 

injection of hydrazine at the start of reaction, and the other to withdraw aliquots (~250 μL) for 

off-line gas chromatography (GC) analysis of reaction progression.  

The use of vacuum grease at the connections within the reactor was found to leach from the 

joints and contaminate the reaction and disrupt the GC results. Hence, the joints at the top and 
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bottom of the condenser was fitted with rigid PTFE sleeves and ground glass join clips (Fisher) 

to make the reactor gas tight. Vacuum grease was used at all other joints, in combination with 

ground glass joint clips. 

A gas burette was used to monitor the volume of gas produced by the reaction. At the reaction 

start, the burette was filled with KCl saturated ethylene glycol (EG). The salt saturated ethylene 

glycol was used in order to avoid the dissolution of O2, CO2, etc. EG was selected to use in the 

gas burette due its low vapour pressure (0.0120 kPa at 25 ֯C), thus limiting the risk of EG 

vapour contaminating the reaction. When the reactor is open to the atmosphere, the EG level 

is maintained at the same height as the level of ethylene glycol in the EG feed flask. However, 

once the reactor is closed, and the reactor is subjected to pressure changes due to vacuum or 

gas release from the reaction, or when the reactor is purged, the height of the EG inside the 

burette changes to compensate for this pressure differential inside and outside the reactor. 

Therefore, the pressure during the reaction is maintained at ambient pressure. Further to this, 

prior to the start of a reaction the gas burette is filled, as close as possible, to "300 mL” at the 

top of the gas burette. Since N2, and some unused H2, is produced in the reaction, the level of 

EG falls to maintain ambient pressure. This drop in EG volume can be used as a crude 

measurement of reaction progress. 
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Figure 2. 20: Schematic of the apparatus used for the selective hydrogenation reactions in this work. The circles 
containing “X” represents taps which can be used to shut off and isolate parts of the reactor. The circles 

contain “L” represent multi-directional taps which can be used to connect the reactor to the left (N2 supply) or 

the right (vacuum) hand sides of the gas manifold or can be closed off from both sides. 

2.3.1.1.1 Determination of catalyst activity and selectivity 

Conversion of substituted nitrobenzene substrate and selectivity towards the desired substituted 

aniline at different levels of conversion were calculated using Equations 2.7-2.9, where Ct = 

concentration of substituted nitrobenzene benzene substrate at time t, C0 = initial concentration 

of substituted nitrobenzene substrate, CXAN = concentration of  substituted aniline product, 

Cproducts = concentration of all products, aniline, substituted aniline and nitrobenzene, t = 

reaction time elapsed, respectively. Equations 2.8 and 2.9 imply that no other components other 

than, the substituted aniline, aniline and nitrobenzene were obtained. This was confirmed by 

the carbon balance for all reactions of 100 ± 2% 
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         Equation 2.7 

 

               Equation 2.8 

 

The activity of a given reaction was characterised using the rate of substituted nitrobenzene 

substrate conversion, as in Equation 3, where C0 = initial concentration of substituted 

nitrobenzene substrate, Ct = concentration of substituted nitrobenzene benzene substrate at time 

t, t = reaction time elapsed. This initial rate was taken at a set reaction time elapsed between 0 

minutes and 20 minutes. 

            Equation 2.9 

2.3.2 Gas Chromatography (GC) 

Chromatography is used to separate a range of different chemical compounds from an unknown 

mixture based on their interactions with the mobile and stationary phases. This technique is 

also used for the quantification of the chemicals based on a data compared to a standard 

calibration curve. 

The technique involves the flow of a “mobile phase” comprised of a gas or liquid through a 

medium known as the “stationary phase”. The stationary phase for chromatography is typically 

a porous silica-based compound immobilised on a glass capillary, the mobile phase can either 

be a gas, gas chromatography (GC), or liquid, liquid chromatography (LC). Components of a 

chemical mixture will have differing polarities, causing an adsorption/desorption of the 

compound to the surface of the stationary phase. From this adsorption/desorption some 

compounds are retained for a longer on the stationary phase and so elute from the column later 

in the analysis. This enables the separation of different chemical species from the mixture to 

be analysed. 

𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 (%) = (
𝐶0 − 𝐶𝑡

𝐶0

) ∗ 100 

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (%) = (
𝐶𝑋𝐴𝑁

𝐶 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠

) ∗ 100 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑟𝑎𝑡𝑒 =
𝐶0 − 𝐶𝑡

𝑡
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The technique used for the separation and quantification of chloronitrobenzene, chloroaniline, 

aniline and nitrobenzene would be gas chromatography (GC). For this work a calibration curve 

would need to be plotted, for each analyte, in order to quantify the compounds during a 

hydrogenation reaction. 

The sample in GC can either be using a headspace technique or using a liquid sample, in either 

case the injector is heated to a specified temperature in order to force all compounds, including 

solvent, into the gas phase. This gas is then carried through the injector into the capillary 

column by an inert carrier gas, in this case it was helium. The column outer wall is typically 

made of fused silica glass with the interior coated with the stationary phase which can be 

modulated depending on the polarity of the compounds which were to be analysed. A 

Schematic of a typical gas chromatography set up is shown in Fig. 2.21. 

 

Figure 2. 21: A schematic diagram of the gas chromatogram with gas bottle and attached computer. 

2.3.2.1 Equipment for GC 

Gas Chromatography of compounds was carried out using a Varian 430 gas chromatograph, 

with a 30 m Stabilwax® capillary column (Restek) and a Varian CP-8400 autosampler shown 

in Fig. 2.22. 
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Figure 2. 22: a) The Varian 430 gas chromatograph that was used to complete the analysis. b) The Varian CP-

8400 autosampler with sample vials placed in the carrousel. c) The oven with Stabilwax® capillary column 

(Restek) attached to column hanger 
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2.3.2.2 GC analysis procedure 

Analysis of reaction progress (Section 2.3.1.1) was carried out by taking an aliquot of the 

reaction solution, filtering through glass wool and placing solution in 2 mL vials with a rubber 

septum before being placed into the Varian CP-8400 autosampler. Data was then written into 

the Varian Galaxie software to automatically take samples from the vials in the carousel 

analysing them sequentially. 

The program for analysis of all samples was as follows: a wash cycle was programmed, so that 

the GC was flushed with a 2.0 μL injection of pure ethanol (other wash solvents used in 

different reactions, wash solvent matched the reaction solvent, see section 4.2.1.3) twice before 

each sample was injected, 1.0 μL of sample was taken for injection, with an injector 

temperature of 250 ֯C. The column flow rate was 2.0 mL min−1 with a helium carrier gas. The 

oven temperature program had several stages of heat ramping. Initially, the temperature was 

held at 70 ֯C for 2 minutes. The temperature was then increased at a rate of 12 ֯C min−1 until the 

temperature reached 180 ֯C. The temperature then ramped further at a rate of 10.4 ֯C min−1 until 

the temperature reached 220 ֯C, at which point the GC run would end. The in-situ detector 

inside the GC instrument was a flame ionisation detector (FID), which utilised H2 gas a flow 

rate of 20 mL min−1, and compressed air at a flow rate of 200 mL min−1, whilst operating at 

350 ֯C. The method developed for the GC analysis is summarised in table 2.5 and Fig. 2.23. 
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Table 2.7: GC method conditions with the associated set point. 

 

Figure 2. 23: Column oven temperature progress against time for the GC method. T0=70 oC, T2=70 oC, 

T11.17=180 oC, T15=220 oC. 

2.3.2.3 GC calibration 

To calculate concentrations of reaction components from reaction aliquots (Section 2.3.1.1), a 

calibration had to be performed using standard solutions of each analyte compound, as well as 

a fixed, known concentration, of toluene (0.1 M). Toluene was selected as an internal standard 

for this work due to its miscibility with solvents used and its inertness in the reduction reaction, 

therefore, its concentration would not change regardless of reaction progress. Since the 

concentration of toluene in the gas chromatographs remains constant, the peak area 
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corresponding to toluene can be used as a comparison for the peak areas corresponding to the 

product compounds. Considering the peak areas of both reactant and products relative to that 

of the fixed toluene concentration therefore compensates for any changes in the peak area due 

to inconsistencies in injection volume of sample. 

Each analyte compound pairs, i.e., 4-chloronitrobenzene and 4-chloroaniline, was first 

prepared in an approximately 1 mg mL-1 solution in ethanol and were analysed in sequence to 

determine the relative peak positions from each other and from other potential product 

compounds. Example of this separation is shown in Appendix 1. Once all peaks were 

sufficiently resolved from one another calibration curves of all compounds were prepared by 

first preparing stock solutions of all of the compounds which were to be analysed, in a 

concentration range of 0 – 100 mM. Shown in table 2.6, are the concentrations of the various 

stock solutions prepared for the calibration of the GC for the hydrogenation compounds. 

 

Table 2.8: Concentration of all analyte solutions compared to the internal standard (IS) concentration. 

For each of the compounds a series of dilutions were prepared to ensure the GC would be 

calibrated for the range of expected concentrations that would be used in the hydrogenation 

reaction. These concentrations were 0 M, 0.025 M, 0.050 M. 0.075 M and 0.100 M, with the 

toluene internal standard maintained at 0.100 M. The broad concentration range would ensure 



103 | P a g e  

 

there were sufficient data points on the calibration curves for all compounds to produce a valid 

calibration curve, all calibrant solutions were injected 3 times to ensure valid standard deviation 

of samples was taken into account. 
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Chapter 3 Synthesis and characterisation of metal sulfide 

materials 

Metal sulphides have been side-lined in studies in catalysis because they are considered the 

products of catalyst poisoning in traditional catalysis fields such as crude oil cracking, where 

the noble metal catalysts are poisoned by a surface layer of sulphide material. The poisoning of 

the catalyst surface leads to a decrease in activity and a lower turnover of the catalyst. However, 

in recent years, metal sulphides have been shown to display promising catalytic properties such 

as enhanced selectivity towards a desired product.8, 9, 13, 72, 84, 214, 215 For instance Pd4S has been 

studied for its uses as a semi-hydrogenation catalyst for alkyne gas streams.216 Various 

transition metal sulphides have also been assessed for their use as photocatalysts in hydrogen 

evolution.10, 217 

Some transition metal sulphide compounds have shown great potential for hydrogenation of 

nitrobenzene derivatives, including MoS2,
13, 218 CoS2,

82 FeS2,
9, 72 and various NixSy 

derivatives.219 The wide range of elements, compounds, crystal structures and oxidation states 

among transition metals allows for a tailored approach to their catalytic applications. Some 

materials such as FeS can be amophous (making their catalytic active sites difficult to 

determine), but under certain reaction conditions FeS can be synthesised with an NiAs type 

structure and others such as MoS2 have a distinct layered structure thus making the 

determination of catalytic properties simpler. The crystal structures of FeS (NiAs type) and 

MoS2 are shown in Fig. 3.1. 
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Figure 3. 1: Crystal structures of a) FeS (NiAs type, p6̅2c)220, 221 and b) MoS2 (R3mH), Fe is at the centre of 

bronze polyhedra, Mo is at the centre of purple polyhedral. Yellow spheres represent sulfur.222 

Generally metal sulfides do display direct metal-metal bonds. These metal centres tend to be 

more isolated than those in nanoalloys and intermetallic materials. Limited metal-metal 

interactions in theory means that catalytic sites are highly dispersed across the catalyst surface 

and, unlike nanoalloys of dispersed active metals, the metal centres are fixed in the crystal 

structure, hindering unfavourable migration under extreme reaction conditions. 

The focus of this thesis revolves around the pyrite structure and developing new non-noble 

metal containing catalysts for the hydrogenation of substituted nitrobenzenes. The aristo type 

compound for the pyrite structure is the mineral pyrite, FeS2, which is commonly found, 

naturally occurring, in iron deposits globally.9, 72 Iron metal centres within the pyrite structure 

may be substituted, partial or complete, with  other metal ions,  most commonly Ni, Co and 

Cu.10 Recent work by B. Ma et al.,9 building on the work of C. Guo et al.,71 showed that pyrite 

(FeS2) (Fig. 3.2) has shown great potential as a hydrogenation catalyst for nitroarene reduction. 
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Figure 3. 2: Crystal structure of FeS2 pyrite, space group Pa3̅.222, 223 

In this chapter, the preparation of various metal sulfides was developed by optimisation of the 

solvothermal synthesis of FeS2 pyrite.14 This was achieved by further development of 

previously reported methods. Once an efficient method for pyrite synthesis was achieved 

substitution of iron within the pyrite structure was attempted with the aim of developing a 

method by which the pyrite structure could be adapted to the needs of the catalysis being 

conducted.  

 3.1 Experimental 

  3.1.1 Materials 

The metal sources used in the preparation of potential sulfide catalysts were iron (II) acetate 

anhydrous (Fe 29.5 % min, Alfa Aesar), nickel (II) acetate tetrahydrate (98 %, Alfa Aesar), 

cobalt (II) acetate tetrahydrate (98 %, Alfa Aesar), copper (II) acetate monohydrate (98 %, Alfa 

Aesar), manganese (II) acetate anhydrous (98 %, Alfa Aesar), sodium molybdenum oxide 

dihydrate (98%, Alfa Aesar), sodium metavanadate (96 %, 38 % V content, Alfa Aesar), 

chromium (III) acetate hydroxide (24% Cr content, Alfa Aesar). Sulfur (325 mesh powder, 99.5 

%, Alfa Aesar) was used as the source of sulfur. Oleylamine (C-18 content 80-90 %, Fisher 

Scientific) and 1-dodecanethiol (98 %, Alfa Aesar) were used as templating agents. Ethanol 
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(absolute, Honeywell), ethylene glycol (laboratory reagent grade, Fisher Scientific), n-hexane 

(laboratory reagent grade, Honeywell) were used as solvents without any pre-treatment. 

  3.1.2 Preparation of FeS2 pyrite and optimisation synthesis 

The method used in the synthesis of FeS2 pyrite was adapted from the method reported by C. 

Guo et al.71 This method was altered to produce a single phase FeS2 pyrite material, described 

in Section 2.1. This was achieved by altering the stoichiometric amount of iron (II) acetate and 

sulfur and by using oleylamine as a capping agent in ethanol or ethylene glycol.  

Synthesis of other transition metal sulfides followed the method developed for the synthesis of 

single phase FeS2 nanoparticles, substituting the iron acetate with an appropriate salt for the 

target metal sulfide. The capping agent was changed in order to determine the effect of an acidic 

capping agent, in this case oleylamine was replaced with dodecane thiol, see Section 3.3.3. 

  3.1.3 PXRD analysis 

Powder X-Ray Diffraction (PXRD) was carried out using a PANalytical X-ray diffractometer 

using monochromatic Cu Kα1 radiation and line PIXcel detector. Results were recorded using 

the instruments in-built software as described in section 2.2.1.5.2. 

  3.1.4 TEM and EDX analysis 

Transmission Electron Microscopy (TEM) was carried out samples after PXRD analysis on 

selected single-phase samples. TEM was carried out using a JOEL 2010 TEM instrument 

running at 200 kV, with images captured by a Gatan Ultrascan 4000 digital camera. Particle 

sizes were analysed using the Gatan Digital Micrograph software. Energy Dispersive X-ray 

spectrometry (EDX) was carried out on each sample to determine phase composition. High 

Resolution Transmission Electron Microscopy (HRTEM) was carried out using high resolution 

(0.18 nm) field emission JOEL 2200FS microscopy operating at 200 kV. High-Angle Annular 
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Dark Field (HAADF) detectors for z-contrast imaging and EDX for elemental mapping. TEM, 

HRTEM and EDX analysis is described in detail in section 2.2.4. 

 3.2 Synthesis of iron sulfides 

The preparation of iron pyrite (FeS2) was achieved by modifying a previously reported method 

by C. Guo et al. and implemented in the synthesis of iron pyrite catalysts by B. Ma et al..9, 71 In 

their route to synthesize single phase unsupported FeS2, 5 mmol of iron (II) acetate 

(Fe(CH3COO)2) and 30 mmol of sulfur was dispersed in a mixture of 40 mL of ethanol and 20 

mL of oleylamine. The dispersion was then added to a 100 mL autoclave before heating at 220 

°C for 10 hours, after which the solution was cooled, the black precipitate was collected and 

dried. 

The modified method adopted in this work used a lower reaction temperature, between 150 °C 

and 180 °C, the molar ratio of iron and sulfur altered and the reaction time varied to determine 

the optimum conditions for single phase FeS2. To synthesize FeS2, 2.5 mmol (0.43 g) of iron 

(II) acetate anhydrous and 2.5 to 15 mmol (0.08 g to 0.48 g) of elemental sulfur powder were 

dispersed in a mixture of 20 mL of ethanol and 10 mL of capping agent (oleylamine or 

dodecanethiol). The dispersion was then sonicated for 5 minutes to ensure a good dispersion of 

reagents, before placing into a 50 mL Teflon lined stainless steel autoclave (Parr Instrument 

Co.). The autoclave was then heated to reaction temperature for 12 hours, before cooling to 

room temperature. A black precipitate was collected by repeated centrifugation at 4500 rpm for 

5 minutes, washing first with ethanol followed by hexane. Black solid then allowed to dry in 

vacuo at room temperature for 8 hours. 
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3.3 Optimisation of iron sulfide synthesis 

3.3.1 Temperature of FeS2 synthesis 

The initial reaction to synthesise FeS2 used a reaction temperature of 150 °C for a reaction time 

of 12 hours. The reaction temperature was lowered from the literature method in order to 

produce smaller nanoparticles with more defined morphology. T. Li et al. reported that lowering 

the synthesis temperature of FeS2 nanoparticles from 260 °C to 180 °C resulted in a drastic 

decrease in particle size, from 18 nm to 3.5 nm, whilst making the resultant particles more 

uniform in size and shape.224 Upon PXRD analysis, it was found that the sample contained 

predominantly FeS2 (Fig. 3.3). However, very poorly crystalline sulfur was present in the 

sample, possibly due to the low reaction temperature (Fig. 3.3) 

 

Figure 3. 3: PXRD of FeS2 synthesised at 150 °C, with peaks indexed and amorphous sulfur region is 

highlighted.223 

These amorphous sulfur impurities became evident under TEM analysis, where clear large 

aggregates of sulfur can be seen in the images (Fig. 3.4). These sulfur aggregates range in size 

from 200 nm to 500 nm in diameter. These sulfur aggregates are separated by regions of FeS2 

nanoparticles showing an even dispersion. 
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Figure 3. 4: TEM images of product obtained using a lower temperature, a) low magnification image of the 

sulfur aggregates with hue dispersed between them, b) high magnification image of the nanoparticles dispersed 

between the sulfur aggregates. 

The lower reaction temperature, compared with that of the method as reported was determined 

to be the primary reason for the sulfur impurities found in the final product. As such the reaction 

temperature was raised to 160 °C to initiate all the sulfur to react. At this higher temperature 

the sulfur would be above its melting point and able to freely diffuse throughout the reaction. 

Diffusion of the sulfur would allow for a more complete reaction/interaction between the sulfur 

and other reagents. 

Increasing the reaction temperature to 160 °C, was found to remove this sulfur impurity (Fig. 

3.5). This removal of the sulfur region was determined to be due to the increased reaction 

between sulfur and oleylamine, and by extension sulfur insertion into the FeS occurring more 

efficiently at this higher temperature.  
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Figure 3. 5: PXRD of FeS2 synthesised at 160 ֯C with peaks indexed.223 

These two reagents readily react forming a sulfur containing oleylamine species and hydrogen 

sulfide (H2S), Fig. 3.6.74 

 

Figure 3. 6: Proposed reaction scheme of oleylamine reacting with elemental sulfur to produce reactive sulfur 

species. 

The synthesis of FeS2 requires the insertion of a disulfide (S2
2-) group. However, this insertion 

does not occur instantaneously, a disulfide group cannot be inserted in this form. The disulfide 

group is built from a monosulfide. In the initial reaction Fe2+ in solution reacts with the H2S, 

formed by the reaction between oleylamine and sulfur, forming FeS which is often 

amorphous.77 FeS then reacts with either H2S or elemental sulfur in the reaction vessel, inserting 

the S into the structure and thus forming the disulfide ion. This reaction scheme is summarised 

in Fig. 3.7. 
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Figure 3. 7: Reaction scheme of FeS2 synthesis within the solvothermal reaction vessel.74 

The reaction was further repeated at higher temperatures, 180 °C and 200 °C, to determine if 

any further phase changes occur. Increasing the reaction temperature to 180 °C did not produce 

a purer FeS2 phase but produce a secondary phase of Fe3S4. Fe3S4 is a thio-spinel structure, 

isostructural to Fe3O4. The PXRD pattern obtained from the reaction carried out at 180 °C is 

shown in Fig 3.8. 

 

Figure 3. 8: PXRD pattern obtained of powder product from iron sulfide synthesis carried out at 180 °C for 12 

hours, with peaks belonging to FeS2 indexed in blue and peaks belonging to Fe3S4 indexed in red.223, 225 

The Fe3S4 phase, so called greigite, was unexpected due to the reducing nature of oleylamine. 

Greigite contains iron in a mixed oxidation state both Fe (II) and Fe (III) in a 1:2 ratio. The 

presence of greigite in the sample showed that some of the Fe (II), from the iron acetate, had 
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been oxidised in the reaction. This was possibly caused by the higher temperature initiating side 

reactions producing an excess of Fe (III), as summarised in Fig 3.9. 

 

Figure 3. 9: Reaction between Fe (II) ions and sulfur to produce FeS and FeS2.  

Some free Fe (III) may have reacted to produce Fe3S4 as well as FeS2. Alternatively, the higher 

temperature may have caused some of the S2
2− dumbbells to be cleaved further reducing the 

FeS2 formation in favour of S2− ions, which are present in the greigite structure. The crystal 

structure of greigite is shown in Fig. 3.10. 

 

Figure 3. 10: Crystal structure of Fe3S4, greigite, space group Fd3̅m.222, 225 

Due to the production of Fe (III) ions at higher temperatures, it was speculated that at further 

elevated temperatures (200 °C) may either produce a purer greigite phase or produce α-Fe2S3.  

The increased temperature did not produce a purer phase, nor a new phase but a partially tar-

like product, which could not be identified and possibly deriving from the polymerisation of 

oleylamine followed by vulcanisation of the resultant polymer by the excess sulfur within the 
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reaction. The resultant products only contained trace amounts of FeS2 with a large amount of 

background. This high background could be attributed to this polymerised product. 

As 200 °C did not produce a pure phase of Fe3S4 it was decided to return the reaction 

temperature to 180 °C and 160 °C but lengthen the reaction time from 24 to 48 hours. (Fig 

3.11). 

 

Figure 3. 11: PXRD patterns of iron sulfide synthesis carried out at a) 160 °C and b) 180 °C for 48 hour 

reaction times, Fe3S4 peaks indexed in red and FeS2 peaks indexed in blue, according to their respective 

models.223, 225 

Increasing the reaction length from 12 hours to 48 hours at 160 °C had little effect on the 

outcome of the reaction. A single phase FeS2 was obtained showing this temperature was the 
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ideal temperature for FeS2 synthesis. When the reaction time was extended to 48 hours at 180 

°C, there was a noticeable increase in the content of Fe3S4 in the product mixture. This phase 

was probably more crystalline in comparison to the FeS2 as the peaks corresponding to Fe3S4 

are far sharper. Conversely in both 160 °C and 180 °C reactions FeS2 peaks were broadened by 

the distortion of the unit cells within the FeS2 nanoparticles. Scherrer line analysis of these 

broadened peaks indicated a crystallite size of approximately 5 nm, subsequently confirmed by 

TEM analysis (Fig 3.12). 

 

 

Figure 3. 12: TEM images of a) 160 °C reaction FeS2 product at a lower magnification, b) 160 °C reaction FeS2 

product at higher magnification and particle diameter measured, c) 180 °C reaction product showing fern like 

entity common in the 180 °C sample, d) 180 °C particles of FeS2 with particle diameter measured. 
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From the obtained TEM images of the particles from each reaction it was determined that 

smaller particles were produced at lower reaction temperature. As Fig. 3.12b shows the FeS2 

particles obtained at 160 °C reaction temperature were significantly smaller than those obtained 

from a higher temperature reaction, (Fig. 3.12d) with an average size across numerous particles 

of 4 ± 1 nm. The size discrepancy observed between these two sets of nanoparticles may have 

been due to the breakdown/loss of capping effectivity of the oleylamine. The loss of oleylamine, 

at higher temperature, was hypothesized as the reason behind the observed Fe3S4 product. The 

reduction oleylamine allows for more Fe (III) to be free in the reaction, which react to form the 

observed Fe (III) containing species, Fe3S4. The effect of oleylamine and another capping agent 

is discussed in section 3.3.3.  

No single phase Fe3S4 was successfully isolated from attempting the synthesis at elevated 

temperatures. Elevated reaction temperatures were found only to reduce the purity of the 

obtained FeS2 material and it was decided that all synthesis would be carried out at 160 °C. This 

was done in order to prevent the formation of other sulfide materials that may interfere with 

catalytic characteristics of FeS2. 

3.3.2 Sulfur content within the reaction 

The content of sulfur within the reaction was altered to determine the minimum quantity 

necessary to synthesise a single phase FeS2 material, to avoid the excess sulfur observed in 

lower temperature reactions. It is possible that the sulfur impurity is hidden within the 

background of the PXRD pattern showing the product of the synthesis reaction carried out at 

160 °C (Fig. 3.5). In this case, the sulfur impurity is difficult to detect. A series of sulfur 

reactions were carried out with sulfur content ranging from 1.75 mmol to 15 mmol, to determine 

if sulfur content has an outcome on the products. The hypothesis was that more sulfur rich 

reactions would produce a higher proportion of FeS2, whereas lower proportions of sulfur 

expected to produce more Fe3S4, Fe2S3 or FeS phases.226 
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With all previous reactions 15 mmol of sulfur was used as such this would become the baseline 

for the synthesis of iron sulfides, Fe:S ratio 1:6, meaning reactions had a sixfold excess of sulfur 

which proved difficult to remove consistently.  The product of the reaction carried out using 

halved concentration of sulfur, 7.5 mmol, is shown in Fig. 3.13, which also shows a comparison 

with the PXRD pattern of the product of the baseline reaction. 

 

Figure 3. 13: PXRD patterns obtained from iron sulfide synthesis reaction products, a) 15 mmol sulfur, b) 7.5 

mmol sulfur. With peaks corresponding to Fe3S4 indexed in red and FeS2 indexed in blue.223, 225 

As the sulfur concentration within the reaction is halved, the sulfur to iron ratio is lowered to 

3:1 compared from 6:1. The PXRD pattern (Fig 3.13 b)) shows that peaks attributed to Fe3S4 

have become pronounced. Hence, reducing the sulfur excess in the reaction allowed for the 
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synthesis of less sulfur rich compounds such as the observed Fe3S4 phase. Yet when the sulfur 

content of the reaction was reduced further to 3.75 mmol the resultant phase mixture became 

more complex (Fig. 3.14). 

 

Figure 3. 14: PXRD pattern obtained from iron sulfide synthesis reaction using 3.75 mmol sulfur, with peaks 

corresponding to Fe3S4 indexed in red, FeS2 indexed in blue and unknown peaks identified with green.225 

The PXRD pattern of the product obtained using 3.75 mmol sulfur content, shows that many 

iron sulfide phases were produced, predominantly Fe3S4 and FeS2 (Fig. 3.14). A few of the 

peaks were not assignable to a specific iron sulfide phase, these may belong to sulfur deficient 

pyrite or greigite phases, FeS2−x and Fe3S4−x respectively. 

It appears that when there is enough sulfur present to form FeS2, that this phase would form 

preferentially compared to other iron sulfides.226 The sulfur content of the reaction was lessened 

to just 2.5 mmol, in a 1:1 molar ratio with the iron acetate, and to 1.75 mmol, half of the 

equivalence of the iron acetate. Many peaks in the PXRD patterns could not be assigned to any 

phase present in the database used. The formation of significant quantities of amorphous FeS, 

which raised the background of the patterns obscuring fine details, may also contribute to the 

lack of clarity on which phases are formed (Fig. 3.15). 
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Figure 3. 15: PXRD patterns obtained from iron sulfide synthesis using a) 2.5 mmol and b) 1.75 mmol of sulfur. 

A tentative assignment of peaks sees Fe3S4 in red, unreacted iron (II) acetate in purple and peaks of possible 

iron sulfides highlighted in green. 

Phases obtained from the reaction containing 2.5 mmol of sulfur (Fig. 3.15a), equivalent to the 

concentration of iron (II) acetate, showed that there was unreacted iron acetate remaining in the 

reaction vessel. This was unexpected due to the absence of iron (II) acetate in the reaction with 

1.75 mmol of sulfur (Fig. 3.15b). Both reaction products showed an increased background, 

possibly due to the increased amorphous FeS concentration within each sample. Some of the 

peaks can be tentatively attributed to an Fe3S4 phase. From the broad peaks observed in the 

PXRD pattern and the nature of amorphous FeS an accurate phase determination could not be 

defined. However, it is believed that this may be a mixture of the possible FeS (P6̅2c), FeS 
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(Pnma), Fe3S4 (Fd3̅m) and FeS2 (Pa3̅) phases, with no dominant phase present in the final 

product. The structures of FeS (P6̅2c) and FeS (Pnma) are shown in Fig. 3.16. 

 

Figure 3. 16: Crystal structures of a) FeS, space group Pnma and b) FeS, space group P6̅2c.222, 227 

These two distinct FeS phases may have been present within the sample yet due to the large 

amorphous FeS background, but this remained undetermined. 

Due to the results obtained across various sulfur contents, it was decided to use 15 mmol of 

sulfur. This was selected due to the minimal by-product formation as this reaction resulted in a 

single phase FeS2 nanoparticle material with uniform particle size of 4 ± 1 nm. This was further 

studied by analysis of the effect of the oleylamine capping agent on the structure of the obtained 

material. 

3.3.3 Reaction capping agent 

Oleylamine plays a vital role as both a reactant and a capping agent within the FeS2 synthesis.9, 

71, 74 As discussed in section 3.3.1, the effect oleylamine has on the crystal structure and 

morphology of the obtained material was studied. Firstly, a reaction was carried out in the 

absence of oleylamine, secondly a reaction was carried out using a comparable acidic capping 

agent, dodecane thiol. The chemical structures of oleylamine and dodecane thiol are shown in 

Fig. 3.17. Dodecane thiol was selected as a potential capping agent due to its inherent acidity, 

as sulfide phase can be directed by the pH of the surrounding material.  
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Figure 3. 17: Structures of a) oleylamine and b) dodecane thiol. 

To test the effect oleylamine has on the obtained material a reaction was carried out using 

similar conditions to previous syntheses yet in the absence of oleylamine replacing it with 

excess ethanol. The reaction was carried out over 12 hours as with previous experiments before 

collecting the nanoparticles by centrifugation. The reaction obtained a black powder which 

upon drying remained black in colour. PXRD of obtained material shown in Fig. 3.18. 

 

Figure 3. 18: PXRD of material obtained from reaction in absence of oleylamine. 

 

The PXRD obtained from the reaction in absence of oleylamine (Fig. 3.18), showed that the 

FeS2 synthesis was successful. The FWHM of the 200 and 311 peaks for the material obtained 

without the use of oleylamine were found to be 1.2° and 1.6°, respectively, compared to 1.7° 
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and 2.3° for the 200 and 311 peaks obtained from the material capped by oleylamine indicating 

an increase in particle size in the absence of oleylamine. From what has previously reported 

this was unexpected, as without oleylamine present in solution there should not have been a 

reaction.74, 79 However, the initiation of this reaction may have been due to other factors, such 

as a partial oxidation of the Fe2+ ions present in the solution. Fe2+ may reduce some sulfur in a 

redox reaction, (Fig. 3.9). 

This redox reaction between the dissolved Fe (II) ions and the S8 rings may be a supporting 

mechanism for the FeS2 synthesis, however there was a distinct H2S smell, when opening the 

reaction vessel from the reaction without oleylamine. H2S is not produced by the proposed 

interaction between the Fe (II) ions and S8, yet there may be another potential reduction of the 

sulfur rings by the ethanol under the high temperature of the reactor, thereby forming some H2S 

which then reacts. Due to the formation of H2S in the reactor FeS2 is formed during the reaction, 

without oleylamine facilitating sulfur activation. 

The particle size of the obtained FeS2 material was studied to determine what effect the lack of 

oleylamine had on the particle size and morphology. It was determined that oleylamine 

effectively capped the particle size. Where in a reaction including oleylamine the particle size 

of FeS2 is, 4 ± 1 nm, in the absence of oleylamine the particle size increases by some 400 % to 

a size of 16 ± 1 nm (Fig 3.19). Yet, nanoparticles retain a spherical morphology as shown in 

Fig 3.19. 
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Figure 3. 19: TEM images of FeS2 nanoparticles prepared in the absence of oleylamine. a) aggregates of 

particles at low magnification, b) higher magnification of a large aggregate, c) high magnification of particles 

at the edge of an aggregate. 

The spherical particles obtained in the absence of oleylamine showed a tendency to aggregate 

together forming large clumps of FeS2 nanoparticles. The size range of these aggregates was 

found to be 0.75 ± 0.15 μm. There were few distinct nanoparticles free from the aggregates. 

This highlights the second important role of oleylamine, preventing aggregation of the particles 

by creating a boundary layer thus limiting particle-particle attraction. This limitation of particle 

aggregation, in practical catalysis, means that more of the surface of each particle is in contact 

with the surrounding substrate solution allowing for an increased catalytic performance 

observed in the catalyst. 
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To determine the effect an acidic capping agent would have on the structure and morphology 

of the obtained material; a reaction was carried out replacing oleylamine with dodecane thiol. 

Dodecane thiol consists of a 12 carbon chain terminated at one end with a thiol group 

(C12H27SH, pKa ~10.5), this thiol group dissociates weakly in solution forming a thiolate group, 

which may act on the surface of particles limiting growth.224, 228 The deprotonation of thiol 

lowers the pH of the solution to approximately pH 5, whereas in a typical reaction with 

oleylamine as a capping agent the pH is approximately pH 9.  

The reaction was carried out at 160 °C for 12 hours, after which the obtained black powder was 

dried and analysed via PXRD (Fig. 3.20). The obtained material was determined to be a single-

phase marcasite FeS2 from the indexed peaks of the PXRD. However, the amount of material 

obtained was significantly less than reactions carried out using an oleylamine capping agent, 

yielding 0.2 g compared to 0.45 g when oleylamine had been used. 

 

Figure 3. 20: PXRD pattern of FeS2 marcasite obtained by reaction with dodecane thiol capping agent with 

peaks indexed.229 

 

However, under TEM analysis the purity of the marcasite phase was determined to be mixed 

with two phases present as two distinct particle morphologies could be observed. A globular 
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structure was observed across the samples with regions of distinct separate particles (Fig. 3.21). 

The morphology of the crystalline region, shown in Fig. 3.21b and 3.21c, was irregular with 

crystallites no fixed morphology with seemingly random shape. The globular regions have no 

defined boundary as shown in Fig. 3.21a. Yet at the fringes of these globular regions there are 

embedded crystalline particles visible within (Fig. 3.21c). 

 

Figure 3. 21: TEM images of FeS2 marcasite obtained from reaction with dodecane thiol capping agent, a) 

region of low magnification showing 2 distinct morphologies with globular tubes (circled in red) and smaller 

distinct particles (circled in blue), b) higher magnification image of the particulate region, c) higher 

magnification of the globular region with particles visible within the globular clusters. 

It can be inferred that the crystalline material is the FeS2 marcasite, and the globular regions 

were potentially amorphous FeS encapsulating particles of marcasite. Comparing the EDX 

spectra of the oleylamine capped and dodecane thiol capped reactions (Fig. 3.22) there is little 

difference in the atomic abundancies of sulfur and iron, both maintain a sulfur to iron ratio of 

2:1 which is to be expected for iron disulfide materials. 
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Figure 3. 22: EDX spectrographs of a) oleylamine capped FeS2 pyrite and b) dodecane thiol capped FeS2 

marcasite. 

The marcasite sample was left in a fridge at 7 °C for two weeks before use in a selective 

hydrogenation reaction. Before the hydrogenation reaction was carried out PXRD analysis was 

carried out on the material to determine any structural changes prior to use. The PXRD of the 

marcasite material, shown in Fig. 3.23, showed considerable decomposition of the material with 

clear growth of peaks belonging to pyrite.  

 

Figure 3. 23: PXRD pattern of material obtained after dodecane thiol capped reaction product was left for 2 

weeks at 7 °C. Peaks corresponding to FeS2 pyrite indexed in blue and peaks corresponding to FeS2 marcasite 

indexed in red.223, 229 
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This decomposition was due to the metastability of the marcasite structure. The marcasite 

structure changes into the pyrite structure overtime due to the greater lattice energy of pyrite.228, 

230 The structures of marcasite and pyrite are shown in Fig. 3.24. 

 

Figure 3. 24: Crystal structures of a) FeS2 pyrite, space group Pa3̅ and b) FeS2 marcasite, space group 

Pnnm.222, 223, 229 

The pyrite structure has a lower energy than marcasite due to the closer packing of the iron 

polyhedra, which share more vertices. Therefore, the sulfur dumbbells are shared across more 

polyhedra dissipating the strain they place on the structure of marcasite.226, 227 

The use of dodecanthiol clearly favours the formation of the FeS2 marcasite polymorph over 

the pyrite, hence it was decided that oleylamine should be used as a capping agent to prepare 

pyrite nanoparticles. The further advantage of using oleylamine is the even distribution of 

particles observed in an oleylamine capped nanoparticles, which were prevented from 

aggregating, unlike uncapped particles. 

3.3.4 Effect of solvent on the synthesis of FeS2  

The solvent used in solvothermal synthesis plays an important role in the end material obtained. 

The solvent influences the pressure within the solvothermal reactor at a specific temperature 

and the solvent interacts with the reactants differently based on its nature. This interaction 

between solvent and reactant is vital in this reaction as discussed in section 3.3.1, where it was 
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shown that ethanol plays a role in the activation of sulfur. As such solvents considered for the 

reaction to compare with ethanol were ethylene glycol and water. These solvents are commonly 

used in solvothermal synthesis due to their range of properties.71, 77, 78, 80 Ethanol had been used 

as a solvent in previous reactions in line with what was reported by B. Ma et. al.9 

Solvent 
Vapour Pressure 

at 25 °C (kPa) 

Boiling Point 

(°C)  

Density at 25 °C 

(kg m−3) 

Ethanol 8.106 78 789 

Ethylene glycol 0.011 197 1110 

Water 3.171 100 997 

Table 3.1: The three solvents used in pyrite synthesis with relevant properties. 

Ethylene glycol (EG) is often selected as a solvent in solvothermal reactions due to its high 

boiling point, 197 °C, and low vapour pressure as shown in table 3.1. These two properties 

allow for high temperature lower pressure synthesis. However, another property of EG is its 

reducing potential, that increases as temperature increases. As such high temperature reductions 

are often carried out to produce metallic catalysts.78, 231 In the case of sulfides, EG may facilitate 

the reduction of S (0) to S2- thereby skipping the S2
2- required for disufide synthesis in the pyrite 

structure.  

Water was also chosen as a potential solvent due to its relative inertness and low environmental 

impact compared to the alcohol solvents, whilst providing a higher boiling point for reaction 

relative to ethanol. 

The reactions were carried out as previously described using 2.5 mmol iron (II) acetate and 15 

mmol of sulfur with 20 mL of solvent and 10 mL of oleylamine, the reactions were heated at 

160 °C for 12 hours before cooling to room temperature. The products were collected by 

centrifugation and dried in vacuo. Fig. 3.26 shows the PXRD patterns obtained from the 
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reactions in each solvent. As shown previously, ethanol (Fig. 3.25a) produces a single phase 

FeS2 pyrite phase. 

The reaction solvated by EG (Fig. 3.25b), produced a largely amorphous product with a few 

peaks present. These peaks marked in red were not observed in other reactions and may be 

attributed to either a crystalline FeS phase or a dilute Fe3S4 phase. Yet, due to the low intensity 

these peaks could not be definitively attributed to either phase, with the bulk of the material 

largely being amorphous in nature. This lack of an identifiable phase, within the EG pattern, 

suggested that the EG had been too strongly reducing not allowing for the formation of the S2
2- 

ion required for the pyrite structure. Instead, a high abundance of S2- was formed by the reaction 

which explained the high abundance of amorphous FeS indicated by a high background 

observed within these samples and small quantities of an undefined crystalline FeS/Fe3S4 phase. 

Similarly, in water the reaction did not produce a predominant phase of FeS2 pyrite, a low yield 

of product was obtained from this reaction of 0.05 g of black product which may have been 

poorly crystalline oxides. This is likely due to the immiscibility of liquid sulfur with water, even 

at high temperature, reducing the reaction, with the sulfur dissolving into the oleylamine phase. 

The iron (II) acetate dissolves more readily in the water phase, resulting in a partitioning of the 

reactant. Thus, reactions only occurred at the interface between the oleylamine-water phase 

boundary. This reduction in phase contact reduced the likelihood of reaction between the two 

reactants, resulting in a lowering of overall product obtained from the reaction. PXRD analysis 

of the obtained product (Fig. 3.25c) shows peaks that are in line with an FeS2 pyrite phase yet 

they are not as intense at those seen in the ethanol reaction (Fig. 3.25a). In addition to the lack 

of intensity, there was a potential underlying amorphous product obscuring the presence of 

other products that may have formed in the synthesis. 
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Figure 3. 25: PXRD patterns obtained from iron sulfide synthesis in different solvents, a) ethanol, b) ethylene 

glycol and c) water. FeS2 pyrite peaks indexed in blue and unknown sulfide peaks highlighted in red. 

Ethanol would be continued to be used as a solvent in the synthesis of the sulfide materials due 

to the phase purity of the product obtained. This would be implemented in future syntheses in 

chemical substitutions of iron within the pyrite structure (section 3.4). 

3.3.5 Further characterisation of optimum FeS2 synthesis 

From the results described in section 3.3.1 to 3.3.4 the best reaction for the formation of pyrite 

nanoparticles is a solvothermal reaction with a mixture of 2.5 mmol of anhydrous iron (II) 

acetate and 15 mmol of sulfur, with 10 mL oleylamine capping agent in 20 mL of ethanol. The 

heating step is carried out at 160 °C for 12 hours before cooling to room temperature and FeS2 

nanoparticles are separated by centrifugation.  

Further characterisation on the optimised particle synthesis was carried out to determine 

physical, optical and electronic properties of the obtained FeS2 pyrite nanoparticles. 

Characterisation of the particles was carried out using TEM, electron diffraction, elemental 

mapping, infrared spectroscopy and solid state UVVIS spectroscopy. 

High resolution transmission electron microscopy (HRTEM) was carried out to determine 

morphology of the particles in detail. Selected area electron diffraction (SAED) was carried 

out to cross reference the structural data obtained using X-Ray diffraction techniques. HRTEM 

shows that the shape is mainly elongated, and the length is more than twice the width. Their 

average size (length) has been measured around 5.0 ± 0.5 nm. The SAED pattern (Fig. 3.26c) 

was indexed using the model reported by Finklea et al. for FeS2 and the reflections are in 

agreement with the model.223  
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Figure 3. 26: a) HAADF Scanning TEM image of nanoparticle dispersion. b) High resolution image of some 

nanoparticles showing their elongated shape. c) Selected Area Electron Diffraction (SAED) taken on a large 
agglomerate of FeS2 nanoparticles with diffraction rings indexed. d) EDS spectrum of sulfur and iron with their 

relative atomic abundancies expressed at a percentage. 

EDS analysis was used to confirm the chemical composition of the material. Analyses have 

been performed in different regions and identified a consistent abundance of 67% of sulfur and 

33% iron by atomic percentage, in line with the expected values for FeS2 (fig. 3.26d). High 

Angle Annular Dark Field (HAADF) image and HRTEM images show that the dispersed 

nanoparticles tend to form agglomerates while maintaining their individuality (Fig. 3.26a, b). 

The elemental mapping of the FeS2 material (fig. 3.27b and 3.27c) showed homogeneous 

distribution of Fe and S within the catalyst material. Isolated pockets of iron, potentially 

detrimental for catalytic performance, were not detected.67, 232   
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Figure 3. 27: a) HAADF Scanning TEM of large aggregate of nanoparticles. b) Fe mapped  

The dimensions of the particles were studied by the inverse Fourier transform of the HRTEM 

pictures diffractogram with one reflection at a time and by measuring the thickness of the 

diffraction pattern rings. 
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Figure 3. 28: a) High Resolution TEM image of FeS2 nanoparticles; b) Fourier Transform (FT) of the HRTEM 

image in a); c) Reconstruction of the FeS2 nanoparticles in a) using the FT in b). Reflections circled in colours 

in b) correspond to nanoparticles identified on c) with the same colour. 

Inverse FT mapping of HRTEM image showing the FeS2 particles, Fig. 3.28a, produced an 

image, Fig. 3.28c, that corresponded well to the original. The simulated d spacing of the 

material matched well with the model data for FeS2, lending credence to the presence of single 

phase FeS2 particles. 

The FTIR spectrum of the catalyst material (fig. 3.29) shows residual amounts of elemental 

sulfur, and sulfur oxygen species around (1400 cm−1). Sulfur oxygen species are expected due 

to the highly reactive and oxophilic nature of transition metal disulfides, which readily oxidise 

in the presence of oxygen.226 In addition thiol is present in the sample (2800 cm−1) due to the 

surface terminating disulfide groups of pyrite and, in general, of metal sulphide materials.226, 

233 
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Figure 3. 29: FTIR spectrum of FeS2 catalyst prior to use in selective hydrogenation reactions. 

Solid State Ultra-Violet VISible Near InfraRed (SS-UVVIS-NIR) spectroscopy was carried 

out on the FeS2 nanoparticles to determine what effect the decreased particle size and 

morphology had on the electronic properties of the material. SS-UVVIS is a method for 

determine certain electronic interactions within the analyte material, this data can be interpreted 

using Kubelka-Munk theory to determine the so called “band gap” of the material.234 The band 

gap of a semiconductor material is the energy required to cause an electron to jump from the 

valence band of a material to the conduction band. In the case of FeS2 the reported band gap of 

the bulk material is ~0.75 eV.71, 228 

The wide wavelength scan of the FeS2 nanoparticles (Fig. 3.30a) shows several features 

associated with FeS2 and its reflectance at lower wavelengths. From 700 nm to 200 nm, there 

is an increase in the reflectance associated with FeS2. The primary feature of interest in the 

sharp transition associated with the band gap of FeS2 pyrite at 1900 nm. This transition is shown 

in greater detail in Fig. 3.31b. Using the Kubelka-Munk equations shown in section 2.2.3, the 

band gap of the FeS2 pyrite nanoparticles was determined to be 0.57±0.08 eV. This band gap 

is lower than the literature value of ~0.75 eV and this was theorised to be due to the distortion 

of the FeS2 pyrite unit cells within the nanoparticles and potential error within the measurement 

as the FeS2 had to be highly diluted to produce any features in the spectrum. The deformation 
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of the unit cells causes some electronic transformations become less energetic.82, 235 Reducing 

these energetic transformations therefore, closes the gap between the conduction band and 

valence band in the FeS2 material. 

 

Figure 3. 30: a) SS-UV-VIS-NIR spectrum using wide wavelength scan from 200 nm to 2400 nm, b) SS-UV-VIS-

NIR spectrum of the region corresponding to the band gap transition in FeS2. 

 3.4 Substitution of iron within the pyrite structure 

The pyrite structure is known to be able to host numerous other metals, in place of iron. These 

include nickel and cobalt.223, 236, 237 However, other metals such as manganese, copper, 

chromium, vanadium and molybdenum also show varied metal sulfide phases in a similar way 
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to that of iron.13 These compounds may show catalytic properties in the reduction of 

nitrobenzenes. Yet, due to the novelty of metal sulfides these compounds have not been widely 

tested for their catalytic applicability. 

  3.4.1 Nickel and cobalt 

Nickel and cobalt pyrites are widely known to exist within ore deposits and are distributed 

globally. These two metals are situated next to iron in the periodic table with the number of d 

electrons in their 2+ ions being, Fe d6, Co d7 and Ni d8. Nickel and cobalt can take the place of 

iron within the pyrite structure due to their atomic radii being similar to Fe (II) and being stable 

in a 2+ ion.10, 226 The crystal structures of these sulfides are shown in Fig. 3.31. These 

compounds have been studied for their potential electrochemical performance for hydrogen 

generation but have not been studied for their potential as a hydrogenation catalyst. 

 

Figure 3. 31: Crystal structures of a) iron pyrite (FeS2) b) nickel pyrite (NiS2) and c) cobalt pyrite (CoS2), all 

structures are space group Pa3̅.222, 223, 236 

The synthesis of nickel and cobalt pyrites followed the optimised route for FeS2 pyrite 

synthesis. 2.5 mmol of the metal (II) acetate and 15 mmol of sulfur was added to a Teflon lined 

stainless steel autoclave to which 10 mL of oleylamine was added along with 20 mL of ethanol. 

The autoclave was then heated at 160 °C for 12 hours before cooling to room temperature. The 

obtained nanoparticles were then separated by centrifugation washing with ethanol and hexane. 

Cobalt disulfide synthesis was unsuccessful after numerous attempts no clear phases could be 

observed in the PXRD although there was a clear background shift due to the high fluorescence 



138 | P a g e  

 

of cobalt under Cu Kα1 radiation (Fig. 3.32).238 No peaks corresponding to the CoS2 pyrite phase 

could be identified, nor other cobalt sulfide phases such as Co3S4 or Co2S3. 

 

Figure 3. 32: PXRD pattern obtained from cobalt sulfide synthesis, high background due to fluoresce of cobalt 

under Cu Kα1 radiation. 

It may have been possible that the obtained black material from attempted CoS2 synthesis may 

have been an amorphous CoS material. As such it was deemed to be similar to the previous 

material proposed to be FeS at low temperature reactions. It was thus determined that the 

synthesis temperature for CoS2 was significantly higher than that of FeS2. 

Nickel disulfide synthesis was successful and repeatable; as shown by the PXRD pattern of 

obtained NiS2 shown in figure 3.33. The obtained NiS2 nanoparticles contained a small 

unidentified impurity which has been attributed to alternative nickel sulfide phases such as NiS 

or Ni2S3, the peaks corresponding to these additional phases could not be properly indexed but 

shouldering is present on the NiS2 200, 211 and 220 peaks. 
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Figure 3. 33: PXRD pattern obtained from NiS2 synthesis. Peaks corresponding to Pa3̅ NiS2 

indexed according to model.236 

Further characterisation was carried out on the NiS2 nanoparticles via HRTEM. The images 

obtained by HRTEM (Fig. 3.35) were found to be very similar to those obtained from FeS2 

pyrite (Fig. 3.34).  

 

Figure 3. 34: HRTEM images of a) NiS2 aggregates, b) dispersed NiS2 particles, particles have been ringed in 

red to aid in visibility. 

The FeS2 and NiS2 nanoparticles obtained were found to be very similar in shape both 

displaying an elongated form with lengths 5.0 ± 0.5 nm. As such these two materials have very 

similar surface areas and surface characteristics. These similarities in morphology and surface 
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characteristics would allow for a controlled analysis in the differing catalytic performance of 

each material, which is discussed in section 4.2.2.3. 

  3.4.2 Copper and manganese 

Copper and manganese were also studied as potential metals to test within the pyrite structure 

as marcasites of both metals are well known.239, 240, 242 In addition to this both metals have 

favourable catalytic properties that have been widely studied.70, 241 Due to the catalytic potential 

of copper and manganese pyrites it was decided to attempt to synthesise them using the same 

method used to prepare iron and nickel pyrites. 

Copper pyrite is known to exist yet is only meta stable with rapid decomposition to various 

copper sulfides releasing sulfur as a biproduct.240, 242 However, it was still decided to attempt 

synthesis of CuS2 pyrite as it may potentially show catalytic properties and may become more 

stable as the particle size becomes constrained. 

The synthesis followed the previously described methodology with heating to 160 °C for 12 

hours followed by separation by centrifugation. PXRD analysis was carried out on the obtained 

material (Fig. 3.35). From the PXRD pattern obtained from the material it was determined that 

CuS2 pyrite synthesis was unsuccessful.  
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Figure 3. 35: PXRD pattern obtained from copper sulfide synthesis with peaks corresponding to CuS indexed in 

blue, Cu2S indexed in red and unknown peaks indicated by purple triangles.64, 243 

However, an interesting largely pure phase of CuS (P63mmc) had been synthesised, with dilute 

quantities of Cu2S (P63mmc) and other copper sulfides. This unidentified copper sulfide was 

deemed to mostly likely be Cu7S4 (Pnma), but peaks could not be assigned to Cu7S4 to 

determine this accurately. The crystal structures of CuS, Cu2S and Cu7S4 are shown in Fig. 3.36. 
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Figure 3. 36: Crystal structures of obtained copper sulfides from CuS2 synthesis, a) CuS, space group P63mmc, 

b) Cu2S, space group P63mmc, c) Cu7S4, space group Pnma.222, 244-246 

Manganese disulfide synthesis was also carried out using the same reaction conditions. PXRD 

pattern of the obtained material is shown in Fig. 3.38. From the PXRD pattern obtained from 

the manganese sulfide synthesis, no evidence of manganese pyrite was obtained. Yet, there was 

a clear phase of α-MnS with a γ-MnS impurity, as shown by the peak indices on the pattern. 
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Figure 3. 37: PXRD pattern of material obtained from manganese sulfide synthesis, peaks corresponding to α-

MnS (Fm3̅m) indexed in red and peaks corresponding to γ-MnS (P63mc) indexed in blue.75, 76 

Although the pyrite structure of manganese was not obtained, these two polymorphs of MnS, 

crystal structures shown in Fig. 3.38, are still of interest in catalysis. As α-MnS is a rock salt 

(NaCl) type sulfide structure (Fig. 3.38a) this is contrasted by γ-MnS which is a hcp packed 

structure with manganese tetrahedra as opposed to the octahedra seen in α-MnS. Should these 

compounds display any catalytic performance the differences in structure may play a role in the 

catalysis and the selectivity towards a given product. 

 

Figure 3. 38: Crystal structures of a) α-MnS (Fm3̅m) and b) γ-MnS (P63mc).247, 248 

No manganese or copper pyrites were successfully synthesised in this work and the synthesised 

manganese sulfides will not be used in catalysis. However, in section 6.1.1, future work will 
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focus on purifying these phases to obtain a single phase of CuS, Cu2S, α-MnS and γ-MnS. These 

single-phase sulfides will then be compared to the work carried out in chapter 4, to determine 

the applicability of these phases in hydrogenation of nitrobenzenes. 

  3.4.3 Vanadium, molybdenum and chromium 

Molybdenum disulfide (MoS2) is known to have catalytic properties in the hydrogenation of 

organic compounds.13, 87 Due to the properties displayed by MoS2 it was decided that, using the 

previously optimised method for iron pyrite synthesis, MoS2, Cr2S3 and VS2 would be 

synthesised to determine if they had any applicability in the hydrogenation of nitrobenzenes. 

Chromium sulfide synthesis was attempted first using chromium (III) acetate hydroxide, as 

chromium (II) salts are highly reactive and are air sensitive making them difficult to work with. 

It was decided that chromium (III) acetate hydroxide would be a suitable alternative as the final 

oxidation state of the chromium is 3+ in the sulfide. The chromium (III) acetate hydroxide was 

added to the auto clave with the other reagents and reacted at 160 °C for 12 hours. Once the 

reaction was cooled to room temperature the material was separated by centrifugation. The 

PXRD pattern of the material obtained from the reaction is shown in Fig. 3.39. 

 

Figure 3. 39: PXRD pattern obtained from chromium sulfide synthesis. 
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The PXRD pattern obtained from the material obtained in chromium sulfide synthesis did not 

show defined peaks. This suggested that the material obtained was largely amorphous in nature. 

As the material could not be characterised and its phase identified definitively chromium was 

abandoned as a potential catalyst material. 

For vanadium and molybdenum sulfide synthesis different metal precursors were required. 

These precursors were sodium metavanadate and sodium molybdenum oxide dihydrate. 

2.5 mmol of the precursor was added to an autoclave as in previous reactions, with the other 

reagents and heated at 160 °C for 12 hours. After reaction was complete the material was 

separated by centrifugation. The materials were characterised by PXRD (Fig. 3.40) to determine 

the phases that had been synthesised. 
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Figure 3. 0: PXRD patterns obtained for a) vanadium sulfide synthesis with sodium metavanadate peaks 

indexed in green and vanadium (V) oxide in purple and b) molybdenum sulfide synthesis with sodium molybdate 

peaks indexed in pink. 

The PXRD patterns for both materials showed that no reaction had occurred with the starting 

metal precursors or their decomposition products, sodium metavanadate and vanadium (V) 

oxide (Fig. 3.40a) and sodium molybdenum oxide (Fig. 3.40b), being the dominant phase within 

the patterns. This lack of reaction observed using these metal precursors to be due to the stability 

of the metal oxygen bonds in both compounds. These metal oxygen systems dissociate from 

the sodium in solution forming vanadate and molybdate ions respectively. These two complexes 

are stable in solution and require a high energy to break the oxygen metal bonding. It was 
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determined that the reaction conditions were insufficient to break these bonds therefore no 

reaction occurred. As such the metals would not be used to test catalytic properties. 

3.5 Conclusions 

A successful and repeatable iron pyrite (FeS2, Pa3̅) synthesis was developed and optimised to 

minimise the presence of other work at these reaction temperatures. This was achieved by 

optimisation of the reaction temperature across a range of 150 °C to 200 °C. The lower reaction 

temperatures were insufficient for the synthesis of a single phase FeS2 material; lower 

temperatures left an impurity of sulfur within the final product. The temperature for the reaction 

was raised to 160 °C, at which point a single phase FeS2 pyrite was produced. Increasing 

reaction temperature further to 180 °C generated a new greigite phase, Fe3S4, mixed with FeS2 

pyrite phase. This phase mixture was maintained at a reaction temperature of 200 °C. The ideal 

reaction temperature for FeS2 pyrite synthesis was deemed to be 160 °C, as this produced a 

single-phase pyrite. 

Sulfur content of the reaction was optimised next with sulfur content ranging from 15 mmol to 

1.75 mmol. The lower sulfur content, 1.75-3.75 mmol, produced a complex mixture of iron 

sulfides, with FeS2 pyrite, Fe3S4 and other unknown sulfur deficient sulfides synthesised. A 

sulfur content of 7.5 mmol produced a binary phase mixture of FeS2 pyrite and Fe3S4, this was 

contrasted to a sulfur content of 15 mmol that produced a single phase FeS2 pyrite. Due to the 

single phase FeS2 pyrite produced by the reaction with 15 mmol of sulfur this was selected as 

the ideal sulfur content in future reactions. 

Capping agent effects were studied by determining what effect no capping agent and capping 

agent acidity had on the synthesis products. Oleylamine caping agent was selected due to its 

prior use in nanoparticle synthesis and dodecane thiol was selected as an acidic capping agent 

to observe the effect a low reaction pH has on the product distribution. It was found that 
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oleylamine capped particles were single phase FeS2 with an elongated shape, length 5.0 ± 0.5 

nm. The particles obtained in the absence of a capping agent were a single phase FeS2 

nanoparticle material, particles have a spherical morphology with size of 16 ± 1 nm. Particles 

in the absence of oleylamine showed a tendency to aggregate together forming large ~0.75 μm 

aggregates, this is seen to a much lesser degree with oleylamine present. Material obtained from 

reaction capped with dodecane thiol was determined to be FeS2
 marcasite, a differing 

polymorph of FeS2 showed an irregular shape with large globular structures present throughout 

the sample. These globular structures were undetermined in their nature. After approximately 

2 weeks the marcasite sample was reanalysed showing that it had degraded significantly 

forming an FeS2 pyrite phase. The oleylamine capped reaction product would be used in 

catalytic testing. 

Reaction solvent was studied to determine the effect this has on the phase of the material 

obtained. All reactions to this point had used ethanol as a solvent, as such reactions in water 

and ethylene glycol would be compared to this. In both, ethylene glycol and water, the obtained 

material phase changed from that of single phase FeS2 pyrite to that of a mostly amorphous 

material believed to be FeS. Due to this the solvent was maintained as ethanol. 

From these results it was determined that the optimum reaction conditions for single phase FeS2 

pyrite synthesis was 15 mmol sulfur and 2.5 mmol of iron (II) acetate, with 20 mL of ethanol 

as a solvent and 10 mL of oleylamine capping agent. Reaction temperature was 160 °C for 12 

hours, with particles separated by centrifugation. 

Attempting to substitute the metal centre within the pyrite structure with nickel formed an 

impure NiS2 pyrite material and it is believed that this product contained either NiS or Ni2S3 

but these could not be properly indexed. This material would be tested to determine its catalytic 

performance in relation to FeS2 pyrite. The obtained NiS2 material showed particle morphology 
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comparable to that of FeS2 pyrite with particles showing an elongated form with length of 5.0 

± 0.5 nm. The substitution of iron with cobalt was unsuccessful the material obtained was 

believed to be amorphous CoS, as such cobalt was not tested further. 

Substituting iron with copper and manganese obtained CuS and MnS phases, respectively. CuS 

phase obtained showed an impurity of Cu2S and was suspected to contain a small impurity of 

Cu7S4. The MnS product showed a mixture of polymorphs with both α-MnS (rock salt type 

structure) and γ-MnS (wurtzite type structure) being present. As these phases were not of the 

pyrite structure they were not developed further in this work. However, future development on 

purifying these phases could yield a new hydrogenation catalyst. 

Vanadium, molybdenum, and chromium sulfide synthesis was unsuccessful. Chromium sulfide 

synthesis was unsuccessful with no crystalline product obtained. Vanadium and molybdenum 

compounds did not react, as such the PXRD analysis of the compounds found that no metal 

sulfide had been formed. This was deduced to be due to the stability of the starting metal salt 

which mean that no reaction took place with the sulfur. 

In conclusion, a method for repeatable iron disulfide (FeS2) has been optimised to produce a 

single phase FeS2 pyrite. The optimisation of this process included the temperature of reaction, 

sulfur content, capping agent and reaction solvent. Once optimised the method was 

implemented with several other metals, with nickel disulfide (NiS2) pyrite being successfully 

synthesised. The nickel sulfide showed similar structural and morphological properties to the 

obtained FeS2 pyrite, providing a direct comparison in the catalytic properties of the two 

materials. Copper and manganese sulfides were successfully synthesised; however, they did not 

show the pyrite structure. As such they would be excluded from this work.  

In the next chapter, the catalytic properties of FeS2 pyrite are explored in a transfer 

hydrogenation reaction for the reduction of 4-chloronitrobenzene. The reaction conditions are 
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optimised, and comparisons are drawn between the catalytic activities of FeS2 pyrite and NiS2 

pyrite. 
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Chapter 4 Development and Optimisation of the FeS2 

pyrite catalytic hydrogen transfer reduction system 
FeS2 has shown great potential for use as a catalyst in the selective hydrogenation of 

nitrobenzenes via activation of hydrogen gas.9, 72 However, this process occurs at an elevated 

pressure of 10-50 atmospheres, requiring a great amount of energy in the production and 

pressurisation of the hydrogen gas. Recent advances have shown that hydrogen transfer routes 

may be used as a more environmentally friendly route to hydrogenation of organic 

molecules.129 

As discussed in section 1.5.2, hydrogen donor compounds take many forms, such as hydrazine 

monohydrate, tetralin and isopropanol.13, 134, 161 These hydrogen donor compounds all possess 

differing reaction pathways, producing products that may present incompatibilities with the 

substrate material. 

For this work hydrazine monohydrate was selected as a hydrogen donor compound. Hydrazine 

monohydrate was selected due to its prevalent usage in industrial processes, in addition to its 

decomposition products (reaction scheme shown in Fig. 4.1) being inert and non-interfering in 

the hydrogenation reaction.  

 

Figure 4. 1: Decomposition of hydrazine to nitrogen and hydrogen in the presence of a heterogeneous catalyst. 

Hydrazine is not a perfect solution to ambient pressure hydrogenation reactions as it is known 

to be toxic and corrosive, therefore, careful handling procedures are required. Yet hydrazine 

monohydrate has numerous advantages compared to other potential hydrogen donor 

compounds, it contains 8 % hydrogen by weight, compared to approximately 3 % available 

hydrogen in tetralin and isopropanol, also being highly miscible with many solvents, as such 

+      2 
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issues observed with hydrogen solubility are further reduced when hydrazine is used as a 

hydrogen donor.135, 160, 164 The hydrogen transfer reaction using hydrazine was demonstrated 

by Wang et al. to be a rapid tool for low temperature and low pressure reduction of nitroarenes. 

13 This work also showed that in the presence of the substate minimal ammonia was produced 

from the decomposition of hydrazine, with nitrogen being the dominant product of 

decomposition. 

 In this chapter, the initial transfer hydrogenation of 4-chloronitrobenzene is studied with 

extrapolation and cross analysis for the potential reaction mechanism. Once the reaction was 

shown to be successful, the reaction parameters were optimised in order to obtain a reaction 

system in which catalytic performance and selective product production was maximised. Yet, 

the environmental considerations of the system were taken into account to reduce the potential 

impact of the system.14 

The parameters that were optimised for the chemoselective transfer hydrogenation were the 

solvent used in the reaction, the catalyst loading, reaction temperature and the hydrazine 

monohydrate concentration. These parameters all effect the reaction characteristics, which 

drive the overall conversion of 4-CNB and the selectivity of the reaction.  

Once the reaction is optimised to compromise between the reaction performance and 

environmental considerations, the reaction could be studied in greater depth. This includes a 

hot filtration of the reaction; this involves the removal of the catalyst from an in-progress 

reaction. This is useful in determining whether leached catalyst material plays a role in the 

catalysis, this is important due to previous studies suggesting the semi homogeneous nature of 

metal sulfides in catalysis. Once the reaction was confirmed to cease after the removal of the 

catalyst material, studies were carried out to determine how recyclable the FeS2 catalyst is 

under repeated use in hydrogen transfer reactions with minimal catalyst processing between 
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reaction cycles. The results from the hot filtration and recyclability study would then be fed 

into a study of the catalytic activity of the pyrite structure, this was achieved by comparing the 

catalytic activity of the FeS2 and NiS2 pyrite nanoparticles synthesised in Section 3.4.1. The 

comparative reactions were carried out by applying the NiS2 pyrite nanoparticles to the 

optimised transfer hydrogenation conditions. Studying the metal within the pyrite structure and 

the effect on the reaction shows how the electronic configuration of the metal effects the 

catalytic properties of the pyrite material.  

4.1 Experimental 

  4.1.1 Materials 

1-chloro-4-nitrobenzene 98+ %, 4-chloroaniline, aniline 99+ %, nitrobenzene 99+ % and 

hydrazine monohydrate 98+ %, were purchased from Alfa Aesar.  

Methanol (analytical grade), absolute ethanol, butan-1-ol (analytical grade), hexane (analytical 

grade), dimethyl sulfoxide (analytical grade), acetonitrile (analytical grade), dichloromethane 

(analytical grade) and toluene (analytical grade) were obtained from Honeywell Lab Chemicals 

  4.1.2 Hydrogenation procedure 

The general procedure for carrying out tests on the new catalytic system was as follows: 0.39 

g (2.5 mmol) of 4-chloronitrobenzene substrate (4-CNB) and 0.46 g (5 mmol) of toluene 

toluene internal standard were added to a 50 mL volumetric flask. The solvent (ethanol or 

hexane for testing) was then added to dissolve the substrate and internal standard, solution then 

topped to volume with solvent to prepare a 0.05 M substrate and 0.1 M internal standard 

solution. 
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A range of catalyst masses (0 mg to 50 mg) would be added to the batch reactor with 50 mL of 

the chloronitrobenzene solution. The solution would then be purged with nitrogen 3 times until 

all oxygen had been removed from the reaction vessel. 

The solution was left to equilibrate under the nitrogen atmosphere for 30 minutes at the reaction 

temperature, between 25 °C and 80 °C, before 20 mmol of hydrogen donor compound (1 mL 

hydrazine monohydrate) was injected into the reaction. 

After this point 250 μL aliquots of the solution were extracted at 0, 10, 20, 40, 60, 80, 100 and 

120 minutes reaction time, these times were selected to obtain a full reaction profile across the 

reaction, opposed to a single end point. Each aliquot was analysed using a Varian 430 gas 

chromatograph equipped with a 30 m Stabilwax® capillary column (Restek), each aliquot was 

injected in triplicate in order to obtain the standard deviation and uncertainty in the 

measurements.  

  4.1.3 FTIR analysis 

FTIR spectroscopy was carried out on the FeS2 catalyst material pre- and post-catalysis. FTIR 

analysis was carried out using a Thermoscientific NicoletiS5 spectrometer with a Pike Miracle 

diamond ATR attachment carried out from 800 cm-1 to 4000 cm-1. 

  4.1.4 PXRD analysis 

Powder X-ray diffraction (PXRD) carried out using a PANAlytical Empyrean X-ray 

diffractometer with inline PIXcel detector. The monochromatic Cu Kα1 radiation was used and 

the diffractograms were obtained in the 2θ range of 20–80°. A 1° divergence slit was used for 

all samples and a Ni anti-scatter filter, to minimise the fluorescence of iron under Cu Kα1 

radiation. 
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  4.1.5 TEM and EDX analyses 

Transmission Electron Microscopy (TEM) studies were performed in a high-resolution (HR) 

(0.18 nm) field emission JEOL 2200FS microscope operating at 200 kV, equipped with an in-

column Ω energy filter, two High-Angle Annular Dark Field (HAADF) detectors for the so-

called ‘Z-contrast’ imaging and an Energy Dispersive X-ray Spectrometer (EDX) for collecting 

X-ray spectra and X-ray mapping. The nanostructures were dispersed on holey copper grids 

for the observation.  

 

 4.2 Results and Discussion 

4.2.1 Parameters for the optimisation of nitrobenzene hydrogenation 

To characterise the catalytic behaviour of the new catalyst materials and system, the reaction-

catalyst interaction was investigated and compared key reaction parameters with the view of 

optimising each of them within the context of the whole reaction system and its industrial 

applicability. The reaction metrics analysed are conversion, selectivity and initial rate and are 

defined by equations 4.1-4.3. 

        Equation 4.1 

 

              Equation 4.2 

 

             Equation 4.3 

𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 (%) = (
𝐶0 − 𝐶𝑡

𝐶0
) ∗ 100 

𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (%) = (
𝐶𝑋𝐴𝑁

𝐶 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠
) ∗ 100 

𝑅𝑎𝑡𝑒 =
𝐶0 − 𝐶𝑡

𝑡
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where Ct = concentration of substituted nitrobenzene benzene at time t, C0 = initial 

concentration of substituted nitrobenzene substrate, CXAN = concentration of substituted aniline 

product, Cproducts = concentration of all products present in the reaction, t = reaction time 

elapsed. 

   4.2.1.1 Test reaction 

To determine the initial effectiveness of pyrite as a hydrogenation catalyst via a hydrogen 

transfer route, test reactions were carried out using a modified methodology reported by B. Ma 

et al. 50 mL of a 0.05 M solution of 4-CNB in ethanol and9   100 mg of pyrite (prepared in 

Section 3.2) was added to a 250 mL three-neck flask and connected to reactor shown in Fig 

2.20   (see section 2.3.1.1), the reactor was purged with N2 three times and left to equilibrate at 

60 °C for 30 minutes. Once the reactor had been left to equilibrate for 30 minutes, 1 ml of 

hydrazine monohydrate was injected into the reactor through a silicon suba seal and reactor 

time started. At this point t = 0 time point extracted from the reaction mixture for GC analysis. 

Time points were taken from the reactor in ~250 μL aliquots at 1, 5, 10 minutes and every 5 

minutes after this for a total of 90-minute reaction time. As this reaction was only used as a 

test, reaction was stopped after 90 minutes to give an approximate measure of reaction 

performance using extreme reaction conditions. 
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Figure 4. 2: Reaction profile for the FeS2 catalysed hydrogen transfer hydrogenation in ethanol test reactions 

with decreasing 4-CNB concentration (blue) and increasing concentration of 4-CAN (black/orange) with time, 

averaged across 3 test reactions. 

The test reactions, Figure 4.2, showed that FeS2 was a highly effective catalyst for the hydrogen 

transfer reaction from 4-CNB to 4-CAN using hydrazine monohydrate as a hydrogen donor. In 

the conversion of nitroarenes using noble metal catalyst materials, published results report 

conversion of 50% in 5 hours.13, 87 In this work, using a FeS2 nanoparticle catalyst and a 

hydrogen transfer agent, more than 99% conversion was obtained in less than two hour reaction 

time. Hence, using the FeS2 and a hydrogen transfer agent, noticeable differences were 

observed in reaction rate and overall conversion of substrate material. The data obtained for 4-

chloroaniline synthesis was fitted to a 1st order reaction plot as shown by the black line on the 

plot in Fig. 4.2, this yielded a rate constant of 0.1296 min-1 and initial rate of reaction of   

6.5x10-3 mol dm-3 min-1. Demonstration of this reaction rate fitting is shown in Fig. 4.3. This 

method of initial rate determination or close approximation was carried out for all data 

described. 

Kinetic modelling of the reaction was carried out by plotting the data obtained from the test 

reactions according to first order and second order integrated rate equations, equations 4.4 and 

4.5 respectively. 
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            Equation 4.4 

            Equation 4.5 

From the plots obtained in Figures 4.3 a and b, the reaction kinetics observed for the selective 

hydrogen transfer reduction of chloronitrobenzene to chloroaniline by the FeS2 nanoparticle 

catalyst is first order. The natural log of the change of concentration produces a linear plot 

against time, thus showing the reaction is first order. The first order kinetics of the reaction has 

been considered for future plots within this thesis when initial rate of reactions are compared. 

 

Figure 4. 3: a) 1st order kinetic plot for chloronitrobenzene consumption against time, b) 2nd order kinetic plot 

for chloronitrobenzene consumption against time, using data shown in figure 4.48. 

𝑙𝑛[𝐴] = 𝑙𝑛[𝐴]0 − 𝑘𝑡 

1

[𝐴]
=

1

[𝐴]0
+ 𝑘𝑡 
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One of the reasons for this increased efficiency, may be due to FeS2, which has been reported 

to show high selectivity towards CAN, thanks to the highly directional interaction of 4-CNB 

with the pyrite surface. 4-CNB is believed to interact at 90° to the pyrite surface with the nitro 

group bound to the disulfide ions.9, 72 This interaction makes the nitro group immobile on the 

surface, hence easier to be hydrogenated by dissociated hydrogen on the surface of the pyrite 

(Fig, 4.4). DFT analysis by Q. Xiao et al. showed that the strong nitrogen transition metal 

interaction prevented the movement of nitrobenzene across the catalyst surface and thereby 

reducing the likelihood of secondary reactions.235  

 

Figure 4. 4: graphical representation of 4-CNB binding to the FeS2 catalyst surface at two different angles 90° 

and 0/180°. 

Alternatively, some studies have promoted an interaction of nitrobenzenes at 180° to the 

catalyst surface, due to the resonance stabilised π ring promoting a parallel interaction with the 

catalyst surface. The perpendicular immobile interaction of nitrobenzene on the catalyst 

surface, prevents secondary reactions from occurring on the catalyst surface as the “tail” 4 

position of the ring is placed at a distance where the activation energy of this reaction tends 

towards infinity (fig. 4.4). Conversely, should the substrate adsorb to the catalyst surface at an 
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angle of 0° or 180°, the 4 position becomes much more likely to interact with the catalyst and 

reaction may become possible, therefore reducing selectivity. 

Due to the high selectivity of near 100% towards 4-chloroaniline seen in the test reactions, 

there is a high confidence that a perpendicular interaction is favoured by FeS2. This limited 

removal of functionalisation in the substituted aniline product shows the promise that FeS2 as 

a catalyst shows. To study this 4-CNB was used as a model compound with the Cl acting as 

the functionality of the compound. Removal of the Cl was to be avoided as this would 

demonstrate a lack of selectivity in the catalyst as such the reaction conditions were optimised 

so that maximum conversion of 4-CNB was achieved, yet the reaction selectivity was 

maintained towards 4-CAN. 

   4.2.1.2 Optimisation of catalyst loading 

The conversion of CNB to CAN is higher in our hydrogenation reaction, however, the reaction 

was too fast for the rate to be measured in a reliable way in our first tests. A reliable reaction 

rate measurement was needed to compare reaction conditions and optimise them. The rate can 

be reduced by reducing the amount of catalyst used. Reducing the amount of catalyst is also 

important to prevent  over usage, which can lead to a lack of selectivity.9, 249 Therefore, the first 

aim in the process of optimisation of the hydrogenation process  was to determine the minimum 

mass of catalyst required to obtain full conversion of CNB within two hours. A two hour 

window was selected as this would allow for rapid reactor reuse in an industrial application.1 

The selective hydrogenation of CNB to CAN was carried out using 0, 5, 15, 25, 40 and 50 mg 

of FeS2 catalyst. The conversion of CNB during   each reaction over time is shown in Fig 4.5. 
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Figure 4. 5: Conversion percentages for hydrogenation reactions of 4-CNB at different reaction time points, 

using differing amounts of FeS2 catalyst. 

In agreement with literature, increasing the FeS2 catalyst load causes a near linear effect on the 

initial rate of a given reaction calculated by the change in CAN concentration between the T0 

and T10 time points.2 Fig. 4.4 shows that the reactions that reached complete 100% conversion 

of CAN to CNB within two hours were those with 50, 40 and 25 mg of FeS2 catalyst loading. 

The optimum loading of catalyst was found be 25 mg. 10 mg and 5 mg of catalyst loading gave 

a conversion of 80% and 50% CNB respectively in 2 hours (Fig. 4.6). This lower conversion 

would lead to a longer reaction time for complete conversion, therefore limiting the turnover 

of an industrial reactor.  
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Figure 4. 6: Conversion of CNB after 2 hours against catalyst loading. 

50 mg, 40 mg or 25 mg of catalyst loading showed complete CNB conversion at 2 hours and 

showed negligible difference after 60 minutes of reaction time. Therefore, using a higher 

loading than 25 mg of catalyst would offer little advantage. Future reactions were carried out 

using 25 mg of FeS2 catalyst. Of note there was no loss of selectivity towards CAN with 

increased catalyst content, the selectivity maintained at >99.9% As a further test, we carried 

out the reaction in the absence of the catalyst (fig. 4.8) and observed a 12% conversion of CNB 

to CAN. The loss of activity may be a result of the interaction of ethanol and hydrazine.250, 

251,130 

To determine the most efficient loading of the catalyst for the reaction further, the rate of 

reaction was normalised to obtain which mass of catalyst gave the highest rate per gram of 

catalyst (Fig. 4.7).  
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Figure 4. 7: Normalised rate of reaction against catalyst mass.  

The normalisation of the rate, calculated by the change in CAN concentration between T0 and 

T10, confirmed that 25 mg loading offers the highest compromise between rate and conversion 

of 4-CNB in a two-hour time window. However, 5 mg of catalyst produced the most rate 

relative to the amount of catalyst loading. It could then be determined that, should reaction 

times be increased, catalyst loading would be conversely decreased to increase the catalytic 

systems efficiency. Further advantages are that the synthesis of FeS2 is economical in that per 

gram of catalyst nanoparticles produced the combined costs are £14.18/gram, compared to 

approximately £30/gram for a comparable commercially available Pearlman’s catalyst, making 

FeS2 a promising environmentally and economical catalyst for aniline synthesis.9, 24, 51 

   4.2.1.3 Solvent study 

Solvent choice is an important factor in all chemical reactions as certain reactants may be 

insoluble in certain solvents or the solvent may become a reactant itself producing unwanted 

side reactions. Solvents affect the rate of reactions and product distributions, due to a solvent-

substrate-catalyst interaction.24, 252 In heterogenous catalysis solvent plays another role in 
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transporting the substrate to the catalyst surface and then carrying away the product material. 

There are adsorption and desorption forces that play a role in determining how active/selective 

the reaction becomes in differing solvents and discrepancies in activity/selectivity can be 

attributed to how much of an affinity the reactants and products have to either the solvent or 

the catalyst surface., A higher affinity to the catalyst surface in the reactants will increase the 

activity of the reaction, a decreased affinity to the solvent by a product material may lead to 

further reactions occurring on the catalyst reducing the overall selectivity in a given solvent. 

When rate of adsorption, (Rads), is equal to the rate of product desorption, (Rdes), the reaction 

rate is not dominated by either adsorption or desorption and reliant on the catalyst reaction. If 

Rads << Rdes, reaction kinetics are dominated by the slow rate of substrate adsorption to the 

catalyst surface. If Rads >> Rdes, reaction kinetics become dominated by the slow rate of 

desorption of product material from the catalyst surface, in this case further reactions may occur 

on the catalyst surface whilst the substrate remains adsorbed. 

To study the effect that a solvent had on the transfer hydrogenation of 4-chloronitrobenzene, a 

wide range of solvents were selected. These included nonpolar (hexane), polar protic 

(methanol, ethanol, butan-1-ol) and polar aprotic (dimethylsulfoxide, dichloromethane and 

acetonitrile). 

 

Solvent 

Dielectric 

Constant 

(F m^-1) 

pKa 

Hexane 1.89 50.00 

dichloromethane 8.93 50.00 

Butan-1-ol 17.80 16.95 

Ethanol 25.30 16.00 

Methanol 33.00 15.40 
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Acetonitrile 37.50 25.00 

dimethylsulfoxide 47.00 31.00 

 

Table 4.9: Solvents studied with their associated dielectric constants and pKa values. 

These solvents were selected due to their prevalence in catalysis and general synthetic 

chemistry. These solvents show a wide range of pKa values and dielectric constants, as such it 

was theorised that they would show the differences such parameters play in the reaction, with 

the previously described adsorption/desorption phenomena. 

To mitigate the effect that minor differences in catalyst amount would play, rates of reaction 

were normalised to the catalyst loading used. Fig. 4.8 showed that there is no correlation 

between the dielectric constant and the normalised rate of reaction. Hexane, dielectric constant 

1.89 F m−1, and dimethylsulfoxide, dielectric constant 47.00 F m−1, showed the greatest rate 

and appeared to “bookend” the results. 

 

Figure 4. 8: Normalised rate plotted against dielectric constant for the seven solvents trialled in the solvent 

study. 
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Removing the two highest values for the dielectric constant from the plot in figure 4.8 gave a 

somewhat clearer picture of the random effect dielectric constant had on the normalised rate of 

reaction (Fig. 4.9).  

 

Figure 4. 9: Normalised rate against dielectric constant for the five remaining solvents after hexane and 

dimethylsulfoxide were removed. 

When studying the effect each solvent had on the conversion of 4-CNB, within the 2 hour 

reaction window, two solvents were shown to be inferior to the others (Fig. 4.10). These two 

solvents, dichloromethane and methanol, showed a conversion of only 41.7 % and 69.4 % 

respectively, vastly lower than the 99.9 % observed in all other solvents. Dichloromethane has 

several environmental considerations in addition to its poor performance as a solvent and it is 

incompatible with many oxidizers including nitro compounds. As such it was not considered 

as a possible reaction solvent going forwards. 



167 | P a g e  

 

 

Figure 4. 10: Conversion of 4-CNB for seven solvents against their associated dielectric constants. 

Methanol was still considered as a potential solvent as it had environmental advantages over 

other solvents due to its production from CO2 conversion and cost effectiveness.  

As noted in section 4.2.1.2, there was a small approximately 12 % conversion of CNB without 

the presence of the FeS2 catalyst. This was deemed to be an instantaneous conversion as the 

conversion occurred in a short time, as such it could not be monitored in situ. When studying 

the solvent effect on the reaction, it was noted that this “instantaneous conversion” differed 

with each solvent studied. This “instantaneous conversion” effect was monitored for all 

solvents with the resultant plot shown in Fig. 4.11. 
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Figure 4. 11: instantaneous conversion in the absence of a FeS2 catalyst for seven solvents against their 

associated dielectric constant. 

When conversion in the absence of a catalyst is considered against the dielectric constant a 

clearer correlation can be seen. This “volcano like” distribution shows a maximum 

corresponding to ethanol. Of the solvents tested, alcohols all showed the greatest conversion 

of 4-CNB in the absence of the catalyst. To study this further, 4-CNB conversion in the absence 

of a catalyst was shown against the pKa of the selected solvents (Fig. 4.12). pKa is a measure 

of strength of acidity of a given compound, it is defined as the negative log of the dissociation 

constant Ka. A lower pKa value indicates a stronger acid; pKa of weak acids such as acetic 

acid is approximately 4 and for stronger mineral acids such as hydrochloric acid is 

approximately −6. 
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Figure 4. 12: Conversion of 4-CNB in the absence of a catalyst plotted against the pKa of the seven solvents 

tested, with areas corresponding to solvent classification highlighted. 

With the conversion in the absence of the catalyst plotted against the solvent pKa clear 

groupings of results can be seen. Alcohols showed a tight grouping of conversion without the 

catalyst and their close pKa values, this group (green) was distinct from those of the polar 

aprotic solvents (yellow) and hexane. This showed that the acidity of the alcohols had a distinct 

effect on the hydrogenation of 4-CNB in the absence of a catalyst. The rationale for this 

difference in conversion in the presence of a protic solvent is that the highly basic hydrazine 

monohydrate partially reacts with the protons from the solvent molecules. The protons are more 

easily removed from alcohols compared to those present in DMSO, ACN, DCM and hexane, 

therefore, these free protons in the alcohol solvents convert a greater percentage of the 4-CNB 

via an interaction with the hydrazine than the higher pKa solvents. However, this increased 

interaction without the presence of a catalyst does not lead to a greater conversion of 4-CNB 

with FeS2 being present as other factors such as miscibility of the hydrazine monohydrate with 

the reaction solvent appears to drive the reaction to a greater degree than the protic nature of 

the solvent, shown in Fig. 4.13.Once the catalyst is introduced, there is no observable trend for 
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how the solvent affects the initial rate when pKa is considered (Fig. 4.13). This lack of 

correlation between the pKa of the reaction solvent and the observed rate of reaction indicates 

that there are other factors in the overall interaction between the solvent, substrate, hydrogen 

donor and catalyst, these factors may have a far greater influence in the overall reaction kinetics 

than the pKa. 

 

Figure 4. 13: Normalised rate of reaction for the hydrogen transfer hydrogenation of 4-CNB against the pKa of 

the reaction solvent. 

Due to these findings many of the solvents were removed based on their environmental 

concerns as opposed to their reaction suitability. Acetonitrile, dichloromethane and 

dimethylsulfoxide (DMSO) were removed due to their impact on the environment. In spite of 

the high performance of DMSO, its environmental impact is significant and is not mitigated, 

as such it was removed from consideration. Hexane was further studied due to its prevalence 

as a solvent for industrial fine chemical synthesis, despite its environmental impact from its 

extraction from crude oil.253-255 

Alcohols were studied in greater detail to determine the optimal solvent when combining its 

reaction characteristics and the environmental impact of its production/use. As discussed 
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earlier the hydrogen transfer reactions carried out in alcoholic solvents performed similarly, in 

terms on substrate conversion and selectivity, to hydrogen transfer reactions carried out in 

aprotic and polar solvents. Under a more detailed analysis isolating the solvents based on their 

respective pKa values and the conversion of 4-CNB in two hours (Fig. 4.14) a clear distinction 

can be made. 

 
Figure 4. 14: Conversion of 4-CNB with 25 mg catalyst (blue, left side y-axis) and without catalyst (orange, 

right side y-axis) in a two hour reaction timeframe against their respective pKa (methanol left, butan-1-ol 

right). 

From the comparison of ethanol, propan-1-ol and butan-1-ol, emerged that ethanol and butan-

1-ol, both showed 4-CNB conversion of 99±1 % within the two hour reaction window, in 

contrast to methanol, where only 69±1 % of 4-CNB was converted in the two hour reaction 

window. All solvents maintained a 100 % selectivity towards the 4-CAN product. The 

significant decrease in conversion in a methanol solvated reaction eliminated methanol as a 

potential solvent in the catalyst system. Ethanol and butan-1-ol showed very similar 

characteristics in their solvation of reactions, with only minor differences in the normalised 

rate.  

To determine the most optimal solvent their environmental impact was used to distinguish 

them. Ethanol is widely bioderived requiring little energy to produce, as such it is an abundant 
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and cheap solvent with a negligible environmental impact when appropriate disposal 

procedures are used.256-258 In contrast butan-1-ol production is still largely produced by the 

Reppe reaction between propylene and CO to produce butan-1-al, which is then reduced over 

a cobalt-rhodium catalyst in a hydrogen stream.259, 260 However, recent lab scale studies have 

shown that butan-1ol can be synthesised from biomass using a bacterial fermentation, although 

such method has not been widely adopted in industrial scale synthesis.261, 262  

Ethanol was therefore deemed the most appropriate solvent; hence it was then studied in detail 

in comparison to the industrial standard of hexane. 

Hexane is largely produced from the fractional distillation of petrochemicals, as such its 

environmental impact is significant. Yet it does have major advantages in industrial 

applications, as it is relatively inert in a hydrogenation reaction, can solubilise a wide variety 

of organic compounds and can be easily separated from the products due to its low boiling 

point of 67 °C.21, 89, 263 

In this more focused solvent study, hexane and ethanol were compared on their performance 

as a solvent in the desired reaction range. Low catalyst concentration (less than 0.2 mg mL−1) 

was studied to impose an active site deficient situation and study the solvents behaviour (Fig. 

4.15). The purpose of studying an active site deficient reaction was to determine how the 

movement of the substrate through each solvent affected the perceived rate of overall reaction. 
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Figure 4. 15: the inital reaction rate of 4-CAN synthesis in hexane (yellow) and ethanol (green) using various 

catalyst loadings taken from the rate of change of CAN concentration between T0 and T10. 

From the results obtained using a catalyst loading between 0 mg and 10 mg in both hexane and 

ethanol, the reaction was vastly more active in hexane across all catalyst loadings. This 

increased reaction rate has been theorised to be due to the increased solubility of the 4-CNB 

substrate in hexane allowing for a faster rate of adsorption to the catalyst surface, 4-CNB is 

only weakly soluble in alcohols. However, the 4-CAN product is readily soluble in both hexane 

and ethanol, as such its desorption from the catalyst surface is unaffected by either solvent. 

Reactions solvated by either solvent, maintained a selectivity towards 4-CAN of 100 % with 

no by-products observed in the GC analysis.  

 Previously described in section 4.2.1.2, the ideal FeS2 catalyst loading is 25 mg, in ethanol. 

To determine the catalyst loading effect in hexane a comparison was draw between ethanol and 

hexane at various loadings from 0 mg to 50 mg (Fig. 4.16).  The catalyst loading study shows 

a similar result to the effect catalyst loading has on the rate of reaction in each solvent, with 

hexane showing complete conversion of 4-CNB in 2 hours with a 2 mg loading of catalyst. 
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Yet, ethanol does not achieve comparable conversion until a loading of 25 mg of catalyst is 

used.  

 

Figure 4. 16: Conversion of 4-CNB in two hours against the catalyst loading for reactions carried out in hexane 

(yellow) and ethanol (green). 

The reaction performance of hexane outperformed ethanol at all catalyst loadings, in terms of 

the reaction rate and the conversion of 4-CNB in 2 hours. However, hexane has environmental 

concerns, as discussed previously in this section, and these must be taken into account. As such, 

it was ethanol that was selected as a reaction solvent, due to its environmental credentials, in 

addition to its admirable performance in the selective hydrogenation of 4-CNB at loadings 

above 25 mg.  

   4.2.1.4 The role of temperature 

Temperature plays a key role in reaction kinetics as with increased temperature the number of 

molecules with sufficient energy to react (Fig. 4.17). The activation energy of a reaction can 

be higher than the energy required to decompose some reactant and when this happens a 

reaction does not occur. In general, the higher the reaction temperature the greater the reaction 

rate observed. The reaction temperature is another parameter of a catalytic system that needs 

refining, as it plays a key role in the kinetics of a given reaction. 
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Figure 4. 17: Graphical depiction of how temperature (blue – low temperature, green – medium temperature, 
red – high temperature) affects the number of molecules with energy above the activation energy (purple 

region). 

A catalyst does not increase the rate of a given reaction, instead a catalyst provides an 

alternative reaction pathway with a decreased activation energy. This route can involve 

intermediate compounds that are highly unstable but become stabilised by an interaction with 

the catalyst surface during the reaction. This stabilisation allows for the lower activation energy 

shown by a catalysed reaction (Fig. 4.18). 
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Figure 4. 18: Graphical representation of the effect of a catalyst on the activation energy of a given reaction, 

showing an uncatalysed reaction pathway in red and a catalysed pathway in purple. 

In order to determine the activation energy of a given reaction the reaction must be carried out 

across a broad temperature range. To determine the activation energy of the selective 

hydrogenation of 4-CNB by the FeS2 nanoparticle catalyst, several reactions were carried out 

across a temperature range of 25 °C to 80 °C. Up to this point all reactions had been carried 

out at 60 °C.  

Reaction rates can be used to determine the activation energy using Arrhenius modelling, using 

the Arrhenius equation and its various forms (Equations 4.4 - 4.6). 

𝑘 = 𝐴𝑒
−𝐸𝑎
𝑅𝑇          Equation 4.4 

ln 𝑘 = ln 𝐴 −  
𝐸𝑎

𝑅

1

𝑇
        Equation 4.5 

ln 𝑘 =  
−𝐸𝑎

𝑅
(

1

𝑇
) + ln 𝐴       Equation 4.6 
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where k is the rate constant, A is the pre-exponential factor, Ea is the activation energy of the 

reaction, R is the universal gas constant and T is the absolute temperature in kelvin. 

In the case of nitrobenzene hydrogenation using a hydrogen transfer reaction, the rate constant, 

k, becomes equal to the measured initial rate of reaction. As such, k is replaced with the initial 

reaction rate.  

The reactions carried out across the temperature range showed an increase in initial rate with 

temperature as expected. Plotting the data as an Arrhenius plot where the x axis is 1/T (K) and 

y axis is ln (rate (M s−1)) the plot shown in Fig. 4.19 is obtained. 

 

Figure 4. 19: Arrhenius plot ln (rate) against 1/T, for FeS2 transfer hydrogenation of 4-chloronitrobenzene 

using hydrazine as the reducing agent across a temperature range of 25 °C to 80 °C. 

Solving y = mx + c, where c = ln A (at x = 1/T = 0), m = -Ea/R, gives the activation energy of 

the system, 28.36 kJ mol-1. The activation of molecular hydrogen with noble metal-based 

catalysts is typically ~90 kJ mol-1, whereas the activation energy of reactions based on 

hydrogen transfer is ~55 kJ mol-1.264, 265 The low activation energy of the hydrogenation 
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reaction may be due to the particular combination of the FeS2 as a catalyst and the easily 

transferred hydrogen stored in the hydrazine, although this point is still under investigation.   

The optimum reaction temperature was found to be 60 °C as this gave a rapid rate of reaction 

and total conversion of the material within a two-hour reaction frame. Higher temperatures 

may be applicable in producing more rapid reactions; however, these will be more energy 

intensive. A reaction carried out at room temperature may be the most environmentally friendly 

reaction temperature, yet it does lead to loss in time efficiency with a slow turnover of the 

reactor, resulting in less useful product within a given time window. Therefore, 60 °C was 

selected due to this increase turnover of reactions producing more useful product with a small 

increase in energy consumption across the reaction timescale.  

   4.2.1.5 The role of hydrazine concentration 

Many potential hydrogen donors are available in the reduction of organic compounds, such as 

organic acids, hydrides or molecules such as tetralin.15, 136, 163 These compounds all possess 

different advantages and drawbacks in their use. Some of these compounds, such as tetralin, 

may require separation from the final product or various hydrides may leech inorganic 

components  into the reaction, risking poisoning of the catalyst.15, 152. Hydrazine, the hydrogen 

transfer agent chosen in this work is toxic and corrosive, as such it carries substantial 

environmental concerns. However, hydrazine is widely used in industrial chemical synthesis, 

thanks to well established handling procedures. When utilised as hydrogen donor in hydrogen 

transfer reactions, in the presence of a catalyst, hydrazine decomposes completely to hydrogen 

and nitrogen, with hydrogen used in the transfer reaction and nitrogen, which does not carry 

any environmental concerns.  

To address the hydrazine’s environmentally unfriendly aspects as much as possible, an 

investigation to establish the minimum amount necessary for 4-CAN to 4-CNB conversion, 
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within the two hour time frame was carried out. Hydrogen transfer reactions were carried out 

using a range of hydrazine concentration, from 0 M to 0.8 M (0 mL to 2 mL). Fig. 4.20 shows 

the effect of hydrazine concentration on the rate of CNB consumption and conversion at 2 

hours. There is a clear plateau in the conversion for solutions of hydrazine with concentration 

higher than 0.400 M. Importantly, there was no observed carryover of hydrazine observed 

within the GC chromatograms, evidence that all the hydrazine is consumed in the reaction. 

 

Figure 4. 20: Variation of hydrazine concentration and its effect on conversion of 4-chloronitrobenzene within a 

2 hour time frame. 

The plateau observed in the graph (Fig. 4.19), shows that 100 % conversion from p-CNB to p-

CAN was achieved in two hours for 0.400 M hydrazine. Higher concentrations, such as 0.800 

M, did not provide a worthwhile increase in rate of reaction, while a lower hydrazine content, 

0.200 M, led to only 60% conversion of the 4-chloronitrobenzene in 2 hours. A hydrazine 

concentration of 0.400 M was selected as the optimum hydrazine amount, combining strong 

reaction performance and limiting the environmental concerns of hydrazine. 0.400 M hydrazine 

concentration corresponded to a 1 mL addition of hydrazine into the reactor containing 50 mL 

of 4-CNB solution (~2 % hydrazine). This lower concentration differed from more traditional 

molecular hydrogen activation as the atmosphere above the solution is typically 100 % 

hydrogen, with a significant concentration of the hydrogen dissolved in the reaction solution. 
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This hydrogen rich atmosphere poses several risks such as fire/explosion should the reactor 

leak, whereas, in this hydrazine mediated reaction the risk of fire is limited as the reaction 

atmosphere is nitrogen, and the amount of hydrogen possibly liberated from the 

hydrazine(unreacted) is low (240 mL) and diluted in the nitrogen atmosphere. 

  4.2.2 Mechanism of FeS2 heterogenous hydrogenation 

The mechanism of hydrogenation can often be difficult to determine, due to the number of 

factors involved, such as the active sites used in the reaction, molecule orientation and 

electronic effects within the catalyst material. Yet within this work there was a need to 

rationalise how FeS2 was catalysing the hydrogen transfer reaction, using hydrazine as the 

hydrogen donor. 

4.2.2.1 FeS2 catalysed hydrogen transfer reaction - heterogeneous or homogeneous process? 

Sulfide based materials have become increasingly scrutinised for their potential as catalysts, as 

such there has been some debate as to whether their mode of action is truly heterogenous.84, 266 

Catalysts will often leech their material into the surrounding solution, causing parallel catalysed 

reactions interfering with the main reaction.85, 86, 177 

To determine if there was a significant impact of leeched Fe(II) ions from the surface of the 

FeS2 material, a hot filtration of the catalyst material was carried out. A hot filtration is the 

process of removing the catalyst from the reaction after an allotted time from the start and 

monitoring changes to the concentration of substrate or product. This process reveals if the 

catalyst has changed the reaction solution, through leeching of metal ions or other routes, to a 

point where the reaction can proceed unaided by the catalyst. Should this process have occurred 

a trend of increasing 4-CAN concentration would be observed in the reaction profile plot.267, 

268 
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In order to carry out the hot filtration, a reaction carried out in the same manner as described 

in section 4.1.2, however after 15 minutes of reaction time elapsed the reaction was hot-filtered 

through glass wool, into the reaction flask. After filtration, the reaction was placed back onto 

the reactor and reaction was continued as normal. Timepoints were pulled from the reactor at 

the same intervals as previously used. The reaction profiles for an unfiltered reaction and a hot 

filtered reaction using 25 mg of FeS2 catalyst is shown in Fig. 4.21. 

 

Figure 4. 21: Reaction profiles of 4-CAN concentration for a filtered reaction (blue) and an unfiltered reaction 

(orange). 

From the reaction profiles for 4-CAN concentration shown in Fig. 4.20, there was a clear 

cessation of 4-CAN synthesis upon removal of the catalyst. 4-CNB conversion was constant at 

21.5 % after catalyst was removed. The reaction did not proceed beyond the point of catalyst 

removal showing that if any Fe(II) had leeched from the catalyst it was not playing a role in 

the continuation of the reaction and had been rendered inactive by the leeching process. 

The lack of activity in the conversion of 4-CNB after the catalyst was removed from the 

reaction solution showed the catalyst is only acting in a heterogenous fashion for the hydrogen 

transfer and that any leeched homogeneous Fe(II) ions did not play a role in the reaction. This 
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gave confidence in the application of FeS2 as a heterogenous catalyst for study in further 

hydrogen transfer reactions (chapter 5). 

   4.2.2.2 Recyclability of FeS2 

The recyclability of the catalyst was also tested, taking into account that pyrite is known to 

decay into iron sulfate and iron oxide over time.9, 72 Structural and chemical changes in the 

catalysts structure during the reaction can influence the catalytic performance, therefore, post 

reaction characterisation is key. These structural changes to the catalyst material may create 

additional substrate reaction pathways, such as oxidation and bond cleavage, reducing the 

overall efficiency of the catalyst recyclability. 228, 249, 269 FeS2 nanocatalysts were used in 

several subsequent reactions, after centrifugation and drying. The nanoparticles were analysed 

via PXRD and FTIR after serving as catalyst in four consecutive reactions, to detect signs of 

decomposition. A graph showing the recyclability of the nanocatalyst is shown in Fig. 4.22. 

 

Figure 4. 22: recyclability of FeS2 nanoparticles for the hydrogen transfer hydrogenation of 4-

chloronitrobenzene, conversion of 4-chloronitrobenzene at 2 hours (blue) and selectivity towards 4-

chloroaniline (orange). 

FeS2 proved to be recyclable across four reaction cycles, with conversion of 4-

chloronitrobenzene reducing to less than 99% only after the third cycle (Fig. 4.21), allowing 
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for effective conversion of 4-CNB after each reaction. The loss of activity after the 3rd reaction 

cycle may not have been due to the deactivation of the catalyst material, instead to the fact that 

after each subsequent reaction, less catalyst was being recovered due to the incomplete 

recovery by centrifugation. This may have led to the reduced performance observed after the 

3rd cycle. However, it is important to note that no loss of selectivity was observed across the 

recyclability study. The catalyst maintained a selectivity towards 4-chloroaniline of >99.9%. 

The recyclability of the catalyst is important for potential scale up reactions. As in industrial 

reactions a catalyst is needed to be effective across a number of reaction cycles, with minimal 

loss in activity or selectivity.  

  4.2.2.3 Post reaction characterisation of FeS2 

During the catalysis reaction, it has been reported that FeS2 may react to form α-Fe2O3, FeO 

and FeOOH.9, 72 Oxidation of the catalyst may occur during the reduction of the nitrogroup 

wherein oxygen is transferred to the FeS2, possibly displacing sulfur. To determine these 

changes post reaction PXRD and FTIR were carried out on the catalyst material. PXRD would 

show presence of α-Fe2O3, whereas FTIR would show changes to the surface of the material 

such as changes to the surface thiol groups. 

PXRD of the material, after separation from the reaction, was found to be identical to the 

starting material PXRD pattern, only with lower intensity due to decrease material present (~25 

mg post catalysis). Comparison between the PXRD patterns of FeS2 before and after the 

reaction (Fig. 4.23), show no peaks belonging to impurities deriving from FeS2 decomposition 

or oxidation.9, 72 Small amounts of impurities may exist in minor quantities within the catalyst 

material post catalysis, however, due to the nature of PXRD of iron containing nanomaterials 

they are not visible due to the high background intensity. The crystallinity of the sample is 

changed during the reaction cycles as the FWHM of the FeS2 before use was 1.7° and 2.3° for 



184 | P a g e  

 

the 200 and 311 with these values decreasing slightly to 1.3° and 2.0° for the 200 and 311 peaks 

respectively indicating a more uniform particle size suggesting some agglomeration of the 

particles had occurred. 

 

Figure 4. 23: PXRD pattern of FeS2 nanoparticle catalyst before and after recycled reactions, with peaks 
indexed. most intense iron based impurities are identified and overlapped with the patterns to emphasise their 

absence.270-272 

To determine any surface changes to the catalyst, FTIR was carried out on the FeS2 material 

post catalysis. When comparing the pre and post catalysis FTIR results we found no observable 

differences in the sulfur bonding (Fig. 4.24). The thiol group stretch at 2800 cm−1 was 

maintained indicating that little surface oxidation had occurred during the catalysis process. 
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Furthermore, the peaks belonging to sulfur oxides, around 1400 cm-1 appear of similar intensity 

to the ones in the spectrum of the pre-catalysis material, suggesting a similar content of SOx 

species. Therefore, no observable further oxidation of the catalyst material had taken place 

during the repeated reactions, suggesting that the FeS2 catalyst was stable under these reaction 

conditions. 

 

Figure 4. 24: FTIR spectra of FeS2 catalyst before use (orange) and post reaction (blue). 

From the results obtained from post reaction characterisation, there were minimal changes to 

the catalyst, even after 4 useage cycles. This was testament to the robust nature of the FeS2 

catalyst.  

   4.2.2.3 Comparison with NiS2 

To determine the effect the metal had in the catalytic performance of FeS2 pyrite, the nickel 

pyrite (NiS2), preparation described in section 3.4.1. NiS2 and FeS2 share the cubic pyrite 

structure. Both Ni and Fe metals exist in their 2+ oxidation state in a high spin configuration. 

Fe (II) and Ni (II) differ in their electronic structure having d6 and d8 electrons in their valence 

shell, respectively. High spin states combined with their d-electron numbers give them different 

electronic configurations within the same crystal structure (Fig. 4.25). 
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Figure 4. 25: Crystal structures of FeS2 and NiS2 (pyrites) with the d-electron configuration for the metals in 2+ 

oxidation state.222, 223, 273 

Both FeS2 and NiS2 were used as catalysts in the selective hydrogenation of 4-CNB in a transfer 

hydrogenation with hydrazine. Two reactions were prepared in an identical fashion to those 

prepared previously, with the exception of one reaction using 25 mg of NiS2 in place of the 

FeS2 catalyst used in other reactions. 

The reactions were both left to equilibrate under nitrogen for 30 minutes before 1 mL of 

hydrazine was introduced into the reactor. The reaction profiles obtained for the reactions, with 

a reaction in absence of catalyst as a control, are shown in Fig. 4.26. 
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Figure 4. 26: Reaction profiles obtained for the selective hydrogenation of 4-CNB via a hydrogen transfer 

reaction using 1 mL of hydrazine monohydrate and a) 25 mg of FeS2 catalyst, b) 25 mg of NiS2 catalyst and c) 0 

mg of catalyst. 
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NiS2 nanoparticles did not produce a rapid reaction as was observed when using FeS2 

nanoparticles as a catalyst. The results obtained using NiS2 nanoparticles are comparable to 

results when no catalyst is used, converting ~14 % of the initial 4-CNB concentration within a 

two hour reaction window. Compared to complete, >99.9 %, 4-CNB conversion displayed by 

the reaction catalysed by FeS2. 

It was theorised by B. Ma et al. that for the hydrogen transfer reaction to occur the catalyst 

material must donate an electron to the reaction, in the case of FeS2 surface Fe (II) is oxidised 

to Fe (III), with the end point of the reaction reducing the Fe (III) back to Fe (II) leaving the 

catalyst in its starting state.9 This redox exchange on the surface of FeS2, requires little energy 

as Fe (II) and Fe (III) are of a similar energy level, only differing by ~0.8 eV with both states 

remaining stable.223, 274 In contrast Ni (II) does not readily undergo this oxidation process as 

the energy difference between Ni (II) and Ni(III) is ~3.6 eV, thereby making the valence 

electrons needed for the reaction unobtainable by the reaction.236, 275 In addition to this 

oxidation being highly energetic the reduction of Ni (III) and Ni (IV) to a lower valency occurs 

readily. As such this process would compete with the catalysed reaction limiting the conversion 

of 4-CNB. 

This surface redox phenomenon was determined to be the most likely reason for the reduced 

catalytic performance of NiS2. From the reduced activity of NiS2, all future catalytic work 

would be carried out using FeS2 pyrite nanoparticles as it showed a vastly superior catalytic 

performance. 

 4.3 Conclusions 

FeS2 nanoparticles were successfully applied as a catalyst for the selective hydrogenation of 4-

chloronitrobenzene, via a hydrogen transfer reaction using hydrazine monohydrate as a 

hydrogen donor compound. Using FeS2 and hydrazine removed the noble metal catalysts 
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traditionally used in nitrobenzene reduction and the use of hydrogen gas, which are the two 

most significant aspects of traditional catalysis in terms of environmental impact. The 

parameters of the reaction were then optimised to obtain a >99.9 % conversion yet 

minimalizing the environmental impact of the catalytic system. The ideal catalyst loading was 

determined to be 25 mg as this loading obtained a >99.9 % 4-chloronitrobenzene conversion 

with 100 % selectivity towards the 4-chloroaniline, the desired product. Temperature of 

reaction was optimised to produce the highest reaction rate and conversion using the minimal 

temperature, this was determined to be 60 °C. The concentration of hydrazine was also 

optimised to reduce the environmental impact of hydrazine yet still produce acceptable reaction 

performance, this was determined to be a hydrazine concentration of 0.400 M, 1 mL, molar 

ratio of hydrazine to catalyst 160:1. 

The effect of solvent on the reaction performance was studied using seven different solvents, 

ranging from polar protic, polar aprotic and non-polar solvents to determine what effect the 

solvent polarity had on the reaction. It was determined that polarity of the solvent played only 

a minor role in the reaction with the pKa of the solvent playing a role in the non-catalytic aspect 

of the reaction. The polar protic solvents such as ethanol, all displayed a non-catalytic 

component to the reaction as in the absence of the catalyst there was a small ~15 % conversion 

of the substrate. The conversion seen in this circumstance was proposed to be due to the 

interaction between the donated protons and hydrazine causing a small quantity of the 4-

chloronitrobenzene to be converted to products. The solvents were judged based on their 

reaction performance and environmental impact. It was determined that ethanol was the ideal 

solvent for the reaction as it had appreciable performance in the reaction yet was the most 

environmentally friendly solvent due to its bio-derivability and ease of separation from the 

reactants and products. 
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Studies were carried out to determine the mechanism of action of FeS2 as a catalyst. A hot 

filtration was carried out to determine if any of the Fe (II) ions had leeched from the FeS2 and 

if these leached ions played a role in the catalysis. After a hot filtration of the reaction solution 

4-analine synthesis completely halted, with no further reaction occurring. This showed that if 

any ions had leeched into the reaction from the catalyst, they played no role in the catalysis, 

contrary to what had been previously reported. Recyclability of FeS2 nanocatalyst was tested 

across 4 reaction cycles with little deterioration in the catalytic performance over the first 3 

cycles only seeing deterioration in performance at the 4th cycle. Showing FeS2 has potential as 

a catalyst for the selective hydrogenation of 4-chloronitrobenzene via a hydrogen transfer route. 

Analysis of the material after this recyclability study showed no observable changes to the 

crystal structure or the surface characteristics of the catalyst.  

Comparisons of FeS2 and NiS2 was carried out to determine the role of the metal centre in the 

catalyst crystal structure. It was found that the NiS2 nanoparticles were inactive in the catalysis 

of 4-chloronitrobenzne reduction. This was theorised to be due to the differences in the 

electronic structure of the two materials. Fe (II) can be readily oxidised to Fe (III) and then 

reduced in the reaction which Ni (II) cannot, as such the reaction with Fe based pyrite can 

facilitate the catalytic hydrogen transfer reaction whereas Ni is inactive in the reduction of the 

NO2 group. 

  



191 | P a g e  

 

Chapter 5 FeS2 Catalytic Hydrogen Transfer Reduction 

System - Further Development 
This chapter discusses the general applicability of the catalytic system using FeS2 as a catalyst 

for the hydrogen transfer reduction of nitrobenzenes. Building upon the work in chapter 4, this 

chapter applies the optimised catalyst system to other substituted nitrobenzenes to explore 

opportunities for wider applicability.14  

To determine the wider applicability of FeS2 pyrite for transfer hydrogenation of 4-

chloronitrobenzene, further reactions were carried out using a range of halogenated 

nitrobenzene substrates. These halogenated nitrobenzenes would range from electron 

withdrawing fluorine substituents to electron donating iodine groups. Studying a series of 

halogenated nitrobenzenes gives a range of carbon-halogen (C-X) bond strengths, the strongest 

bond being the C-F bond with bonds becoming weaker going down the halogen series. This 

decrease in C-X bond strength across the halogen series causes certain bonds to be more 

thermodynamically unstable, thus the bound halogen may be released more easily. Comparing 

the relative selectivity of the hydrogen transfer reaction and the relative rate of reaction 

demonstrates how the catalyst interacts with a wide variety of substrate materials, aiding testing 

the true selectivity of the catalyst (section 4.2.1.1). 

The position of the substituent group relative to the nitro group on the aromatic ring was tested 

using a range of chloronitrobenzenes, with the substituent group in the para (4), meta (3) or 

ortho (2) position relative to the nitro group. The relative positioning of the substituent group 

was used to test the selectivity of the catalytic system with the nitro group relative proximity 

to the substituent group position. 

Finally, the choice of reducing agent is discussed due to the negative implications of hydrazine 

monohydrate, a range of potential reducing agents were proposed. These reducing agents 
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would be analysed relative to hydrazine monohydrate using the optimised system developed in 

chapter 4. 

 5.1 Experimental 

  5.1.1 Materials 

1-chloro-4-nitrobenzene 98+ %, 1-fluoro-4-nitrobenzne 99 %, 1-bromo-4-nitrobenzene 98 %, 

1-iodo-4-nitrobenzene 98+ %, 1-chloro-3-nitrobenzene 98 %, 1-chloro-2-nitrobenzene 99 %, 

4-chloroaniline, 4-fluoroaniline 99 %, 4-bromoaniline 98+ %, 4-iodoaniline 99 %, 3-

chloroaniline 99 %, 2-chloroaniline 98+ %, aniline 99+ %, nitrobenzene 99+ %, hydrazine 

monohydrate 98+ %, hypophosphorus acid 50 % w/w aq. solution, propan-2-ol 99.5 %, 

glycerol 99+ %, potassium hydroxide pellets 85 %, formic acid 97 % and acetic acid (glacial) 

99 %,  were purchased from Alfa Aesar.  

Absolute ethanol and toluene (analytical grade) were obtained from Honeywell Lab Chemicals. 

  5.1.2 Hydrogenation procedure 

The general procedure for carrying out tests on the new catalytic system was as follows: 2.5 

mmol of substituted nitrobenzene substrate (4-fluoronitrobenzene, 4-chloronitrobenzene, 4-

bromonitrobenzene, 4-iodonitrobezene, 3-chloronitrobenzene or 2-chloronitrobenzene) and 

0.46 g (5 mmol) of toluene internal standard were added to a 50 mL volumetric flask. The 

solvent (ethanol or hexane for testing) was then added to dissolve the substrate and internal 

standard, solution then topped to volume with solvent to prepare a 0.05 M substrate and 0.1 M 

internal standard solution. 

25 mg of catalyst would be added to the batch reactor, shown in section 2.3.1.1, with 50 mL of 

the nitrobenzene solution. The solution would then be purged with nitrogen 3 times until all 

oxygen had been removed from the reaction vessel. 
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The solution was left to equilibrate under the nitrogen atmosphere for 30 minutes at 60 °C, 

before 20 mmol of hydrogen donor compound was injected into the reaction. 

After this point 250 μL aliquots of the solution were extracted at 0, 10, 20, 40, 60, 80, 100 and 

120 minutes reaction time, these times were selected to obtain a full reaction profile across the 

reaction, opposed to a single end point. Each aliquot was analysed using a Varian 430 gas 

chromatograph equipped with a 30 m Stabilwax® capillary column (Restek); each aliquot was 

injected in triplicate in order to obtain the standard deviation in the measurements.  

 5.2 Results and Discussion 

  5.2.1 Effect of the substituent in the substrate  

The substituent effects on the transfer hydrogenation of nitrobenzenes were studied using a 

range of halogenated nitrobenzenes, categorised as ortho, meta, para and the halogen series. 

The substituents were studied to determine the effect of substituent on the selectivity and 

activity of the catalytic reduction of the nitro group. The wide variety of halogens and differing 

electronic effects of the substituent can affect the activation of the nitro group towards being 

reduced by the catalyst. 

   5.2.1.1 Ortho, Meta, Para effects 

Initial studies on the effect of substituent focused on the relative substituent position has on the 

reduction of the nitro-group. 4-chloronitrobenzene (para-chloronitrobenzene), 3-

chloronitrobenzene (meta-chloronitrobenzene) and 2-chloronitrobenzene (ortho-

chloronitrobenzene), (Fig. 5.1) were chosen as substrates for hydrogen transfer reaction using 

the optimised catalytic system, described in chapter 4. These reactions were then compared 

based on the conversion of substrate, selectivity towards the substituted aniline product and the 

initial rate of reaction relative to the chloro substituent.  
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Figure 5. 1: Chemical structures of chloronitrobenzenes used in studying the effect of relative position on 

reaction characteristics. 

The reactions were carried out using 50 mL of a solution containing 2.5 mmol of 

chloronitrobenzene substrate and 5 mmol of toluene internal standard, with 25 mg of FeS2 

pyrite catalyst. The reactions were heated at 60 °C and reduced using 1 ml of hydrazine 

monohydrate. The conversion of substrate in 2 hours and the selectivity towards the substituted 

aniline product is shown in table 5.1. 

Substrate 

Conversion of 

substrate in 2 hours 

(%) 

Selectivity towards 

substituted aniline (%) 

4-chloronitrobenzene 99.9 100.0 

3-chloronitrobenzene 99.9 100.0 

2-chloronitrobenzene 100.0 100.0 

Table 5.10: Conversion of substrate and selectivity towards the substituted aniline product for reactions carried 

out using ortho, meta and para substituted chloronitrobenzenes, using hydrazine monohydrate as a reducing 

agent. 

It was found that there was little dependence of the relative chloro position on the selectivity 

or conversion of the substrate, as all showed a conversion of substrate >99.9 % with a 100 % 

selectivity towards the desired product. However, when the initial rate of aniline synthesis is 

taken into consideration, a clearer trend is shown between the relative position of the chloro 

group and the nitro group (Fig. 5.3). 
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Figure 5. 2: Initial rate of substituted aniline synthesis for ortho, para, meta chloronitrobenzenes plotted 

against their relative positions. Reaction profile plots shown in appendix 14-16. 

From studying the effect that relative position of the chloro substituent has on the initial rate 

of substrate conversion, there is a pronounced decrease in rate when the chloro group is present 

in the meta position. The decreased rate observed in the meta position relative to other positions 

may  be due to the resonance effect displayed by the ortho and para positions.276 The resonance 

caused by the chlorine atom causes electrons to be withdrawn or donated into the π system of 

a substituted benzene ring.277 This donation effect observed with a chlorine substituent 

activates the ring in the para and ortho positions by the resonance effect whereby the chlorine 

donates into the π system and by extension onto the nitro group. The inductive effect of ortho 

and para chlorine groups are shown in Fig. 5.4. 
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Figure 5. 3: Resonance stabilised structures of a) 4-chloronitrobenzene (para) and b) 2-chloronitrobenzene 

(ortho). 

The resonance effect produced by the electron lone pairs on the chlorine substituent in either 

the ortho or para position pushes electron density towards the nitro group. This increased 

electron density provides and increased affinity of the nitro group towards the catalyst surface, 

thereby increasing the observed rate at which the substrate is taken out of solution. 

Resonance within the meta substituted chloronitrobenzene the resonance stabilisation does not 

cause an increased electron density on the nitro group (Fig. 5.5). This instability caused by the 

induction requires a greater energy than that of the ortho or para positions, therefore it only 

occurs at increased reaction temperatures. 

 

Figure 5. 4: Resonance displayed by 3-chloronitrobenzene (meta). 
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The resonance shown by the meta substituted chloronitrobenzene does not push electron 

density onto the nitro group, thereby, deactivating it relative to the para and ortho substituted 

nitrobenzenes. This deactivation leads to a relative decrease in initial rate between the meta 

substituted and ortho, para substituted nitrobenzenes. 

   5.2.1.2 Halogen series effect 

As discussed in the previous section the para position of a substituent group has an influence 

on the activation or deactivation of the nitro group. To study this activation/deactivation effect 

various para halogenated nitrobenzenes were studied, using the optimised system (Chapter 4), 

to determine the effect of the para substituent on the catalysts conversion of substrate or the 

selectivity towards the desired aniline product. Halogens were chosen as the para substituent 

due to the electron donating or electron withdrawing nature across the series. Fluorine is 

relatively electron withdrawing due to its high electron negativity and iodine being moderately 

electron donating due to the diffuse outer electron shells being readily conjugated into the π 

system. 

The reactions studied to determine the effect of electron donation on the catalytic 

characteristics, were carried out using 50 mL of a solution containing 2.5 mmol of 

chloronitrobenzene substrate and 5 mmol of toluene internal standard, with 25 mg of FeS2 

pyrite catalyst. The reactions were heated at 60 °C and reduced using 1 ml of hydrazine 

monohydrate. The conversion of substrate in 2 hours and the selectivity towards the substituted 

aniline product is shown in table 5.2. 
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Substrate 

Conversion of 

substrate at 2 hours 

(%) 

Selectivity towards 

substituted aniline 

(%) 

4-fluoronitrobenzene 100.0 99.8 

4-chloronitrobenzene 99.9 100.0 

4-bromonitrobenzene 99.9 100.0 

4-iodonitrobenzene 100.0 99.9 

Table 5.11: conversion of substrate and selectivity towards the desired substituted aniline product for hydrogen 

transfer reactions of various para halogenated nitrobenzenes, using hydrazine monohydrate as a reducing 

agent. 

The results for the conversion and selectivity of each of the para halogen substituted 

nitrobenzenes, showed little variation in the conversion or selectivity of the FeS2 catalyst 

despite the electron donating effect of the substrate material. The electronic effects of the 

halogen showed very little influence on the selectivity of the catalyst this is promising as it 

indicates that the nature of the para substituent has very little influence on the final selectivity 

in product distribution.  

As mentioned in section 4.2.1.1, the orientation of the substrate relative to the catalyst material 

is key to influencing the selectivity of the catalyst. In the case of halogenated nitrobenzenes 

there is a marked decrease in the bond strength as the halogen is changed from fluorine to 

iodine, with the carbon iodine bond being weakest with a bond energy of 209 kJ mol−1 

compared to a carbon fluorine bond being 536 kJ mol−1.278 The decrease in relative bond energy 

across the halogenated nitrobenzenes should have led to a corresponding decrease in 

selectivity. However, due to the theorised interaction of the substrate molecule on the catalyst 

surface (discussed in Section 4.2.1.1), there is a greater distance between the carbon halogen 

bond and the catalyst active site. Therefore, the carbon halogen bond cannot be reacted. As 

such the selectivity of the system is not reduced regardless of the substrate compound. 
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The electron withdrawing and donating effect of the halogens is more clearly displayed when 

the initial rate of reaction is considered. Fig. 5.6 shows how the initial rate of reaction can be 

correlated to the atomic radius and the electron donating/withdrawing properties of the halogen. 

Fluorine, the smallest halogen, has the highest electronegativity and is the most electron 

withdrawing halogen. Iodine by contrast is the largest, with the most electron donating pressure 

due to its diffuse outer electron shells.279 

 

Figure 5. 5: Initial rate of reaction for various para halogenated nitrobenzenes in a hydrogen transfer reaction 

over FeS2 catalyst using hydrazine monohydrate as a reducing agent. Reaction profile plots shown in Appendix 

16-19. 

In the graph displayed in Fig. 5.6, there is a plateau in the initial rate of halogenated 

nitrobenzene reduction observed between fluorine and chlorine substituted nitrobenzenes. This 

plateau may be caused by the electron withdrawing nature of fluorine and the relative inertness 

of the chlorine, being only weakly electron donating. This effect is shown in Fig. 5.7. 
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Figure 5. 6: Resonance structures from the electron withdrawing group in the para position relative to the nitro 

group. 

The electron withdrawing effect of fluorine leads to the withdrawing of electron density form 

the ring making the ring more susceptible to nucleophilic attack. However, as there is no 

nucleophilic attack occurring in this reaction, this effect does not aid in the binding of the 

nitrobenzene to the catalyst surface. Therefore, the relative reaction rate appears lower in 

comparison to the other halogenated nitrobenzenes. As chlorine is only weakly electron 

donating the effect of the donation on the promotion of the nitrobenzene reduction is not 

pronounced. 

The electron donation and promotion of the nitrobenzene reduction becomes more pronounced 

with a bromine or iodine substituent. The relative initial rate becomes much higher relative to 

fluorine and chlorine substituted nitrobenzene reduction, possibly due to the proposed electron 

donating resonance effect, as shown in Fig. 5.8. 

 

Figure 5. 7: Resonance structures of moderately electron donating halogens in the para position relative to the 

nitro group. 

The resonance provided by the moderately electron donating bromine and iodine substituents 

pushes a greater electron density onto the nitro group (Fig. 5.8). The nitro group can then more 

readily be bound to the catalyst surface, thereby giving a greater observed rate of reaction as 

the catalyst substrate interaction becomes stronger. 
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   5.2.1.3 Overall effect of substituent 

The results obtained from studying the effect of different substituents on the hydrogen transfer 

catalytic performance of FeS2 pyrite, have shown that the relative position of the substituent 

has little effect on the overall conversion of the substrate or the selectivity of the final product 

towards the substituted aniline. However, when studying the initial rate of reaction more 

closely there is a distinct decrease in the relative initial rate when the substituent group is in 

the 3 (meta) position relative to the nitro group. This was determined to be due to the resonance 

observed in the 2 (ortho) and 4 (para) substituted nitrobenzenes. Resonance in these positions 

pushes electron density towards the nitro group, thus giving the nitro group a greater affinity 

for the catalyst surface. As such the relative rate of reaction in the 2 and 4 positions is observed 

to be greater than the 3 position where resonance does not push the electron density onto the 

nitro group. 

Resonance was also observed when studying the effect that a 4 (para) halogenated nitrobenzene 

has. This effect was observed to increase greatly the initial rate of reaction when the halogen 

is bromine or iodine. Resonance is greater with a bromine or iodine substituent due to the 

diffuse outer electron shells of these halogens, which are donated into the π system of the 

nitrobenzene. This resonance pushes electron density towards the nitro group resulting in an 

increased reaction rate. Fluorine is mildly electron withdrawing and as such it does not display 

this activation effect in relation to the reduction of the nitrobenzene. As such the rate is reduced 

in comparison to other halogenated nitrobenzenes.  

The investigation of various halogenated nitrobenzenes substrates suggests that FeS2 may 

display promising selective hydrogen transfer catalytic properties for a range of differing 

substrates. As the relative position or nature of the substituent group did not impact the 

selectivity of the catalyst,  this system may be applied to the reduction of other substrates, such 
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as sulfates, sulfides and sulfoxide containing nitrobenzenes, due to the difficulty in selective 

reduction of these compounds using more traditional catalysis routes (section 6).280, 281 

  5.2.2 Screening of other potential hydrogen donors 

Hydrazine is toxic and corrosive, as such it requires careful handling, hence it carries the 

potential of being environmentally damaging. Yet, it has been shown to be an effective 

reducing agent requiring less energy for efficient reduction when compared to more traditional 

hydrogenation by hydrogen at elevated pressure.250, 251, 282 Furthermore, it is a chemical widely 

used in industry, hence appropriate handling procedures are available and well known. In this 

thesis the great potential of hydrazine monohydrate as a reducing agent for transfer 

hydrogenation reactions. 

The use of hydrazine monohydrate as a reducing agent in the reduction of 4-CNB via a transfer 

hydrogenation, showed a conversion of substrate >99.9 %, with a selectivity towards 4-CAN 

of 100 %. This high level of conversion and selectivity would be used as a benchmark which 

other reducing agents would be compared to.  

The use of  alternative hydrogen transfer reagents was investigated, such as  using alcohols and 

acids, which had previously shown potential in hydrogen transfer reductions on 

nitrobenzenes.66, 73, 136, 137, 283 The conditions under which the test reactions were carried out 

were those optimised in chapter 4, 25 mg FeS2 pyrite catalyst, 50 ml of a 0.05 M 4-CNB 

solution in ethanol, 20 mmol reducing agent, 60 °C reaction temperature, 2 hour reaction time. 

The results of these tests are shown in table 5.3.  
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Table 5.12: Hydrogen donor compounds used in the selective transfer hydrogenation of 4-chloronitrobenzene to 

4-chloroaniline, a) 5 mmol addition of a KOH base co-catalyst. Reaction profile plots shown in Appendix 16,20-

26. 
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   5.2.2.1 Alcoholic hydrogen donors 

The use alcohols in the reduction of nitrobenzenes has been widely explored, yet in many cases 

they require long reaction times (24 – 72 hours) to obtain acceptable conversion of the substrate 

material.284 The activation of alcohols traditionally requires the use of a platinum group metal 

(PGM, Rh, Pt, Pd or In) either in homogeneous or heterogenous mode. In addition, a co-catalyst 

is required in order to aid in the activation of the alcohol, typically  a base such as KOH or 

NaOH.66, 285 In this work, alcoholic hydrogen donors would be paired with a 5 mmol of KOH, 

to determine the effect the base has on the hydrogen transfer. 

The alcohols that were studied in this work were glycerol and isopropanol, due to their wide 

use in previous work, in addition to their potential as green hydrogen donor compounds, with 

and without the addition of a 5 mmol KOH solution as co-catalyst.40, 66, 128, 285, 286  

It was clear from what was obtained that the alcoholic hydrogen donor compounds did not 

display similar performance to that obtained with hydrazine monohydrate (Table 5.3). Glycerol 

was not activated under either condition, possibly due to the intrinsic acidity of FeS2 pyrite 

surface due to surface thiol groups. This acidity intrinsic to FeS2 is neutralised by the addition 

of base, allowing for the deprotonation and transfer of hydrogen from the glycerol molecule 

onto the substrate. In the absence of the base, pyrite did not display the ability to activate 

glycerol and no reaction occurred. Isopropanol showed a low conversion (6.1 %) of 

nitrobenzene over the pyrite catalyst. However, when the base was added as a co-catalyst, the 

active sites became neutralised by the base thereby lowering the activity of the catalyst towards 

the activation of isopropanol.66, 283 Under the basic conditions the conversion of 4-CNB was 

reduced to just 2.0 %, relative to 6.1 % conversion when there was no base present. The 

conversion of 4-CNB remained comparatively low for isopropanol, yet the selectivity towards 

the 4-CAN product was maintained at 100 %. However, when the base was present the 

selectivity was reduced to 99.2 %, this may have been due to the deactivation of some of the 
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active sites, allowing for the 4-CNB to bind in orientations that allowed for the cleaving for the 

chloro substituent. Maintenance of a total selectivity towards the 4-CAN product by the FeS2 

pyrite catalyst showed that the nature of the reducing agent did not affect the overall selectivity 

of the catalyst and that the base had a slight deactivating effect on the pyrite, possibly due to 

the neutralisation of some acidic pyrite active sites. 

   5.2.2.2 Acidic reducing agent 

Certain organic acids are another commonly used reducing agent for the reduction of organic 

compounds.136, 137 Most commonly used is formic acid, this is due to the degradation product 

of the acid being carbon dioxide (CO2) which then diffuses out of the reaction solution, 

therefore, does not require an additional separation from the reaction.136, 137 Formic acid is a 

strong reducing agent than alcohols due to its low pKa value and readily activated C-H bond 

that can be used in the transfer of hydrogen from one molecule to another. 

The acids studied in this section are formic acid, acetic acid and hypophosphorus acid. These 

were selected due to their prevalence in organic reductions.15, 155 Due to the prevalence of 

formic acid in the reduction of organic compounds it was studied more closely as a potential 

to replace hydrazine in the reaction. 

It was found that formic acid is weakly activated by the FeS2 pyrite catalyst, converting 2.0 % 

of the 4-CAN, yet, maintaining 100 % selectivity towards 4-CAN. The small amount of 

conversion observed with a formic acid hydrogen donor may be due to the acidity of the pyrite, 

which may have been buffered by the formic acid therefore preventing any meaningful 

conversion of CNB. 

There was no observed reaction when acetic acid or hypophosphorus acid was used as 

hydrogen donor compounds. This was believed to be due to a buffering effect similar to that 

observed with formic acid. The acetic acid does not decompose to a stable by-product 
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deprotonating into the acetate ion, which cannot react further without significant energy. 

Utilising hypophosphorus acid in reducing compounds that do not release water as a product 

of the reduction process, such as alkynes or carbonyls, allows for the activation of the 

hydrogen-phosphorus bonds within the hypophosphorus acid.155 Any potential released oxygen 

driving the formation of phosphoric acid.155 As the water by product from nitroarene reduction 

captures the oxygen, it cannot be reacted with the hypophosphorus acid driving the reduction 

forwards, as such the reaction did not proceed. 

   5.2.2.3 Comparisons of active hydrogen donors with hydrazine 

From the comparison of the outcomes of the test reactions in table 5.1 and the discussion in 

sections 5.2.2.1 and 5.2.2.2, showed that isopropanol and formic acid show selectivities of 100 

%, fully comparable with the selectivity of FeS2 pyrite nanoparticles, when hydrazine was used 

as a reducing agent. However, all the alternative hydrogen transfer reagents displayed 

negligible conversion of p-CNB after the two-hour reaction time frame. This may have been 

due to the stringent reaction time frames, however, as this was a key advantage of the use of 

hydrazine extending the reaction time frame was unnecessary for comparison. Literature has 

stated that isopropanol has been used to reduce nitrobenzenes in a 24 – 72 hour time frame, a 

much longer time compared to that obtained using hydrazine monohydrate. 

Hydrazine offered almost complete, 99.9 %, conversion of 4-CNB with 100 % selectivity 

towards the desired 4-CAN product. As such this will the be reducing agent of choice in future 

work. 

 5.3 Conclusions 

FeS2 pyrite has been shown to be highly active in the reduction of 4-chloronitrobenzene under 

a well optimised reaction using hydrazine monohydrate as a hydrogen donor compound. This 

optimised reaction has been applied to a range of halogenated nitrobenzenes with various 
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relative positioning of the halogen to the nitro group. These reactions showed that FeS2 under 

these conditions maintained near 100 % conversion of the substrate material with a near 100 

% selectivity towards the substituted aniline product. Minor differences were observed between 

compounds however, the end results were similar. 

Substrates with differing relative positions of the halogen were demonstrated to be comparable 

at the end reaction time point. Yet, the observed initial rate of reaction of each was shown to 

vary, with the meta position showing a distinct decrease in relative reaction rate compared to 

the ortho and para positions. The inductive effect and resonance caused by the donating or 

withdrawing electron density to and from the aromatic ring was determined to be the key factor 

distinguishing each substrate. As with ortho and para halogenated nitrobenzenes, this electron 

density is pushed onto the nitro group thereby activating it towards the catalyst surface. 

Conversely, in the meta halogenated nitrobenzene this electron density is not directed towards 

the nitro group, therefore not aiding the nitro group in binding to catalyst, thus the observed 

rate of a meta substituted nitrobenzene is observed to be lower than that of the ortho and para 

halogenated nitrobenzenes. 

The inductive effect and resonance was determined to be the key factor affecting the observed 

rate differences between different para halogenated nitrobenzenes. The lowest initial rate 

obtained from a para fluorinated nitrobenzene was due to the electron withdrawing nature of 

fluorine which prevented the directing of electron density towards the nitro group. Thus, the 

nitro group was deactivated relative to the other para halogenated nitrobenzenes. The activation 

was greater in the iodo and bromo nitrobenzenes, as the diffuse outer electrons of these groups 

donate their electrons strongly into the π system of the nitrobenzene, pushing electron density 

onto the nitro group which then gains a greater affinity towards the catalyst surface, thereby 

activating the nitro group for reduction. 
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The selectivity of the catalyst towards the substituted aniline product was maintained across all 

nitrobenzenes studied, thus showing that the inductive effect and resonance within the molecule 

does not affect the mode of action on the catalyst surface. Therefore, it may be that other 

substrates with different substituent groups may be used as potential substrates in future work, 

with possible other groups including sulfide, sulfate and sulfoxide groups that are currently 

difficult to avoid reducing under current hydrogenation conditions. 

The use of different hydrogen donor compounds was explored with several alcohols and 

organic acids studied. The results obtained from studying these hydrogen donors in the 

presence of the FeS2 pyrite catalyst showed that they were ineffective in the reduction of 4-

chloronitrobenzene under the reaction conditions used for hydrazine monohydrate reactions. 

However, those hydrogen donors that did produce a small amount of substrate conversion, 

namely isopropanol and formic acid, did show that the catalyst maintained 100 % selectivity 

towards the desired substituted aniline product. As such in future experiments different amine 

based reducing agents may be explored to determine their effectiveness in the reduction of 

nitrobenzenes over the FeS2 catalyst. 

In this chapter, many substrates have been explored to determine the effect the substituent and 

relative positioning of this substituent has on the initial rate, conversion and selectivity of the 

reduction using an FeS2 catalyst and hydrazine monohydrate as a hydrogen donor compound, 

in addition, to studying other potential hydrogen donor compounds such as organic acids and 

alcohols.  
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Chapter 6 Conclusions and Future Work 

6.1 Conclusions 

6.1.1 Metal sulfide synthesis 

A flexible solvothermal synthesis method has been developed which, by altering the metal 

precursor and capping agent, can produce a single-phase iron pyrite with other transition metal 

sulfides being synthesised with impurity phases. The optimum solvothermal reaction conditions 

for producing single phase metal sulfides were found to be 15 mmol sulfur and 2.5 mmol of 

metal acetate, with 20 mL of ethanol as a solvent and 10 mL of oleylamine capping agent. 

Reaction temperature was 160 °C for 12 hours, with particles separated by centrifugation, 

washing with a mixture of hexane and ethanol. 

 This method has been demonstrated to produce monodisperse FeS2 pyrite (space group Pa3̅) 

with an elongated shape with lengths 3-5 nm. The method was applied to the synthesis of NiS2 

pyrite (Pa3̅) producing similarly shaped particles with lengths of 5 nm.  

Altering the capping agent used in the solvothermal synthesis from oleylamine to dodecane 

thiol produced a single phase FeS2 marcasite (Pnnm). The obtained FeS2 marcasite particles 

had anisotropic shape with two distinct morphologies making particle size determination 

difficult. The difficulty in measuring FeS2 marcasite particle size was compounded by the lack 

of stability, as after just two weeks the material had begun to degrade into a mixed marcasite 

and pyrite material. Reactions were carried out in the absence of oleylamine. The particles 

obtained in the absence of a capping agent were a single phase FeS2 pyrite nanoparticle material, 

particles have a spherical morphology with size of 16 ± 1 nm. Particles in the absence of 

oleylamine showed a tendency to aggregate together forming large ~0.75 μm aggregates, this 

is seen to a much lesser degree with oleylamine present. 
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6.1.2 Optimisation of the FeS2 catalytic system 

The synthesised FeS2 nanoparticles were successfully applied as a catalyst for the selective 

hydrogenation of 4-chloronitrobenzene, via a hydrogen transfer reaction using hydrazine 

monohydrate as a hydrogen donor compound. The heterogeneous hydrogen transfer was 

carried out within a two-hour reaction timeframe, using ethanol as a solvent, hydrazine 

monohydrate as a hydrogen donor, a catalyst loading of 25 mg and a reaction temperature of 

60 °C. These parameters were optimised using 4-chloronitrobenzene as a test substrate, with a 

view of reaching the best compromise between reaction performance and sustainability.  

Studies were carried out to determine the mechanism of action of FeS2 as a catalyst. A hot 

filtration was carried out to determine if any of the Fe (II) ions had leeched from the FeS2 and 

if these leeched ions played a role in the catalysis. After a hot filtration, the reaction ceased 

with no further 4-chloroaniline production after the catalyst was removed. Importantly this 

demonstrated that FeS2 nanoparticles play a purely heterogeneous role in the catalysis, not a 

potential homogeneous role as previously reported. Recyclability of FeS2 nanocatalyst was 

tested over multiple reaction cycles, with no catalyst treatment between reaction cycles. The 

recyclability study demonstrated that FeS2 nanoparticles used as a catalyst showed little 

degradation over 3 usage cycles, with noticeable reactivity differences only becoming apparent 

in after 4 reaction cycles. Analysis of the material after this recyclability study showed possible 

changes to the crystallinity of the pyrite post reaction. However, the pyrite crystal structure or 

the surface characteristics of the catalyst showed little change, indicating that there had been 

minimal structural or chemical changes after repeated use without reactivation between 

reaction cycles.  

Comparative reactions using FeS2 and NiS2 nanoparticles were carried out as catalysts for the 

selective hydrogenation of 4-chloronitrobenzene to determine the role of the metal centre in 

the catalyst crystal structure. It was found that the NiS2 nanoparticles were inactive in the 
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catalysis of 4-chloronitrobenzne reduction by hydrogen transfer. This was theorised to be due 

to the differences in the electronic structure of the two materials. Fe can readily undergo a 

redox reaction between Fe (II) and Fe (III), however, Ni cannot. Therefore, the reaction with 

Fe based pyrite can facilitate the catalytic hydrogen transfer reaction whereas Ni is inactive in 

the reduction of the NO2 group. 

6.1.3 FeS2 catalytic system further development 

FeS2 pyrite nanoparticles were shown to be highly active in the hydrogen transfer reduction of 

4-chloronitrobenzene using hydrazine monohydrate as a hydrogen donor compound. FeS2 

pyrite nanoparticles were applied in the catalytic hydrogen transfer reduction of a wider range 

of halogenated nitrobenzenes with various relative positioning of the halogen to the nitro group. 

These reactions showed that FeS2 under these conditions maintained near 100 % conversion of 

the substrate material with a near 100 % selectivity towards the substituted aniline product. 

Minor differences in reactivity and catalyst effectiveness were observed between compounds 

however, the end results were similar. 

Substrates with differing relative positions of the halogen were comparable at the end reaction 

time point. Yet, the observed initial rate of reaction of each was shown to vary, with the meta 

position showing a distinct decrease in relative reaction rate compared to the ortho and para 

positions. 

The selectivity of the catalyst towards the substituted aniline product was maintained across all 

substrates studied, thus showing that the inductive effect or resonance within the molecule does 

not affect the mode of action once adsorbed to the catalyst surface. However, the electronic 

effects do somewhat determine the affinity a given substrate has towards the catalyst surface, 

thus, reducing the observed initial rate of reaction for these substrates. 
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The use of different hydrogen donor compounds was explored with several alcohols and 

organic acids studied, to determine what hydrogen donors were suitable for the hydrogen 

transfer reduction reaction. The results obtained from studying these hydrogen donors in the 

presence of the FeS2 pyrite catalyst showed that they were ineffective in the reduction of 4-

chloronitrobenzene under the reaction conditions used for hydrazine monohydrate reactions.  

6.2 Future Work 

Further development of transition metal sulfides for use as catalysts will be investigated as 

discussed in Section 3.4.2. The solvothermal method developed in this thesis has been applied 

to the successful synthesis of 5 first row transition metal sulfides. The most promising, not yet 

tested, metal sulfides synthesised were CuS and MnS, and these compounds may have potential 

uses in catalysis. Developing the synthesis method for CuS and MnS, may produce catalysts 

with a wide range of crystal structures and metal sulfur ratios, which may be tailored to produce 

highly active catalysts for both reduction and oxidation catalysts.  

The presence of Fe3S4 within some FeS2 syntheses is another area of exploration in the search 

for potential new catalysts. Being isostructural to Fe3O4, which has been demonstrated to show 

catalytic properties for various reactions, whilst being magnetically recoverable, Fe3S4 has been 

predicted to show similar catalytic properties. However, due to its instability and difficulty in 

separation from FeS2 it has thus far been difficult to characterise its catalytic potential. Further 

development of the solvothermal synthesis method may give rise to selective phase control in 

the final product precipitate. 

The application of FeS2 as a catalyst in the selective hydrogen transfer reduction of nitroarenes 

will also be explored in greater depth. From what was found in Section 5.2, it has been deduced 

that other substrates with different substituent groups may be used as potential substrates in 

future work, with possible other groups including sulfide, sulfate and sulfoxide groups that are 
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currently difficult to avoid reducing under current hydrogenation conditions. Whilst other 

aromatic substrates such as pyridines, furans and naphthalenes may also be possible substrates 

for future development and demonstration of metal sulfides as catalysts. 

Other studies will involve the investigation of FeS2 and other metal sulfides in the oxidation of 

organic molecules. Previous studies have indicated the potential of FeS2 in oxidation catalysis. 

However, this catalyst is short lived and rapidly oxidised to iron oxide in the process. It may be 

that other metal sulfides show a greater stability within catalytic oxidation reactions, but this 

has not been reported as yet. 
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Appendices 

 

Appendix 1: Screenshots shown an example chromatogram at different scales of an aliquot from the selective 

hydrogenation of 4-chloronitrobenzene, the resolution of the nitrobenzene and aniline peaks have been shown to 

demonstrate good peak resolution. 

 

 

Appendix 2: Calibration curve obtained for 4-fluoronitrobenzene. Solutions of 4-fluoronitrobenzene prepared in 

ethanol with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 
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Appendix 3: Calibration curve obtained for 4-fluoroaniline. Solutions of 4-fluoroaniline prepared in ethanol 

with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 

 

 

Appendix 4: Calibration curve obtained for 4-chloronitrobenzene. Solutions of 4-chloronitrobenzene prepared 

in ethanol with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 

 

 

Appendix 5: Calibration curve obtained for 4-chloroaniline. Solutions of 4-chloroaniline prepared in ethanol 

with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 
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Appendix 6: Calibration curve obtained for 4-bromonitrobenzene. Solutions of 4-bromonitrobenzene prepared 

in ethanol with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 

 

 

Appendix 7: Calibration curve obtained for 4-bromoaniline. Solutions of 4-bromoaniline prepared in ethanol 

with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 

 

 

Appendix 8: Calibration curve obtained for 4-iodonitrobenzene. Solutions of 4-iodonitrobenzene prepared in 

ethanol with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 



217 | P a g e  

 

 

 

Appendix 9: Calibration curve obtained for 4-iodoaniline. Solutions of 4-iodoaniline prepared in ethanol with a 

0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 

 

 

Appendix 10: Calibration curve obtained for 3-chloronitrobenzene. Solutions of 3-chloronitrobenzene prepared 

in ethanol with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 
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Appendix 11: Calibration curve obtained for 3-chloroaniline. Solutions of 3-chloroaniline prepared in ethanol 

with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 

 

 

 

Appendix 12: Calibration curve obtained for 2-chloronitrobenzene. Solutions of 2-chloronitrobenzene prepared 

in ethanol with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 

 

 

Appendix 13: Calibration curve obtained for 2-chloroaniline. Solutions of 2-chloroaniline prepared in ethanol 

with a 0.1 M toluene standard, peak areas measured as a ratio and calibration curve plotted. 
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Appendix 14: Reaction profile plot of the catalytic hydrogen transfer reaction of 2-chloronitrobenzene (blue) to 

2-chloroaniiline (orange) with mass balance shown in yellow. 25 mg of catalyst loading, reaction carried out at 

60 °C in ethanol, 20 mmol of hydrazine monohydrate used as hydrogen donor compound. 

 

 

Appendix 15: Reaction profile plot of the catalytic hydrogen transfer reaction of 3-chloronitrobenzene (orange) 

to 3-chloroaniiline (blue) with mass balance shown in yellow. 25 mg of catalyst loading, reaction carried out at 

60 °C in ethanol, 20 mmol of hydrazine monohydrate used as hydrogen donor compound. 
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Appendix 16: Reaction profile plot of the catalytic hydrogen transfer reaction of 4-chloronitrobenzene (blue) to 

4-chloroaniiline (orange) with mass balance shown in grey. 25 mg of catalyst loading, reaction carried out at 

60 °C in ethanol, 20 mmol of hydrazine monohydrate used as hydrogen donor compound. 

 

 

Appendix 17: Reaction profile plot of the catalytic hydrogen transfer reaction of 4-fluoronitrobenzene (blue) to 

4-fluoroaniiline (orange) with mass balance shown in grey. 25 mg of catalyst loading, reaction carried out at 60 

°C in ethanol, 20 mmol of hydrazine monohydrate used as hydrogen donor compound. 

 

 

Appendix 18: Reaction profile plot of the catalytic hydrogen transfer reaction of 4-bromonitrobenzene (blue) to 

4-bromoaniiline (orange) with mass balance shown in grey. 25 mg of catalyst loading, reaction carried out at 

60 °C in ethanol, 20 mmol of hydrazine monohydrate used as hydrogen donor compound. 
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Appendix 19: Reaction profile plot of the catalytic hydrogen transfer reaction of 4-iodonitrobenzene (blue) to 4-

iodoaniiline (orange) with mass balance shown in grey. 25 mg of catalyst loading, reaction carried out at 60 °C 

in ethanol, 20 mmol of hydrazine monohydrate used as hydrogen donor compound. 

 

 

Appendix 20: Reaction profile plot of the catalytic hydrogen transfer reaction of 4-chloronitrobenzene (blue) to 

4-chloroaniiline (green) using glycerol as a hydrogen donor. 25 mg of catalyst loading, reaction carried out at 

60 °C in ethanol, 20 mmol of glycerol used as hydrogen donor compound. 

 

 

Appendix 21: Reaction profile plot of the catalytic hydrogen transfer reaction of 4-chloronitrobenzene (blue) to 

4-chloroaniiline (orange) using glycerol as a hydrogen donor and KOH as a co catalyst. 25 mg of catalyst 

loading, reaction carried out at 60 °C in ethanol, 20 mmol of glycerol and  used as hydrogen donor compound. 
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Appendix 22: Reaction profile plot of the catalytic hydrogen transfer reaction of 4-chloronitrobenzene (blue) to 

4-chloroaniiline (grey) using isopropanol as a hydrogen donor. 25 mg of catalyst loading, reaction carried out 

at 60 °C in ethanol. 

 

 

Appendix 23: Reaction profile plot of the catalytic hydrogen transfer reaction of 4-chloronitrobenzene (blue) to 

4-chloroaniiline (grey) using isopropanol as a hydrogen donor and 5 mmol of KOH as a co catalyst. 25 mg of 

catalyst loading, reaction carried out at 60 °C in ethanol. 

 

 

Appendix 24 Reaction profile plot of the catalytic hydrogen transfer reaction of 4-chloronitrobenzene (blue) to 

4-chloroaniiline (green) using formic acid as a hydrogen donor. 25 mg of catalyst loading, reaction carried out 

at 60 °C in ethanol, 20 mmol of formic acid used as hydrogen donor compound. 
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Appendix 25 Reaction profile plot of the catalytic hydrogen transfer reaction of 4-chloronitrobenzene (blue) to 

4-chloroaniiline (green) using acetic acid as a hydrogen donor. 25 mg of catalyst loading, reaction carried out 

at 60 °C in ethanol, 20 mmol of acetic acid used as hydrogen donor compound. 

 

 

Appendix 26 Reaction profile plot of the catalytic hydrogen transfer reaction of 4-chloronitrobenzene (blue) to 

4-chloroaniiline (green) using hypophosphorus acid as a hydrogen donor. 25 mg of catalyst loading, reaction 

carried out at 60 °C in ethanol, 20 mmol of hypophosphorus acid used as hydrogen donor compound. 
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