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HIGH-DIMENSIONAL LIMIT THEOREMS

FOR RANDOM VECTORS IN ℓn
p -BALLS

ZAKHAR KABLUCHKO, JOSCHA PROCHNO, AND CHRISTOPH THÄLE

Abstract. In this paper, we prove a multivariate central limit theorem for ℓq-norms of high-
dimensional random vectors that are chosen uniformly at random in an ℓn

p -ball. As a conse-
quence, we provide several applications on the intersections of ℓn

p -balls in the flavor of Schecht-
man and Schmuckenschläger and obtain a central limit theorem for the length of a projection of
an ℓn

p -ball onto a line spanned by a random direction θ ∈ S
n−1. The latter generalizes results ob-

tained for the cube by Paouris, Pivovarov and Zinn and by Kabluchko, Litvak and Zaporozhets.
Moreover, we complement our central limit theorems by providing a complete description of
the large deviation behavior, which covers fluctuations far beyond the Gaussian scale. In the
regime 1 ≤ p < q this displays in speed and rate function deviations of the q-norm on an ℓn

p -ball
obtained by Schechtman and Zinn, but we obtain explicit constants.

1. Introduction and main results

Understanding geometric structures in high dimensions has become increasingly important and
the last decade has seen a number of breakthrough results, many of a probabilistic flavor, that un-
fold various unexpected phenomena as well as a certain regularity that occurs in high-dimensional
spaces. At the very heart of these discoveries lies the young theory of Asymptotic Geometric
Analysis, where deep ideas and methods from analysis, geometry and probability theory meet
in a highly non-trivial way. More information on this vivid and promising field can be found,
for instance, in the survey articles [14, 15] and the recent monographs [4, 5].
Historically, the first high-dimensional central limit theorem was the result of Poincaré and Borel,
showing that the distribution of the first k coordinates of a uniformly distributed random point
in the n-dimensional Euclidean ball or on the Euclidean sphere converges to a k-dimensional
Gaussian distribution as n → ∞, see [10] (including a historical discussion) and also [28] for
the case that k grows simultaneously with n. Arguably one of most prominent results in this
direction is Klartag’s central limit theorem for convex bodies [19, 20], a geometric counterpart to
the classical central limit theorem. Roughly speaking, it says that most k-dimensional marginals
of a random vector uniformly distributed in a convex body are approximately Gaussian, provided
that k = k(n) < nκ with κ < 1/14. This central limit theorem for convex bodies was already
conjectured by Anttila, Ball and Perissinaki in [2] (for k = 1), where it has been verified for
the case of uniform distributions on convex sets under some additional assumptions. Recent
years have seen emerging several other central limit phenomena for various quantities arising
in Asymptotic Geometric Analysis. For instance, Paouris, Pivovarov and Zinn [22] obtained
a central limit theorem for the volume of k-dimensional random projections (k fixed) of the
n-dimensional cube as the space dimension n tends to infinity. In the particular case that k = 1,
their result passes over to a central limit theorem for the ℓ1-norm ‖θ‖1 of a point θ ∈ S

n−1

chosen uniformly at random. Independently and by a different method this has also been
obtained in [16, Theorem 3.6] by Kabluchko, Litvak and Zaporozhets. It is one of the main
goals of the present paper to complement the former geometric motivated central limit results
and to explore further the Gaussian fluctuations within the latter framework. More precisely, we
prove a multivariate central limit theorem for the ℓq-norm of high-dimensional random vectors
that are chosen uniformly at random in an ℓn

p -ball B
n
p , thereby deriving a multi-dimensional

version of a result of Schechtman and Schmuckenschläger [23] and Schmuckenschläger [26]. Our
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central limit theorem is accompanied by several applications on the geometry of ℓn
p -balls in the

flavor of Schechtman and Schmuckenschläger. Moreover, for special constellations of the involved
parameters p and q we also observe non-central limiting behaviors with exponential or Gumbel
limiting distributions.
While central limit theorems underline the universal behavior of Gaussian fluctuations, it is
widely known in probability theory that the large deviation behavior, where one considers fluc-
tuations far beyond the scale of the central limit theorem, is much more sensitive to the involved
random elements. In the field of Asymptotic Geometric Analysis, the so-called large deviation
principle (LDP) only recently entered the stage. The main motivation to study these for random
vectors uniformly distributed in convex bodies is to access non-universal features that remain
‘unseen’ when normal fluctuations are considered, and therefore to unveil properties that allow
to distinguish between different convex bodies in high-dimensions. In [12], the authors proved
an LDP for 1-dimensional projections of random vectors uniformly distributed in the important
class of ℓn

p -balls. Their result, in the annealed case, was extended to the Grassmannian setting
of higher-dimensional subspaces in [1], where it was proved that the Euclidean norm of the
orthogonal projection of a random vector uniformly distributed in B

n
p onto a random subspace

satisfies an LDP. The key ingredient in the proof was a probabilistic representation in the spirit
of Schechtman and Zinn [24]. Since therein the rotational invariance of the Euclidean ball plays
an essential rôle it is not clear how the result can be extended to consider general ℓq-norms of
random vectors instead of the ℓ2-norm. In the spirit of this paper, where we do not consider or-
thogonal projections, but rather the norm of the random vectors itself, we are able to prove such
LDPs for ℓq-norms of sequences of random points that are chosen independently and uniformly
at random in an ℓp-ball for all possible regimes of p and q. This complements on the one hand
the study on central and non-central limit theorems in the first part of this paper and at the
same time contributes to the recent line of research on the large deviation behavior of geometric
quantities that appear in Asymptotic Geometric Analysis. Let us also remark that in the regime
1 ≤ p < q our large deviation principle in Theorem 1.3 displays exactly the behavior known from
the deviation result of Schechtman and Zinn [24, Theorem 3] (see also [25] and Naor’s work [21]).
In fact, our result is the asymptotic version of that of Schechtman and Zinn. Although neither
one implies the other, our result comes with explicit constants and, for deviation parameters z
from a fixed interval (compare with Subsection 2.5), our result is optimal and indeed stronger.
Let us now present the main theorems of this work. We start with the central and non-central
limit theorems and then present the corresponding large deviation counterparts. For p ∈ [1, ∞]
and x = (x1, . . . , xn) ∈ R

n, n ∈ N, we put

‖x‖p :=





( n∑
i=1

|xi|p
)1/p

: p < ∞
max

1≤i≤n
|xi| : p = ∞ .

By B
n
p we denote the unit ball in R

n with respect to the ‖ · ‖p-norm, that is,

B
n
p = {x ∈ R

n : ‖x‖p ≤ 1} .

Recall that a random variable is said to be p-generalized Gaussian (1 ≤ p < ∞) if it has a
density

fp(x) =
e−|x|p/p

2p1/pΓ(1 + 1/p)
, x ∈ R , (1.1)

with respect to the Lebesgue measure on R. We extend this definition to the case p = ∞ by
letting the ∞-generalized Gaussian be a random variable with uniform distribution on [−1, 1].
We refer to Section 3 for any unexplained notion or notation.

1.1. Main results – Part A: Central and non-central limit theorems. Let us introduce
the following quantities:

Mp(r) :=
pr/p

r + 1

Γ(1 + r+1
p )

Γ(1 + 1
p)

(p < ∞) , M∞(r) :=
1

r + 1
(1.2)
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and

Cp(r, s) := Mp(r + s) − Mp(r)Mp(s) ,

where r, s ≥ 0 and p ∈ [1, ∞]. As we shall see in Lemma 4.1 below, they represent moments and
covariances of p-generalized Gaussian random variables. We use the convention that M∞(∞) = 0
and C∞(∞, ∞) = C∞(∞, q) = 0.
Part (a) of the following result is the multivariate generalization of [26, Proposition 2.4]. We

denote by
d−→

n→∞
convergence in distribution as an involved parameter n tends to infinity.

Theorem 1.1. Let 1 ≤ p ≤ ∞ and d, n ∈ N. Assume that 1 ≤ q1 < . . . < qd ≤ ∞ and Z = Zn

is a random vector uniformly distributed in B
n
p .

(a) If p 6= qi for all i ∈ {1, . . . , d} and qd < ∞, then we have the multivariate central limit
theorem

√
n

(
n1/p−1/qi

‖Z‖qi

Mp(qi)1/qi
− 1

)d

i=1

d−→
n→∞ N ,

where N is a centered Gaussian random vector with covariance matrix C = (cij)d
i,j=1

and

cij =
Cp(qi, qj)

qiqjMp(qi)Mp(qj)
+

Cp(p, p)

p2
− 1

p

(
Cp(qi, p)

qiMp(qi)
+

Cp(qj, p)

qjMp(qj)

)

=






1
qiqj

(
Γ
(

1
p

)
Γ
( qi+qj+1

p

)

Γ
(

qi+1

p

)
Γ
( qj +1

p

) − 1

)
− 1

p : p < ∞
1

qi+qj+1 : p = ∞ .

(b) Assume that d = 1 and p = q := q1 ∈ [1, ∞]. Then, we have the non-central limit
theorem

n
(
1 − ‖Z‖q

) d−→
n→∞

E,

where E is an exponential random variable with mean 1.
(c) Assume that d = 1 and p ∈ [1, ∞). Then, we have the non-central limit theorem

n1/p

(p log n)
1
p

−1
‖Z‖∞ − A(p)

n
d−→

n→∞ G,

where

A(p)
n := p log n − 1

p

(
(1 − p) log(p log n) + p log K

))
with K =

1

p1/pΓ
(
1 + 1

p

)

and where G is a Gumbel random variable with distribution function FG(t) = e−e−t
,

t ∈ R.

1.2. Main results – Part B: Large deviation principles. We now present the main the-
orems on the scale of large deviations. The two regimes p > q and p < q need to be treated
differently as they exhibit a different behavior from a rate function and speed point of view. We
start with the case q < p.

Theorem 1.2. Assume that 1 ≤ p < ∞ and let Z be uniformly distributed on B
n
p . If 1 ≤ q < p,

the sequence ‖Z‖ := (n1/p−1/q‖Z‖q)n∈N satisfies an LDP with speed n and good rate function

I‖Z‖(z) =





inf
z=z1z2
z1,z2≥0

[I1(z1) + I2(z2)] : z ≥ 0

+∞ : otherwise .

Here

I1(z) =

{
− log z : z ∈ (0, 1]

+∞ : otherwise
and I2(z) =





inf
x≥0,y>0

x1/qy−1/p=z

Λ∗(x, y) : z ≥ 0

+∞ : z < 0 ,
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where Λ∗ is the Legendre-Fenchel transform of the function

Λ(t1, t2) := log

∫

R

et1|s|q+t2|s|p e−|s|p/p

2p1/pΓ(1 + 1/p)
ds .

The dual regime where q > p requires different methods, namely large deviations for sums of
so-called stretched exponentials. In that case, we have the following result, now with a fully
explicit rate function and a speed which is slower than the one of the regime q < p.

Theorem 1.3. Assume that 1 ≤ p < ∞ and let Z be uniformly distributed on B
n
p . If p < q < ∞,

then the sequence ‖Z‖ := (n1/p−1/q‖Z‖q)n∈N satisfies an LDP with speed np/q and good rate
function

I‖Z‖(z) =

{
1
p

(
zq − Mp(q)

)p/q
: z ≥ Mp(q)1/q

+∞ : otherwise .

In the regime where 1 ≤ p < ∞ the remaining case p = q leads to the following result.

Theorem 1.4. Assume that 1 ≤ p < ∞ and let Z be uniformly distributed on B
n
p . Then the

sequence ‖Z‖ := (‖Z‖p)n∈N satisfies an LDP with speed n and good rate function I1 defined in
Theorem 1.2.

In the special case that p = ∞, where the p-generalized Gaussian distribution reduces to the
uniform distribution on [−1, 1], we obtain the following theorem.

Theorem 1.5. Let Z be uniformly distributed on B
n
∞.

(a) If 1 ≤ q < ∞, the sequence ‖Z‖ := (n−1/q‖Z‖q)n∈N satisfies an LDP with speed n and
good rate function

I‖Z‖(z) =

{
J ∗(z) : z ≥ 0

+∞ : otherwise ,

where J ∗ is the Legendre-Fenchel transform of the function J (z) = 1
2

∫ 1
−1 ez|t|q dt.

(b) If p = q = ∞, the sequence ‖Z‖ := (‖Z‖∞)n∈N satisfies an LDP with speed n and good
rate function I1 defined in Theorem 1.2.

The rest of this paper is structured as follows. In Section 2, we discuss a number of applications
of our limit theorems and compare our large deviation results with the work of Schechtman and
Zinn [24, 25] and Naor [21]. Some notation and background material needed in the proofs of
the main results is collected in Section 3, while the two final sections, Sections 4 and 5, contain
the proofs of Theorems 1.1 – 1.5.
Those readers who are familiar with the notions and notation from Asymptotic Geometric Anal-
ysis and Probability Theory may directly continue with the next section, Section 2, and go
through the applications and comparisons presented there. Others may want to consult Section
3 first in which all necessary notation is introduced and some background material is collected.

2. Applications and Comparisons

It is the purpose of this section to present a number of applications of our multivariate central
limit theorem pertaining the geometry of ℓp-balls. First, we revisit a result of Schechtman and
Schmuckenschläger [23] (see also [26]), which is based on the 1-dimensional version of the central
limit theorem. This will then be extended to a multivariate set-up. In a similar spirit, we then
consider the intersection of two ‘almost neighboring’ ℓn

p -balls, before we present our central
limit theorem for the 1-dimensional projections of ℓn

p -balls, generalizing thereby a result from
[16, 22]. In the last subsection, we compare our large deviation principles with the deviation
and concentration results obtained by Schechtman and Zinn [24, 25] and Naor [21]. In what
follows, we denote by voln(·) the n-dimensional Lebesgue measure.
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2.1. Revisiting and extending a result of Schechtman and Schmuckenschläger. In this
subsection we discuss a first and direct consequence of the central limit theorem (part (a) of
Theorem 1.1) in its 1-dimensional form. We show that it implies a result of Schechtman and
Schmuckenschläger on the volume of the intersection of ℓn

p -balls [23] and recover another result
of Schmuckenschläger [26]. To keep the work as self-contained as possible, we also provide those
arguments in the proof of Corollary 2.1 that are similar to the original ones. In addition, below
we shall present an extension of this result.
For 1 ≤ p, q ≤ ∞ with p 6= q, let us define

mp,q := Mp(q)1/q

(recall the definition of Mp(r) from (1.2)) as well as the parameters

cp,n := n1/pvoln(Bn
p )1/n and cq,n := n1/qvoln(Bn

q )1/n .

Note that, as shown in [23],

cp,n → cp := 2e1/pp1/pΓ
(
1 +

1

p

)
and c∞,n → c∞ := 2

for p < ∞, as n → ∞, and similarly for cq,n. Let us further define

Ap,q,n :=
cp,n

mp,qcq,n
and Ap,q := lim

n→∞
Ap,q,n (2.1)

and observe that

Ap,q =





Γ(1+ 1
p

)1+1/q

Γ(1+ 1
q

)Γ( q+1
p

)1/q
e1/p−1/q

(
p
q

)1/q
: p, q < ∞

1
Γ(1+ 1

q
)

(
q+1
qe

)1/q
: p = ∞ and q < ∞ ,

which coincides with the constant in [23, 26]. The volume-normalized unit balls of ℓn
p and ℓn

q

shall be denoted by D
n
p := voln(Bn

p )−1/n
B

n
p and D

n
q := voln(Bn

q )−1/n
B

n
q , respectively.

Corollary 2.1. Let 1 ≤ p, q ≤ ∞ be such that q 6= p and q < ∞. Then, for all t ≥ 0,

voln
(
D

n
p ∩ tDn

q

)
→





1 : Ap,q t > 1
1
2 : Ap,q t = 1

0 : Ap,q t < 1 ,

(2.2)

as n → ∞.

Proof. Let t ≥ 0. For each n ∈ N there exists tn ≥ 0 such that

tn · Ap,q

Ap,q,n
= t . (2.3)

Since by definition Ap,q,n → Ap,q, as n → ∞, we see that tn → t. To treat the case where
Ap,qt = 1, we need to analyze the speed of convergence and, more precisely, show that the error

tends to zero faster than O( 1√
n

), as n → ∞. First, we note that by (3.1) below,

cp,n = n1/p
2Γ(1 + 1

p)

Γ(1 + n
p )1/n

and cq,n = n1/q
2Γ(1 + 1

q )

Γ(1 + n
q )1/n

and thus,

Ap,q,n =
n1/p−1/q

mp,q

Γ(1 + 1
p)

Γ(1 + 1
q )

Γ(1 + n
q )1/n

Γ(1 + n
p )1/n

.

Stirling’s formula says that, if z → ∞,

Γ(z + 1) =
√

2πz
(z

e

)z(
1 + O

(
1
z

))
.
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Therefore, we obtain

Ap,q,n =
n1/p−1/q

mp,q

Γ(1 + 1
p)

Γ(1 + 1
q )

(p

q

)1/(2n)( n

qe

)1/q( n

pe

)−1/p

(
1 + O

(
1
n

))1/n

(
1 + O

(
1
n

))1/n

=
1

mp,q

Γ(1 + 1
p)

Γ(1 + 1
q )

(p

q

)1/(2n) (pe)1/p

(qe)1/q

(
1 + O

(
1
n

))1/n

=
1

mp,q

Γ(1 + 1
p)

Γ(1 + 1
q )

(p

q

)1/(2n) (pe)1/p

(qe)1/q

(
1 + O

(
1

n2

))
.

Since (p
q )1/(2n) = 1 + O( 1

n), as n → ∞, we get

Ap,q,n =
1

mp,q

Γ(1 + 1
p)

Γ(1 + 1
q )

(pe)1/p

(qe)1/q

(
1 + O( 1

n)
)

= Ap,q

(
1 + O( 1

n)
)

.

We can now complete the proof of the corollary. First, we observe that, since Z is uniformly
distributed in B

n
p ,

P

(
‖Z‖q ≤ tnAp,qmp,qn1/q−1/p

)

=
voln

({z ∈ B
n
p : z ∈ tnAp,qmp,qn1/q−1/p

B
n
q })

voln(Bn
p )

= voln

({
z ∈ voln(Bn

p )−1/n
B

n
p : z ∈ tnAp,qmp,qn1/q−1/pvoln(Bn

p )−1/n
B

n
q

})

= voln

({
z ∈ D

n
p : z ∈ tnAp,qmp,q

cq,n

cp,n
D

n
q

})

= voln

({
z ∈ D

n
p : z ∈ tnAp,q

Ap,q,n
D

n
q

})

= voln
(
D

n
p ∩ tDn

q

)
,

where the last step follows from the choice of tn (recall the definition from Equation (2.3)). It
is now left to apply our central limit theorem, Theorem 1.1 (a), with the choice d = 1. Indeed,
we have

P

(
‖Z‖q ≤ tnAp,qmp,qn1/q−1/p

)
= P

(√
n

(
n1/p−1/qm−1

p,q‖Z‖q − 1
)

≤ √
n(tnAp,q − 1)

)

→





1 : tAp,q > 1
1
2 : tAp,q = 1,

0 : tAp,q < 1 .

Here, the first and the third follow, because if tAp,q > 1 or tAp,q < 1, then, since tn → t,√
n(tnAp,q − 1) converges to +∞ or −∞, respectively. In the case of equality, tAp,q = 1, since

tn = t
(
1 + O( 1

n)
)

as shown above,

√
n(tnAp,q − 1) =

√
n

(
tAp,q(1 + O( 1

n)) − 1
)

=
√

n O( 1
n) → 0 ,

as n → ∞. Thus, solely the latter case requires the study of the speed of convergence. The
proof is thus complete. �

We shall now discuss an extension of the previous result which shows that in the ‘critical case’
arbitrary limits in the interval (0, 1), other than just 1

2 , may occur as well. To this end let Φ( · )

be the distribution function of a standard Gaussian random variable and denote by Φ−1( · ) its
inverse. Further, recall the definitions of Ap,q,n and Ap,q from (2.1).
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Corollary 2.2. Let 1 ≤ p, q ≤ ∞ be such that q 6= p and q < ∞. Further, let r ∈ (0, 1) and for
each n ∈ N define

tn := A−1
p,q

(
Φ−1(r) + o(1)√

n
+ 1

)
.

Then, as n → ∞,

voln
(
D

n
p ∩ tn

Ap,q

Ap,q,n
D

n
q

)
→ r .

Proof. To prove the claim, consider an arbitrary sequence (sn)n∈N of non-negative real numbers.
Again, as in the proof of Corollary 2.1,

voln

(
D

n
p ∩ sn

Ap,q

Ap,q,n
D

n
q

)
= P

(
‖Z‖q ≤ snAp,qmp,qn1/q−1/p

)

= P

(√
n

(
n1/p−1/qm−1

p,q‖Z‖q − 1
)

≤ √
n(snAp,q − 1)

)
.

Say that we want
√

n(snAp,q − 1) to converge to some value s ∈ R, as n → ∞. To achieve this,
we define, for each n ∈ N,

sn := A−1
p,q

(
s + o(1)√

n
+ 1

)
.

Since Ap,q,n = Ap,q(1 + O( 1
n)) as we know from the proof of Corollary 2.1, this means that

snAp,q

Ap,q,n
=

s+o(1)√
n

+ 1

Ap,q,n
=

s+o(1)√
n

+ 1

Ap,q(1 + O( 1
n))

=

s+o(1)√
n

+ 1

Ap,q
.

From this observation and the central limit theorem, we conclude that, as n → ∞,

voln

(
D

n
p ∩ sn

Ap,q

Ap,q,n
D

n
q

)
= voln

(
D

n
p ∩ A−1

p,q

(s + o(1)√
n

+ 1
)
D

n
q

)

→ 1√
2π

∫ s

−∞
e−t2/2 dt = Φ(s) ,

This proves the result by taking s = Φ−1(r), in which case sn coincides with tn. �

2.2. A multivariate version of the result of Schechtman and Schmuckenschläger. The
purpose of this subsection is to derive a multivariate generalization of the result of Schechtman
and Schmuckenschläger discussed in the previous subsection. For that purpose we consider d ∈ N

volume-normalized ℓn
qi

-balls D
n
q1

, . . . ,Dn
qd

and position them relative to another ℓn
p -ball Dn

p . In
view of (2.2) one might conjecture that if all these positions are ‘critical’, the volume of the
mutual intersection tends to 2−d. However, our multivariate central limit theorem (Theorem
1.1 (a)) will show that this is not the case. Instead, 2−d has to be replaced by the probability
that the components of the Gaussian limiting vector from Theorem 1.1 are negative. If d = 1,
this value is clearly equal to 1/2, but since the vector is correlated such a simple relation cannot
be expected to be true in the multivariate set-up where d > 1. For d = 2 the probability is
explicitly expressed in (2.4) below.
We shall use the same notation as in the previous subsection and, moreover, denote by N =
(N1, . . . , Nd) the centered Gaussian random vector with covariance matrix C from Theorem 1.1.
We shall write ♯(A) for the cardinality of a set A.

Corollary 2.3. Fix d ∈ N. Let 1 ≤ p ≤ ∞, 1 ≤ q1 < . . . < qd < ∞ be such that p 6= qi for all
i ∈ {1, . . . , d}, and let t1, . . . , td ≥ 0. Define the sets I⋆ := {i ∈ {1, . . . , d} : Ap,qiti ⋆ 1}, where ⋆
is any of the symbols <, = or >. Then, as n → ∞,

voln
(
D

n
p ∩ t1D

n
q1

∩ . . . ∩ tdD
n
qd

) →






1 : ♯(I>) = d

P(Ni ≤ 0 for all i ∈ I=) : ♯(I=) ≥ 1 and ♯(I<) = 0

0 : ♯(I<) ≥ 1.
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Proof. The proof follows along the lines of what has been discussed in the previous subsection.

So, for each i ∈ {1, . . . , d} and n ∈ N let t
(i)
n ∈ R be such that

t(i)
n · Ap,qi

Ap,qi,n
= ti .

Since Z is uniformly distributed on B
n
p , we have that

P
(‖Z‖q1 ≤ t(1)

n Ap,q1mp,q1n1/q1−1/p, . . . , ‖Z‖qd
≤ t(d)

n Ap,qd
mp,qd

n1/qd−1/p)

=
voln

({
z ∈ B

n
p : z ∈ t

(1)
n Ap,q1mp,q1n1/q1−1/p

B
n
q1

, . . . , z ∈ t
(d)
n Ap,qd

mp,qd
n1/qd−1/p

B
n
qd

})

voln(Bn
p )

=
voln

({
z ∈ B

n
p : z ∈ t

(1)
n

Ap,q1
Ap,q1,n

D
n
q1

, . . . , z ∈ t
(d)
n

Ap,qd
Ap,qd,n

D
n
qd

})

voln(Bn
p )

= voln
(
D

n
p ∩ t1D

n
q1

∩ . . . ∩ tdD
n
qd

)
,

where we used the definitions of t
(1)
n , . . . , t

(d)
n . Moreover, the multivariate central limit theorem,

Theorem 1.1 (a), implies that, as n → ∞,

P

(
‖Z‖q1 ≤ t(1)

n Ap,q1mp,q1n1/q1−1/p, . . . , ‖Z‖qd
≤ t(d)

n Ap,qd
mp,qd

n1/qd−1/p
)

= P

(√
n(n1/p−1/q1m−1

p,q1
‖Z‖q1 − 1) ≤ √

n(t(1)
n Ap,q1 − 1), . . . ,

. . . ,
√

n(n1/p−1/qdm−1
p,qd

‖Z‖qd
− 1) ≤ √

n(t(d)
n Ap,qd

− 1)
)

→






1 : ♯(I>) = d

P(Ni ≤ 0 for all i ∈ I=) : ♯(I=) ≥ 1 and ♯(I<) = 0

0 : ♯(I<) ≥ 1.

Here, the first and the third case follow since, for each i ∈ {1, . . . , d}, t
(i)
n → ti, as n → ∞,

and since
√

n(t
(i)
n Ap,qi − 1) converges to +∞ or −∞ depending on whether tiAp,qi > 1 or

tiAp,qi < 1. In the equality cases, we can argue coordinate-wise as in the proof of Corollary 2.1
by analyzing the speed of convergence of Ap,qi,n to Ap,qi , which is of order O( 1

n). This completes
the argument. �

Remark 2.4. In statistics, probabilities of the form P(Ni ≤ 0 for all i ∈ I=) are known as
quadrant probabilities. For example, if d = 2 and I= = {1, 2} the probability P(N1 ≤ 0, N2 ≤ 0)
in the previous theorem can be computed explicitly in terms of the covariances cij , 1 ≤ i, j ≤ 2,
given by Theorem 1.1:

P(N1 ≤ 0, N2 ≤ 0) =
1

2π

√
c11c22

c11c22 − c12

(
1 − c12

c11c22

)
arctan

(√
c11c22

c12
− 1

)
. (2.4)

2.3. Intersection of neighboring ℓn
p -balls. Let us now compare the volume of the intersection

of multiple ℓn
p -balls (similar to Corollary 2.3), when they are approaching a fixed ball as the

dimension tends to infinity. More precisely, we consider a multivariate set-up and compare B
n
p

with B
n
q1

, . . . ,Bn
qd

, d ∈ N, where now q1 = q1(n), . . . , qd = qd(n) depend on n in such a way that

q1 = p +
α1 + o(1)

log n
, . . . , qd = p +

αd + o(1)

log n
, (2.5)

where in each case o(1) stands for a sequence tending to zero, as n → ∞, and α1, . . . , αd ∈ R

are constant such that q1, . . . , qd ≥ 1 for all n ≥ 2. In this set-up we obtain the following result
in the spirit of Schechtman and Schmuckenschläger (see [23]) discussed above.
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Proposition 2.5. Fix d ∈ N. Let 1 ≤ p < ∞, q1 = q1(n), . . . , qd = qd(n) as in (2.5) and

s1, . . . , sd ≥ 0. Define the set I⋆ := {i ∈ {1, . . . , d} : si ⋆ e−αi/p2}, where ⋆ is either < or >.
Then, as n → ∞,

voln(Bn
p ∩ s1B

n
q1

∩ . . . ∩ sdB
n
qd

)

voln(Bn
p )

→
{

1 : ♯(I>) = d

0 : ♯(I<) ≥ 1.

We remark that the previous result is not a direct consequence of our central limit theorem
rather than its proof. For this reason, the proof of Proposition 2.5 is postponed to Section 4.
Moreover, we remark that in contrast to the two previous applications, we are not able to handle

the critical case, for example, that s = e−α/p2
in the case that d = 1.

2.4. One-dimensional projections of ℓn
q -balls. As another consequence of our central limit

theorem (Theorem 1.1), we obtain the following generalization of results of Paouris, Pivovarov
and Zinn [22, page 703] and Kabluchko, Litvak and Zaporozhets [16, Theorem 3.6] who inde-
pendently of each other obtained the result below in the special case of the n-dimensional cube,
B

n
∞. Moreover, the paper [16] also treats the case of the cross polytope B

n
1 , which displays a

non-central limit behavior. In what follows, for θ ∈ S
n−1, we shall write vol1(PθB

n
q ) for the

length of the projection of Bn
q onto the line spanned by θ. For 1 ≤ q ≤ ∞, we denote by q∗ its

conjugate defined via the relation 1
q + 1

q∗ = 1, and use the convention that 1
∞ = 0.

Corollary 2.6. Let 1 ≤ q ≤ ∞, q 6= 2, and θ ∈ S
n−1 be chosen at random with respect to the

normalized spherical Lebesgue measure on S
n−1.

(a) If q > 1, then

n1/q vol1(PθB
n
q )

2M2(q∗)1/q∗ − √
n

d−→
n→∞

N ,

where N is a centered Gaussian random variable with variance

σ2
q :=

1

(q∗)2

(√
π

Γ
(2q∗+1

2

)

Γ
(q∗+1

2

)2 − 1

)
− 1

2
.

(b) If q = 1, then
√

2n log n vol1(PθB
n
1 ) − 2A(2)

n
d−→

n→∞ 2G ,

where G is Gumbel distributed and A
(2)
n is the same as in Theorem 1.1 (c).

Remark 2.7. The constant M2(q∗)1/q∗ can explicitly be expressed in terms of gamma functions
as follows:

M2(q∗)1/q∗ =






√
2π

1−q
q Γ

(
2q−1
2q−2

)1− 1
q

: q < ∞
√

2
π : q = ∞ .

Remark 2.8. We notice that the statement in Corollary 2.6 (b) is consistent with [16, Theorem

3.7], where a slightly different centering than 2A
(2)
n has been used. However, it can be checked

that both sequences are asymptotically equivalent.

In particular, in the setting of [22, page 703] and [16, Theorem 3.6] where q = ∞ and q∗ = 1,
we obtain

M2(1) =

√
2

π
and σ2

∞ =
π − 3

2
.

Consequently, as n → ∞, we find the central limit theorem

vol1(PθB
n
∞) − 2

√
2n

π
d−→ N

(
0,

4π − 12

π

)
.

We emphasize here that this is slightly different from the result in [16], since here we are working
with [−1, 1]n, while the central limit theorem in [16] is formulated for [−1

2 , 1
2 ]n.
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Proof of Corollary 2.6. Note that for any fixed vector θ ∈ S
n−1,

vol1(PθB
n
q ) = 2 sup

x∈Bn
q

|〈x, θ〉| = 2‖θ‖q∗ .

The result in part (a) is now a consequence of Theorem 1.1 (a) in the form presented in Remark
4.3 in the case d = 1 if we choose θ ∈ S

n−1 at random with respect to the cone measure on
S

n−1, which coincides in this special case with the normalized surface measure. Part (b) is a
consequence of Theorem 1.1 (c) with the choice p = 2 there (again in its cone measure version,
where the radial part can be omitted). �

2.5. Comparison with a concentration inequality of Schechtman and Zinn. Let us
briefly compare the explicit rate function we obtained in the LDP if p < q with the deviation
results of Schechtman and Zinn in [24, Theorem 3] (see [24, Corollary 4] for the normalized
Lebesgue measure) and of Naor in [21] (see Theorem 2 there). The authors proved that if
1 ≤ p < q < ∞, then

P(n1/p−1/q‖Z‖q > z) ≤ e−cnp/qzp
(2.6)

for all z > T (p, q) and with c = 1/T (p, q). Here Z can either be uniformly distributed in B
n
p

or distributed according to the cone measure on the boundary of Bn
p . This is in line with the

LDP in Theorem 1.3 (see also Remark 5.2 for the cone measure case), where also 1 ≤ p < ∞
and p < q. In this case, we identify np/q in the exponent on the right hand side of (2.6) as the
speed of the LDP and zp as the asymptotically leading term of the rate function I‖Z‖(z), as
z → ∞. Note that our LDP is in a sense optimal, and we can, contrary to [24], identify the
exact constant 1/p in the exponent. As already mentioned in the introduction, neither one of
the results implies the other. Only for deviation parameters z from a fixed compact interval,
our result is optimal and indeed stronger.

3. Notation and preliminaries

We now present the notation and background material that is used throughout the remaining
parts of this paper. Since we have a broad readership in mind and aim to keep this work as
self-contained as possible, we present the necessary material from probability and, in particular,
large deviations theory.

3.1. General notation. For a subset A ⊂ X of some topological space X we write A◦ and A
for the interior and the closure of A, respectively.

We shall write
d−→ and

a.s.−→ to indicate convergence in distribution and almost surely, respectively.

Moreover, X1
d
= X2 indicates that two random elements X1 and X2 have the same distribution.

Given a Borel probability measure µ on R
n, we shall indicate by X ∼ µ that the random vector

X has distribution µ. In particular, we write X ∼ N (m, σ2) if the random variable X has a
Gaussian distribution with mean m ∈ R and variance σ2 > 0. Similarly, in the multivariate
setting we write N (m, Σ) to indicate the multivariate Gaussian distribution with mean vector
m and covariance matrix Σ.
We shall use the standard Landau notation O(·) and o(·) for sequences as well as for functions
and where the asymptotics is considered as the parameters go to 0 or ∞, the precise meaning
will always be clear from the context.

3.2. Probabilistic aspects of ℓn
p -balls. Recall that for p ∈ [1, ∞] and x = (x1, . . . , xn) ∈ R

n,
n ∈ N, we write ‖x‖p for the p-norm of x and that we denote the unit ball in R

n with respect
to the ‖ · ‖p-norm by B

n
p . We say that a random variable X has a p-generalized Gaussian

distribution for some 1 ≤ p < ∞ and we write X ∼ Gp if X has density fp given by (1.1) with
respect to the Lebesgue measure on R.
We recall from [24] the following probabilistic representation for a uniformly distributed random
point in B

n
p .
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Lemma 3.1 (Schechtman and Zinn, [24]). Fix 1 ≤ p < ∞ and let Z be a uniformly distributed
random point in B

n
p . Then,

Z
d
= U1/n Y

‖Y ‖p
,

where U is uniformly distributed on [0, 1] and independent of Y , where Y = (Y1, . . . , Yn) has
independent coordinates Y1, . . . , Yn ∼ Gp.

We shall also exploit the well-known fact that

voln(Bn
p ) =

(
2Γ(1 + 1

p)
)n

Γ(1 + n
p )

. (3.1)

3.3. The Skorokhod-Dudley lemma. We shall use the following technical device that allows
to translate convergence in distribution to almost sure convergence on an appropriate probability
space.

Lemma 3.2 (Skorokhod and Dudley, Theorem 4.30 in [17]). Let ξ, ξ1, ξ2, . . . be random elements

taking values in a separable metric space such that ξn
d−→ ξ, as n → ∞. Then there exists a

probability space with random elements ξ̃, ξ̃1, ξ̃2 . . . such that ξ̃
d
= ξ, ξ̃n

d
= ξn for all n ∈ N and

ξ̃n
a.s.−→ ξ̃, as n → ∞.

3.4. Large deviations. To keep our paper reasonably self-contained, we recall some key con-
cepts from the theory of large deviations. For further background material and references the
reader is directed to [9] and Chapter 27 in [17].
Let us recall that a sequence X := (Xn)n∈N of random elements taking values in some Hausdorff
topological space X satisfies a large deviation principle (LDP) with speed s(n) and rate function
IX if s : N → (0, ∞), IX : X → [0, ∞] is lower semi-continuous, and if

− inf
x∈A◦

IX(x) ≤ lim inf
n→∞

1

s(n)
logP(Xn ∈ A)

≤ lim sup
n→∞

1

s(n)
logP(Xn ∈ A) ≤ − inf

x∈A
IX(x)

for all Borel sets A ⊂ X. One says that the rate function IX is good if it has compact level sets
{x ∈ X : IX(x) ≤ α}, α ∈ [0, ∞).
For a moment, let X = R

d for some d ∈ N. We denote by Λ∗ the Legendre-Fenchel transform of
a function Λ : Rd → R ∪ {+∞}, which is defined as

Λ∗(x) := sup
u∈Rd

[〈u, x〉 − Λ(u)] , x ∈ R
d ,

where 〈 · , · 〉 is the standard scalar product on R
d. Moreover, we define the (effective) domain

of Λ to be the set DΛ := {u ∈ R
d : Λ(u) < ∞} ⊂ R

d.

Lemma 3.3 (Cramér’s theorem, Theorem 27.5 in [17]). Let X, X1, X2, . . . be independent and
identically distributed random vectors taking values in R

d. Assume that the origin is an interior

point of DΛ, where Λ(u) = logEe〈u,X〉. Then, the partial sums 1
n

n∑
i=1

Xi, n ∈ N, satisfy an LDP

on R
d with speed n and good rate function Λ∗.

To treat large deviations for ℓp-balls with p < q we need the following version of Cramér’s
theorem for sums of so-called stretched exponential random variables from [13]. We directly
formulate it in the form that is needed in our framework.

Lemma 3.4 (Cramér’s theorem for stretched exponentials, Theorem 1 in [13]). Let X, X1, X2, . . .
be non-negative, independent and identically distributed random variables. Assume that there are
constants r ∈ (0, 1), t0 > 0 and slowly varying functions c1, c2, b : (0, ∞) → (0, ∞) such that

c1(t)e−b(t)tr ≤ P(X ≥ t) ≤ c2(t)e−b(t)tr
, t ≥ t0 .
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Then, the sequence of random variables 1
n

n∑
i=1

Xi, n ∈ N, satisfies an LDP on R with speed b(n)nr

and good rate function

I(z) =

{
(x − EX)r : z ≥ EX

+∞ : otherwise .

Remark 3.5. In [13] the result is not formulated as an LDP, but since the random variables are
assumed to be non-negative, Theorem 1 in [13] can be lifted to an LDP by means of standard
methods, see also Remark 3.2 in [13].

To transform a given LDP to another one by means of a continuous function, we shall use the
following version of the contraction principle.

Lemma 3.6 (Contraction principle, Theorem 27.11 in [17]). Let X and Y be two Hausdorff
topological spaces and F : X → Y be a continuous function. Further, let X = (Xn)n∈N be
a sequence of X-valued random elements that satisfies an LDP with speed s(n) and good rate
function IX. Then the sequence Y := (F (Xn))n∈N satisfies an LDP on Y with the same speed
and with the good rate function IY = IX ◦ F −1, i.e., IY(y) := inf{IX(x) : F (x) = y}, y ∈ Y,
with the convention that IY(y) = +∞ if F −1({y}) = ∅.

Let us also recall that if two sequences of random variables are ‘exponentially close’ they follow
the same large deviation behavior

Lemma 3.7 (Exponential equivalence, Lemma 27.13 in [17]). Let X = (Xn)n∈N and Y =
(Yn)n∈N be two sequences of random variables and assume that X satisfies an LDP with speed
s(n) and rate function IX. Further, suppose that X and Y are exponentially equivalent, i.e.,

lim sup
n→∞

1

s(n)
logP(|Xn − Yn| > δ) = −∞

for any δ > 0. Then Y satisfies an LDP with the same speed and the same rate function as X.

4. Proof of Theorem 1.1

We are now prepared to present the proofs of our multivariate central and non-central limit the-
orems stated in Theorem 1.1 (a)–(c). Before, we compute the absolute moments and covariances
of p-generalized Gaussian random variables.

Lemma 4.1. Fix 1 ≤ p ≤ ∞. Let X ∼ Gp and r, s ≥ 0. Then,

E|X|r = Mp(r) and Cov(|X|r , |X|s) = Cp(r, s).

In particular, Var |X|r = Cp(r, r).

Proof. Let p < ∞. We have

E|X|r =
1

2p1/pΓ(1 + 1
p)

∫ ∞

−∞
|x|re−|x|p/p dx

=
1

p1/pΓ(1 + 1
p)

∫ ∞

0
xr−p+1e−xp/p xp−1 dx.

Using the substitution y = xp/p, we obtain

E|X|r =
1

p1/pΓ(1 + 1
p)

∫ ∞

0
(yp)

r−p+1
p e−y dy =

p
r−p

p

Γ(1 + 1
p)

Γ
(r + 1

p

)

=
pr/p

r + 1

Γ(1 + r+1
p )

Γ(1 + 1
p)

= Mp(r).

On the other hand, if p = ∞, we have

E|X|r =
1

2

∫ 1

−1
|x|r dx =

1

r + 1
= M∞(r).
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Moreover, for all 1 ≤ p ≤ ∞ we have that

Cov(|X|r , |X|s) = E|X|r+s − E|X|rE|X|s

= Mp(r + s) − Mp(r)Mp(s) = Cp(r, s)

and the proof is complete. �

We now present separately the proofs of parts (a), (b), and (c) of Theorem 1.1.

Proof of Theorem 1.1, part (a). Assume that p < ∞ and fix i ∈ {1, . . . , d}. For any n ∈ N,
define the following random variables

ξ(i)
n :=

1√
n

n∑

j=1

(
|Yj|qi − Mp(qi)

)
and ηn :=

1√
n

n∑

j=1

(
|Yj |p − 1

)
, (4.1)

where Y1, . . . , Yn are independent p-generalized Gaussians. Then, by the classical central limit
theorem (see, e.g., Proposition 5.9 in [17]),

ξ(i)
n

d−→
n→∞

ξ ∼ N (
0, Cp(qi, qi)

)

and

ηn
d−→

n→∞
η ∼ N (

0, Cp(p, p)
)

.

Moreover, from the multivariate central limit theorem [6, Theorem 11.10], we obtain that
(
ξ(1)

n , . . . , ξ(d)
n , ηn

) d−→
n→∞

(
ξ(1), . . . , ξ(d), η

) ∼ N (
0, Σ

)
,

where 0 := (0, . . . , 0) ∈ R
d+1 and the covariance matrix is given by

Σ =




Cp(q1, q1) . . . Cp(q1, qd) Cp(q1, p)
...

...
...

Cp(qd, q1) . . . Cp(qd, qd) Cp(qd, p)


 .

Using Lemma 3.1 and the definitions of ξ
(i)
n and ηn, we find that

‖Z‖qi

d
= U1/n ‖Y ‖qi

‖Y ‖p

= U1/n

(
nMp(qi) +

√
nξ

(i)
n

)1/qi

(
n +

√
nηn

)1/p

= U1/n

(
nMp(qi)

)1/qi

n1/p

(
1 + ξ

(i)
n√

nMp(qi)

)1/qi

(
1 + ηn√

n

)1/p

= U1/n

(
nMp(qi)

)1/qi

n1/p
Fi

(
ξ

(i)
n√
n

,
ηn√

n

)
,

where Fi : R × (R \ {−1}) → R is the continuous function given by

Fi(x, y) :=

(
1 + x

Mp(qi)

)1/qi

(1 + y)1/p
.

Using the Skorokhod-Dudley device (Lemma 3.2), we may switch to a probability space carrying

random variables ξ̃
(i)
n , η̃n, ξ̃(i) and η̃, n ∈ N, so that

(ξ̃(1)
n , . . . , ξ̃(d)

n , η̃n)
d
= (ξ(1)

n , . . . , ξ(d)
n , ηn) and (ξ̃(1), . . . , ξ̃(d), η̃)

d
= (ξ(1), . . . , ξ(d), η)

and such that for each i ∈ {1, . . . , d} we have the following almost sure convergence:

ξ̃(i)
n

a.s.−→
n→∞

ξ̃(i) and η̃n
a.s.−→

n→∞
η̃. (4.2)
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Again, fix some i ∈ {1, . . . , d}. Note that by (4.2) both ξ̃
(i)
n√
n

and η̃n√
n

converge to 0 almost surely,

as n → ∞. Thus, we may use Taylor expansion of Fi around (0, 0). We obtain

Fi(x, y) = Fi(0, 0) +
∂Fi

∂x

∣∣∣∣
(0,0)

x +
∂Fi

∂y

∣∣∣∣
(0,0)

y + O(x2 + y2)

= 1 +
x

qiMp(qi)
− y

p
+ O(x2 + y2) .

Notice that

U1/n = e
1
n

log(U) d
= e− E

n ,

where E is an exponential random variable with mean 1. Therefore, using the series expansion
of the exponential,

e− E
n = 1 − E

n
+ O

( 1

n

)
. (4.3)

Let us emphasize that here and below the Landau symbols have to be understood in the almost
sure sense. Altogether, we obtain

‖Z‖qi

d
= U1/n (nMp(qi))

1/qi

n1/p
Fi

(
ξ̃

(i)
n√
n

,
η̃n√

n

)

=
(
1 − E

n

)
n1/qi−1/pMp(qi)

1/qi

(
1 +

1

qiMp(qi)

ξ̃
(i)
n√
n

− 1

p

η̃n√
n

+ O
( 1

n

))

= n1/qi−1/pMp(qi)
1/qi

(
1 +

1

qiMp(qi)

ξ̃
(i)
n√
n

− 1

p

η̃n√
n

+ O
( 1

n

))
.

Now, it follows from (4.2) that

√
n

(
1

qiMp(qi)

ξ̃
(i)
n√
n

− 1

p

η̃n√
n

)
a.s.−→

n→∞
1

qiMp(qi)
ξ̃(i) − 1

p
η̃ .

Therefore, we conclude that

√
n

(
n1/p−1/qi

1

Mp(qi)1/qi
‖Z‖qi − 1

)
a.s.−→

n→∞
1

qiMp(qi)
ξ̃(i) − 1

p
η̃ .

Since ξ̃(i) and η̃ are jointly Gaussian with covariance matrix Σi given by

Σi =

(
Cp(qi, qi) Cp(qi, p)
Cp(p, qi) Cp(p, p)

)
,

we see that the random variable 1
qiMp(qi)

ξ̃(i) − 1
p η̃ is centered Gaussian with variance

Cp(qi, qi)

q2
i Mp(qi)2

+
Cp(p, p)

p2
− 2Cp(p, qi)

pqiMp(qi)
.

From the almost sure convergence we also conclude the distributional convergence and on this
level we can replace the tilded random variables with the original non-tilded ones. Applying
once more the multivariate central limit theorem, we thus conclude that the random vector

√
n

(
n1/p−1/qi

1

Mp(qi)1/qi
‖Z‖qi − 1

)d

i=1
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converges to a centered Gaussian vector with covariance matrix C = (cij)d
i,j=1, where cij is given

by

cij = Cov

(
1

qiMp(qi)
ξ(i) − 1

p
η,

1

qjMp(qj)
ξ(j) − 1

p
η

)

=
Cov(ξ(i), ξ(j))

qiqjMp(qi)Mp(qj)
+

Cov(η, η)

p2
− 1

p

(
Cov(ξ(i), η)

qiMp(qi)
+

Cov(ξ(j), η)

qjMp(qj)

)

=
Cp(qi, qj)

qiqjMp(qi)Mp(qj)
+

Cp(p, p)

p2
− 1

p

(
Cp(qi, p)

qiMp(qi)
+

Cp(qj , p)

qjMp(qj)

)
.

Plugging in (1.2) and applying elementary simplifications, we arrive at the explicit representa-
tions for cij in terms of gamma functions.
In the remaining case that p = ∞ the above arguments can be repeated by formally putting
M∞(∞) := 0, C∞(∞, ∞) := 0 and C∞(∞, q) := 0 for q ≥ 1. �

Proof of Theorem 1.1, part (b). In the case that p = q and p < ∞, the distributional identity in

Lemma 3.1 implies that ‖Z‖q
d
= U1/n. Therefore, (4.3) yields the desired result. On the other

hand, if p = q = ∞, then ‖Z‖∞ has the distribution of the maximum of n independent random
variables that are uniformly distributed on [0, 1]. In this situation, the non-central limit theorem
with exponential limiting distribution still holds by a direct computation. �

Proof of Theorem 1.1, part (c). We have the distributional identity

‖Z‖∞
d
= U1/n max(|Y1|, . . . , |Yn|)

( n∑
i=1

|Yi|p
)1/p

,

where U is uniformly distributed on [0, 1] and, independently of U , Y1, . . . , Yn ∼ Gp are inde-
pendent p-generalized Gaussian random variables. From the results on p. 155 in [11] it follows
that

Gn :=
max(|Y1|, . . . , |Yn|) − dn

cn

d−→
n→∞

G ,

where G is Gumbel distributed. The normalizing constants cn and dn can explicitly be chosen
as

cn = (p log n)
1
p

−1

and

dn = (p log n)
1
p +

1

p
(p log n)

1
p

−1((1 − p) log(p log n) + p log K)

with K = (p1/pΓ(1 + 1
p))−1 by using the tail asymptotics of the distribution function of p-

generalized Gaussian random variables.
As in the proof of part (a), the central limit theorem implies that

ηn =

n∑
i=1

|Yi|p − n

√
n

d−→
n→∞

η ,

with η ∼ N (0, Cp(p, p)). The Skorokhod-Dudley device (Lemma 3.2) allows us to switch to a

probability space and to random variables G̃n, G̃, η̃n and η̃ such that, for all n ∈ N, (G̃n, η̃n)
d
=

(Gn, ηn), (G̃, η̃)
d
= (G, η), G̃n

a.s.−→ G̃ and η̃n
a.s.−→ η, as n → ∞. Again, interpreting Landau

symbols in the almost sure sense, we thus conclude that

‖Z‖∞
d
= U1/n cnG̃n + dn

(n +
√

n η̃n)1/p
=

(
1 + O

( 1

n

)) cnG̃n + dn

n1/p(1 + O(1/
√

n))

=
(
1 + O

( 1√
n

))cnG̃n + dn

n1/p
.
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As a consequence, we find

n1/p‖Z‖∞ − dn

cn

d
=

(cnG̃n + dn)(1 + O(1/
√

n)) − dn

cn

=
cnG̃n + dn + O(1/

√
n)cnG̃n + O(1/

√
n)dn − dn

cn

= G̃n + O
( 1√

n

)
G̃n + O

( 1√
n

) dn

cn
.

Noting that almost surely, O( 1√
n

)
G̃n → 0 and that by definition of dn and cn also O( 1√

n

)
dn
cn

→ 0,

as n → ∞, we have thus proved that the right-hand side converges a.s. to G̃. On the level of
distributional convergence, this implies that

n1/p‖Z‖∞ − dn

cn

d−→
n→∞

G̃ ,

which is precisely the claim of part (c) of Theorem 1.1. �

Remark 4.2. Note that

P(‖Z‖q ≤ 1) = P

(√
n

(
n1/p−1/q 1

Mp(q)1/q
‖Z‖q − 1

)
≤ √

n
(
n1/p−1/q 1

Mp(q)1/q
− 1

))
.

According to Theorem 1.1 the random variable on the left hand side satisfies a central limit
theorem, while the right hand side tends to −∞, as n → ∞, if p > q. Thus,

lim
n→∞P(‖Z‖q ≤ 1) = 0 .

Roughly speaking this means that in high dimensions, Bn
p ∩ B

n
q is negligible compared to B

n
p .

Remark 4.3. The results of Theorem 1.1 (a) and (c) continue to hold if Z is chosen on the
boundary of Bn

p with respect to the so-called cone measure µp. The latter is defined as

µp(A) :=
voln({rx : x ∈ A, r ∈ [0, 1]})

voln(Bn
p )

,

where A is any measurable subset of the boundary of Bn
p . This can be directly seen from the

proofs, since the radial part U1/n was negligible in both cases, as n → ∞. For part (b) we notice
that if Z lies on the boundary of Bn

p , then trivially ‖Z‖p = 1.

Remark 4.4. It is possible to prove the following result combining parts (a) and (c) of Theo-
rem 1.1. Consider some 1 ≤ q1 < . . . < qd < ∞ and let p ∈ [1, ∞) be such that p 6= qi for all
i ∈ {1, . . . , d}. Then, the (d + 1)-dimensional random vector


√

n

(
n1/p−1/q1‖Z‖q1

Mp(q1)1/q1
− 1

)
, . . . ,

√
n

(
n1/p−1/qd‖Z‖qd

Mp(qd)1/qd
− 1

)
,

n1/p‖Z‖∞

(p log n)
1
p

−1
− A(p)

n




converges as n → ∞ in distribution to (N, G), where N and G are independent and have the
same distributions as in (a) and (c). Indeed, the proof of part (a) is based on the central
limit theorem, whereas part (c) is obtained as a consequence of a distributional limit theorem
on maxima of random variables. The independence of N and G is a consequence of the well-
known fact that the maximum and the empirical mean of an i.i.d. sample become asymptotically
independent as the sample size goes to ∞ (see, e.g., [7]). We refrain from giving a detailed proof.

Proof of Proposition 2.5. For t1, . . . , td > 0 we have that

voln
(
B

n
p ∩ t1B

n
q1

∩ . . . ∩ tdB
n
qd

)

voln(Bn
p)

= P(‖Z‖q1 ≤ t1, . . . , ‖Z‖qd
≤ td) ,
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where Z is chosen uniformly at random in B
n
p . Recalling from (4.1) the definitions of ξ

(i)
n and

ηn as well as their properties shown in the proof of Theorem 1.1, we conclude from Lemma 3.1
that

(
‖Z‖qi

)d

i=1

d
=

(
U1/n (nMp(qi))

1/qi

n1/p

(1 + ξ
(i)
n√

nMp(qi)
)1/qi

(1 + ηn√
n

)1/p

)d

i=1

.

The first and the third term converge in probability and hence in distribution to 1. Moreover,
Mp(qi)

1/qi → 1, as n → ∞. Finally, using the choice (2.5) of qi = qi(n), we find that

n1/qi

n1/p
= e

( 1
qi

− 1
p

) log n
= e

− αi+o(1)

p2 log n+αip+o(1)
log n

= e
− αi+o(1)

(p2+o(1)) log n
log n → e−αi/p2

, (4.4)

as n → ∞. We have thus proved the claim. �

5. A Large Deviation Principle for the q-norm

We now prove a large deviation counterpart to the central limit theorem. We need to consider
two cases, p < q and p > q, separately. The proofs follow the general ideas of [1] and [12]. Again,
let Z be a point chosen uniformly at random in B

n
p . We will show a large deviations principle

for the sequence of random variables

(n1/p−1/q‖Z‖q)n∈N .

5.1. The regime p > q. Let us start with the case that 1 ≤ p < ∞ and p > q, the special case
that p = ∞ shall be treated separately below.

Proof of Theorem 1.2. First note that for each n ∈ N,

n1/p−1/q‖Z‖q
d
= n1/p−1/qU1/n ‖Y ‖q

‖Y ‖p

according to Lemma 3.1, where Y = (Y1, . . . , Yn) is a vector of independent p-generalized Gauss-
ian random variables and U is an independent random variable uniformly distributed on [0, 1].
Let us define

Wn := n1/p−1/q ‖Y ‖q

‖Y ‖p
, n ∈ N .

For n ∈ N, we further define the random vector

Sn :=
1

n

n∑

i=1

(|Yi|q, |Yi|p
)

.

Then, for t = (t1, t2) ∈ R
2,

Λ(t1, t2) = logEe〈t,(|Y1|q,|Y1|p)〉 = log

∫ ∞

0
et1sq+(t2−1/p)sp ds

2p1/pΓ(1 + 1/p)

is the log-moment generating function of Sn. Its effective domain is R × (−∞, 1/p) if q < p
and {(t1, t2) ∈ R

2 : t1 + t2 < 1/p} for q = p. Therefore, by Cramér’s theorem (Lemma 3.3),
the sequence S := (Sn)n∈N satisfies an LDP in R

2 with speed n and good rate function Λ∗, the
Legendre-Fenchel transform of Λ. One can check that Λ∗(t1, t2) = +∞ if t1 ≤ 0 or t2 ≤ 0. This
implies that the sequence S also satisfies an LDP on [0, ∞) × (0, ∞) with the same good rate
function Λ∗.
Next, we define the continuous function

F : [0, ∞) × (0, ∞) → R, (x, y) 7→ x1/qy−1/p .

Note that, for each n ∈ N, Wn
d
= F (Sn). Thus, by the contraction principle (Lemma 3.6), the

random sequence W := (Wn)n satisfies an LDP on R with speed n and good rate function

IW(z) =





inf
x≥0,y>0

x1/qy−1/p=z

Λ∗(x, y) : z ≥ 0

+∞ : z < 0 .



18 Z. KABLUCHKO, J. PROCHNO, AND C. THÄLE

Finally, let us define the random variables Vn := (U1/n, Wn) and recall from Lemma 3.3 in [12]
that the sequence U := (U1/n)n∈N satisfies an LDP on R with speed n and rate function

IU(z) =

{
− log z : z ∈ (0, 1]

+∞ : otherwise .

Since U1/n and Wn are independent, the sequence V := (Vn)n∈N satisfies an LDP on R
2 with

speed n and good rate function

IV(z1, z2) := IU(z1) + IW(z2) , (z1, z2) ∈ R
2 ,

see Lemma 2.2 in [3] or Proposition 2.6 in [1]. Applying once more the contraction principle
(Lemma 3.6), this time to the continuous function

F : R2 → R, (x, y) 7→ xy ,

we conclude that the sequence of random variables U1/nWn
d
= n1/p−1/q‖Z‖q (n ∈ N) satisfies an

LDP on R with speed n and good rate function

I‖Z‖(z) = inf
z=z1z2

IV(z1, z2) =






inf
z=z1z2
z1,z2≥0

IV(z1, z2) : z ≥ 0

+∞ : otherwise .

This completes the argument. �

Remark 5.1. We would like to remark that if instead of the uniform distribution the cone
measure on B

n
p is considered (recall the definition in Remark 4.3), probabilities of the type

P(n1/p−1/q‖Z‖q ≥ x) for sufficiently large x were already considered in [27] (see also [8, Chap-
ter 3]) in the context of self-normalized large deviations. The result in [27] applies to far more
general situations and its proof is in fact highly technical, while we are relying on elementary
principles from large deviation theory.

5.2. The regime p < q. After having investigated the case p > q we now turn to the situation
where 1 ≤ p < q < ∞. As a matter of fact, this case is more delicate because of the lack of
finite exponential moments. However, instead of Cramér’s theorem we now use a large deviation
result for sums of so-called stretched exponential random variables in Lemma 3.4.

Proof of Theorem 1.3. For each n ∈ N, let Y1, . . . , Yn ∼ Gp be independent p-generalized Gauss-
ian random variables and define

Sn :=
n∑

i=1

|Yi|q .

We are going to apply Lemma 3.4 to prove an LDP for the random sequence S := (Sn)n∈N.
Using the well-known fact that

z

zp + 1
e−zp/z ≤

∫ ∞

z
e−tp/p dt ≤ 1

zp−1
e−zp/p , z ≥ 0 ,

one easily verifies that, for sufficiently large z,

c1(z)e−b(z)zp/q ≤ P(|Y1|q ≥ z) ≤ c2(z)e−b(z)zp/q

with suitable slowly varying functions c1, c2, b : (0, ∞) → (0, ∞), where b(z) satisfies b(z) → 1
p ,

as z → ∞. Thus, Lemma 3.4 implies that S satisfies an LDP on R with speed np/q and good
rate function

IS(z) =

{
1
p(z − Mp(q))p/q : z ≥ Mp(q)

+∞ : otherwise .

Moreover, applying the contraction principle (Lemma 3.6) with the function F (z) = z1/q, z ∈ R,
we conclude that the sequence (F (Sn))n∈N = ((Sn)1/q)n∈N satisfies an LDP on R with speed

np/q and good rate function I‖Z‖(z) from the statement of the theorem.
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Recalling Lemma 3.1 we have the distributional identity

n1/p−1/q‖Z‖q
d
= U1/n

(
1
n

n∑
i=1

|Yi|q
)1/q

(
1
n

n∑
i=1

|Yi|p
)1/p

.

Now, let us fix some δ > 0 and ε ∈ (0, 1). We observe that

P




∣∣∣∣∣∣∣∣∣

( 1

n

n∑

i=1

|Yi|q
)1/q

− U1/n

(
1
n

n∑
i=1

|Yi|q
)1/q

(
1
n

n∑
i=1

|Yi|p
)1/p

∣∣∣∣∣∣∣∣∣

> δ




= P




( 1

n

n∑

i=1

|Yi|q
)1/q

∣∣∣∣∣∣∣∣∣

1 − U1/n

(
1
n

n∑
i=1

|Yi|p
)1/p

∣∣∣∣∣∣∣∣∣

> δ




≤ P

(( 1

n

n∑

i=1

|Yi|q
)1/q

>
δ

ε

)
+ P


1 − U1/n

(
1
n

n∑
i=1

|Yi|p
)1/p

> ε


 + P


1 − U1/n

(
1
n

n∑
i=1

|Yi|p
)1/p

< −ε




≤ P

(( 1

n

n∑

i=1

|Yi|q
)1/q

>
δ

ε

)
+ P

(
U1/n <

√
1 − ε

)
+ P

(
1

n

n∑

i=1

|Yi|p > (1 − ε)−p/2
)

+ P
(
U1/n >

√
1 + ε

)
+ P

(
1

n

n∑

i=1

|Yi|p < (1 + ε)−p/2
)

.

By Cramér’s theorem (Lemma 3.3), the four last terms decay exponentially with speed n (in
fact, the rate functions in the corresponding LDPs do not vanish in U \ {1}, where U ⊂ R is an
open neighborhood of 1), while the exponential asymptotic of the first term has already been
determined above. As a consequence and since p/q < 1, we have that

lim sup
n→∞

1

np/q
logP




∣∣∣∣∣∣∣∣∣

( 1

n

n∑

i=1

|Yi|q
)1/q

− U1/n

(
1
n

n∑
i=1

|Yi|q
)1/q

(
1
n

n∑
i=1

|Yi|p
)1/p

∣∣∣∣∣∣∣∣∣

> δ




≤ lim sup
n→∞

1

np/q
logP

(( 1

n

n∑

i=1

|Yi|q
)1/q

>
δ

ε

)
,

which is −1
p(( δ

ε )q − Mp(q))p/q if δ/ε ≥ Mp(q)1/q and −∞ otherwise. Letting ε → 0, we con-

clude that the above limit is equal to −∞. Thus, the two sequences (n1/p−1/q‖Z‖q)n∈N and

((Sn)1/q)n∈N are exponentially equivalent and hence obey the same LDP according to Lemma
3.7. This completes the proof of Theorem 1.3. �

Remark 5.2. The result of Theorem 1.3 (a) continues to hold if Z is chosen on the boundary of
B

n
p with respect to the cone probability measure (recall Remark 4.3). This can directly be seen

from the proof, since the radial part U1/n is negligible, as n → ∞. In this situation we remark
that the LDP could also be concluded from the Sanov-type result in [18] via the contraction
principle.

5.3. The regime p = ∞. We consider now the special case that p = ∞.

Proof of Theorem 1.5, part (a). For n ∈ N let Y1, . . . , Yn be independent and uniformly dis-
tributed on [−1, 1]. Then,

n1/q‖Z‖q
d
=

( 1

n

n∑

i=1

|Yi|q
)1/q

.
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By Camér’s theorem, the sequence S of random variables Sn = 1
n

∑n
i=1 |Yi|q satisfies an LDP on

R with speed n and good rate function I∗
S
, the Legendre-Fenchel transform of the function

IS(z) =
1

2

∫ 1

−1
ez|t|q dt .

Finally, applying the contraction principle (Lemma 3.6) to the continuous function F (x) = x1/q,

x ∈ R, yields that (n1/q‖Z‖q)n∈N satisfies an LDP on R with speed n and good rate function

inf
F (x)=z

I∗
S(x) = I‖Z‖(z) .

The proof is thus complete. �

Proof of Theorem 1.5, part (b). If Z is uniformly distributed in B
n
∞, then ‖Z‖∞ is just the

maximum of n independent and uniformly distributed random variables. This maximum has
probability density t 7→ n(1 − t)n−1, t ∈ [0, 1] and thus coincides in distribution with U1/n with
U uniformly distributed on [0, 1]. The result thus follows from Lemma 3.3 in [12]. �

References

[1] D. Alonso-Gutiérrez, J. Prochno, and C. Thäle. Large deviations for high-dimensional random projections of
ℓn

p -balls. preprint, 2016.
[2] M. Anttila, K. Ball, and I. Perissinaki. The central limit problem for convex bodies. Trans. Am. Math. Soc.,

355(12):4723–4735, 2003.
[3] M.A. Arcones. Large and moderate deviations of empirical processes with nonstandard rates. Statist. Probab.

Lett., 57(4):315–326, 2002.
[4] S. Artstein-Avidan, A. Giannopoulos, and V. D. Milman. Asymptotic Geometric Analysis. Part I, volume

202 of Mathematical Surveys and Monographs. American Mathematical Society, Providence, RI, 2015.
[5] S. Brazitikos, A. Giannopoulos, P. Valettas, and B.-H. Vritsiou. Geometry of Isotropic Convex Bodies, volume

196 of Mathematical Surveys and Monographs. American Mathematical Society, Providence, RI, 2014.
[6] L. Breiman. Probability, volume 7 of Classics in Applied Mathematics. Society for Industrial and Applied

Mathematics (SIAM), Philadelphia, PA, 1992. Corrected reprint of the 1968 original.
[7] T.L. Chow and J.L. Teugels. The sum and the maximum of i.i.d. random variables. In Proceedings of the

Second Prague Symposium on Asymptotic Statistics (Hradec Králové, 1978), pages 81–92. North-Holland,
Amsterdam-New York, 1979.

[8] V. H. de la Peña, T. L. Lai, and Q.-M. Shao. Self-normalized processes. Probability and its Applications
(New York). Springer-Verlag, Berlin, 2009. Limit theory and statistical applications.

[9] A. Dembo and O. Zeitouni. Large Deviations Techniques and Applications, volume 38 of Applications of
Mathematics (New York). Springer-Verlag, New York, second edition, 1998.

[10] P. Diaconis and D. Freedman. A dozen de Finetti-style results in search of a theory. Ann. Inst. H. Poincaré
Probab. Statist., 23(2, suppl.):397–423, 1987.

[11] P. Embrechts, C. Klüppelberg, and T. Mikosch. Modelling Extremal Events for insurance and finance, vol-
ume 33 of Applications of Mathematics (New York). Springer-Verlag, Berlin, 1997.

[12] N. Gantert, S.S. Kim, and K. Ramanan. Large deviations for random projections of ℓp balls. ArXiv e-prints,
December 2015.

[13] N. Gantert, K. Ramanan, and F. Rembart. Large deviations for weighted sums of stretched exponential
random variables. Electron. Commun. Probab., 19:no. 41, 14, 2014.

[14] O. Guédon. Concentration phenomena in high dimensional geometry. In Journées MAS 2012, volume 44 of
ESAIM Proc., pages 47–60. EDP Sci., Les Ulis, 2014.

[15] O. Guédon, P. Nayar, and T. Tkocz. Concentration inequalities and geometry of convex bodies. In Analytical
and probabilistic methods in the geometry of convex bodies, volume 2 of IMPAN Lect. Notes, pages 9–86.
Polish Acad. Sci. Inst. Math., Warsaw, 2014.

[16] Z. Kabluchko, A.E. Litvak, and D. Zaporozhets. Mean width of regular polytopes and expected max-
ima of correlated Gaussian variables. Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI),
442(Veroyatnost′ i Statistika. 23):75–96, 2015.

[17] O. Kallenberg. Foundations of Modern Probability. Probability and its Applications (New York). Springer-
Verlag, New York, second edition, 2002.

[18] S.S. Kim and K. Ramanan. A Sanov-type theorem for empirical measures associated with the surface and
cone measures on ℓp spheres. ArXiv e-prints, September 2015.

[19] B. Klartag. A central limit theorem for convex sets. Invent. Math., 168(1):91–131, 2007.
[20] B. Klartag. Power-law estimates for the central limit theorem for convex sets. J. Funct. Anal., 245(1):284–310,

2007.
[21] A. Naor. The surface measure and cone measure on the sphere of ln

p . Trans. Amer. Math. Soc., 359(3):1045–
1079, 2007.



HIGH-DIMENSIONAL LIMIT THEOREMS FOR ℓn
p -BALLS 21

[22] G. Paouris, P. Pivovarov, and J. Zinn. A central limit theorem for projections of the cube. Probab. Theory
Related Fields, 159(3-4):701–719, 2014.

[23] G. Schechtman and M. Schmuckenschläger. Another remark on the volume of the intersection of two Ln
p

balls. In Geometric aspects of functional analysis (1989–90), volume 1469 of Lecture Notes in Math., pages
174–178. Springer, Berlin, 1991.

[24] G. Schechtman and J. Zinn. On the volume of the intersection of two Ln
p balls. Proc. Amer. Math. Soc.,

110(1):217–224, 1990.
[25] G. Schechtman and J. Zinn. Concentration on the ln

p ball. In Geometric aspects of functional analysis, volume
1745 of Lecture Notes in Math., pages 245–256. Springer, Berlin, 2000.

[26] M. Schmuckenschläger. CLT and the volume of intersections of ln
p -balls. Geom. Dedicata, 85(1-3):189–195,

2001.
[27] Q.-M. Shao. Self-normalized large deviations. Ann. Probab., 25(1):285–328, 1997.
[28] A.J. Stam. Limit theorems for uniform distributions on spheres in high-dimensional Euclidean spaces. J.

Appl. Probab., 19(1):221–228, 1982.

Zakhar Kabluchko: Institut für Mathematische Stochastik, Westfälische Wilhelms-Universität

Münster, Orléans-Ring 10, 48149 Münster, Germany

E-mail address: zakhar.kabluchko@uni-muenster.de

Joscha Prochno: School of Mathematics & Physical Sciences, University of Hull, Cottingham

Road, Hull, HU6 7RX, United Kingdom

E-mail address: j.prochno@hull.ac.uk

Christoph Thäle: Faculty of Mathematics, Ruhr University Bochum, Universitätsstraße 150,

44780 Bochum, Germany

E-mail address: christoph.thaele@rub.de


	1. Introduction and main results
	1.1. Main results – Part A: Central and non-central limit theorems
	1.2. Main results – Part B: Large deviation principles

	2. Applications and Comparisons
	2.1. Revisiting and extending a result of Schechtman and Schmuckenschläger
	2.2. A multivariate version of the result of Schechtman and Schmuckenschläger
	2.3. Intersection of neighboring pn-balls
	2.4. One-dimensional projections of qn-balls
	2.5. Comparison with a concentration inequality of Schechtman and Zinn

	3. Notation and preliminaries
	3.1. General notation
	3.2. Probabilistic aspects of pn-balls
	3.3. The Skorokhod-Dudley lemma
	3.4. Large deviations

	4. Proof of Theorem ??
	5. A Large Deviation Principle for the q-norm
	5.1. The regime p>q
	5.2. The regime p<q
	5.3. The regime p=

	References

