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Chapter 1: Introduction

1 Hurhan error in the design of a safety-critical system

This thesis is an investigation into some of the causes and possible remedies to the
problem of human error in a complex human-machine system. The system in question
is engaged in the design of computer softwate for the control of railway signalling
infrastructure. Error in its operation has the potential to be lethaﬂf destructive, a fact
that provides not only the system’s epithet but also the pritary motivation and

significance for its investigation.

The thesis consists broadly of two parts. The first patt is concerned with exploration of
the system, i.e. hypothesis generation, and is somewhat qualitative in nature. The
second part is in general more quantitatively baséd, involved in the testing of the
candidate hypotheses. However, it ends with a faitly lengthy departure from
empiﬁcism“to consider some of the more fundamental issues raised but not answered

by the work.

Because of the Broﬁd and exploratory nature of the initial investigation the themes on
which it is based are quite general: ‘human-machine systems’ and ‘human error’. The

. remainder of this chapter will expound these terms. More specific literatures will be

~ discussed latet, as and when required.

11 Human-Machine Systems

From bone tools to spacectaft, humans have a long history of using artefacts to help
them achieve their goals. For a long period these artefacts were relatively simple and

' often used by their designers, promoting an easy mappmg bctweeﬁ intention and
operation. Especially since the industrialisation of their production, however, artefacts .
have become much more complex and widely available, with a consequential decrease

in their ready usability.

However, it took the necessities of world-war II to give bitth to a discipline focused on
why people found it difficult to use artefacts properly (for a brief history see Sanders
and McCormick, 1993). At this early stage the discipline betrayed its narrow interests

through one of its names; man-machine studies. However, not all humans are men,
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and not all artefacts are machines. Furthet, consideration of a single person interacting
with a single artefact is only a simple example of the general case, whete complex
systems require the interaction of many people with many types of artefact, both
tangible and informational. The broadening of the name of the discipline to human-
machine systems’ still misleads somewhat, but it is in current use and will serve its

purpose here.

At its basis 2 human-machine system can be thought of as any number of humans
interacting with any number of artefacts in pursuit of a goal or goals. This rather broad
definition will be structured further by way of Edwards’ (1972) SHEL model. This
describes systems in terms of their components, partitioned into the following four

categories that make up the SHEL acronym:

' e Software. Many aspects of a system are not physical in nature, but instead are
‘virtual’ ot informational. The rules of arithmetic and the meaning of a clock-
face display, for example, are instances of ‘software’. The term also includes the

definition that it has become synonymous with, i.e. computer programmes.

. Hardware The phy51cal aspects of the system, such as a computer mouse, ot

a doorway

L _E_nvironment: This is that which surrounds and may influence the systern, but
which is not considered part of the system itself. Relevant aspects of the
environment can be physrcal in nature, such as temperature and size, or more
absu:act, such as the economic environment. The environment can bc

considered to be the framework in whlch the systern must operate.

e ‘Liveware’. The humans that are part of the system, e.g. operators, managers;

their characteristics and abilities.

The attribution of system elements to the vatious categories is a sorrlewhet arbitrary
exercise, particularly when it comes to defining the boundary between the system and
the environment. For i mstance ., consider a school. It is likely that teachers, pupils,
caretakers, desks, toilets, books, numbers, roofs, emergency exit signs and electticity

would all be considered necessaty elements of a school system with the goal of

-2
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educating children in the UK today. Howevet, what about the ministry of transport
and the environmental health inspectorate? Currently the majotity of staff and pupils

- must 'be able to get to a school, and that place must be reasonably safe from hazards.
Both institutions have influence on the conduct of school business, but seem to be
more distant from the core goal of educating pupils. For my purposes hete the
boundary between system and environment will be drawn based upon the smallest set
-~ of elements that are causally interactive. A teacher can have an effect on a pupil and
vice versa, but a teacher cannot easily affect transport policy (although the converse is

true).

Within this SHEL framework, problems arise when there is a lack of fit between the
abilities of the liveware and the characteristics of the softwate and hardware. A 50 cm
high doorway, for instance, would be unusable for a large proportion of the general
public. Instructions for the use of a hand-dryer written in Polish would be fine in a
Warsaw public toilet but be of less use, on average, in Seoul. The problem of physical
cotrespondence between liveware and hardware, the domain of anthropometry, will
not form part of this thesis, however. Rathet, the fit between liveware and software will

dominate — the realm of cognitive ergonomics.

1 1 1 Szféty-cz:ztzcal systems

Safety—Cnucal Systems (SCSs) are those systems in which failure can lead to m;u.ry or
loss of life; therefore it is in SCSs that the issue of etror has perhaps the greatest
nnportance SCSs are often thought of as dealing with great physma.l forces or toxic

- materials, for example nuclear powet stations (Health and Safety Executwe 1992),
mass tra.nsportatton systerns (e.g. aviation: Weiner & Nagel, 1988) and medicine (e.g.
Bogner 1994). Indeed the SCS studied in this thesis is a computer-based railway

control system.

However, given the above deﬁoition of SCSs I would argue that this common view is
too narrow. Much safcty—critical acu'vity is carried out in areas as diverse as social work
(e g child protection: The Victotia Climbié Inqmry 2003) and sport and leisure (e.g. in-
line skating: Canadian Academy of Sport Medicine Sports Safety Committee, 1998),

whete poor systems also cost lives. Therefore, although this investigation is context-
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. bound by nature of the railway control system studied, the findings should be

applicable to any system where error is of concern,

1.1.2 Reliability
The essential difference between safety critical- and non-safety critical systems is our
attitude towards their reliability. With the cost of failure so high, SCSs must be as
reliable as is practically possible. The concept of teliability is a central one to this thesis,

so it seems sensible to discuss exactly what is meant by this.

Systems ate implemented to catry out specific functions for a period of time. For
example, the Humber Bridge was designed to transport road traffic across the Humber
estuary until at least the year 2100. If it stops doing this before that date, i.e. it fails (e.g.
physically, economically) through unintended acts or omissions, we could say that it
has failed to meet its reliability tatget — it would be an unteliable bridge. In this case
réﬁabﬂity is considered to be the probability of system failure within a given time span.

UK Def Stan 00-55 (Ministry of Defence, 1997) is a widely-used standard for safety-
related computer softwate applications. For SCSs with the highest safety integrity level
~ (level four, where system failure could be “catastrophic”, resulting in multiple deaths),
the probability of failure in any given year should be no greatér than 1x 10*, or one in
ten thousand. In comparison, the Microsoft Windows™ Millennium Edition operating
system rumnng on the PC used to write this thesis falls (i.e. crashes, requiring a re- |

- boot) about once every two days — around a million times less reliable than a level-four
SCS. (This is actually an overestimate of its reliability because the computer is not in

continuous operation.)

UK Def Stan 00-55 gives a reliability zarget for SCSs. A crucial factor not addressed by
this standard, howevet, is how we should know when this target has begn attained (or |
indeed, how we can attain it). In the example of the computer system (above) the
estimate of reliability was béééd upoﬁ the observed behaviour of the system whilst in
operation. This is clearly not an acceptable way to obtain reliability estimates for SCSs.
Rather, reliability analyses are carried out that seek to predict the reliability of the whole
system based upon knowledge of the observed reliability of individual coméoﬁents of

4



Chapter 1: Introduction

1Al 9 1 o | Reliabilig=81

b — = Reliability = .99

Figure 12 A system with two components arranged in series [a] or parallel [b]

that system. For c;;éthple, consider the following example related by Wickens and
Hollands (2000). It consists of a very simple system, with only two components,

shown in Figure 1.

Each component has a probability of failure of .1, and therefore a reliability of .9
(teliability = 1 — probability of failure). If these two components are arranged in seties
[2], then if either component fails then fhe system as 2 whole will fail. The reliability of
the system as a whole is 9 x .9 = .81.'.On the other hand, if the components are
an:aﬁged in parallel [b] then the systém will only fail if both of them fail togcther. The
probability that the system will fail in this case is .1 x .1 = .01, giving a reliability of .99.
When components of 2 system are arranged in parallel the system is said to have

redundancy.

1.1.3  Human reliability _

Human Reliability Analysis (HRA) is the extension of the above method iﬁto thc
domain of human system components (see, e.g. Miller and Swain, 1987). HRA seeks to
decompose human task perfdrrﬁanée into 2 number of components to which error

| probabilities / reliabilities can be attached. These human error probabilities (HEPs) are
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usually expressed in the form of a ratio of the occurrence of error divided by number

of opportunities for error. -

In doing so some methods rely upbn databases of human error statistics (e.g. THERP;
Miller and Swain, 1987; Swain and Guttman, 1983), while others rely upon expert
judgcﬁxcnt (Ab_sdlute Probability Judgement; see Kirwan, 1994). There are, however, a
number of criticisms which have been made of the HRA approach to absolute error
 probability quantification (e.g., see Hollnagel, 1993; Miller and Swain, 1987;
Rasmussen, 19806). It is certainly the case that HRA techniques are mote dependable
when comparing the relative error probabilities associated with different parts of a task
than when used to give absolute etror probabilities (HSC, 1991). Comparison of HRA
techniques has revealed vatiance in absolute judgements of error probabilities
“..between teams as well as within teams, typically with a facto—r of 10 or more”
(Hollnagel, 1993, p. 132). There are a number of reasons why this might be the case.
Fn:st, it can be argued that umquc circumstances which prevail in each task
environment mean that the statistics contained within error databases cannot be
generalised with sufficient accuracy (see Taylor-Adams and Kirwan, 1995). Second,
-. human error is often detected by the person carrying out the task him- ot herself.
Therefote, it is difficult to derive the probability of system failure simply from the
 probability of human error, as is discussed later in this chapter. The persistence of
human error within complex systems relates to the nature of the task environment (i.e.
- opportunities for self-detection), and the self-detection of etrors relates particulatly to
specific types of human etror, as will also be discussed below. Third, a basic
assurhption of HRA methods is that human etrors are independent of other human
errors and of non-human syétcm failures. ‘This is demonstrably not the case, and
furthermore the nature of this dependence is complex and difficult to specify (see
Wickens, 1992, p. 432). Howevet, some progress is made on this topic in § 9.3.2.

Even though absolute error probability judgements are problematic, I contend that the
identification and classification of human ettor, along with the consideration of relative
(Wlthm task) error probabilities remain worthwhile and attainable goals, and will be
used in this thesis. | |
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12 Human Error

The concept of human error seems intuitively important to reliability, and indeed will
provide the focus of this thesis. What is meant by the term must therefore be made
clear before proceeding, as it is easily confusable with other related but distinct
concepts. The exposition below is informed greatly by the work of Norman (e.g. 1988)
and Reason (e.g. 1990).

First, errors relate to a failure to achieve a goal. Without a goal there can be no error per
se, and the same activities may be considered to be cotrect on one occasion and
erroneous on another depending on the goal to be achieved. For example, deciding to
clean my teeth might be considered a good thing shortly before going to bed, but an
etror while trying to drive safely along a motorway.

Second, because errors relate only to goals they also relate only to entities that can
formulate and strive for goals. In human-machine systems the goals are set by humans,

and so in this context the term human error’ is somewhat of a tautology.

Thn:d, etrors relate to the cogmtlons and acuons of people, but they are distinct from
the consequences of these cognitions and actions, The activities of people may tesult in

undesuable elements and states of systems, but these follow from the errors and are

not the errors themselves Specifically, errors may result in system faults, and system

faults may lead to system failures.

To illustrate the above, consider the foﬂowing example of 2 system. The system
consists of a homeowner (the liveware), the homeowner s house w1th a newly installed
alarm system (hardware) the instructions for using the alarm, written in English
(softwarc), and the cnvn:onrnent, which in this case is considered to be the threat of
burglary. Because of the threat of burglary the homeowner would like to protect his or
her house from damage and theft. Thcrefore he ot she dec1des to activate the alarm
every time the house is vacated for more than a few moments. On leaving the house
the homeowner presses a sequence of buttons on the alarm control panel, derived
from his ot her understanding of the instructions, in the belief that the alarm will be

activated. Howevet, in errot the homeowner merely goes through the test sequence
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rather than activating the alarm. Therefore, when the house is unoccupied the alarm
system is at fault in relation to the system goal (protect the house from theft and
damage). However, although the homeowner continues to erroneously operate the
alarm system in this way for many years, the fault never leads to system failure

_ because the house is never burgled.

Not all systems can tolerate faults in this way without consistently leading to failure. If
I fill the fuel tank of my car with diesel fuel rather than unleaded petrol, the fault of
having a tank mostly full of diesel will quickly lead to the car’s motive failure.
(However, whether the decision or action of doing this would be considered an error

or not will of course depend on whether my goal was to foul the engine.)

The extent to which faults lead quickly and consistently to failures can be though of as
the ‘coupling’ bétween system elements (Perrow, 1984). In tightly couplcd“ systems

| faults lead rapidly and/or inexorably tb failure. A good cxampie of a tightly coupled
system is a house of cards, where virtually any fault, i.e. a fractional misalignment of a
card, will lead to collapse. Notice that the fault could be introduced by etror, e.g.

- clumsy placement of a card, or the decision to construct the house of cards in a

" draughty room, but this is not the only way for a fault to occur; an earth tremor would
do the trick also, as would deliberate vandalism (a “violaton’, as termed by Reason,
1990). On the other hand, in loosely coupled systems faults do not inevitably lead to

_ syétem failure. For example, the internet was designed to be a loosely coupled system,

- able to tolerate many faults in its communications web and yet to continue functioning.

Faults do nét always lead to failures, and similarly errors do not always lead to faults.
The Greek astronomer Claudios Ptolomaios (Ptolemy’), born c. A.D. 85, conéu'uctcd
a model of the solar system that was in use for approaching 1500 yeats. Given the
goals and instruments of astronomy at the time (predicting planetary motions, ccﬁpscs,
etc., all done without telescopes, or clocks as we now know them) it was a highly
accurate model, which is for the most part why it petsisted for so long. However, it

| waé a geocentric model (i.e. with the earth at the centre Hc‘)f the solar system), a feature
probably based primarily upon an erroneous and egocentric interpretation of the

apparent motion of the sun, We now know that the reasoning that led to the model

8
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‘was in error, but the model itself did not lead to any verifiable faults until more
accurate data on planetary motions were produced by the Danish astronomer Tycho
Brahe (b. 1546).

The detection of etrors can come about before any fault or failure of a system, of
course. For instance, motor control errors can be corrected very rapidly by compating
~ an ‘efference copy’ of the movement commands sent by the brain with a
representation of the desired movement ‘goal’ (Kawato & Gomi, 1992; Rabbitt, 1978).
. In fact, this system is so fast that motor outputs can be modified or inhibited before
they have had a chance to be put into action, i.e. etrors are detected and corrected
before they result in faults. More generally, Rizzo, Ferrante & Bagnara, (1994)
described the concept of ‘inner feedback’ as information available to

awareness/ workmg memory that did not anse from external sources. These internal
error-detecuon processes will not, however be the focus of error-detection in this

thesis. Rathet, the processes by which faults are detected will be studied.

The detection of faults, by definition, requires feedback from the human-machine
system external to the human operator. For instance, while wriu'ng this thesis I became
‘awate of most of my typographical errors through the process of visual perceptmn of
rmsspelled words (or perception of spell-checking computer software cues), not
through the intetnal monitoring of motor commands (although for a more skilled
typist the reverse might have been true). Therefore, to detect faults depends upon our
- ability to petceive and distinguish between the actual state of the system and the

desired state — to compare feedback with some representation of the goal.

The more ‘direct’ the comparison between existing and goal states the easier isllikely to
be the fault detection. If there is an accurate internal model of the goal state and ample,
timely feedback about a relevant system state, then fault detection is faitly easy: the
equation 7 + 2 = 10 should be a clear and available stimulus to teadets who have been
able to read this thesis thus far, but it does not seem to conform to the well-known

rules of arithmetic. As such, itisa fault, and therefore suggests the presence of an error
in the thinking or behaylour of its author, if his goal was to correctly sum seven and

two. (I did intend it to demonstrate an error, which would make it a fault of arithmetic



Chapter 1: Introduction

but not of exposition. If I now claim that it is an equation written in base nine, rather

" . than the expected and conventional base 10, then it is a correct example of arithmetic,

but not of erroz...)

Clear and timely feedback is of no use for fault detection if the internal representation
of the goal state is itself flawed, however. Consider the English' word that means ‘a
petson who owns or tuns a restaurant’. Restauranteur? The word is actually
‘testaurateur’, with no ‘n’. The former has become common, presumably because of its

consistency with the spelling of the word ‘restaurant’.

Without the pérécpﬁon of feedback on the mismatch between actual and desired
system states, errors and faults will remain undetected (until and unless they lead to
perc_ﬁepﬁble systeni faildr_e). For example, Ptolemy’s theory of the heavens was revealed
td be faulty only when more precise feedback became available, in this case in the form

of empirical data on the positions of heavenly bodies.

(Reason, 1990, referred to faults that lie dormant for some time without providing any
feedback as to their existence as Tatent system errors’, and faults that provide
“immediate” feedback as ‘active system errors’. I believe that Reason’s scheme, while
thematically consistent with the one desctibed here, unnecessarily mixes notions of

errors, faults and failures, and the coupling between them.)

Even when feedback from faults ié_availéble, however, it may not be interpreted as

- evidence of error, as the feedback itself may be dismissed as faulty. Improvements to
Newton’s theory of gravitation (1687) did not emezge from better observational data,
but by theoretical inconsistencies between it and James Clerk Maxwell’s (1873) theory
of electromagnetism. This is despite the existence of observational data inconsistent
with Newton’s theoty (‘problems’ with the orbif of mercuty noted by Leverrierin -
1855), but which were attributed to observational deficiencies. More recently, -
mounting evidence of faults in the thermal protection system of the NASA’s space
shuttle system did not lead the system’s managers to react as though they had found
evidence of systcrh error until thé catastrophic failure of the Columbia spacecraft in

2003 (Columbia Accident Investigation Boatd, 2003).
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These issues of error feedback ate basically those discussed by Quine (the ‘Duhem-
Quine thesis’, 1961/1953) and Popper (e.g. 1972). Quine argued that it is impossible to
view any piece of feedback as indicating unequivocally the presence of error in a
system, because our understanding of the system can never be known to be complete.
Popper argued that the existence of error feedback is the onky way to conclusively
demonstrate a faulty system. (Their topic was the practice of science, but I would argue
that ‘science’ is 2 system contammg humans and artefacts, like any other discussed

hcre)

1.2.1  Error types

Many classification schemes have been proposed that seck to address issues of human
etror through the nature of faults. A well known example of a genetic

: phcnomendlogical error typology distinguishes between errors or faults of omission (a
required act was not performed) and those of commission (incorrect petformance of a
required act or performance of an act which was not required). A number of authors
have proposed more extensive phenomenologicél classifications. For example, Miller
and Swain (1987) suggest that errors of commission can be fusther divided into
‘selection errors, sequence errors, time erros, and qualitative errors. Hollnagel (1993)
-proposcd a scheme in which four basic phenotypes ate used as the basis of an attempt
to model compr.ehenswcly all possible sequences of task petformance: i) cotrect action
- the correct sequence of steps; ii) j jump forward - the action sequence lumps forward,
rmssmg steps from the correct sequence; i) j jump backward - the action sequence
jumps backwards to already executed action steps; and 1v) intrusion - an action is

executed which is not pat of the current plan.

These approaches érc limited if only the faults themselves are known. For instance,
considcr the simple examplé of the forfnula above: 7 + 2 = 10. What are the possible
etrors? Before making any suggcsuons assumptions about the goal underlymg |
performance must be made. Assummg that the goal was to write a correct equauon in
base 10 there are still mynad pos51b111tles Thete could have been an error of
commission in the answet (7 + 2= 9), but also in the numbets to be summed (eg 7+

3= 10), as well as in the operators (e.g. 7 +2# 10). Thete could instead have been

1
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etrors of omission (e.g. 7 + 2 = 10 -1). These examples hopefully serve to show the
difficulties present when trying to infer errors from faults. Howevet, knowledge of
- faults and failures is often the only source of information available when trying to

investigate error.

1.2.2  Errors and excpertise

In the eaﬂier example, the goal of writing the word ‘restaurateur’ was initially failed and
the wc;rd ;x)as misspelled. This could be seen as the commission of one error resulting
in one fault — a spelling mistake. However, it could also be viewed as the writing of
twelve letters correctly and the addition of an extra one erroneously. This is because
virtually all goals can be thought of as being composed of numerous sub-goals (e.g.
Newell and Simon, 1972). The extent to which we should considet it one or 12 goals
will depend upon how these goals are represented internally by the typist.

A total novice at typing would probably have to treat typing each individual letter as a
goal in itself, and perform each action in sequence to achieve the super-ordinate goal
of typing the Word.‘ Petformance would be slow, effortful and demanding of short-
term memory resources (e.g. which letter to type next?) and conscious attention on the

~ task. Errors would be quite ]ikcly and even more likely under stress, distraction or

. while performing other tasks concomitantly, especially those demanding similar,
limited processing resources (e.g. Wickens, 1991). With practice the typing of
individual letters would become chunked into typing groups of letters, until eventually

~ even these chunks wete integratedhigto an effortless ability to type the whole word with
virtually no demands on short-tetm memoty or conscious attention (Keele, 1968).
Errors when performing such a skilled task are relatively infrequent, even while under

stress and distraction (e.g. Tayyari and Smith, 1987).

This change in performance as skllls are acqun:cd has been cxtcnsxvely descnbed. Fitts
and Peterson (1964), Anderson (1 982) Rasmussen (1983) and Reason (1990) have all
described this process with models incorporating three levels of behavioural control.
Performance at the novice level, called vatiously the ‘cognitive’ or ‘knowledge-based’
stage, is characterised by slow, comdously demanding and effortful performance.

Partially-skilled béhaviour has been described as the ‘associative’ or ‘rule-based’ level,

12
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where aspects of the tasks can be performed without conscious attention, but these

- task chunks still need conscious triggering and linking, Finally, expert performance has
been termed the ‘autonomous’ or ‘skill-based’ stage, whete goal-directed behaviours
can be performed without conscious attention. Performance at the novice level is slow
and effortful but flexible and adaptable. In contrast, as performance becomes more
learned and nearer to the éxpert level it is quick and effortless but rigid and

stereotypical.

Regarding errors, Norman (1981) suggested a dichotomous classification based around
whether the goal itself is selected in etror or whether the action taken to achieve that
goal is erroneous. On the one hand, if a sub-goal is selected that will not lead to
fulfilment of the super-ordinate goal it is termed a ‘mistake’. On the othet hand, if the
activity selected to achieve the goal ot sub-goal is performed incorrectly (ot not

petformed), this is termed a ‘slip’ (or Tapse’).

For example, I may have the goal of driving safely and efficiently from my home to my
workplace. A sub-goal of this is to obey traffic signs and signals. Patt of the route
involves crossing a traffic-light controlled junction with two route options: straight
_ahead or a left turn, each controlled by its own traffic-light. Imagine that both lights are
showing a red ‘stop’ signal, and that I am waiting to go straight on. I see the light in
front of me change to amber then grceﬁ, and I formulate the sub-goal (not necessarily
with conscious aWareness, if this is 2 well-practiced skill for me) to start on my way. I
do so, and promptly crash into a car turning across my path, down the (for me) left-
' hand road. I had misperceived which traffic-light had turned green; in actuality it was
the left-turn light that had changed and the straight ahead light‘was still on red. In this .
case I had made a mistake. I had formulated a goal (start driving) that, while pérformed
correctly, was in conflict with some of my higher order goals, i.e. those of driving safcly
and obeying traffic signals. (It was consistent with another of my goals however, that

of drlvmg from my home to my work.)

On the other hand, imagine me again waiting at the red traffic light. This time I
petceive correctly my straight-ahead light change to green, and formulate the same goal

as before, to move off and continue on my journey. However, by accident I select thitd
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- gear instead of first and stall the engine, jetking forward to a halt. The dtiver in the car
- - behind, expecting to move forward, might even bump into the tear of my cat. In this

~ case the goal was correct but was not executed propetly; I had made a slip.

It’s also quite feasible that I could have made both errors together; misperceiving the

~ traffic light and selecting the wrong gear. In this case the combination of both etrors
;ﬁigﬁt have resulted in 2 more favourable outcome than if I had merely made either
one; I wouldn’t have crashed into the car in front, and the car behind, not expecting to
rhove, would have been less likely to have bumped into my rear. (However, this would
merely have been a fortuitous feature of the coupling between ertots, faults and
failures in this particular system; more ertors and faults are usually wotse for system
reliability than are fewer.) In general, though, the occurrence of multiple errors and
faults is to be expected in any reasonably complex systém; “there’s many a slip ‘twixt

the cup and the lip”, as the saying goes.

Using a combination of Norman’s (1981, 1988) and Rasmussen’s (1983, 1986) models,
Reason (1990) offered an integration and slight elaboration on the above, with his
generic error modelling system. He proposed that slips and lapses were likely to

| dominate in the domain of expert, ‘skill-based’ behaviour. He also proposed that
mistakes come in two varieties, depending upon the level of behavioural control. In
fully consciously-controlled behaviour, the ‘knowledge-based’ domain of novice
performance, mistakes of information processing occut, such as the overloading of

- short-term memory, confirmation bias (e.g. Wason and Johnson-Laird, 1972) and the

 like. In between these two endpoints, in the domain of ‘rule-based’ behaviour, mistakes

of perception dominate, whereby otherwise efficacious chucks of behaviour are

inappropriately triggered when the situation is misclassified.

In the first example from ﬂlc driving sccnado related eatlier, a rule-based mistake .Was
made when the driver rhisperceivéd the traffic light and initiated a skilled behavioural
sequence that would have been appropriate in other circumstances. In the second case,
the traffic light was perceived correctly and the correct goal, to start driving, was

selected, but the execution of the skilled action was flawed.
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13 Performance Shaping Factors

.. There are a number of factors which will influence the propensity of an individual for
error. These are often termed Petformance Shaping Factors (PSFs: Miller and Swain,
1987) within the context of HRA, and may be classified as either external (i.e. relating
to characteristics of the task environment) or intemal (relating to characteristics of the
individual). Examples of external PSFs are: work layout, environmental conditions,
work design, training, job aids, and supervision. In contrast, internal PSFs relate to the
“...skills, abilities, and attitudes that the worker brings to the job” (Miller and Swain,
1987, p. 223).

In order to determine the influence of PSFs upon task performance they must be
considered within the context of broader models of cognition. Although a
comprehensive review is beyond the scope of this thesis, I will briefly mention a few of

the most influential factors which are applied within this context.

1.3.1 - Attentional limitations

Since the late 1950’s, much research effort has been devoted to dcveloplng models of
attentional lnmtauons Eatly work in this area focused upon attentional selectivity and
‘was concerned with identifying bottlenecks’ in the information processing system (e.g.
'BrOadbenf, 1958; Deutsch and Deutsch, 1963; Tteisman, 1964) Mote recently, the
ablhty to snnultaneously process information has become the central focus and models
which characterise attention as one (Kahneman 1973; Moray, 1967) or more (Wickens,
1984) pool(s) of tesources which can be ﬂex1b1y allocated to task performance have

| en]oyed much success in predicting task petformance.

The implications for human error are that if task demands exceed attenﬁéhal :
processing capacity error is mote probable. This may lead to “mistakes of bounded
rationality” (Reason, 1987), which are reflected by simplified or incomplete planning of
actions. Alternatively, “mistakes of reluctant rationality” may occut, as a result of
individuals adopting task performance strategies which avoid novel thought (i.e. only
consideriﬁg a restricted problem space) in order to minimise ‘cognitive strain’ (Bruner,

Goodnow, and Austin, 1956).
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i

- 1.3.2  Mental models of the task environment
- An influential theoretical approach which relates to the mental representation of the
task environment is that of the mental model (Gentner and Stevens, 1983; Johnson-
Laird, 1983). Mental model theories postulates that for any given task environment an
individual will inevitably form a mental model which is “...a tich and elaborate
structure, reflecting the user’s understanding of what a system contains, how it works,
and why it works that way” (Carroll and Olson, 1988, p. 51). This will be used as the
“basis for predicting the outcome of future interactions with the task environment. A
mental model may be incomplete or inaccurate, and as a consequence “mistakes of
impetrfect rationality” may occur. These errors may be typified by “procedures that are .
too rule-bound, too tigid, and too conservative. Solutions to previous problems will

" continue to be applied and too little account will be taken of actual ot poténﬁal

change_” (Reason, 1987, p. 18).

1.3.3 - Individual differences
'There are a2 number of dimensions of individual difference which will exert an

influence upon task performance. These may relate to labile differences, such as mood
or expertise, or to more stable differences, such as cognitive ability or personality (see
van der Veer, 1989). Individual differences can be predicted to interact with the effects
of each of the frameworks of cognition described above. For example, one of the main
factors which will determine the availability of attentional resources is expertise. As
individuals become more expert in task performance, so task performance becomes

~ automated (see Schneider and Shiffrin, 1977) and attentional resource demands are
reduced. This is analogous to the shift in performance level from Knowledge-based
through to Skill-based as tasks become more pracﬁsed and expertise is acquired.
Similarly, expertise may féﬂect a more complete or more accurate mental model of the

task environment which will serve to reduce errors.

14 Summary

To summatise, errors are failures in goal-directed activity, with a multitude of potential
causes depending upon the knowledge, skills and abilities of the individual concetned.

Errors often, but not always, introduce faults into the wider human-machine system,
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and faults may lead to failure of the system in some way. Often a crucial goal of an SCS
is seen as minimising error. Hopefully the preceding analysis has made it clear that,-
while this is desirable, the actual ovetriding goal should be that of minimising system
failures. To understand how this may be achieved first it is necessary to understand
what the system is composed of and how it is coupled together — how etrors may lead
to faults, and how faults can lead to failures. This task is tackled in the following

chapter.
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2 Task Analysis of the Solid State Interlocking system

- This chaptef presents a task analysis of the way in which software for a computer-
bé.sed railway control system is produced. The control system is called Solid-State
Interlocking (SSI), and its purpose is to allow safe and efficient movement of trains
over a railway network. It will be desctibed in more detail through the coutse of this

chapter.

. First, é.prbéess a‘nalj‘zsis‘ (Piso, 1981) of the SSI system will be presented. This provides
a‘ dcscriptiori of the ‘raw materials’ for later analyses to work upon (e.g. what elements
cqnéu'tute the system?). Second, 2 Hierarchical Task Analysis (HTA; Annett &
Duncan, 1967) will be shown, which decomposes the jobs that make up the activity of
the SSI system.

.. 21 | ..l:l'rt‘)c:e.sé anélysis of the Solid State Interlocking system

Piso (1981) proposed that a process analysis is a useful and necessary exercise to
conduct before the more formal Hierarchical Task Analysis (HTA). This is because
HTA represents data pﬂmarily about the goals and actions of the human operators of a
system, without explicitly describing what else the system consists of (e.g. software,
hardware), its goals, how its components are arranged, the logic of its operation, and so
on. The process analysis is intended to give the reader the necessary framework within

which to view the subsequent task analyses.

211 Method

Piso (1 981) suggests goals rather than methods should be used as a way to structure

the analysis. The analysis should result in a description of what the system does and

how it does it. As an extension of Piso’s method the process analysis is structured here
in terms of Edwards’ (1 972) SHEL model: Software, Hardware, Environment and |
Liveware. This extrancatégorisation provides mote structute to the data and facilitates

integration of information from the Process- and more complex Hierarchical Task-

Analysis.
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2.1.1.1  Sources of data for the process analysis

Piso (1981) suggests interviews with task experts as the sole source of information for
the process Ia.nalysis. This investigation used approximately five hours of interviews .
- with four senior participants drawn from the two main industrial collaborators, but
also task observations and task documentation. Documentary information was
gathered from a number of sources: ‘SSI 8500 - Design of SSI Signalling Schemes’
gives a broad ovetview of railway signalling rationale and implementation; ‘SSI 8003 -
Data Prcparau'oﬁ Guide’ is the standard manual for the detailed design and coding of
the SSI prbgramrhing language. Both manuals are comprehensive in their coverage of
material, extending to over 100 pages each.

The primary focus of this phase was not to examine the role of human designer.
Neither was it intended to be a comprehensive description of the hardware and
software components. For further details of these systems the reader is referred to
Cribbens (1987) and Leach (1991).

2.1.2 Results
2.1.2.1  System goals ’
A railway network must satisfy two overriding goals:

1. It must be live’, which means that it must allow trains to travel between points
in the railway network. The mote trains that can travel across the network at
the same time, at higher speed and/or closer separation, the greater the volume

of traffic the network can handle and so the greater the Tliveness’ of the system.

2. Tt must be safe. Trains must not be allowed to crash into one another or be
derailed. Additionally, trackside workers and the general public must be
protected or warned of approaching rail traffic when and where they are likely

to come into conflict.

The way that the SSI systc‘m” achieves the above conceptual goals is by satisfying a

set of more concrete goals:
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3, The SSI system maintains a real-time model of the state of the specific railway
- network under its control. It receives and stores infotmation about train
positions and the status of trackside equipment, e.g. points and signals, as well
as information regarding the commands to alter the system state issued by

human signal workers.

4. Based upon the information from the real-time model, the SSI controls the
status of the trackside equipment under its command, allowing the system to

only enter certain permissible states (designed to achieve 1 and 2, above).

Figure 2, below,‘ shows a simplified railway signalling track diagram, with two main
(horizontal) tracks connected by two short diagonal sections. Trains travel along the
tracks from signal to signal. The SSI system must ensute that only safe train

movements are allowed.

. Pl P2 I—C(I)
7 T8 fq'D 19 [ To . ™ L |

s = signal t= track section p = points

Figure 2: Schematic of an example rail network

As stated in goal 4., the SSI system must allow the railway network to enter oﬁly certain
permissible statés, and to stop it én_tex:ing any others. It uses the information from the
real-time model to feed into a coﬁuol prograrnxhe which dctcnnincs whether requests
from human signallers or automaue tlmctablmg software would put the system into an
allowable or unallowable state. For examplc a requcst to send two trains onto thc same
section of track at the same time should be refused by the SSI, as they would be in

danger of crashing into one another.
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Figure 3, below, shows an example of the “Geographic Data”, as the site-specific

computer programme is called, that would control some of the functionality of the

. example rail network shown in Figure 2. It shows the conditions that must be fulfilled
~ before Route 2 (R2) can be set, allowing trains to travel from Signal S1 to Signal S7.

‘This route involves a train starting on track section T2, moving onto track T3 and

down across the points onto track T9, then on via T10, T11 and T12 to signal S7.

*QR2 . R2a / Route label and availability
P1 crf , P2 enf / Points test
U10-AB f,U3-BC{ / Opposing route(s) test
then R2s / Route setting

U3-CB1,U9-CA1,U10BA 1, / Sub-route locking
11-BA1 U12-BAI | :
Plcr,P2cn ". / Points controlling

S2clearbpull / Signal clearing

Figure 3: Example SSI Geographic Data

This enta.il‘s‘ checking that‘ the foute is available (R2 a), e.g. not barred because of
ﬁaﬁtenmee; that the points are in the correct position, 6: it is safe to move them to
the correct position, to allow the train to cross from T3 to T9 (P1 ctf, P2 cnf); and
that other, conflicting routes are not already set, which is done by checking two
opposing ‘sub-routes’ to ensute that they are free (U10-AB £, U3-BC ). If these checks
are passed, then the route is set (R2 s); the individual sub-routes in Route 2 are locked’
(U3-CB L, U9-CA |, etc.); the points are moved to the cotrect position (P1 cr, P2 cn);
and the route entrance signal is checked to see if it is ‘clear’ to be changed to green (S2
clear bpull). In the final line shown in Figure 3, signal S2 is commanded to change to
green, an incorrect command as route R2 runs from signal S1. This ex;for would be
potentially disastrous, aﬂoﬁng two trains travelling in opposite directions onto the

same section of track.
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It is the programming, verification and validation process for this ‘geographic data’ that
is the focus of the present study. The SHEL model will be used to structure the .

various elements that combine to achieve the above goals of the system.

2.1.2.2  Environment

The environments in which the system operates have an over-arching effect on the
choices for how it should function. The commercial-economic environment will tend
to value liveness over safety concerns. The social-legal environment will tend to value
safety over liveness. This competition between goals may seem tenuously related to the
question of how the SSI system achieves goals 1 and 2; however, this tension is likely
to have direct impact on the general approaches to control used by the system, and so

the methods that can be adopted to ensure the railway’s functioning,

An example of this was seen in the wake of the 1988 Clapham rall disaster. It was
claimed that Automatic Train Protection (ATP) systems, not in use at the time
(although available), would have prevented the accident and 34 fatalities. ATP systems
seek to keep a minimum separation distance between trains, as opposed to the current
“ébsolute block” system which divides the rail network into sections which ate only
supposcd to contain a single train at any one time. However, analyses which sought to
cnumcrate the maximum amount of money a population (of rail users in this case)
would be willing to pay to prevent each fatality revealed a maximum estimate of |
around £2 million. ATP would have cost at least £15 million (per fatality) to install

~ (Hope, 1992; Jones-Lee & Loorrieé 1995.) and so it’s introduction, though promised
by regulatoré, was dropped.’ ’

The ecqnoinic and political climate has also forced radical organisational change onto
the UK rail industty over the past few years. Now defunct, British Rail was a single,
naﬁonaﬂy—owned organisation résponsiblc for all major aspects of the rail service. It
therefore had responsibility and control over both safety and liveness, and could
strategically manage the tension Betwcen the two. The situation today, however, is -
much more organisationally complex. There are many and various for-profit
companies that between them ptovide rail transportation in the UK. The way that this

has been organised has meant that responsibility and control for safety goals and
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liveness goals do not lie wholly within the same organisation. Indeed, virtually any
aspect of the operation of the rail network in the UK today relies upon the interaction
of many seﬁarate organisaﬁons, e.g. train operating companies, signalling companies,
engineering companies, all with sub-contractors and suppliers. (This situation,
however, is now changing again, with the demise of Railtrack, the company that was

previously in charge of rail infrastructure.)

The physical environment of the UKs rail network is compact and dense. Although
reduced in overall size in the last 50 years, in places (e.g. London, Crewe) the network
1s still one of the densest in the world. This has meant that the SSI system must be
complex and flexible enough to deal with the intricacy of the rail network it must

control. -

Regarding the physical environment in which SSI design wotk is conducted, it is
carried out predoininately in open-plan office-based environments. This means that
designers have easy access to one another (and theit expettise), but they also have only

partial control over unwanted noise and distractions.

2. 7.2.3 Hardware

2.1.24  SSLinstallation

The safety-critical processing of the ‘geographic data’ is cartied out by three computer

micro-processots. Each contains a validated generic control program and location-

specific “geographic data” stored in Electronic Programmable Read-Only Memoty

‘ (EPROM). The control programme, ‘s'tandard to all SSIs, interprets the geographic

data. The geographic data is unique to each installation, however; each railway layout is

as different as, say, the road layout in each town or city. This geographic data specifies |

information about the layout of the tail network and also thc logic of the train

movements that are, and are not, allowed Each SSI processor maintains a real-time
“map” of the state of the railway in Random Access Memoty (R.A.M) including such

information as the state of each s1gna1 and set of points.

Each SSI system contains three identical control processors which operate on a

majority voting system. This is to guard against any one processor having control of
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the system should one of the processors fail or have to be taken off-line for
maintenance. This defends against mechanical failures and corrupted memory, but will
not guard against incotrect geographic data, as the same version is loaded into each of

- the three processors.

2.1.24.1  The Design Workstation

The critical task of writing and validating the geographical data for each installation is
carried out using the ‘design workstation’ (DWS). The DWS comprises a workstation
computer (with a display screen, keyboard and mouse), and an SSI simulator with two
colour display terminals, each with a trackball controller. ‘Geographic data’, the SSI
computer code, is written using the UNIX-like DWS computer, which offers text-
editing zippliéations, compilers and so forth. The code can then be uploaded to the SSI
simulator for testing. (The SSI simulator is essentially 2 cut-down SSI installation, with
only one control processor instead of three, as 100% availability is not critical during
desigh.) The SSI simulator is fitted with RAM instead of the usual EPROM to allow
quick loading of riery written SSI code.

One of the simulator display scteens presents a representation of the simulated state of
trackside components (e.g. points, signals). The other screen shows a signaller’s panel,
which presents the controls and displays regarding the requesting and setting of routes

and related functions.

2125 Sopware .
The most important non-physical elements of the SSI system are the Standard

Signalling Principles’ (SSPs) and the SSI geographic data language’.

The SSPs embody the phﬂosophﬁr of how the safety goals of system operation are to
be achieved. The philosophy of ‘absolute block’ signalling is in use in the UK today,
and has Bccn for over 50 years. The basic tenet is that only one train is allowed into
any one section of track at a partiéular time. The entrance into each track section is
guarded by a signal which operates in a similar way to a traffic light. A green light

means the track section is clear and trains can enter, a red light means the section is
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occupied and the train must stop. That way if a train were to break down the last signal

passed by the train would be on red, batting the route to following trains.

The geographic data language is a proprietary programming language specific to SSL It
was developed to have similar concepts and operational logic to the electro-mechanical
relay signalling systems it replaced, so allowing signalling engineers with expert
knowledge and skills in the previous system to be able to convert efficiently to SSL
Example SSI geographic data ‘code’ is shown in Figure 3; the similatity to generic, text-
based programming languages is evident.

2.1.2.6 - Liveware

~ The signalling engineers, at least those wotking for the firms participating in this
project, were all male and from the UK ethnic majority. They tended to be from
science and engineering educational backgrounds and all seemed familiar and
competent with standard computer technology. They were heterogeneous with respect

to their éges and levels of SSI knowledge and experience, however.
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2.2 | Hiefarciﬂcai Task Analysis of the Solid State Interlocking system

Theteis a wide range of task analytic techniques which may be used to describe and
evaluate Human—machine and human-human systems, each with associated strengths
and weaknesses (cf. Diaper, 1989; Kirwan and Ainsworth, 1992). \Vlthm the present
context, a number of varied, and potentially conflicting, demands were placed upon the

task analytic process.

The task of SSI data design incorporates a diverse range of component elements. It
was necessary that the task analytic method be capable of describing this ‘macro’
structure of the design process, including the rules governing the overt behaviour of
the designer. However, it was also important that specific components of the SSI data
design process could be described in fine detail. In order to meet these potentially
conflicting requirements of breadth and depth Hierarchical Task Analysis (HHTA) was

used.

HTA was originally specified in 1967 by Annett and Duncan at the University of Hull
and has since been developed and refined by other workers (e.g. Piso, 1981 Patrick,
Spuxgeon and Shepherd 1985). There were a number of reasons to believe that HTA
would be the most appropnate technique to provide a description of the SSI design
process. HTAisa versatile and powetful tool which has been applied in areas as wide
ranging as the allocation of automation within human-machine systems (Fewins,

‘ Mltchell and Williams, 1992), operauonal safety assessment (Rycraft, Brown and
Leckey, 1992) and the development and planning of training prov1s1on (Patrick et al.,
1985). It provides a logical, hierarchical breakdown process which enables tasks to be
specified in great detail. However, unlike other potential analyeis methods such as
Task-Action Grammar (Payne & Green, 1986), it is not so formalised that it becomes
unworkable for very large taske (sueh as SSI design). .

In doing so, HTA focuses on the goals that the system is trying to achieve in terms of
the activities that the human must perform to attain those goals. Thus, the activities of

the human designer are linked directly to the systems requirements.
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2.2.1 The HTA process

- HTA seeks to break down an overall system goal into a hierarchy of sub-goals,
togethér witl’l the attendant plans and operations required to achieve them within task
constraints. It seems pertinent at this point to discuss exactly what these terms mean

within HTA, before going on to describe the procedure adopted for the analysis.
The basic concepts used in HTA are:

e Goals. HTA describes wotk activity in terms of the goals that are to be achieved.
Goals in this context are related to attaining desired states of the system under

control or supervision.

¢ Tasks. The task is the means of achieving a goal. There may be a number of
- different tasks that can achieve the same goal. Various constraints, such as time,
- availability of resources (e.g. trained personnel), and habit will influence which

_ specific task is selected on any given occasion.

® Operations. Operations refer to units of behaviour which must be carried out in -
order to carry out a task. They specify the lower level "action-information-
feedback" loops that make up controlled activity. It is at this level that aspects of
perform;née difficulty can be assessed. For example, by examining whether the

feedback from an operation is unambiguous.

o Plans. Plans refer to the circumstances under which vatious operations should be
carried out. It is as important knowing when to carty out an operation as knowing

what exactly to do.

The HTA analyst takc§ an arbitrax:ily—selectéd ovéra;ching go‘al‘ahd decomposes it into
several sub-goals. A plan for scheduling the sub-goals is also detived, so that together
the sub-goals and plan can be considered equivalent to the superordinate goal. Each
sub-goal then becomes a candidate for decomposition into further sub-goals or

operations. This process of decomposition could potentially continue ad finitum.
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Therefore, at some point the level of detail of description of the sub-goals and

- operations involved must be assessed to see if they are adequate. This decision is aided
- by the use of a stopping rule. For instance, 2 common rule is the "PxC" rule. In this
¢ase, the probability (P) that the operation would be carried out unsatisfactorily is
multiplied by the cost (C) to the system if this occurs. If the product is low the analysis
of that particular branch of the hierarchy is stopped, if high, the analysis is continued to
pinpoint the exact area of difficulty. Other stopping rules can be used and in this way
the analysis can be tailored to the overall goal of the research.

2.2.2  Method
2.2.2.1 . Sontces of data
There ate a number of ways in which data can be collected for HTA. Where available,

documentation associated with the task, e.g. manuals or training information can
provide detailed task specifications. Observation of the task can be particularly useful
for detecting task organisation and scheduling. Intetviews with task experts, however,
provide the most flexible form of data collection, allowing the analysis to proceed as
required at either the macro or micro level. A combination of methods can give a more
accurate result than would be possible with just 2 single method. The current study
employed interviewing as the major form of data collection, supplemented by

obsetvation and documentation.

2.22.2 . Participants . ‘ : ‘

Nine signalling engineetrs, from GEC Alsthom Signalling Ltd., Westinghouse Signals
Ltd and British Rail Engineering, took part in the analysis. All were male and between
30 and 55 years of age. The bulk of interviewing (seven out of sixteen interviews) took .
place with the three most experienced engineers, all with over ten years of signalling
experience. Each interview took place in a quiet room away from the interviewee's

notmal work area and lasted between approximately one and three hous.

2.2.2.3 Procedure o ‘ ‘ ‘
Initially, a statement specifying the goal that the SSI designer (task-expert) must
achieve was elicited. The task-expert was then asked to restate the goal in terms of a

number of sub-goals or operations, together with a plan for carrying them out. These
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sub-goals, if performed according to the stated plan, should together be equivalent to
the super-ordinate goal. Sub-goals were then assessed to decide if any of them required
re-description at a more detailed level, Any sub-goals that required re-description were
then treated as the super-ordinate, and the task expert was asked again to re-describe
them in terms of a number of sub-operations together with the plan for carrying them
out. This process was iterated until all the relevant areas of the hierarchy had been

adequately described.

When considering the point at which the re-description should stop two principles
were applied. The first was “PxC”, as related previously. In instances where there was a
difference of opinion between task experts when using the “PxC” rulé an additional

- guiding principle was used. This concerned the degtee to which task performance was
concerned with skilled motor or cognitive operations. When taSks were concerned only
- with fundamental skills, e.g. moving a mouse pointer or reading a manual, they were

not considered priorities for re-description.

As the task analysfs progressed a scxrﬁ-sn:uctured interview schedule was used to ensure
that all pertinent areas in terms of the task analysis were covered. Areas of questioning
included: the information used by ;)pérators in decision making; the manner in which
feedback about actions and general system state are conveyed to the operator, and;
potential problems ot errors. After the first interview subsequent participants were
shown the current analysis at the start of their interview. They were taken through it

and asked to make comments, highlighting areas of disagreement or which they

thought required clarification. This conﬁrfnatory approach allowed the analysis to
continue to a greater depth than would otherwise have been possible with the available .

resources if the whole analysis was repeated at each interview.

2.2.3  Resalts

The hierarchical goal structure of the task of “Producing a commissioned SSI scheme”
(Goal 0) is rather large, and so is reproduced in full in Appendix A. To aid the
following discussion the first two levels are shown in Figure 4. '
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"I'his HTA relates to the production of a single SSI. As can be seen, the overall goal can
be subdivided into two second level subordinate goals, the fitst of which comprises an
office based design process using the design workstation (Goal 1), and the second
relates to the installation, checking and final commissioning of the SSI on-site (Goal 2).

Given the previously stated aims of this research project, it is the former of these two
phases which is of primary interest, and for this reason the level of analytical detail is
grcatcr in this area of the task. However, it should be noted that many areas of the on-
site checking process repeat eatliet office-based checking stages (Goals 1.4 and 1.5) and
many on-site task components could be expanded by the inclusion of some of these,

previously described, elements.

The plan associated with Goal 0, indicates simply that office-based pteparation is
followed by on-site installation. However, it should be noted that, as described in Plan
1.2, errérs in the on-site phase may require that the design process retun to an earlier

stage.

The first stage in the preparation of SSI geographic data requires that the appropriate
source matetials be obtained, ot produced if they are not already in existence. These
materials include: a coPy of the operators requitements; the Standard Signalling
Principles (SSPs); the Data Preparation Guide (a.k.a. SSI 8003); the scheme plan; a
route liét; aﬁd may alsé iﬁdﬁdc cdntrpl tables. Control tables are lists of the formal
propérties required from the interlocking and are produced from an analysis of the
scheme plan. They are essential for the later checking and testmg stages of the design
process, but the point at which they are produced may vary according to the
complexity of the scheme plan and the experience of the signalling engineer.
Experienced signalling cngincei:s may pfefer to work from pﬁrhary sources of
information (i.e. the scheme plan) rather than introduce a secondary source (the
control tables) at this point in the process which could metely propagate errors in the
control tables. In this case the control tables may only be prepared xmmcdmtely pdor
to the formal checking of thc data. g
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Similarly, the prepatation of the TFM database (a computer file which records the
allocation of trackside equipment to parts of the SSI system) is included as a
subordinate of Goal 1.1, as the contents are used in later stages of the design process
as ‘source information’. This decision is somewhat atbitrary, and it would also be
reasonable to view the preparation of this file as a subordinate of Goal 1.2. However,
the constraints of the task are such that the TFM database must be prepared before the

geographic data files are written.

The preparation of the geographic data (Goal 1.2) requires that a number of identity
files (Goal 1.2.1), data files (Goal 1.2.3), and panel files (1.2.4) are written. In additon

the simulation screens must be prepared and co-ordinated (matched to the

components of the particular SSI).

Identity files define unique names which are used to represent the comporient
elements of the railway (signals, points, track circuits, etc.), or which reference bits in
memory (‘ﬂags’)' which are used to retain information as to the state of the railway (c.g.

tirrﬁng information). .

Data files contain statements deﬁmng the log1c which will be applied to the opcrauon

of the railway. The IPT (mput) and OPT (output) files control the i input and output
signals from the SSI processots, The FOP (Flag OPerations) file is primarily concerned
with dealing with the aforementioned ‘flags’ in memoty that retain system state |

information for future processing.

As the system must maintain a real-time map of the state of the railway network the
information contained in the above three data files is processed regularly (about every
about half a second). The information contained in the MAP (defining the elements of |
the rail\#ay, e.g. signals), PFM (which contain the logic for deciding if the Points are

Free to Move to different positions), and PRR (Panel Route Requests, as set manually
on the signaller’s screen ot automatically by tixtiétabling software) is only prc}cessc‘d‘ as

required. Panel data files contain information relating to the signaller’s display screen.
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All of these files may be produced using the DWS, which runs under a UNIX-like
operating system, However, many of the engineers dislike the file editing facilities
which are afforded and opt to write files using a PC system, and port these files to the
UNIX platform. File templates may be used to speed the more tepetitive elements of
geographic data prepatation. The data in these files may be regularly compiled in order

to detect syntax erross.

As indicated by Plan 1.2 the sequence in which these sub-goals are petformed broadly
requires that the identity files be prepared first, followed by the preparation of the
simulation screens. The preparation of the data files and panel files can then proceed in
any order. The engineer may exercise some discretion over this sequence, choosing to
write each file in stages, or to return to eatlier stages in order to deal with complexities

as they arise. Compilation of the files may occur at any point in this process, but must

. be the last operation performed in the completion of Goal 1.2. .

The ptepatation of geographic data is followed by a process known as “set to run’

~ (Goal 1.3) in which the accuracy of specific component elements of the information

contained in the data files is tested by the same design engineer who wrote them, on

the SSI simulator. This takes the form of an iterative process in which, as errors are
detected, the operator will return to the approptiate subordinate of Goal 1.2 in order to
make the required cotrections (see Plan 1). The tasks associated with this goal are in

- some respects similat to those associated with Goal 1.5 (Simulation test data). The -

main difference is in tetms of comprehensweness, the set-to-run is less stringent, and

| requlres only that pomts and routes can be set, and that signals can show a green hght

when requited. However it may be that, at the dxscreuon of the engineer, further

testing is completed at this stage.

A new Central Interlocking Status Record (CISR) must be created before the data is
passed on for checking, This provides version control for the data, and will follow the
data as it goes through the checking and testing processes, providing a record of

cotrections.

33



Chapter 2: Task Anabsis

.Goal 1.4 takes the form of an independent check of the geographic data code. This is
. performed by a different, and usually more experienced signalling engineer. A paper
copy of each of the files generated at Goal 1.2 is systematically checked against the
source information (control tables and signalling plans) for faults. If faults are detected
at this stage they are logged and, once the check is complete, details are returned to the

engineer(s) who completed the initial preparation work, for correction.

The independent simulation test of the data (Goal 1.5) is again conducted by a further
- one or two highly expetienced signalling engineers. This stage of the design process
consists of checking the working of the SSI using simulation screens to represent

‘ sigﬁallef’s and trackside information. A complex sequence of testing is undertaken in
which the SSI is examined in relation to both the correct operation of the component

elements of the railway, and also the functional requirements of the system.

The first stégc of this process involves a cotrespondence test (Goal 1.5.1), in which the
condponcnﬁs on the signallet’s and trackside displa);s are tested to see if they are

correctly bound together (e.g. moving a particular set of points on the signaller’s screen
-should result in the trackside display showing the movement of the same set of points).
It was reported that faults detected at this point are most frequently associated with the

misallocation of screen co-ordinates.

Correspondence testing is followed by ‘principles testing’ (Goal 1.5.2), in which the
logic associated with the functioning of the railway is examined. The use of control
tables is fundamental to this process. Faults are loggcd-by the engineer, or engineers,
performing the simulation test, and details are returned to the engineer who completed

the initial prepaxation work (Goal 1.2) for correction.

Once these mdependent checklng stages have becn successfu]ly completed the
EPROM s are prepared (Goal 1.6). These chlps contain a permanent record of the data .

for mstallauon on-site.
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The on-site testing (Goal 2) has much in common with the simulation-testing stages
previously desctibed, as the on-site SSI is run in ‘simulation’ mode (Goal 2.1). As with
 the earlier simulation test, a correspondence test is the first subotrdinate goal (Goal
2.1.1), and this requires that information on the signaller’s display corresponds to the
state of trackside equipment. Howevet, if the intetrlocking is a replacement for a

| runmng system it may not be possible to incorporate the real trackside components in
the testing process, for safety reasons associated with the concurrent running of the
railway. In this case trackside simulations 6f signals, points, etc. are used in order to

verify the correct transmission of information.

The on-site pﬂnﬁplcs test (Goal 2.1.2) essentially covers the elements which could not
be achieved by the office-based simulation test (Goal 1.5), and includes elements such

as checking for lamp failures (Goal 2.1.2.1), timing problems (2.1.2.2), and complex

cross boundary operations (2.1.2.3) where the SSI system must communicate with

neighbouring railway areas.

The final commissioning of the SSI (Goal 2.2) involves the corhpletion of the
necessary paperwork, certifying the cotrect operation of the scheme, and handing over

to the operatot.

2.24  Discussion

As stated earlier above, the aim of this phase of the project was to provide a desctiptive
framcxi}ork upon whxchto base subsequent field- and laboratory wotk. The primary
areas of interest will be &1e programming of the geographical data files (subgoals of

" 1.2), ‘set to run’ (Goal 1.3), desktopA checking (Goal 1.4), and simulation tesﬁng (Goal
1.5). These components form the kernel of the knowledge and skills required in
designihg and writing reliable SSI code. From now on, these tasks will together be

referred-to as the SSI Data Preparation Process, or DPP.

Even regarding this circumscribed task domain there is still more detail available than
the limits of this thesis would allow full treatment of. What follows therefore is
discussion of a number of important points which arose duting the course of HTA,

some of which are used to guide further investigations in later chapters.
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2.24.1  Staff allocation

- The allocation of individual members of staff to the vatious elements of the DPP is

- largely based upon experience. The least experienced design engineers are required to
write the data files. Some of these files are more difficult to program than others, for
instance more expeﬁénced engineers may prepare the OPT and PRR files. More
experienced engineers will also perform the desktop checking process, and the most
experienced engineers will perform the simulation testing. Ideally this system of staff
allocation provides an opportunity for training to take place, with less experienced
enginccrs learning from the errors which are detected by their more expetienced .

colleagues during the checking and testing phases.

There érc a number of implications of this staff allocation policy with respect to the
efficiency of the DPP and the forthcoming error analysis in the next Chapter. First,
although the DPP is time consuming, it must be recognised that this is in part due o
training conéerns. An opportunity is being provided for less experienced engineers to
develop their skills, and, as a consequence, it is probable that more etrors will be made

~ in the stages of the DPP where comparatively less experienced engineers are employed.
Obviously, if this staff allocation policy were not adopted, the changed demands placed
upon the'exl.)cric'nccd engincers and the suitability of alternative training methods

would need to be considered.

Second, if the independence of the checking and testing is to be maintained, this policy
requires that any assisfancc given to the less experienced engineets in order to correct
etrors is not provided by the petson pcrforlmjng the checking or testing, Allied to this,

* cate must be taken that in house’ coriéeptua.l errors are not propagated (cf. Cutler,

1991).

Third, in these circumstances it will be difficult to determine whether a particular type
of etror is resistant to detection at a particular stage of the DPP because of the type of

task demands, task environment, ot because of the level of experience of the engineer.
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2.24.2  Auntomatic Data Preparation

A current area of interest, which is strongly related to the issues above, concerns
attempts which are being made to automate the DPP. Work has been undertaken at
the University of Warwick (Collyer and Wong, 1993), and is in progress in each of the
major organisations involved in SSI, to automate some or all of the tasks involved in
the DPP. Each of these systems of automation appears to differ from the others in
significant respects. However, it is recognised that 100% automation of the DPP is not
cutrently realistic, and is perhaps undesirable (cf. Dennien and Needle, 1991), and that -
80-90% might be a more achievable figure. The remaining 10-20% would comprise the
most complex elements of the task and, as a consequence, time savings associated with

automation may be of the order of 50%.

Information relating to the development of ‘automatic data preparation’ in each of the
co]labdrau'ng otganisations was subject to confidentiality agreements, and specific
details cannbt, therefore, be included in this thesis. Howevet, a number of potential

problems atise from the change to partial automation of the DPP.

The automated DPP will require fewer signalling engineets, but they will need to be
highly skilled and capable of dealing with the most complgﬁ task components.
However, the opportunities to dévelop these skills on the simple parts of the DPP will
be reduced. As a consequence, it will become more difﬁcult to train engineers to.the

required level.

Allied to these changes in the role of the design engineer, the automation of the DPP
may give tise to changes in the engi_-nccr’ s mental model of the system (see § 1.3.2) due
to changes in the opporniniﬁes for information acquisition (Satchell, 1993). In certain
circumstances automation has also been found to give rise to ‘f:bmplacency’ |
(Parasuraman, Molloy, and Singh, 1993), such that, for example, overconfidence in the
automated processes may lead to comparatively simple errors being missed at the eatly

stages of checking.

Given these developments, it may be that some elements of the existing training

process, which incorporates the ‘on-task’ incremental development of expettise, will no
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longer be feasible and that new methods of training must be investigated. One such

. possibility would be Computer-Assisted Instruction (CAI). CAI provides the

. opportunity to present material to trainees in a manner which can be tailored to the

- needs of the individual. ‘Closed loop’ methods can be used in which new leaming can
be coached and tested through interaction with the computer application. Training
engineers in the use of the computer programming language elements of the DPP
coﬁl& quite conceivably be accomplished in this way. In a variety of domains CAI has
been found to provide efficiency gains in training, with reduced training costs resulting
from a reduction in training time and reduced demand for expert assistance (Eberts
and Brock, 1988). The systematic decomposition of the SSI data design process which
was achieved using HTA would lend itself to representation in a computer-based
hypertext, and with some further elaboration of the task components, this might be

dcvclopcd to form the basis of a CAI training package.

2.24.3  Task Similarity and Diversity

The general structure of the HTA hierarchical diagrﬁm can be used to compare
differeﬁt aspects of the task being studied. For instance, the pattern of the overall
diagram and the specific goals within this pattern indicate the similarity of the writing
and checking tasks (Goals 1.2 and 1.4) compared to the set to run and testing tasks
- (Goals 1.3 and 1.5). Both palrs of goals share certain common elements within the pair
that are diverse across pmrs For i mstance the task environment (and perhaps mental
models engcndered by the task cnwronment) is s1rmlar within pairs. When pcrformmg
wntmg and checkmg the engmeers are deahng with an abstract, symbolic
representation of the SSI system cons1sung of flags, sub-routcs and so on. When
performing a ¢ ‘set-to-run” ot functional testing the representation is very much more
concrete, ot analogue, where the engineer is dealing with actual railway concepts such
as tracks and signals. This diversity in task environment will form a major part of this

thesis in later chapters, and will be discussed in more depth‘ there (staru'ng in § 6).
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Figure 4: Revised plan 1, for when checking (1.4) and testing (1.5) are
carried out in parallel.

2.24.4  Environmental influences
As discussed eatlier, aspects of the envitonment in which the system operates can
influence the way in which tasks are performed. One such influence was noted in

relation to the way that urgent work is cartied out.

Time bfcssurc; occasionally forces some checking and testing to be carried out in
parallel, leading to a revised plan 1 (see Figure 4). This means that the version control
for the data must be very tight, or unchecked data could be signed-off as safe by the
tester. Normally, each new version of the data is given a unique vetsion number by the
data writer (Central Intetlocking Sta:n;us Record; CISR). This number recotds how
many cycles of checking and testing the data has gone through, but not whether the
latest version was generated because faults were found in a check or a test. If it was a
test, then has that version of the geographical data been checked as being etror-free
before? The danger point is shown by the dashed lozenge in Figure 4. If this decision is
made incorrectly then unchecked data could be released into service. This problem is
exacetbated by the contracting-out of the checking or testing of these ‘rush’ jobs to
other signalling firms, with an attendant increase in the difficulty of version control.
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. The SSI DPP was revealed as 2 complex task involving multiple staff members. It can -
‘ be characterised as collaborative softwae production, but with the extra requirement

of strict independence between processes to avoid the propagation of design errors

through the production process.

The SSI DPP consists of three main tasks that operate two major processes that rest
across two work ‘domains’. The tasks are writing, checking and testing. Regarding
work processes, there is the distinction between generation (writing) and validation
(checking/testing). Regarding the domains of operation of these processes,
wiiting/checking involves the use of computer programme code, and testing involves

the use of a simulator to directly interact with SSI system behaviour.

Although the SSI DPP is a collaborative process the channels of communication
between writer, checker and tester are strictly limited, occurring through formalised
etrot/fault logs in an effort to allow only communication about the presence of a

perceived problém. ‘

The process- and tésk—analyses provided essential information regarding ‘structural’
properties of the SSI DPP. In the following chapter this will be supplemented by

information on the dependability of the tasks and processes thus described.
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3 Error Analysis of the Solid State Interlocking system
| ‘The HTA provided a useful framework for the breakdown of potential problem areas
- inthe SSI DPP. As d1scussed prewously, structural elements of the hierarchical
diagram can be used to show similarities and differences between tasks. However,
theseysimilarities do not hecessarily equate to similatities in actual task performance.
For example, although identified as similar by the HTA, performance in writing and
checking may not be identical even given identical requitements, i.e. code that is
difficult to write may be easy to check and vice versa. What HTA does not reveal is
how all of the variables that may affect task performance will actually combine to

produce errox.

This chapter, then, will focus on exactly which etrors and faults are observed in actual
SSI DPP tasks. Not only the individual tasks in isolation, but also the combination of
tasks that together make up the overall system needed to be assessed. The aim of the
error analysis chapter will be to describe the types of faults which are generated, the
stages within the des1gn process at which they are most prevalent, and the likely causes

for these faults, i.e. error.

Several complementary techniques were chosen for the etror analysis. These were
chosen partly on the basis of availability, but also to give a broad range in terms of the
type of data they would provide. They were for the most  part based on techniques
drawn from Human Rehabrhty Assessment (HRA)

While the application of Human Reliability Assessment (HRA) techniques may prove
" useful in the identification of human error and the assessment of relative error
probabilities, as discussed eatliet it is contended that the generation of absolute Human
Error Probabilities (HEPs) is not a worthwhile goal in this context. There ate a

- number of further reasons for this. The nature of the SSI DPP task is such (complex
information processing) that it is probable that many etrors will be mistakes (rule- or
knowledge-based errors) As discussed in § 1.2, it is a much more difficult proposition
to quantify these etrots on ‘the basis of just fault information than it is to quantify skill-.

based ertors. Furthermore, with respect to the SSI DPP task, there are many features
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of the task vthich are unique (e.g. the SSI ‘geographic data’ language). As a

' conéequence the utility of generalised HEPs, detived from human reliability databases
will be limited. This is not to say, however, that HRA is not useful within this context.
What is at issue is the ability of HRA to produce absolute estimates of the probability
of human error. What is not at issue is the importance of identifying the characteristics

of human error and its causes, in order that human reliability can be improved.

To investigate errors committed during the writing phase of the DPP a number of
techniques were used. First, an SSI writer’s work sample test was devised, to provide
some control ovet extraneous vatiables that may affect the production of errors in
actual task performance. Task observation with subsequent video walkthrough was
also used to provide some measure of errors made but subsequently corrected by the

writet himself.

The checking and testing phases of the DPP task were investigated using logs of actual
faults found during the production of finished SSI schemes.

Further to this, data relatmg to etrors generated at each stage of the SSI design task
were gathered using structured interviews of task experts and from existing

documentation. Each of these areas of investigation will now be discussed.

3.1 Work sample of the Data writing task

In order to make 2 more detailed ‘gsses’snient of the etrors which are made during the
DPP writing tesk a Work-baeed, controlled experiment was conducted in which SSI
des1gn engineers complcted a work sample This technique presented the opportunity
 to investigate etror in a mannet Whlch was, like the purely observational work,
ecologically valid, but which also controlled for some of the extraneous and

confounding factors present in a real work situation.

The specific task chosen was based upon the job content domain (e.g. Guion, 1988) of
the writer’s task as Previously desctibed in the HTA. The test content dorrtain was
selected in collaborauon with the most senior SSI cnglneer available (who had

participated in the development of the SSI system during the 1980s). A previously
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completed set of SSI code files (for an SSI currently in service) had sections removed

-and the participants’ task was to reinstate the missing code.

The primary aim for the wotk sample test was to provide some measure of the type
and number of faults committed by writers while controlling for the complexity of the
work. The deleted sections of code were chosen based upon Rasmussen’s (1983; 1986)
model of skill-, rule-, and knowledge-based conttol of behaviour. First, the greatest
part of the task was selected from ‘run-of-the-mill’ code with which participants would
be familiar, and which would be amenable to rule-based petformance; Second, code
was selected that controlled a function unique to the particular SSI scheme chosen,
which would require participants to devise a novel solution, and therefore would

require knowledge-based performance.

(It was decided that skill-based aspects of the writing task could not be easily isolated
and mapped to sections of the SSI code in the way described above, because skill-
based behaviour would undeslie much if not all of the work that would need to be
. performed in order to carty out the rule- and knowledge-based sections; for instance,

reading manuals, working with the keyboard, operating the SSI wotkstation.)

- The second goal of this work was to garner some measure of the effect of individual
differences among SSI engineers on task petformance. A number of studies have
found that variation in cognitive ability (patticulatly spatial abilify) is associated with
variation in performance across many computer-based tasks, e.g. word processing
(Gomez, Egan & Bowers, 1986), information retrieval (Vicente, Hayes & Williges,
1987), and programming (Foreman, 1988). There is less clear evidence in favour of the

| irnpoftancc of pers'ona.lity in corhpute.r-bascd tasks, althoﬁgh Pocius ¢! 991) concluded

that introverts tended to be better programmers on average than did extroverts.

3.1.1  Method
3.1.1.1  Participants
Fifteen SSI engineers were recruited from two organiséu'ons (three sites in total). All

were men aged between 20 and 46 years (M = 32 years). (Although this is a small
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sample, fifteen engineers represents perhaps as many as a third of the qualified

participants working in the UK at the time of data collection.)

3112 Materials

To ensure veracity, production of the wotk sample task was carried out by a highly
‘expetienced SSI engineer. The data files from an in-service SSI (Gerrard’s Cross) wete
specially Prcpared with sections missing. The incomplete code consisted of 1006 lines
in total, with the absent sections (which needed to be replaced) amdunu'ng to 124 lines.
The code cotresponding to rule-based performance consisted of 120 lines; the

remaining fout lines corresponded to knowledge-based performance.

Participants were provided with all the usual supporting documentation for carrying
out the SSIDPP (see § 2.1.2.5 for details). Task performance was video recorded with
two VHS video cameras; one camera was focused upon the screen of the Design

- Workstation and recorded interaction with the computer. The second camera was
focused upon thc‘surrounding desk area and recorded more general activities (e.g.

breaks from work activity).

The same engineet who designed the work sample task produced the necessary
materials and procedures to ensure the accurate scoting of the patticipants’ solutions to
the task. This consisted of a copy of the complete and cotrect SSI soutce code that |
formed the basis of the task and a procedute to have the DWS produce a “difference
file” that showed all the areas where the participants’ solutions differed from the

original, correct version.

- Prior to task perfdrrnance parﬁcipa:nts completed a number of measures of individual

difference. These includéd:

¢ PREVUE (Bartram, 1994): This test provides data on four ‘higher order’
petsonality factors: Independence; Conscientiousness; Extraversion; and Stability.
In addition, eight lower otdet’ factors (two for each of the main factors) ate

measured.
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¢ A battery of cognitive ability measures drawn from the General Aptitude Test
| ‘Battery (U.S. Department of Labor, 1982). The specific tests were: Name
~ Compatison (clerical perception); Three-Dimensional Space; Vocabulary; Tool
- Matching; and Arithmetic Reasoning.
e The cornputer literacy subtest of the Computer Aptitude, Literacy, and Interest
Profile (Poplin, Drew, and Gable, 1984). This is a 30 item test of computer-related
semantic knowledge

* A quesuonnalre asking about previous education and SSI 31gna]].1ng expenence.

In addition, participants completed the UWIST Mood Adjective Checklist (UMACL:
| Matthews, Jones, & Chaimberlain, 1990) before and after task performance. This self-
report measure produces a three factor solution to mood, comprising: energetic

arousal; tense arousal, and; hedonic tone.

3 1.1. 3 Procedure

The work sa.mple tcst was conducted at the participant’s place of work, in a room
| contaunmg 2 DWS that had been set aside for the sole use of the study. Participants
ﬁrst completed the set of quesuonnarres desctibed above. They then had a five minute
break before cornmencmg with the work sample task. The work sample materials
contained all of the instructions necessaty to complete the work sample test.
Participants wete asked to complete the task as quickly and eccurately as they could.
They were asked to tepair the code to the point that they would normally complete an

initial “set-to-run” (an informal simulation test of the code to see if it works, see § 2.2.3

for more details). .

' 3 1. 2 Results and dz.rmmon

The timing and sequence data were prepared for ana1y51s by viewing the video
recordings and using purpose designed software which allowed the timing and
sequence of specific events to be logged by pressing marked computer keys. In
particular, occasions when reference to documentation was made; time spent typing;

time spent writing notes and time on break, were recorded.
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At the end of each test the participant’s SSI data file was compared to the correct
version and a list of differences was produced. These “difference files” were scored by
the researchers with reference to standard SSI signalling manuals. The results of this
scoring procedure were reviewed by the senior signalling engineer who devised the test

in the first place, and two changes were made to the scoring.

Faults were categorised according to the signalling principies which they violated and
whether they were acts of omission or commission. This categorisation was broadly

determined upon the basis of the HTA.

It was necessary to use different criteria when scoting the frequency of faults relating
to the rule- vs. knowledge-based task components. With respect to the rule-based task
component, faults were recorded upon the basis of the functional accuracy of the code
(i.e., according to the correctness of individual functions). This avoided the problem of
participants being penalised many times for one conceptual error. For instance, code
must be written for every sub-route, specifying the conditions under which that sub-

route is released, and this code may consist of many individual ‘words’. However, some
participants ovetlooked a whole sub-route, resﬁlting in the omission of many items of

code even though they had probably committed only one ‘error’.

With respect to the knowledge-based component of the work sample, errors were
recorded upon the basis of the accuracy of individual “words” within the completed
code. This was due to the fact that this part of the code was shott (four lines) and that
each separate item fulfilled a specific function. That is, errors for each item of code
would not be confounded with those for other items of code that were nearby in the
file. This is not the case fot the ru.lé—based code, where, as discussed above, whole lines

of code may be highly related i.e. tightly coupled (cf. Petrow, 1984).

Owing to their inexperience two participants were unable to attempt the knowledge-

based component of this work sample; therefore their data were excluded from the -

analysis below, leaving N = 13.

All tests of statisﬁcal sigr_liﬁcancé are two-tailed with of = .05 unless otherwise stated.
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Table 1 shows task conrpleu'on times. There was a large variation in the time taken to
complete the work sample (the fastest participant took 5,005 seconds and the slowest

took 17,781 seconds [almost five hours]).

Table 1: Means and standard deviations for component and total task

completion time (s).

Task component Completion Time

M SD
Rule-based perfonnance 8,983 2,798
Knowledge-based performance 1,120 -~ 453
Total completion time 10,103 3,013

There was also a large difference in the time taken to complete the rule- vs. knowledge-
based aspects of the task, with the rule-based performance taking on average more
than eight times longer than the knowledge-based performance. However, if the
amount of code written is taken into account, the rule-based work (120 lines) took on
everage 75 secorlds pet line, whereas the knowledge-based work (4 lines) took on

average 280 seconds per line, or about four times as long per line.

Correlations between speed and accuracy wete not significant, although there was a
tendency for faster rule-based and knowledge-based performance to be associated with

increased faults in these task components.

Table 2 presents descriptive statistics for fault performance, Again, there are sharp
differences between performances at the rule- vs. knowledge-based levels. Rule-based

work accounted for apprommately twice the number of faults as the knowledge-based
task. However again takmg into account the size of each section of work, rule-based
performance (120 lines of code) led to 0.06 faults per line whereas knowledge-based
performance (4 lines) led to 0.92 faults per line of code, or about 15 times the number
of faults per line. o
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Correlations between speed and accuracy were not significant, although there was a
tendency for faster rule-based and knowledge-based performance to be associated with

- increased faults in these task components.

Table 2: Means and standard deviations for component and total faults.

Task Component Faults

' M SD
Rule-based performance 7.15 4.06
Knowledge-based performance 3.69 1.84
Total 10.85 4.36

3.1.2.1  Fault categorisation
Table 3 shows a breakdown of fault frequendcs by signalling principle violated and.

fault type, i.e. whether the fault was one of omission or commission.

" ‘Table 3: Breakdown of faults by signalling principle violated for the data

writing work sample

Signalling Principle - Faults

Omission = Commission Total

Rule-based task component

- Identity and labelling ' 0 2 2
Route sétting 17 14 31
Aspect control 25 6 31
Approach locking , 7 26 33
' Opposing locking Sy 1 5
Aspect sequence 3 3 6
Othee 2 13 34
Sub total 77 65 142
Knowledge-based task component |
Siding occupation latch 32 16 48
Total o ‘ 1109 81 190
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' Léoking first at the rule-based performance data, the route-setting, aspect control,’
approach locking and ‘other’ categories accounted for the largest number of faults.
Acts of omission and commission were roughly equally frequent, but acts of omission
wete more prevalent in conjunction with aspect control faults, and acts of commission

were compatatively frequent with regard to approach locking faults.

Loglinear analysis of rule-based petformance showed a significant association between
signalling principle violated and fault frequency ()%, [6, N = 142] = 81.93, p < .0001).
There was no main effect of fault type (omission /commission), but the interaction
between signaﬂing violation and fault type was significant (¢, [6, N = 142] = 30.03, p
< .0001). This is attributable to the relatively large number of faults of omission for

Aspect Control, and the large number of faults of commission for Approach locking.

For the knowledge-based component of the task faults of omission were more

frequent than those of commission (x? [1, N = 48] = 5.33, p < .05).

3.1.2.2  Common-mode error

It was found that 2 number of the faults committed in the work sample test were made
by mote than one participant, and all of these faults were found within the rule-based
section of the task. (In the knowledge-based code every participant made an error of
some sort, but the faults were not identical) However, in the rule-based patt of the
task there were eight specific faults that were made in identical fashion by more than
one particibant: two which were made by three participants, two of which were made

. by four participants and a further four which were made by more than half of the |
sample. These latter four faults are considered to reflect common mode failure, as

based upon these data they were more likely to be committed than not.

Although, as noted caﬂier, determining common faults does not necessarily mean that
- a common mode psychological error has been identified, it is strongly suggestive of 2
common process leading to error and this information nevertheless may be useful in

identifying weaknesses in the design process.
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The four “common-mode” ertrors are described below.

A.lll patticipants made an ‘approach lo..cking; fault relating to SSI timing routines.
- According to the signalling manual a track circuit should have been occupied by a

train for more than five seconds in order to prove that the train was definitely in

the particular section of track. Howevet, due to SSI timing limitations it is

" necessaty to allow a two second margin for timing etror, if this is a significant

propottion of the timed interval. Consequently, the timing check in the data should

~ have been for a period of seven seconds. All participants put down a timing period

of five seconds.

Eleven participants made an ‘aspect control’ fault concerning unconditional lamp
provmg Most signals have an extra c1rcu1t that shows the signal controller if it is
a.hght, and the SSI programme wﬂl only use the signal conditional upon this circuit
bemg opcrauonal Some non-critical signals, however, do not have the extra circuit
and must be set to light “unconditionally”. The 11 participants instead wrote the
default code. '

Nine participants made an ‘aspect control’ fault relating to a siding which required

~ last wheel replacement. Usually, a signal should turn red after the first axle of the

train has passed it. However, for trains shunﬁng into a siding backwards this would
result in the driver (now at the back of the train) being shown a red light while still
moving past the signal. For siding signals, then, the signal should turn red after the
last wheel of the train has Passed. These patticipants failed to include the necessary
code to achieve this.

Seven participants made an ‘other” fault relating to clearing the automatic working
function of a signal. Usually, signals ate set to allow opetration by automatic
timetabling softwate as well as signallers, but sometimes (as here) this functioning
must be turned off. Code which should have been included in order to cancel the

automatic working of the signal was missed out.

There was no significant association between the occurrence of these faults and the

data collection site, i.e. the faults did not appear to be site or company specific.
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These common-mode errors all seemed to represent situations where habitual
behaviour (i.e. writing default, standard code) occurred instead of the more appropriate
but less common behaviour. This has been termed variously “Einstellung” (“mind- -
set”; Luchins, 1950) and “strong-but-wrong” habit intrusions (e.g. Norman, 1988;
Reason 1990).

3.1.2.3  The effects of cognitive ability
Table 4 presents descriptive statistics for measures of cognitive ability, along with
normative data collected from a stratified sample of 4000 of the U.S. working

population at the time of the development of these tests (US Department of Labor,
1982).

Table 4: Means and standard deviations for cognitive ability: Work sample

- and normative sample.

- Cognitive Ability ‘Work sample Normative sample
| @=13) - (a=4000)
Mean SD - Mean SD
Cletical pcrceptidn ' 6023 10.60 - 46.68 17.89
3D spatial ability - - 2554 . 645 - 1580 6.10
Vocabulary . 29.92 7.26 20.14 1023
Tool matching : 29.46 4.59 30.72 7.41
Arithmetic reasoning 13.92 2.63 11.02 4.24

As can be seen, the present sample is of compatatively high spatial ability and clerical
~ perception ability. In addition, the meaﬁ aptitude score on a measure of fluid
intelligence (derived from a composite of scores upon the three-dimensional spatial
ability, vocabulaty, and arithmetic reasoning tests) was 123.33 (§D = 13.99) indicating
that the sample was also of comparatively high fluid intelligence (normative

parameters: W = 100; 6 = 20)
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A series of correlations wete uséd to examine the effects of cognitive ability in relation
to data preparation performance. The only significant correlation was between three-
dimensional spatial ability scores and completion times for the knowledge-based task
- component (t[13] = -.65, p < .05), with high spatial ability individuals petforming more
‘quickly than low spatial ability individuals. There was a non-significant tendency for
fluid intelligence to be associated with both quicket (£[13] = -.38) and mote accurate

(r[i 3] = -.49) performance upon the knowledge-based task component.

3.1.2.4 - The effects of personality

_ Table 5 presents the STEN scores for each of the main PREVUE personality test
scales. As can be seen, the present sample was within the central range for each of
these factors, although the mean for the Extraversion scale was significantly less than
the reference population (t[13] = 2.93, p < .05). The effect of each of the main and

minor factors was considered in relation to performance upon the work sample

- Table 5: STEN scores for PREVUE sqales

- Personality Scale STEN
Mean SD

Independence 569 . 175
Conscientiousness 5.54 1.76
" Extraversion 392 163
Stability ~ 492 1.55

There was significant correlation between the minor scale I1 (tough minded,
competitive) and rule-based completion time (r [13] = -.53, p <.05), and with total
completion time (t [13] = -.57, p < .05), although the trend for 12 (forthright, assertive)
was in the opposite (positive) direction. The correlation between stability (major factor) .
and total number of errots just failed to reach significance (r [13] = -.55, p = .051).
However, this association was significant (¢ [13] = -.65, p < .05) for S1 (unruffled, not
easy to upset or annoy). S1 was also significantly correlated with knowledge-based
etrors (£ [13] =-56,p < .05). In all these cases, high stability was associated with less

error-prone performance. It may be that these results can in some degree be attributed
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to the experimental situation, with competitive individuals performing more quickly,

- and stable, unruffled individuals performing more accurately. However, there is some

ptevious research evidence to suggest that stability may be associated with reduced

- errors when performing an inspection task (Hsu & Chan, 1995).

E1 (sociable, outgoing) was significantly cortelated with knowledge-based petformance
(r [13] = .56, p < .05), such that high extraversion was associated with slower
petformance. Extraversion (combined) was also associated with knowledge-based
etrots (¢ [13] = .70, p < .01) with high extraversion being associated with more erroz-
prone petrformance. Once again this appeared to be primarily attributable to Et (r [13]
= .81, p <.001), rather than E2 (group dependent). This result is consistent with
previous research which has examined personality differences in relation to computer
programming tasks, in which introversion has also been associated with better

performance (see Westerman, 1993, for a review).

3.1.2.5  The effects of mood
A series of t-tests revealed no significant differences in pre- vs. post-task mood

measures. Mood scores were therefore taken as an average of these measures.

Thete was 2 sigrﬁﬁéant association between general arousal and rule-based completion
time (¢ [13] = .54, p < .05), and the association with knowledge-based completion time
just failed to reach significance for both general arousal (¢ [13] = .47, p > .05) and
energetic arousal (¢ [13] =48, p > .05). Surprisingly, in all cases the nature of this
ﬁssociation was such that high arousal was associated with slower performance. It may
be that these cotrelations are indicative of an association between arousal and
conscientious task petformance, such that participants who reported high energetic
arousal took longer in an effort to minimise ertors. However, the only significant
correlation with the number of errors made was between tense arousal and total errors, ﬂ
such that high tense arousal was associated with fewer errors (r [13] = -.59, p < .05).
Further a.naljsis suggested that this effect is attributable to pre-task tense arousal (r [13]
= -.66, p < .05) as opposed to post-task tense arousal (r [13] = -.20, p > .05).
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3.1.2.6  The effects of excperience

- There was a non-significant trend for the amount of SSI data preparation experience to
- be associated with rule-based (r [15] = -.50, p = .058), knowledge-based (¢ [13] = -.48,
p= .092);'a.nd total (¢ [13] = -.35, p >".10) completion times. Data preparation -
experience was significantly associated with rule-based (r [15] = -.67, p <.01), and total
(x [15] = -.60, p < .05) etrors, with participants with greater expetience committing

' fewer faults.

3.1.3 - Summary

In most respects the results from the work sample test were in agreement with
previous research. Lobking at individual differences first, good performance (quick,
accurate) was associated with greater experience, higher spatial ability and greater
emotional stability. Given the testricted ranges of many of the variables and the small
~ sample size of the study these results are encouraging if unsurprising.

To a certain extent the results are similarly predictable for the differences between rule-
and knowledge-based petformance. Knowledge-based performance is both slower and
more error pfdne than is rule-based performance, as is commonly found (e.g. Reason,

1990).

- However, it was the opposite state of affairs when looking at common-mode error.
Although errors ate relatively less likely in rule-based vs. knowledge-based
petformance, when they do occur they are likely to manifest themselves in 2 much
smaller set of possible faults than would be likely for knowledge-based etrors. In
addition, the faults generated during rule-based performance ate also more likely to
réscmble correct performance than _thosé at the knowledge-based level. In short, it
seems that although rule-based errors a;rc overall less likely to occur, when they do
occur they ate more likely to look like instances of correct petformance than are

knowledge-based errors.

This has major implications for the way in which common-mode errors are detected.

In domains such as statistical problem solving (Allwood, 1984) and computer database
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use (Rizzo, Bagnara &Visciola, 1987) it has been found that participants engaged in

three main types of behaviour when detecting and cottecting their errors:

®  Direct error hypothesis behaviour. This is behaviour directly focused on a real or

suspected fault of known type and location.

'®  Ervvr suspicious behaviour. Although no actual or suspected fault had been

identified, procedures adopted did not lead to the expected conclusion.

o  Standard check behaviour. In contrast to the above two behaviours, standard
checks are not dependent on task feedback, and merely reflect the good

practice of reviewing and checking work as it progresses.

Direct etror hypothesis behaviour has been found most often in skill-based slips and
lapses, where the quality of feedback from an action is good, often showing
immediately that an error has been made. Error suspicious behaviour is observed more
in the detection of Rule- and Knowledge-based mistakes, where the coupling of errors
and outcomes is less immediate and potent. However, in the case of the work sample,
becausé the common-mode errors wete so similar to contextually appropriate correct
perforniance, and because feedback from the task was poor, error suspicious
behaviour was not‘ triggered. It is not clear from these data whether participants carried
out standard checks and failed to detect these errors, or whether they simply did not
carry out standard checks (perhaps because of the time pressure imposed by the work
sample situation). Howevet, it seems unlikely that standard check behaviour would
routinely detect the highiy situationally appropriate faults such as the common mode

. errors observed in the work-sample test.

The work sample test has shown that intelligent, experienced and motivated engineers
are, like anyone else, prone to errot. Some of the faults observed seem attributable to
lack of knéwlcdge or simple slips, say, and could be exp%:cted to be readily ‘visible’.
However, some of the faults do not seem to be the .product of idiosyncratic factors but
instead seem to be predictable based upon the status of the task as “exception

handling”. Based upon their prevalence it seems unlikely that these errors would be
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quite so “visible’ in the data writing stage of the DPP and their eradication would
therefore depend upon the veracity of subsequent task stages. These will be evaluated

next.
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3.2 . Error / faultlogs

Cutrently, as a routiné part of the DPP, data on faults found at the checking and
testing stages (goals 1.4 and 1.5) are produced in the form of ‘etror’ logs. This section
presents an analysis of all the fault data contained in these logs which were made
available by the participating otganisations. These logs will from this point on be
referred to as “fault logs” to preserve the usual distinction between an error (a

psychological process) and a fault (an observable flaw in a system).

The main purpose of the fault logs is to communicate the presence of known ot
suspected faults in the SSI code from the checker or tester to the writer, so that the SSI
code can be ﬁxed To presetve the independence of these stages of the DPP the
information in the logs is necessatily brief. The writer is given broad details of the fault,
such as its location in the code or its manifestation in testing behaviour, but no
guidance is given as to the necessary remedial actions. Although this practice is
valuable within the immediate context of the DPP, providing some degree of safeguard
against the propagation of common-mode etror, it means that the amount of

information available for analysis is limited.

Furthermore, there is much between—orgamsauon (and even between-site) variation in
the form which these fault logs take, particularly with respect to checking logs. An
additional caveat is that the fault logs refer only to problems found in the office-based
DPP, not to on-sxte testmg and post comrmssmmng errors (if any). Unfortunately, no
data of this nature wete made available. That said, the fault logs do document actual
errors made during the DPP, and therefore have inttinsic validity.

3.2.1  Method
Fault logs were gathered from seven orga.msatlons (includmg sub-contractors), across
nine sites and relate to 12 different SSIs. Faults were initially categorised by two raters

working together according to the signalling principles violated (as for the work
sample). A small number of the fault log categorisations (about 5%) were checked with
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professional SSI engineers and revealed no instances of disagreement over the etror .

categorisation. - -

Iirr;ited data were available with respect to the effects of scheme complexity, and the
iterative design process, i.e. how many cycles of writing, checking and testing the SSI

geographical data had been through.

It should be noted that there are a number of reasons why it is not possible to use
these ‘d‘a‘ta to make quantitativc compatisons of the relative efficacy of the checking or
testing stages of the DPP. First, as mentioned, fault data were gathered from a number
of different schemes and the checking and testing data are not completely matched.
Second, if fauits are detected at the checking stage it will obviously not be possible to

- detect them at the testing stage, and consequently there is no means of estimating the
efficacy of the testing process in detecting them. Third, there are no data relating to the
number of faults that were ﬁﬁﬁaﬂy present in the data. Finally, there were no data
available relating to faults detected at, or following, the ‘on-site testing’ phase of the
DPP. Once again, this makes the appraisal of the cfﬁcicncy of the testing stage

| - problematic, Nevertheless, given these qualifications, a qualitative appraisal of the

- relative error frequencies nevertheless provides useful information on factors possibly

affecting the”ri‘tlia;bility of the DPP.

3.22 - Results and discussion | ,
A breakdown of 1021 faults logged at the checking or testing stages of the DPP by

signa]]jhg pﬁndplé ;9g&a#§n¢d ‘is presented 1n Table 6.

The preéisé ineé.rﬁng of the vé.ribus signalliﬁg principle categories in Table 6 will not be
discussed much here, because to do so would requite a significant detout into railway
signalling lote (for those really interestcd, Ha]l, 1992 provides a good introduction), For
the purposes of this thesis the various categories can be thought of as similar to vatious
categories of law-breaking, perhaps, for which two systems of detection (checking and
testing) are being cbmpa.red. The law-breaking example might bring to mind an
objection to this approach, because different types of lawlessness vary in their

‘seriousness’, and so surely different faults categories vary in their importance too.
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However, as argued by Broomfield and Chung (1995), there is no established
technique for mapping software faults on to system hazards anyway. (Stated a good
few years eatlier by Benjamin Franklin (in1757); “A little neglect may breed great

mischief; for want of a nail, the shoe was lost, for want of a shoe the horse was lost...”.)

Table 6: Number of faults logged duting checking and testing by
signalling principle contravened.

Signalling Principle Checking Testing Log OR
- Identity and labelling errors 44 36 . .00
Route setting 104 150 -70
Signal aspect control 8. 76 66
Approach locking - 32 41 -44
. Opposing locking - . . 27 . 64 . -113
Aspect sequence 16 1 42
Other 175 32 1.83
Sub total : 446 410 -45
~ None ( no fault, false alarm) 102 63 45

Total _ 548 473

Note: OR = odds ratio

So, the SJgnalhng prmc1ples wolatcd will have for now to serve rnerely as a mechanism
for cornpanng the relative cfﬁcacy of checking and testing fault detection performance
To aid mtcrprctauon the log 0dds ratio of faults detected by checking and testing in

- each category is given. This providcs a symmetrical index of the relative efficacy with
which checking and testing detect faults of the various types. The mote positive the log
odds ratio, the greater thc number of faults detected at the checkirig stage in relation to

the number detected at the testing stage, and vice versa for negative values.

Idelntity”and laBellixig faults (thé rhisnarning of data and screen objects) had a log OR
of zero, indicating parity in performance between checking and testing. However, it

f
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- should be noted that in the case of testing these faults telate solely to the simulation

screen (Le. all other naming faults appear to be detected at the checking stage).

Route setting was the category which accounted for the greatest percentage of faults,
and like all of the other categories bar ‘aspect sequence’ and ‘other’, the log OR was

negative, indicating superior fault detection by testing.

The differehce between checking and testing performance was greatest for faults in the
‘other’ categoty. These ate faults which did not obviously fall into any of the previously
defined categoties. Problems in the layout of the SSI code accounted for the biggest
single sub4eategory of ‘other’ faults detected during checking (23.43%). Although this
type of fault, which cannot be detected during testing, is not considered a safety-critical
feanire of the code, it is likely ‘nonetheless to contribute to the efficiency of the design
process, determining the speed and accuracy with which data can be checked, and the

ease with which subsequent reworking can be done.

~ With respect to ‘other’ faults detected at testing, the highest percentage was accounted
for by control-table flaws (43.75%). Although these data suggest that these faults are
not easily detected durmg the checking phase of the DPP it should be noted that the
faults included in this analysis relate only to instances Where the control tables were

~demonstrated to have been in etror, wh1ch is most easﬂy done dunng testing. There
were also an addmonal 36 faults reported at the checking stage (not included in the
present analysis) for which there was no evidence available to indicate whether the
control tables were in fact inaccurate. Nevertheless, it may be that testers have a better
overview of the functionality of the system by virtue of trairxing, experience, or task

environment. = -

The fault cat'egery.in thch testmg outperformed checking hy the greatest margin was
in ‘opposing locking’. A further breakdowh of these data revealed that, of those fault
reports where sufﬁc1ent detml was available to make an assessment, an important
factor was Whether the opposmg lockmg code involved the use of code-constructs
called ‘sub-routes’. Sub-routes ate used to specify the direction 2 train will take over a

section of track, which is important when deciding if a set of points needs to be locked
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in place if a train is about to travel over them (the train will derail if the points are

moved under it). The difficulty in working with sub-routes will be addressed in § 5.

A high percéhtage (16%) of all faults logged were false alarms (i.e., a fault was reported
where in fact none existed). Although there ate undoubtedly safety-related advantages
associated with the use of 2 lax response ctiterion (the preparedness of the checker or
tester to signal a problem), these false alarms will inevitably reduce the efficiency of the
DPP because the data preparer must prepare a response to each fault logged. A further
breakdown of these false alarms revealed that, of those occurring during checking, a
“high petcentage resulted from either: a) functions which were required but dealt with
elsewhete in the code (12.7%), ot; b) particular scheme-specific requirements (23.53%).
Of those false-alarms occurting during testing, scheme specific requitements also
accounted for the largest percentage of false alarms (20.63%). “Scheme specific
tequirements” is another way of saying that these are ifstances of exceptions to the

normal specifications.

3.2.2.1 The zz‘eratwe process of fanlt detection

hmlted amounts of data were available relating to the stages at Wh1ch faults were
logged dunng the developmental hfc—cycle of md1v1dual SSIs. Table 7 presents data
relatmg toa smgle schcme for three consecutive data checks followed by a test. (There
were four checks, but by definition the final one detected no faults.)

As can be seen, by far the largest proportion of faults (84.40%) was detected during the
first check. _Oné fault in the ‘other’ category, relating to the layout of the code, was
detected at the first check, remainéd uncorrected, and was detected again at the second
check. All of the other faults found on the first and subsequent checks were fixed
followmg their first repott, therefore 16 unique faults ‘survived’ the initial check, 12
passed the second check, and 10 faults made it all the way through the checking ‘
: process (i.e. those 10 detected at tcsung) Of note is the single ‘opposing-locking’ fault
that survived the first check. The overall number of ‘opposing-locking’ faults was very
low, only three in total, yet one of them passed initially undetected. Although only one
datum, this fits with the eatlier ﬁnding,'that opposing-locking code is difficult to check.
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. Table 7: Number of faults logged across three checking and one testing

.- stage by signalling principle contravened

Signalling Principle - Checking cycle Testing
| 1 2 3

Identity and labelling errors 15 2 0 3
Route setting (general) 9 0 0 0
Signal aspect control 6 0 0 1
Approach locking 5 0 0 0
Opposing locking 2 1 0 0
- Aspect sequence 3 0 0 1
Other 52 2 2 5
Sub total 92 5 2 10
None (no fault, false alarm) 2 0 0 6
- Total 94 5 2 16

Table 8 Numbet of faults logged across four checkmg stages by signalling

prmc1p1e contravened

Signalling Pﬁnciple Checkingcycle
_ 1 2 3 7
Identity and labclling errors 0 0 2 3
Route scttmg (gencral) 22 1 2 0
Signal aspect control 2 0 1 0
Approach lockmg 1 0 1 0 |
Opposing locking 3 0 0 0
Aspect scquc.nc.c‘ | 1 0 1 0
Other 24 2 1 4
Subtotal == ~ 53 3 8 ﬁ'.‘_-]
None (no fault, false alarm) 17 4 4 0
Total .70 7 12 7
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Table 8 presents the data relating to four sequential data checks on the same code.
Once again a large proportion of faults (74.65%) was detected during the first check.
Of the faults detected at later checks, identity and labelling faults accounted for
27.78%. Non-standard tequirements also accounted for two faults detected at the third
check. Of the ‘other’ faults detected at the fourth check, three of these related to

‘cosmetic data changes’.

3.22.2  Scheme complexity

In order to examine the effects of work complexity on fault detection, the faults
detected at the first check and first test were examined for SSI schemes comprising less
than 30 routes (three schemes with 14, 17, and 19 routes, rcspecti%rely), and more than
30 routes (three schemes with 32, 33, and 75 routes). As above, only a brief qﬁalitativc
examination of the data is presented, as data relating to checking and testing do not
necessarly relate to the same schemes. Of particular concern in this respect is the small

quantity of testing data for simple schemes.

Table 9: Number of faults logged at the checking and testing stages of the

data preparatiyon ptoéess for schemes with less than 30 routes. -

Signalling Principle - Design Stage Total
| | Checking Testing
Identity and labelling 7 23 3 26
Route setting (general) _ | _ 57 1 58
Signal aspect coﬁttol _ 23 4 27
Approach locking ' 14 3 17
Opposing locking » ' 19 0 19
Aspect sequence - o 1 0 11
Other . 106 8 114
Sub total -« . - 253 19 272
None (no fault, false alarm) - 19 6 . ..25
Total - L 272 25 299
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As can be seen from Table 9 and Table 10, the greatest percentage of faults detected
-for simple schemes were ‘other’ faults (41.91%), whereas ‘route setting’ faults
accounted for the greatest percentage of faults detected in the more complex schemes

© (39.31%) and ‘other ‘faults accounted for only 9.20%. -

Table 10: Number of faults logged at the checking and testing stages of

the data preparation process for schemes with more than 30 routes

. Signél]ing Principle Design Stage Total
o Checking  Testing
Identity and labelling 4 33 37
Route setting (general) 24 147 17
‘Signal aspect cdﬁtrol | 4 67 71
.. Approach locking 1 36 37
. Opposing locking 3 64 67
- Aspe'ct. sequence 2 10 12
 Other - 23 17 @
" Sub total 61 374 435
None (no fault, false alarm) 43 52 95
Total = | 104 426 530

False alarms accounted for only 8.36% of those faults reported for simple schemes,
whereas this percentage was 17.92% for the more complex schemes. It is possible that
this is attributable to design engineers adopting a more lax response criterionas

complexity increases. .

An examination of the proportion of faﬁlts detected at the checking vs. testing stages
of the DPP for schemes of differing complexity suggest that checking is less efficient
 at detecting all types of faults when scheme complexity s increased. However, it is
worth hoting that the checking process apparently detected all ‘opposing locking’ and

‘aspect sequence’ faults in simple schemes.
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3.3 ' Video recording task performance

The preceding analyses were concerned with identifying faults generated by a data
writer which remained undetected at that time, requiting detection at a subsequent
stage of the DPP. However, it is highly likely that during each of the design phases a
number of errors (ptimarily slips) occut which are generally detected at that time (and
ate therefore not recorded) but which decrease the efficiency of the design process and
are likely to be indicators of task difficulty. It may be that errors which are apparent
with relatively low frequency when checking or testing a previous phase of the DPP, in
fact occuf with high frequency, but the majority of these occurrences are ‘self-detected’

(e.g Rabbitt, 1978). -

Investigating these etrors, particularly within the context of such a complex task, is
difficult. The use of concurrent vetbal protocols was considered as a possible method

- (see Ericsson and Simon, 1984). This technique requires that participants give a verbal
commentary while performing their task. The advantages of this include: high face
validity; ease of use in applied settings with minimal disruption, and; some access to the
- cognitive processes associated with task performance, which would not otherwise be

readily accessible.

Hdwcvcr, there are also a ﬁumber of associated drawbacks. With certain types of
cognitive performance (e.g. automatic processing or processing spatially encoded
material) it may be that the mechanisms underlying petformance are not readily
available for conscious verbal report (Yang, 2003) Crucially, however, there is evidence
to indicate that task performance whilst giving a concurtent verbal protocol may be
faster (Betry and Broadbent, 1990) ot less error prone (Wright and Converse, 1992)
than normal task pcrfbrmance. This is obviously unacceptable in the context of this

tresearch.

For this reason a variation on Rabbitt’s (1978) “caught in the act” ot “oops” technique‘
was uéed, coupled with elements from “video walkthroughs” (Diapet, 1989), desctibed

next.

65



Chapter 3: Error Anabysis

3.3.1  Method

Task performance was video recorded in a similat manner to that desctibed for the
work sample (§ 3.1.1.3), with the exception of testing where one camera was focused
upon the signalman’s screen and the other was focused upon the trackside screen. The
observation comprised seven and 2 half hours of writing, three hours of checking, six
and a quartér hours of testing, and one and 2 half hours of simulation screen design
(strictly, a part of the set-to-run task, but hete included for its similarity to testing).
Observations wete all carried out at Westinghouse Signals’ Clﬁppchham site. Two
i)articipahts wete observed for date writing, three for testing, and one participant each

for chcckmg and simulation screen design.

Task performance took place in as natural a manner as possible, with participants only
required to signal when they had detected that they had made, or had just stopped
"&xcmscivcs making, an error (Rabbit, 1978). Depending upon the complexity of the -
error, a brief description was given by the engineer at the time, or an explanation given
following task performance whilst viewing a replay of the video recording (Diaper,
1989). To try to reduce the likelihood of faking a lack of etrors the observed
patticipants were informed that their recording would be reviewed by another engineer

at a later date (although this did not, in fact, occur).

3.3.2 ' Results and discussion

3.3.2.1 Writing

In total there were 30 etrors signalled by the participants over a combined petiod of
seven and a half houts of wﬁdng, ot four per hour. Of these 17 were typographical
errors and twc‘)‘rclated to wrong file locations. Of note were four slips which were
identified as relating to opposing locking, three of which related to specifying sub-

routes.

3.3.2.2 Checking
The checking phase of the DPP was analysed for a petiod of three hours. However, no

errors were recorded during this time.
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3.3.2.3  Testing

Errors identified at the data testing phase of the DPP included: incorrect identification -
of ‘stations’ (areas) because of the scrolling requirements of the interface and poor
labelling methods (this occurred twice), and; selection of the wrong route to perform a
test upon. In total five errors were identified during six and a quartet hours of testing,

just under one per hour.

3.3.2.4 - Simulation screen design _
In one and a half hours of observing the process of simulation screen design three

errors wete recorded (two per hour), all of which were typographical errots.

333 Summary -

Overall, few etrors wete eelf-detected by the SSI engineers as they performed their

" vatious tasks. Viewed vety broadly, the number of self-detected errors seemed to vary
with the amount and type of manual control input required of the operator. Listing in
'descending order of control input (and self-detected error rate): writing and simulation
screen de51gn both mvolve mouse and keyboard Work, testing involves trackball use;
while checkmg does not requlre any substantive control actions to be performed

(turning a page, etc.).

It may be that thls obsetvational method of analysis is only useful in recording etrors in
relation to overt actions, and not covert cognitive processes. “There is some

cwdence that whlle people are good at catchmg their own errors of action, they are
much less good at catchmg theit own errors of thinking, decision making, and
perceptlon” (Senders and Moray, 1991 p.78).

34 Ex1st1ng documentation and sémi-étructured interviews

As 2 means of validaﬁng the data reported above, and also to gather information
relating to rate etrors, additional information was gathered from existing
docurhentation and the semi-sttuctuxed interviews used for the HTA. The following

are the main points to arise.
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3.4.1  Writing and/ or checking errors
A number of specific etrors, or potential sources of error, were identified as being

common to the processes of writing and/or checking data. These included:

¢ The copying of information from one section of a file to another without
making all the necessary alterations requited for the new context.

¢ Insufficient information contained in comments making code hatd to
comptrehend.

- & Data being laid out so that it is difficult to check the syntax (e.g. indicating
more than one blank line by putting several full stop, line terminators, on one
line).

e Misinterpretation of sub-routs.
. | C;)dc duplicatioh (which may lead to t1tmng errors).

e Interfaces to othet, non-SSI, equipment

Further, at 2 more general level, it was reported that it is easier to check existing code
for correctness rather than to determine whether necessary code are missing; and that

writing errors tend to spring from unusual scheme requirements.

34.2 Tef?iﬂg errors

As stated caﬂier, no little evidence relating to faults detected at the on-site testing stége,
that would reveal errors at the DPP testing stage, was made available. However,

~ anecdotal evidence was obtained in interviews to indicate that faults do get past both

the simulation and on-site testing stages, i.e. into service.

Generally it would seem that faults which are not detected by the simulation testing are

concerned with:

¢ Cross boundaries funcnomng (where the SSI system in control of a section of

track must communicate with a neighbouring mterlockmg)

¢ The interface with trackside equipment
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e Timing errors (where processing is not completed by the SSI modules in the
allotted time)

e . Multiple route-setting,

Cross boundary faults may arise because of poor communication between design

teams (incorrectly identifying the allocation of functions to each other, for instance).

Some of the faults that are detected on-site, for instance cettain trackside equipment
and multiple route setting faults, cannot be replicated by the SSI simulator and
therefore it is no surptise that these occasionally make it through to on-site testing.

Howevet, on occasion basic code faults are reported to come to light at this stage.

| Finally, faults which have been detected in commissioned schemes (after on-site
- testing) tend to atise from either very complex code, where the fault is only ‘visible’
when fnultiple interdependent conditions are fulfilled, or cross- boundary conditions

involving communication with non-SSI equipment.

3.5 Conclusions

In drawing conclusions upon the basis of the data reported above, some qualifications
should be noted. First, the number of participants who could be recruited to the work
sample was necessatily limited and conclusions drawn on the basis of the correlational
statistics must be tentative, Second, the fault log data are all that were available at the
time, and the collection of additional data, patticulatly from each iterative phase of the
DPP, would allow mote confidence in conclusions. Finally, as mentioned above, only
limited information relating to faults which are detected at the ‘on-site’ testing phase,
ot following commissioning, was available. If the reliability of the testing process is to
be properly evaluated then these data are essential. Without it, the conclusions that can

be drawn relating to the reliability of the testing process are somewhat limited.

3.5.1 Dz'verﬁy in the Design Process - ‘
There are many beneficial features of the DPP that seem to contribute to its reliability.
The present arrangement of checking and testing produces a good deal of task

diversity, as Supported by several instances of different types of error being detected at
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different stages of the design process. Although these etrors were categorised eatlier by
signalling principle, it was also noted that it seems that checking is particularly good at
detecting non-safety-critical function etrors which relate to the ‘liveness’ of the railway
and the readability (teusability) of code. By compatison, testing is good at detecting
errors which relate primarily to the safety of the railway.

In contrast to task environment diversity, personnel diversity seemed to show the
opposite trend, at least when it came to the writing task. In the writing work sample
‘task a number of faults were made identically by experience and inexpetienced staff
from various different companies. In such instances of ‘common mode’ failure, errors
will be resistant detection within the DPP because design engineers, pérhaps because
of similar background, training, or ability, approach the task in 2 similar manner. It has
been argued elsewhere (e.g. Westerman, Shryane, Crawshaw, Hockey & Wyatt-
Millingtdn, 1995) that one solution to common mode human errors lies in cognitive
divcrsity, such that individuals approach a checking or testing task utilising different
cogmuve models/strategies. The i mvesngatxon of diversity in the SSI DPP will form the
bulk of the remaundcr of this thesis, from § 6 onwards.

3.5.2 Complexzy
A number of broad factors can be identified as makmg faults partlcularly resistant to
detection during the DPP. As might be predicted, the complexity of the code appears
 tobe assomatcd with the propensity for human error. If the functionality required from
the SSI is complcx this makes faults mote difficult to detect. This may be attributed to

human attentional limitations which result in mistakes of ‘bounded rationality’ and

‘imperfect rationality’ (see § 1.3.1).

In 6rdér to reduce t\hcx cffécts 1t1s n.ecﬂess‘l';l‘x"}" to altér the réﬁo of attentional demands
(the reqﬁremeﬁts of fhc_ task) to attentional resoutces (the capacities the design
engineer bﬁngs to the tz.slk)h.= Tlﬁs might be achieved by: a) recnﬁting design engineers
who have greater cogniﬁve .a.bilities (increased attentional resource supply); b)
employing training stré.tcgies, such that task performance requires fewer attentional
resources (see An&erson, 1993), or; c) redesigning the task environment such that there

is a reduced information proceséing load placed upon the design engineer.
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There are a number of ways in which redesigning the task environment could reduce
attentional demands. First, by incorporating more task support information in the task
environment (e.g. display based reasoning; Howes and Payne, 1990). This could take
the form of checldists of sequences of required actions, or potential errors (e.g., see
Layton & Johnson, 1993); or the use of multiple windows, facilitating the performance
of tasks which require cross checking of items from a number of different sources (see
Miyata and Norman, 1986). In order to gain some of the benefits associated with these
' téchhiciucs it may be worthwhile making the checking phase of the DPP more of a

. computet-based process than is currently the case.

~ Second, there are changes which can be made to the task environment which serve to
make errors more “visible’ (see Notman, 1988). In order to facilitate this process
computer-based display techniques may be used, such as the three-dimensional
represehtation of data functions or railway layouts, which assist the design engineer in

‘Vlsuahsmg’ the interplay of variables in complex schemes.

However, the importance of ‘context’ in this tespect cannot be overstated. A model
that has been successfully used to provide increased contextual information (see
Vicente and Rasmussen, 1992) is the Abstraction Hierarchy (Rasmussen, 1986). This
model is based uiaon the premise that any given'enginecﬁng system (task environmént)
can be described in terms of a number of different levels of abstraction. Lower levels
of the hietarchy are concerned with how certain system fuﬁctions are implemented
(the ‘auts and bolts’ of the system), whereas higher levels are concerned with why
system functions are required. Within the SSI DPP, additional contextual support
could be provided at the checking stage in the form of ‘why’ information; and at the
testing stége in the form of *how’ information. It shlould be noted, howevef, that this
approach may result in the checking and testing tasks becoming less diverse, and that
although more er::g:o.rs.r_nay be detected as a result of these chahges the potential to

avoid common mode errors may be reduced.

Novel or unusual requirements also appear to be an important factor in promoting
etror and making etrors more resistant to detection. There is evidence to suggest that

this may in part be attributable to design engineers making ‘mistakes of reluctant
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rationality’; i.e., employing familiar performance strategies rather than engaging in the
- increased cognitive demand associated with calculating novel solutions (e.g. Reason,

1990). With this in mind, it is worth noting that a high percentage of the false alarms

recorded at both checking and testing phases of the DPP were attributable to scheme

specific requirements.

However, undoubtedly novel data requirements will also result in ‘mistakes of
imperfect rationality’, such that the design engineer has an imperfect mental model of
the task environment. An important improvement which could Be implemented in this
area concetns the ‘usability’ of support documentation. For example, the accessibility
of documentation, the ease of search for target information, and the ease of updating
documentation could all be improved by providing on-line, i.e. computer-based,
documentation (Layton and Johnson, 1993). Further changes to reduce errors resulting
from unusual data requirements may also include an increased use of checklists,
enforced cross-checks with increased functional redundancy, and the use of inspection
teams (see Fagan, 1976; 1986). Each of these techniques serves to test the assumptions
which are being applied by the design engineers to the task at hand. It can also be

| argued that improvements in the ratio of attentional demands to attentional resource
supply, as desctibed in the previous paragraph, will facilitate novel problem solving (see
Ohlsson; 1984a; 1984b, 1985). Consequently, techniques such as data visualisation can

also make an important contribution to the reduction of these types of errors.

Finally, limitations in the simulation equipment increase the difficulty of the testing
task, and make it impossible to test for some complex etrors. Although some of the
changes which could usefully be implcmcntcd in this area are beyond the scope of the |
present investigation, 2 numbet of human factors issues can be identified. For example,
scrollirig tequirements and labelling conventions have been found to cause otentation
problems during testing (see § 3.3.2.3). A combination of improved equipment
speciﬁcations and the application of basic human factors principles could result in

improvements in this respect.

It is worthy of note that checking seemed to be particularly poor at detecting opposing
locking faults, particularly those associated with the use of ‘sub-routes’. The
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,observé.tipn analysis reported above (see § 3.3) suggests that slips are frequent when
- writing opposing locking data, although given the relative frequency of these faults it

would appear that most are self-detected.

353 | ‘Au‘tomatz'c Dat;z Preparation
Given _th:e typé of errors which are resistant to the DPP process, i.e. errors which relate
to cbmpléﬁc and/ot unusual data, it seems unlikely that Automatic Data Preparation
(ADP) will have a sﬁbstantial positive effect upon (i.e. reduce) the probabilities of these
etrors occurring. Automation is most easily applied to skill-based and rule-based task
petformance (see chapter 1). In contrast, those faults which are difficult to detect tend
to be knowledge-based etrors. Nevertheless, there are, skill-, and rule-based task
components which humans appatently petform poorly, e.g., opposing locking errors
during checking, to which ADP might usefully be directed. The benefits of such a
strategy would be apparent in improved efficiency within the design process rather
than improved overall reliability.

In § 2 242 the potcnua]ly damagmg effects of the current move towards Automatic
Data Preparanon upon the training opportu.mues afforded design engineers was
identified. The current strategy appears to be one of automating all that is technically
possible. The danger of applying this strategy too rigorously is that it results in design

| engineers being left to complete only those (knowledge-based) task cbmponents which
cannot be automated, and this may be “... a fragmented, difficult-to-perform job for
which training is also a problem” (see Lockhart, StruB, Hawley, and Tapia, 1993, p.
1212). A viable alternative method of providing training would be to use Computet-
Based Training. Howevet, it can also be argued that less than maximum automation or‘
the flexible use of automation may be useful alternatives which would allow design

engineers to acquire the necessary skills within a meaningful framework.

354 (‘ Tﬁz’m’ngw | ‘

There are a number of areas of the DPP which can be identified upon the basis of
these results as potentially bcncﬁdng from training interventions. First, several
common mode errors were identified by the work sample. It would z;ppcat that these

relate to deficiencies in the application of relatively straightforward principles (stated in
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SSI 8003) which are independent of organisation and location. Second, training

"= methods may be applied to develop skills approptiate to dealing with novel

- requirements (although see Patrick, 1992 for a discussion of some of the difficulties
inherent in this type of endeavour). It is interesting to note that, in the work sample,
DPP expetience was associated with rule-based etrors but not knowledge-based errors,
suggesting that experience contributes to the acquisition of basic skills but does not
nécessa.t:ily impart the required skills for petforming the more unusual task

components.

3.5.5  Personnel selection
Comparison with normative data suggests that the current selection process favours
engineers who ate comparatively high in spatial ability, clerical perception, and fluid
intelligence. The validity of spatial ability in this regard was supported by the negative
- association with completion times for the knowledge-based component of the work
sample. The correlations between fluid intelligence and knowledge-based task
petformance, although not significant, were of a magnitude which suggests that they
may also prove useful in the selection process. The fact that knowledge-based task
componcnt; are the least amenable to automation highlights the future importance of

efficient personnel selection in this regard.

Further to thié, there was some evidence of an association between personality and
DPP performance. Although some of the reported effects may have been attributable
to the experimental situation, the association between extraversion and performance is
consisfent with ‘p‘rcvi'o‘us investigations of computer programming, with introverts
petforming mote quickly and more accurately. Similatly, the association between
stability and performance, with stable individuals making fewer etrors, is consistent
with previous research concerning the performance of an inspection task (see §
3.1.2.3). Given that the sample were very much within the normal range of scores, it
would seem that the selection process is not tapping these differences, and that

personality testing could make a useful contribution in this area.
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356 Sub-rouses

The use i;f code constructs called sub-routes was repeatedly identified as a particular

area of task difﬁculty It is likely that this contributes to the difficulties encountered at
the chcckmg phase of the DPP in detecting opposmg locking errots, as well as many

other error types. Sub-routes will be investigated more thoroughly in § 5.
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.4 M1d thesxs summary

"l"he previous chapters wete exploratory and primarily qualitative in nature. They also
- tended to focus on context-spec1ﬁc (i.e. SSI) issues rather than generally applicable
findings. |

What follows is 2 brief discussion of the main themes that emerged from the

fieldwotrk, and how these themes will be opcrationalised' and submitted to test in the
latter half of the thesis. |

41  Task analysis

The HTA described a system of office-based software design with three stages: one of
prédﬁcu'oh (writing) and two of quality control (checking and testing). It was observed
that there existed divetsity in the structute of the tasks that made up the quality control
phases. One of the quality control tasks, checking, involved essentially the same
representations of the same tasks that made up the production phase (writing). Both
checking and writing involve the use of an abstract, text-based programxrﬁng language

* and both dealing with SSI functioning at the ‘micro’rlevel, manipulating verbal and
textual symbols, dealing with identical, abstract representations of the railway, i.e. in

terms of bits, bytes and variables names (cf. Rasmussen & Lind, 1981).

The other quality control phase, testing, was markedly different. The representation of
the tasks and thé tasks themselves weré distinct from thosc carried out in Writirig and
checking, and were based more on concrete railway concepts anda wsual—spaual task
environment. In contrast to the writing and checking stages, testing requires the
engineer to map the specifications d1rect1y on to the functioning of the railway
network, as represented on the Graphicé.l User Interface of the testing simulator. The
tester deals with thé ‘macro’, overall, functioning of the SSI, using a concrete, spatial
representation of the railway (i.c. signalé points and tracks). It was proposed that these
differences between checkmg and testing, and the associated differences in the
demands they make on human pcrforrnancc might manifest themselves in teems of

the quantitative and qualitative aspect:s of patterns of faults detected at each stage.
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4.2 - Error Analysis
- 'The etror analysis consisted of a work sample test, task observation, and an audit of

the fault logs used to record faults found by checkers and testers.

The qualitative differences found between checking and testing tasks in the task
analysis were empirically investigated in the error analysis. For the fault log audit it was
found that different fault types were differentially detected by the checking and testing
 stages. Simpler faults, and those affecting the basic functioning of the railway, were
detected more frequently by checkers. More complex faults, and those to do with
safcty—félated opetrations, were found more frequently in testing. This ‘task diversity’
may hold promise as a way to combat ‘common mode’ errors, such as those found in

the work sample test.

~ The wotk sample test showed the influence of expettise and complexity on the ease
with which fault-free task petformance could be achieved. Routine work that could be
" completed with skill- and rule-based performance was far less error prone than novel
ot particularly complex knowledge-based work. These were factors also highlighted in
the HTA, where engineers commented on the challenging and presﬁgious nature of

complex, novel work.

However, the errot analysis showed that, although complex and novel work was
indeed more etror prone than more straightforward work when considering the
number Qf faults generated per unit of time or per lines of code, faults in the less
demanding work actually sccmcd to represent a greater threat to the dcpendabilify of
the SSI systcr.n.‘Fc‘)r instance, the cﬁdr apaly;sis found that oﬁly faults in straightforward
design tasks actually .s;urvived three cycles of writing, checking and testing. In the wotk
éa.mplc test the only commbn—rridde errors, made identically by at least half the

participants, were in supposedly ‘simplet’ code.

The engineers’ comments, then, seem to be an example of the base-rate fallacy (e.g.
Evans, Handley, Over & Perham, 2002). When petforming any particular aspect of the
SSIDPP there is a greater likelihood that an error will occut in knowledge-based

performance (e.g. coniplex ot novel work) compared to skill- or rule-based
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petformance. Howevet, the vast majotity of work is skill- and rule-based, so that when
- confronted with any patticular fault in the SSI programme, that fault is much more
likely to be the product of skill- or rule-based petformance than of knowledge-based
performance. The correct way to include information about the prior probabilities of
events when making conditional probabilistic inferences was laid out in 1764 by
’Ihbmae Bayes. However, there is a great body of research on normative reasoning that
has long recognised that people do not seem to make inference in such a ‘rational’
mannet (e.g. Kahneman, 1973). Although first viewed as an example of irrational bias
in human judgefnent, other authors have argued that these effects are partly

‘ methodologieal in nature. For instance, Gigerenzer (e.g. Gigerenzer & Hoffrage, 1995)
has argued that it is the format in which the data on which the estimation task is to be
performed which is of importance; information in the form of probabilities (e.g. a
hkehhood of 05) leads to neglect of the base-rate mformaUOn, whereas the same
mformatlon in the form of frequencies (e.g. a likelihood of 1 out of 20) does not lead

sO frequently to fallacious inference.

Alas the exploratory phase of this research project was not deSJgned with this issue
explicitly i in mind, and therefore was not intended to be able to dlstmgmsh between the
compeu;lg hypotheses as to exactly why the base-rate fallacy occuts. However, there

are several points that do have relevance to this study.

The engirieers that participated in the exploratory phase commented explicitly about
the high probability of error when dealing with novel and complex SSI work. Based on
empirical evidence from the /s sit data collection in this study, these comments seem

to be an accurate reflection of the likelihood of committing error when performing

such tasks.

The same engineers commented that because of this high probability of error in novel
or co:hplex work relative to simpler tasks, these aspects of the task should be, and -
indeed are, allocated more resources (e.g. time, expertise) than more routine work.

These jobs are also seen as more interesting and prestigious.
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On the one hand, this unequal allocation of expertise is a necessary solution to a

. practical problem, at least with regard to particularly difficult work. That is, there is a

- minimum level of knowledge and expertise that is necessaty to complete each task, and
if this is not met then the task cannot be completed. A clear example of this was
observed in the work-sample test, when the two least-experienced engineers could not

make a reasonable attempt at completing the most complex parts of the task. -

However, as long as the minimum expertise requirement is met, it is not clear as to
whether the disproportionate allocation of other resources (e.g; time, number of staff)
to complex wotk is of maximum benefit to the dependability of the system. This
would depend in patt on the relative amount of complex to standard code in each SSI,

and the relative error-proneness of the work.

In the case of the work sample test, an average of four faults was generated per
participant in the four lines of complex code that had to be written, giving an average

- of about one fault per line of code. In the standard code an average of seven faults
were made in 120 lines per code, giving a probability of .06 of committing an error per
line of code. Therefore the complex work seemed to be at least 16 times more error-
prone than the standard wotk (1/.06 = 16.67) per line of code. However, there was 30 -
times the number of lines of code in the straightforward aspects of the task compared
to the complex parts (120 lines / 4 lines = 30). So, although the complex parts of the
task are much more etror-prone than the mote stra.lghtforward parts, they are also very
much raret, proportionately speaking, and so are likely to contribute fewer faults
overall to the final SSI code.

’Ihcﬂwork‘ sgiméle ‘Wa‘s of course a contri'lved task, and the actual prdportions of
éomplex VS, étandard tasks, as Well as the relative error-proneness of each, will be
much more vaiable in real work. However, it was devised by an expetienced signalling
engineer to represént 2 realistic piece of SSI DPP work, and highlights the issue of the
actual vs. perceived i importance of tasks in terms of the contribution to system safety.
This was the case even though on average the work sample participants devoted much

more time to the complex work compared to thé standard work; the standard code
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received on average 80 seconds per line of code whereas the complex code received

.. 280 seconds, three and a half times more.

The situation is reversed if the task of the checker is viewed in the same way. Taking
the figures abpve, we can be faitly sure that virtually every line of the complex SSI data
will contain a fault. Howevet, there is a reasonably low probability that aﬁy particular
line of the standard code will contain a fault. From this point of view checking the
complex code rcpresents an easier task than checking the standard code; checking run-
of-the-mill code could be likened to looking for a needle in a Haystack, whereas
checking complex code would be akin to looking for a nail in a matchbox.

_ The problem of how best to allocate resources to the SSI DPP, highlighted above, is

| pompounded when also consideting common-mode error. In the work sample test,
more than half of the participants wrote identical faulty SSI code in four separate parts
~ of the straightforward task, i.e. four common-mode errors. For one particular fault, 2/
of the participants wrote exacsly the same, incorrect, code. When shown these faults in
the post-task debrief all of the participants recognised what they had done incorrectly,
irnplying that this was skill- or rule-based petformance that had gone wrong due to
strong “habit mtrusxon” (Reason, 1990). The fact that so many of the participants
made these errors strongly suggests that the problem lay not with the particular
individuals involved but more likely with some aspect of the task. Therefore, even if
more resources were allocated to the straightforward aspects of the writing task it is
likely that some errors would continue to be made with high frequency. Because of the
similarity betwéen writing and checking, though, and the reduced amount of time that
such strmghtforward work receives, it is also likely that the chcckmg process would not

be good at detecung thesc errors

So, based upon the allocation of resources to work by percelved difficulty, it appears
that the SSI DPP may not be orgamsed to optimise the reduction of error commission
ot the promouon of fault dctccnon Addmonally, even if resources were allocated
more optimally (i.e. based on difficultly and amount of work), common mode error -

would mean that the value of any extra resources allocated would be diminished if the
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extra resoutces were merely redundant repetitions of the same task (e.g. mote time on

- task, or an extra repetition of a task, even if by a different person).

It was hypothesised at the end of the in st exploratory phase that it was the diversity
between the checking and testing tasks that protected the system from the
shortcomings discussed above. Two fault detection methods that make qua.litativciy
different demands upon human cognition, and that require different skills and
knowledge, may be more likely to detect a greater range of faults than more similar

methods because of reduced susceptibility to common mode error.

4.3 Need for Laboratory studies

The data from the task- and error-analyses were collected in a naturalistic work
environment. While being externally valid, the lack of control and internal validity
meant a number of factors may have biased and confounded the results. Most
importantly, in the fault-log audit, if a fault had been detected by a checker it would
then have been cotrected and so be unavailable for subsequent detection by the tester.
This meant that the number and type of faults within the SSI data would not be the

. same for checkers and testers.

It was found in the task analysis that expertise of the signalling engineer tended to |
increase from writer to checker to tester. This would also tend to confound any effect

on fault detection petformance due to task type. -

In addition to the problem of internal validity, the ability to manipulate task factors was
limited in the actual wotk envitronment. The safety-critical nature of SSI design meant
that changes to equiprhent, procedures etc., could not easily be performed when ‘real
work’ was being conducted. Commercial considerations militated against the
collaborating signalling firms setting aside significant equipment or personnel resources

to investigate manipulations of task factors using ‘synthetic’ work.

So, to complement the fieldwork studies a ptogramme of laboratory experimentation |

was planned.
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44 Aims of the laboratory programme _
- The general aims of the experimental programme were threefold: A) to confirm and -
validate the results of the field work; B) to further investigate the areas of interest that
crﬁergcd from the task- and error-analyses, and; C) to develop the findings for

application to non-SSI domains.

Regarding validation of the fieldwork, the biggest area of uncertainty to remain after
~the previous, predominatcly qualitative studies was that comprising the characteristics

- and relative efficacy of the checking and testing tasks. The fieldwork had provided
useful preliminary results, but too many factors remained unknown to provide firm
conclusions. The experimental programme would analyse the specific patterns of error
detected by checking and testing, in terms of the quantity and charactetistics of faults

detected at each stage.

As regards extension of the fieldwork, the main theme that emerged was the potential
of task and cognitive divetsity to improve the resistance of the verification and
‘validation stages of the DPP to common-mode ettor. Various aspects of diversity
would be investigated: Task factors, e.g. the differences between task environment and

fault types; and individual differences, e.g. abilities and mental models.

First, however, one of the more persistent individual fault types found resistant to

checking, related to the use of sub-routes, will be investigated.
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5 Sub-route labelling

| Tt was noted in the task- and cspecmlly the error-analysis that a particular fault type was
detected particulatly poorly by the checking stage of the DPP. This involved barring
two coﬁﬂicﬁhg or opposing, train routes from being set at the same time. An
important element involved in this task is also used in many of the other functions
found to vbe widespread in the fault logs, such as identity and labelling faults, and was
commented-on by the task experts in interviews. The particular task element is known
as “sub-route labelling”. This chapter will explore the reasons &hy performing sub-
route labelling is problematic.

5.1 Sub-routes explained

Any particﬁla.t portien of the railway under the control of an SSI system is divided into
sections of track. For any particular track section the SSI keeps a record of whether it is
occupied by a train, and this information is used to inform the permitted movements
of trains over the interlocking. Howevet, as well as knowing whether a particular track
section is occupied by a train or not, the SSI system also needs to make sure that the
poihts that ‘eotltrol train moverhents are in the correct positioh ahead of a train,

‘ otherwise the train may not follow its intended route or may be de-railed.

The way that this information is encoded in SSI is in the form of sub-routes. Sub-
routes correspond to track sections, but as well as defining the identity of the section
of railway to which they pertain sub-routes also specify the expected direction of a

train over the ttack section.

Conﬁguranons of track sections are variable, so a rule is used to specify the mapping

between the route of the train and a text label used to encode thls information in an

SSI-mtcrpretable way (Figure 5).
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Figure 5: 12 o’clock rule for track section labelling. _
Ends of track sections are denoted by letters (A, B and C), which is realised by imagining a
clock-face centred on the conjunction of track ends, and alphabetically labelling the ends
while moving clockwise from a 12 o’clock starting point. The label “CA” thus denotes a

train movement in the direction indicated by the arrows.

Figure 5 demonstrates the currently used rule, called the “12 o’clock” rule. It shows a
small portioh (two track sections) of a highly simplified signalling plan. The parallel
Horizdntai ﬁnés représent two adjacent main-line railway tré.cks, with a diagonél track
connecting bétween them. There are sets of points at the intersections of the main and
‘ connectmg lines, to guide trains along either the straight- line route, Of across thc
connecting section to the opposite line. The railway lines are divided into sections,
denoted here by the short vertical lines. There are thus two track sections shown, each
with a set of points and three ‘ends’. To demonstrate how the upper of the two |
sectiohs (in bold) would be labelled, it has a clock-face supetimposed over it, centred .
on the points. Moving clockwise from th;.e 12 o’clock meridian, each successive end of
the track section has been labelled in élphabcu'éal order. So, fot example, to denote the
route between thé dotted arrows, the label “CA” would be used. If this label were
incotrectly specified (e.g. AC) a collision or derailment could potentially result.

As discussed briefly in the preceding chapter, this labelling procedure was found to be -
error-prone. Engineers committed errors when generating the labels, and more

importantly when performing an independent check of othets’ labelling work.
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Errors associated with sub-routes tended to be errors of commission rather than
- omission, i.e. a sub-route label would be present but incorrectly specified, rather than
missing. This suggested that the problem with sub-routes lay not with the decision of

when to use the sub-route labelling rule, but how it was applied ot misapplied.

" Two task-related factors were hypothesised that might influence observed
performance. First was the mismatch between the alphabetical otder of the label and
the spatial direction of its corresponding route. With the twelve o’clock rule, all right-
to-left routes have labels with ascending alphabetical ordet, and vice versa. For readers
of the Latin alphabet, ascending order has a very strong populatlon stercotypc (Smith,
1981) of “left-to-right™.

Tlﬁs bopulation stereotype of alphabetical sequence has been found to affect rule-
based task performance. Eikeseth and Baer (1997) used a matching-to-sample -
paradigm involving undergraduates learning relations between letters (e.g. A goes to B,
F goes to M), their symmetrical opposites (e.g. B goes to A, M goes to F), and their
transitive links (e.g. A goes to F, M goes to A). Errors were found to be increased
when complexity was at its highest (i.e. deciding on a coexistent symmetrical and |
transitive relation), and also when the stimuli were adjacent letters in the alphabet;

“next-letter bias™ as it was termed.

These effects may be the result of a spatially-based mechanism underling the
representation of alphabetical letter sequence. Gevers, Reynvoet and Fias (2003) found
an association between letters eatlier in the alphabet (e.g. A, D) and quicker responding
to the left visual field, and letters later in the alphabet (e.g. X, Z) and responding to the
nght wsual ﬁcld

This lack of compatibility between internal models and task demands may lead to
response conflict and what Reason (1990) ferms “stxong—but—wroﬁg’ *errors. AG
o’clock rule, otherwise identical to the 12 o’clock version, would reverse the label
alphabetical order and leave it compatible with the spatial direction, 50 removing this

factor.
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The second factor hypothesised to affect labelling accuracy was the spatial variability of

- applying the 12 o’clock rule. The first step of applying the rule is to site the imaginary

12 o’clock meridian over the points (if any) in the track section. The points are in
different places in different sections, however, as can be seen from the upper (in bold)
and lower track sections in Figure 5. Therefore before the labelling process can begin
there rm’15t be a visual search of the (densely cluttered) track diagram to locate the

éppropriate point.

Teitlebaum and Granada (1983) found that inconsistently-placed menu elements on a
computer screen increased visual search time by as much as 73% when performing
menu-search tasks. It is hypothesised that inconsistent track section layout could be

having a similar effect on sub-route labelling performance.

‘The track section / sub-route label positional inconsistency is also likely to increase
working-memory demands during task performance. This is because the starting point
for the labelling task has to be stored while labelling is proceeding and recalled if the
 task is interrupted even momentarily. Extra memory ot proécssing demands have been
found to increase reading times and error rates when reading aviation and industrial

~ analogue displays (e.g. Grether, 1949).

Having the meridian at 9 o’clock would mean a fixed starting point for labelling in all
cases, as there is alwayé a horizontal component to the track section. This should
represent a more consisi:ent spatial mapping for applying the labelling rule, reducing
the perceptual/attentional demands of the sub-route labelling task.

- Two cchﬁmerité siihulating label—checld;lg were thus undertaken to test these
hypotheses, comparing label checking performaﬁce between: 1) 12- and 6 o’clock rules;
2) 12- and 9 o’clock rules. It was expected that sub-routé label-checking pcrfoﬁnmce
would be improved (qui;két, more accurate) when using the revised rules than when

using the traditional 12 o’clock rule.

In addition to measures of task speed and accuracy it was thought necessary to

measure how hard the participants had to wotk in order to achieve their level of
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performance. Various authors (e.g. Hockey, 1997) have shown how a given level of
“ petformance on a task can be maintained at the expense of a greater investment of

- effort, even though sustained effort will lead to fatigue and task decrement over time,

52 Sub-route experiment I: 12 o’clock rule vs. 6 o’clock rule

5.2.1  Method

5.2.1.1 ' Participants

Novice participants were chosen for this and the subsequent experiment because
cchﬁcnéed signalling engineers would already by highly practiced at using the 12
o’clock rule, so biasing the relative performance between the old and new labelling
rales.

Thirty-three novice participants (23 female, mean age 24 yrs), an availability sample
recruited on 2 UK University campus, each performed two within-participants labelling

conditions (12 o’clock vs. 6 o’clock rules).

5212 ' Materials
A set of 96 “test” track section diagrams were produced for display ona VGA

computer screen, Each diagram consisted of:

® One of the four possible different track section “shapcs” of the type shown in

bold in Fiéﬁre 5 (made by either a horizontal and / ot vertical reflection of the
ongma.l Flgu.te 5 shape) B |

® One of the four possible different train directions that could travel over the
track section, denoted by arrows as in Figure 5

o Below'.thc' track section, one of the six possiBle different two-letter sub-route

labels (e.g. AC, BA).

Additionally, a set of 32 “practice” diagrams were produced, using each of the four
different track shapes combined with each of the four different train directions, but

this time showing the cotrect sub-route label for half and an incorrect one for the rest.
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Unlike Figure 5, none of the diagrams contained a circular “clock face” feature — the
- stimuli were designed to look like actual (but highly simplified) sections of track
signalling layout maps.

Each diagram was approximately 60 mm high by 80 mm wide when displayed. Lines
were approximately 2 points wide, and the label text presented in 20 point Times New
Roman font. Blue was used as the background colour on the computer display, white

as the diagram/ text colour.

A paper-based sub-route diagram vety similar to that in Figure 5, along with a brief
explanation, was produced to teach the 12 o’clock and 6 o’clock rules to the

patticipants.

The NASA TLX multi-dimensional workload scale (Vidulich and Tsang, 1986) was

used to provide an overall workload score associated with task performance.

The practice and test stimuli, and the NASA TLX workload scale, were programmed
for display on an IBM PC compatible computer using Botland C++. The computer

also recorded the participant’s response key press and reaction time.

5.2.‘7.‘} ) Prlocedm;' ‘ | o . .

Parddpanf; were required to complete the label checking task using both the 12
o’clock and 6 o’clock rules, and so they were fitst randomised to either an AB (12
o’lclock‘ rule ﬁrst) ot BA (6 o’clock rule ﬁis_t) counterbalance sequence.

Each condition then followed the same pattern. First, the relevant labelling tule was
explained to the participant using the explanatory diagram. The participant was then
presented with the 32 practice stimuli one at a time in random order on the computer.
When each stimulus appeared on screen the participant had to decide if the train _
direction ”showh on the diagram correctly corresponded to the label shown below the
diagram, by applying the current sub-route labelling rule. Responses were forced-
choice: if the participant thought the label was correct they pressed the “Z” key, if they
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thought it was wrong they pressed the “.”” key. No feedback regarding the correctness

of responses was presented. .

At the end of the practice stimuli the participant was required to go through the
practice session again if they had failed to achieve a level of 75% accuracy on the

practice items.

After the practice had been successfully completed the participants were given the
opportunity to ask questions before moving on to the test stimuli. When ready, the
participants were told to complete the coming task using the labelling rule they had
been taught “as quickly as you can without making mistakes”. The 96 test stimuli were

then displayed one at a time in random order in an identical fashion to the practice

stimuli.

When all test stimuli were finished the NASA TLX was displayed and completed by
the patticipant. Finally, the procedure described above was repeated for the other
labelling rule.

3.2.2  Resulis and discussion -

One participant’s data were removed due to incorrect completion of the NASA TLX.
All statistical tests were two-tailed, 0t = .05. Table 11 shows the time of correct
résponses, accuraéy and workload mean scores by labelling rule used. The 6 o’clock
labcﬂing rule was somewhat more error-prone (by 1.3% on average) than the 12

* o’clock rule, with the response time and workload scores showing very small

. differences between rules. A multivaiate, repeated-measures analysis of variance was
conducted, with labelling rule (12 o’clock vs. 6 o’clock) as the tepeated independent
vatiable and error rafé ("/o), time For correct response (s) and NASA TLX workload

score 0= “minimum®, 100 = “maximum” workload) as dependent variables.
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Table 11: Performance measutes by labelling rule (12 o’clock rule vs. 6 o’clock
rule)

Performance measure 12 o’clock rule 6 o’clock rule

M (SD) M (SD)

Error rate 4.00 (3.60) 5.30 (6.30)
ON

Time for correct response 4.19 (0.95) 435 (1.12)
O

TLX workload score 60.00 (15.00) 59.20 (14.90)

(maximum score=100)

Note: N =32

There was no significant difference found between conditions (F [2, 30] < 1). A repeat
of the analysis with counterbalance order included as an additional between-

‘ parﬁdpants independent variable also showed no signiﬁcé.nt effect.

The results suggest that, at least in this circumscribed context, the mismatch between
label stereotype and spatial direction does not have a significant effect on speed ot

B accutacy of petformance, nor on how difficult the tasks are petceived.

5.3 Sub-route experiment II: 12 o’clock rule vs. 9 o’clock rule
531 Method

The method for this expetiment was identical to that for expeﬁxhent one, barring the

substitution for the 9 o’clock labelling rule here for the 6 oclock rule used in

. s
experiment one.

90



Chapter 5: Sub-route labelling

'5.3.1.1- Participants

Sixteen novice participants (nine female, mean age 23 yrs) wete recruited by
opportumty samphng at the same UK University campus as used in expetiment one.
Each paruelpant performed two within-participants labelling conditions (12 o’clock vs.

9 o’clock rule) in the same way as for experiment one.

532 Resulis

Table 12 shows the performance measures (mean scores of time of correct response,

accuracy and wotkload) associated with sub-route labelling-

Table 12: Performance measures by labelling rule (12 o’clock rule vs. 9
" o’clock rule)

Performance measure 12 o’clock rule 9 o’clock rule

M (SD) M (SD)

Error rate © , 7.30 (4.00) 8.30 (5.50)
(o)

Time for correct response 421 (104 332 (L02)
© S |

TIX workloadscore ~ 6350(11.00) 5510 (11.40)

(maximum score=100)

N=16 -

The 9 o’clock rule labelling con;:h'tion showed a slightly higher error rate (8.3% vs.
7.3%) and lower time fpr‘ cortect response (3.32 s vs. 4.21 s) than the 12 o’clock rule
co_ndition; Workload was also somewhat lowet for the 9 o’clock rule labe]lihg ’
condition (55.1) compared to the 12 o’clock condition (63.5).

An identical analysis to that catried out for expetiment one was performed on the data

from experiment II: a repeated measures multivariate analysis of variance with rule

91



Chapter 5: S ub-route labelling

condition as the independent variable and speed of correct tesponse, etror rate and

- workload scores as the dependent variables.

In this case, however, there was a significant difference between conditions (F [2, 14] =
6t84, p < 0.01). Subsequent univariate analysis showed mean time for correct response
F [1, 15] = 22.3, p < 0.01) and NASA TLX score (F [1, 15] = 11.3, p < 0.01) both
individually differed significantly across conditions, with the 9 o’clock rule producing
better performance in each case. Again, the analysis was repeated with counterbalance
order included as a between participants independent variable with virtually identical

results.

To check for p0551b1e speed-accuracy trade-offs the times for correct responses were
correlated 'Wlt‘h accutacy for both the 12- and 9 o’clock conditions. The obtained
coefﬁc1ents r (16)=.15 and r (16) = .14 respectively, wete not significant. “Micro”
speed—accuracy trade-offs (e.g. Rabbitt, 1966) were checked by comparing the mean

~ time for correct responses with the mean time for incortect responses within
condition. There wete n0 significant differences for either the 12 o’clock (t [15] = 48,
p > .05) or the 9 o’clock (¢ [15] = .79, p > .05) condiions. |

5.4 General discussion

The hypothesis that the mismatch between route spatial direction and label
alphabetical order leads to poor performance on the safety-critical route labelling task
was f1ot supported (expenrnent one) However, it seems that using a spatially
mcon51stent Vvs. a spaually consistent labelling rule does have an effect on petformance

(expenment two).

The lack of support for the populanon steteotype mismatch hypothesrs may suggest
that the labels generated by the vatious rules are not viewed as secuons of an ordered
alphabet, but rather as abstract, two-letter acronyms, where the concept of
alphabetical-order has no reliable association. Even if viewed as part of the ordered
alphabet, there is only the smallest possible ‘distance’ between the stimuli used in this
experiment, i.e. A, B and C. | |

92



Chapter 5: Sub-ronte labelling

It could be argued that use of “6 o’clock” as opposed to “12 o’clock” represents 2

" much weaker population steteotype relating to clocks, leading to less efficient use of
the analogy, and a possible confounding factor with changes in petformance due to
alphabetical order. However, the 9 o’clock rule used in experiment two would not
seem to represent a stereotypical sta.ft:ing point for reading a clock face any more than
the 6 o’clock rule, but performance in that condition was significantly better than in the
standard 12 o’clock rule condition.

In expeﬁment two, participants were significantly faster in making correct responses
for the 9 o’clock labelling condition. The lower workload ratings suggest that this is at
least partly due to them finding this condition less difficult. The lack of a significant
difference in error rates may be due to a lack of statistical power, probably confounded
by the restriction of range in the scores as the participants concentrated on achieving
accuracy. Although there was no significant difference between the error rates for the
two conditions, the 9 o’clock rule was more error prone than the 12 o’clock rule. This
di‘d‘not‘ seem to reflect an underlying speed-accuracy trade off, however, as speed and
accutacy were not well correlated, and correct resporisés were not significantly slower

than erroneous ones.

Although participant numbers for the second expetiment were quite low there was a
good similarity between participants’ performance while using the 12 o’clock rule
across the two expenments average eLror fate was within 4% and average response

time differed by Jess than 1 second.

There is some qﬁestion over the generalisability of the results from these expetiments.
Thc participants in both were novice to the pfacﬁce of sub-route labelling and
therefore the reasons undetlying variations in their performance may not hold true for
experienced signalling engineers. This ctiticism is undeniable but it is mitigated by a

number of factors.

First, an experiment using experienced SSI engineers would not have allowed a fair test
of the new labelling rules as responses would have inevitably have been biased by

extreme familiarity and expérience in using the existing 12 o’clock rule. Second,
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Chapter 5: Sub-route labelling

important characteristics of the participants in these experiments are likely to be
broadly similar to the ones seen in the wotk sample test (§ 3.1). The signalling -
engineers were found to have higher levels of cognitive abilities (e.g. vocabulaty,
clerical perception) than the norm, and this is also likely to be true for samples of

University students such as the participants in these experiments.

Based, as this task is, on the work of designers of safety critical systems, errors and
their reduction would seem to be of utmost importance. However, the ability to work
faster while reporting less overall workload cleatly shows a lower demand for limited
mental resources (e.g. Wickens, 1984) when using the 9 o’clock labelling rule. From a
practical point of view, for instance, this means that the engineer will be less vulnerable
to the distractions and interruptions ever present in the open work environment in
which the SSI DPP is conducted. Pethaps more importantly, it means that the designer
will be better able to manage the complex, “knowledge-based” (Rasmussen, 1980),
l'ugher-lcvel task elements that make up the “b1gger picture” of design tasks, if they are
not gettmg bogged down with the details. o ‘

The greater efﬁc1ency of the 9 o’clock labelling rule demonstrates the importance of
the way tasks ate represented to the operators. Even the minor modifications used in
these expetiments demonstrated measurable benefits in relatively simple

imPlcmcritations of the actual safety-critical signalling tasks.

The goal of the following chapters will be to look at what effect diverse task
representations can have on qualitative as well as quantitative aspects of performance,
i.e. not just how many etrors, but what type of errors are more likely with different

rcpreséntaﬁons, and how this can be used advantageously by the system.
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6 Task and Cognitive Diversity
The concépt of cognitive diversity is related to the practice of using multiple
components in a system. The use of multiple components to improve the fault
tolerance of systems is well established (see § 1.1.2). In its most common manifestation
this involves the use of two or more identical system components to perform the same
function. If the failure modes of the component are known, the system can be
designed with one of the components off-line; if the master component should then
fail, this can be detected and the off-line component can take over system functioning.
If the failure modes of the component are not known, then the multiple components
can run in parallel with their outputs compared with one another. If the different
components do not produce the same output given the same input, at least one is

assumed to have failed. -

This use of multiple component redundancy can guard against failures due to
essentially random processes, such as radiation altering the state of a bit in memory, or
faults in manufacture or fitting. However, identical compohcnts will be equally
susceptible' fo conceptual errors in their design or use. These ‘common-mode’ errors
occur because of the lack of diversity in performance of each one; they share the same
strengths but also the same weaknesses. To cémbat this lack of ‘product diversity’, the
concept of ‘pfocéss diversity’ can be ‘applied duting the deéign of components. When

applied to the human elements of the system, this can be conceptualised as ‘cognitive

diversity’.

Redgndaﬁcy of human components has been demonstrated to have beneficial effects
in progfannm'ng tasks. For instance, Bisant and Lyle (1989) demonstrated
improvements when two peopl;e engaged in code checking. Wilson, Nosek, Hoskin
and Liou (1992) found improved problem-solving for teams of programmers; the
prindplé demonstrated was f:hat if one individual ‘fails; in some aspect of a‘ task, dlén a
co-worker may be able to detect ﬂ;e mistake. However, as demonstrated in the work-
sample task from the error analysis (§ 3.1.2.2), different individuals can be susccptible

to common-mode ertot.
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Although human components will not be identical in the same way that redundant
mechanical components can be, they may share similar performance capacities,
knowledge and strategies that result in common-mode error. For instance, uniform
selection and training practices within an otganisation will serve to reduce the variety
of apprpaches to a task. As asserted by Senders and Moray (1991), “The use of
multiple humans in the way multiple inaccurate components are used is not a reliable

way to enhance human-machine system reliability”.

One way to combat this problem is to increase the diversity between human
components in the system. Fagan (1986) found that if software inspection team
members ate diverse in terms of task perspective, software quality can be improved. A
mote general approach to diversity can be taken from a model of human;dcpendent
failure (HDF) put forward by Hollywell (1993). Here, HDFs arise when ‘Root Causes’
(e.g. distraction, working memory limitations), impact on human actions through
‘Coupling Mechanisms’ (e.g. task environment, training). In effect, the coupling
mechanism “creates the conditions for multiple human actions to be affected by the
same root cause”. Defences against HDF can be directed at the root cause and/or the
coupling n;écharlism. Addressing the root causes, through the application of Human
Factors knowledge, will serve to increase the overall ‘quality’ of the system. However,
complete eradication of error is not likely to be possiBie (e.g. Frese and Zapf, 1991);
Another approach would involve incrcasing‘the diversity of coupling mechanisms so
that human performanée 1s not so narrowly and directly related to root causes. This
approach underlies the ﬁse of task and cognitivé diversity to reduce system

vulnerability to common-mode error.

6.1 Task and Cognitive diversity applied

In plain terms, the use of diversity does not seek to reduce the numbet of errors
committed by pcrsonﬁel; Rather, it seeks to c‘risuré‘that‘, by the use of varied coupling
mechanisms, the root causes of esror are manifcst in different ways, ot types 6f error.
The reciprocal of this error-focused desctiption is that correct performance will differ -

in its characteristics across different coupling mechanisms.
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The following sections of the thesis will be concerned with fault finding performance
between the checking and testing stages of the SSI DPP. Checking and testing
rcpreécnt diverse coupling between human capabilities and task performance by the
.Way the tasks are represented. Task diversity and the related concept of ‘cognitive

| diversity’ that it engenders are discussed by Westerman, Shryane, Crawshaw, Hockey
and Wyatt-Millington (1995) and Westerman, Shryane, Crawshaw and Hockey (1997).

Figure 6 represents diversity by use of a Venn diagram. The outer rectangle rcprésents
the set of all faults in an SSI geographic data programme (A). The shaded ellipse (C)

represents a subset of A containing the set of faults that could possibly be detected
during checking (C  A). The dotted ellipse (T), also a subset of A, contains the set of
faults detectable during testing (T C A).
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Figure 6: Schematic of diversity between checking and testing tasks in the
SSI DPP.

The area in the middle, where C and T ovetlap, contains the set of faults detectable

during both checking and testing (C M T). This middle portion represents redundancy
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The area in the middle, whete C and T ovetlap, contains the set of faults detectable
during both checking and testing (C M T). This middle portion represents redundancy
in the system, where, if a check failed to detect the fault, it would still be potentially
detectable‘in testing, The area of C that is not also in C N T represents those faults
detectable oniy during checking, and so represents diversity in the systcfn. Similarly, the
afea of T not also in C N T represents those errots detectable only duting testing,

another instance of diversity in detection. In total, diversity can be represented as (C N

T)U(C AT

For simplicity, in the example above faults were considered to be detectable or not by
either task. This is gives conveniently defined boundaries to the various ellipses,
because a procedure is considered to be able to detect a fault in principle, or not.
However, in the real world of the SSI DPP vetry few types of faults are entirely
undetectable in one of the two tasks. For most real faults there will be some non-zero
probability that it will be detected by a ‘typical’ engineer working on a ‘typical’ job.
Faults are then characterised as being more or léss ‘easy’ ot ‘hard’ (‘visible’?), depending
on whether the probability associated with their detection is high or low. However, for

the purposes of the explanatory model, the case as described conveys the main thrust.

There are at least two factors that must hold to be true before the use of diversity, as

shown in Figure 6, can be of benefit.

First, there must be some constancy to error detection; there should be a somewhat
consistent relationship between ettor detection and task type. More formally, we
should expecf that the distribution of detected etrors is not random across task type.
That is, the citcumstances that promote error must be related to the nature of that

error. This assertion is well supported in the literature (e.g. Reason, 1990).
Second, neither of thé fauit detection mcthods should be 5. subset of the 6ther. Ifit
wete possible for checking or testing to consistently locate all of the faults that were

- detected by the other method, again thete would be no requirement for diversity (in
Figure 6, C @ T and T @ C) — use of the subordinate method would be futile. (There is
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a spccié.l instance of this requirement, where one detection method is petfect and
always detects all of the faults. In this case there would be no need for a second -

method as it would just be a subset of the petfect method).

Finally, it is worth pointing out that aiversity as conceptualised here does not depend
on quahtitativc differences between fault detection strategies, but rather on qualitative
differenccs; that is, it’s not the number of etrors detected by each method that is of
prime importance, but whether or not they are of a variety of fault detected well or

pootly by the other method.

For example, in Figure 6 the ellipses representing checking and testing are drawn of
equal size, suggested that C and T are equally effective at fault detection when applied
smgly However, even if C.Was half the area of T, that is, able to detect only half the
number of faﬁlts; it could still be highly worthwhile applying both C and T as long as C
detected faults that T missed.

6.2 Dimensions of divérsity _
Figure 6 illustrates the use of diversity with reference to vatiety in task environment.
Thls is only one of the many dimensions that could be exploited in the drive to reduce .

common-mode errofr.

6.2.1  Task environment .

In the case of the SSI DPP, checking and testing represent diverse task environments.
As discussed previously',..chccking can be characterised as a textually-based, abstract
task. Testing can be characterised as a spaual, concrete task. These and other
differences are likely to lead to differences in pcrformance characteristics, as different
‘methods and modalities of information presentation have been shown to lead to
different pefccptuél and cognitive biases (e.g; Bad&eley, 1986; see Wickens & Hoﬂahds,
1999, for a review). The saliency of information ptesented to the operator may also be
very different in various task environments (Rasmussen and Lind, 1981). This will
impact on the types of esrors committed directly, but also indirecﬂy by the

encouragement and support of different mental models and pcrforﬁxmce stxafcgiés.

99



' 6.2.2 Domain Knowledge

Domain knowledge is likely to be an important factor in cognitive diversity, but one -
that will have benefits and drawbacks depending on the extent of the difference. If two
methods / individuals share identical domain knowledge, then they will be highly
susceptible to common-mode error. On the other hand, if the two shate no domain
knowledge then this can be seen as specialisation, with no overlap in their combined
petformance. Domain knowledge will be closely related to, but not necessarily defined

by, task environment.

6.2.3  Performance strategy

The nature of the checking task means that engineers deal with the ‘nuts and bolts’ of

the SSI data language, from which they construct the railway signalling functionality.

This is likely to encourage ‘bottom-up’ performance strategies. Testing is the reverse,

- as engineers deal directly with the high level functioning (e.g. setting a route), and then
deconstruct this into its constituent parts (e.g. point movement, signal colour change).
This is likely to encourage ‘top-down’ performance strategies. Research has shown that
there are quantitative differences in fault-finding perforrnance associated with different

- performance strategies. Motrison and Duncan (1988) found that ‘top-down’ strétegies
are more cogniu'veljr demanding than ‘bottom-up’ ones, but potendally more effective.
In the eontext of diversit};, it may be that the various et:rdtegiee differ in the
charactensucs of their performance (e.g. fault types detected) as well as their

effectxveness (e.g numbet of faults detected).

6.24  Individual cbaracten':tz'c:

There ate 2 number of dimensions of individual difference that might be useful in
terms of cognitive diversity, é g personality, cognitive ability, coghitive style. Cognitive
ability in parncular has been found to be associated w1th programming skill (e.g. Egan,
1988), and in the work sarnple test (§ 3.1) spatial ab111ty was associated W1th better .
petformance. Studies addressing this issue have been concerned with pred.lctmg
absolute levels of performance. However, when considering diverse systems of
vetification and va]idatioh what is also of interest is the association between Hdiversity of

ability and diversity in the characteristics of fault-finding performance.
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For instance, it has been proposed that 2 distinction exists between the mental
representations adopted by individuals while petforming problem solving tasks (see

- MacLeod, Hunt & Matthews, 1978). Participants high in spatal ability will tend to use
rnental rel:lleéentations that are essentially spatial, while others, high in verbal ability,
will ’tend to use verbally-based representations. If different faults are more differentially
conspicnons with different representations, diversity in fault finding should be

- appatent.

Another area of promise for diversity is that of cognitive style. While measures of
cogilitlve ability are notmally concerned with maximum petformance, cognitive style
«..implies the measurement of propensities in terms of typical petformance with the
emphasis ona predominant or customary processing mode” (Tiedeman, 1989, p.263).
: Previoué research in fault finding performance (Mottis and Rouse, 1985; Mortison and

Duncan 1988) has found benefits associated with a reflective rather than impulsive

style and \mth analytic as opposed to global styles.

The concept of cognitive style has been ctiticised by some tesearchers (e .g- McKenna,

1984) who suggest that styles are strongly related to aspects of cognitive ability, and so

o not really unlversa.lly available ‘styles’ of processing at all. Howevet, in the context of

d1vers1ty, any chmensmn that leads to predictable variation in an individual’s

. performance charactenstlcs across tasks will be of interest. As long as the two factors

~ underlying the beneﬁte of diversity are met (§ 6.1), differences in tetms of absolute

petformance are not as important as the charactetistics of that performance.

6.25 Mental mods . |

A mental model has been defined as * ‘.2 rich and .elaborated strnctnre reflecting the -
user’s understandmg of what the system contams how it works, and why it works that
way”’ (Carroll and Olson, 1988 p. 51).-An individual’s mental mode ofa system will
depend somewhat on the extent and accuracy of their domain knowledge, and also the
task representatmn However the concept of a mental model also includes thc
structure and mter—relatlonsh.lps of the information it contains, and so even if two

 individuals could be found Wlth identical ‘knowledge of a system there could still exist - .
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extensive variation between their mental models. For these reasons differences in

. mental model could be a valuable source of cognitive diversity.

A programme of three experiments investigating éogniﬁvc diversity was therefore
enacted. These experiments, described next, will be used to study the use of cognitive

diversify as a method for improving fault detection performance.
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7 Cogmtlve Diversity Experiment I _

The first experiment investigating cognitive d1ver51ty in the SSI DPP was designed to
confirm (or otherwise) the findings of the previous task- and error-analyses, and to
investigate factors of diversity associated with fault detection performance as outlined

in the previous chapter.

As was done for the fault log audit, the differences in between the checking and testing
stages of the DPP would be examined. Specifically, it was hypdthesiscd that the two

- stages would differ in their effectiveness in detecting different types of fault, thus
demonstrating diversity through task environment. For this experiment, however,
§6rne of the rnaj’or confounding variables present in the work-based data collection

would b¢ controlled.

It was also hypothesised that differences in people’s relative spatial and verbal abilities
may lead them to adopt a predominantly spatial or verbal style of processing. It was
hypotl"ms‘i‘sed that a spatial processing style would be most advantageous in the testing
task, and a verbal stylc most advantageous in the checking task. This would lead to.
greater fault detection pesformance if the individual’s style of processing matched their.
task environment. Differences in style would also be expected to lead to diversity in the
type of faults detected by each processing style, which would be manifest as an

interaction between style and task environment.

71 . Method

7.1.1 Pan‘mpam‘:

It became apparent after the error analy51s Work-sample task that it would not be
possible to obtain sufficient numbers of trained SSI engineers to participate in
experiments. Fifteen cngmeers took patt in the work-sample test, and while this was
low for statistical purposes, it rcprescnted a sxgmﬁcant proportion of all of the smtably
qualified candidates in the UK. While this was sufficient for exploratory work,
numbers per cell would drop too low if the sample was divided into treatment groups,

as would be the case with the laboratory studies.
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As for the sub-route experiment (see § 5) naive participants would be used. This would
not have the external validity of using SSI engineers, but naive participants would not
bc biased by conventions in task petformance (e.g. methods, strategies, expectations)
as the cxpencnccd engineers would, and their level of experience would not be
confounded with the type of task that they were most experienced in (testers tend to
be more experienced than checkers in the SSI DPP). The naive participants would all
be matched in terms of SSI expetience, i.e. ab initio, but to allow for this lack of

e}:cpertisc, .éimpliﬁed versions of real SSI tasks were developed.

Therefore, 27 participa.nts with an engineering or computer science background were
rectuited from the student population at a UK University. Engineering and Computer
Science students were chosen as a more homogeneous sub-set of participants in terms
of their experience of de-bugging software compared to the general student
i)opulation. Additionally, less training would need to be given in the basic features of

fault-detection tasks, so mote time could be spent on SSI-specific training.

The participants were randomly allocated to one of two conditions. In one condition
the participants were to perform the task of SSI checking (n = 13; mean age = 24 yrs).
In the other condition the participants would perform the task of SSI testing (n = 14;

mean age = 23 yrs). All of the participants were male.

7.1.2 - SSI simulation

To enable the aims of the experimcntal programme to be fulfilled, simulations of the
DPP checkmg and testing tasks were developed. Because the participants for the
expetiments would have no SSI experience the tasks chosen for simulation were only a
sub-set of the full range of wotk that would normally be carried out in designing an
SSI. Specifically, only the functioning associated with the setting of routes across the
railway netwotk \&ould be simulated. Faults would then be seeded into the simulations,

and the detection performance of checkers and testers could be compared.

Although checking is predominantly paper-based and testing computerfBased, it was
decided to build a common computer interface for simulations of both tasks. This

would allow the differences in interaction methods for the two tasks to be controlled
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and assure that task-related information presentation was consistent across checking .

and testing tasks.

- The SSI simulator was programmed in Borland C++, and runs on IBM-compatible
PCs under MS-DOS. Control of the simulator is via mouse for screen elements and

keyboaéd to type in details of faults found.

The simulator computer-screen was divided in half horizontally. For both tasks,
signalling layout diagrams were shown in the upper half of the screen. These included
the tracks, points and signals and also a list of the possible routes in the layout. For the
checkers, the lower half of the screen showed print-out of the SSI Geographic Data |
files; the testers instead had an array of controls (e.g. for points) and indications (e.g. of
signals) to enable the testing of the behaviour of the system. There were three track
layouts programmed into the simulator, one for training and two for actual
petformance: the simple layout used in training contained only four routes; the two
layouts for data collection contained seven and nine routes, respectively. The screens
for checking and testing tasks, showing the seven- and niné-routc layouts, are shown in

Figure 7 and Figure 8, respectively.
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Figure 7: SSI simulator checking screen
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Note: The upper part of the screen shows the signalling plan for the simulated SSI
‘scheme, including a list of routes. The scheme shown here is the simpler of the two
used in experiments I, IT and III, with seven possible routes (only four of which were
to be checked). The lower part of ;he screen displays the SSI ‘gcographic data’ code to
be checked. Navigation betwcch and within the different SSI ‘files’ is achieved by use

of the buttons on the right hand side.

106



Figure 8: SSI simulator testing screen
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Note: The upper patt of the scteen shows the signa_l]ing’plan for the simulated SSI
scheme, including a list of routes. The scheme shown here is the more complex of the
two used in experiments I, IT and III, with nine possible routes (only four of which
were to be checked). The lower part of the screen displays the controls and indicators
thaf ate used to test the functionality of the SSI ‘geographic data’ code. Route controls
are labelled ‘R’, track sections a.re laBelled “T", points ‘P’ and signals S,
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7121 Checking task H

The simulator requires the participants to search for faults in SSI programme code
concerned with setting routes actoss the railway network. Checkers do this by
browsmg through three ‘files™ PRR, PFM and OPT, each accessed by clicking on the
respective button. The ‘PRR’ file (Panel Route Request) contains the SSI data
specifying the conditions that must be fulfilled before a route can be set, e.g. points in
their correct positions, no opposing routes a.lready. set. The PFM (Points Free to
Move) specifies when it is safe to move the points from one position to the other (e.g.
| no train travelling over them). The OPT (OutPuT) file ensures that only one train is
allowéd into a route at a time, by controlling when a signal is sent (output) to change

the route’s entrance signal to green.
g gt

The checkers search for faults by readjng through the SSI code, ensuring that it
- complies with the signalling rules that apply to the patticular SSI signalling layout
shown in the diagram in the upper part of the screen.

7.1.2.2  Testing task

Testers search for faults by making sure that safe actions can be carried out but unsafe
ones are not allowed. The lower part of the simulator screen contains buttons
corresporiding to each of the screen elements, e.g. points, signals and track sections.
Each one of these can be toggled to different states, e.g. points can be in one of two
positions, and can be free to move or locked; track sections can be empty or have
trains situated in them. For example, a prime safety concern is that points should not |
move from one position to the other while a train is crossing over them as the train
would be de-railed. This i 1s tcstcd by taking a section of track contammg a setof
points, and then setting the state of the track section to represent a train situated within
the track section. The points should be fixed in posmon, unable to be movcd until the

track section has its state changed to represent no train in the section.
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7.1.2.3  Fanlts to be detected

- 'The faults to be detected by the participants were seeded into the simulators. To
ensure that performance by checkers and testers was comparable exactly the same set
of faults was used for both simulators. In the real SSI checking and testing tasks, some
fault types exist that would not be detectable by both methods. For instance,
duplicated code may be visible in checking, but would not necessarily affect specific
functibriality of the railway during testing, and so be invisible. Only when the data were
instal_ied on-site could the extra processing demands of the superfluous code lead to
systc:m failure. Other problerhs, such as timing constraints, may be input-dependent
and so not detectable by checking the SSI code alone. To avoid these problems only

| faults that would in practice be detectable by both checking and testing were included.

Faults from four signalling categoties were chosen to be seeded into the simulations,

based upon common fault types found in the etror analysis:

)] ASPect control (ASP). Faults in this category affcct whether a green light, or
1aspect, 1s shown appropnately by a signal

2 Opposing Route, Same points position (ORS). The SSI system should not
allow 2 route to be set if another route which uses similar patts of the traék

~ network (an dﬁposing route) has already been set. Some opposing routes

o rcqun:c the pomts to be in the same position for both routes; other opposing
routcs requite points in different positions. The SSI system deals with these
two classes of opposing routes in different patts of the SSI code. This catcgory

deals with faults affccung opposmg routes over the same points’ position.

3) Opposing Route, Different points pbéitiofi (ORD). This categbry deals with
‘th‘e: second class of opposing routes, those set over different points positions.
‘Both of these opposing route categories wete used because it was thought that
the different methods of codmg may lead to performance dlffcrenccs bctwecn '

categones for checkers.
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.. 4 ROUte setting (ROU). This category deals with faults affecting whether a
route can be set appropriately, e.g. ensuting that the sets of points required by

the route are moved to the correct position.

These fault categories wete chosen from those recorded in the fault log audit section of
the erfo_r analysis chapter (§ 3.2), because of either their high frequency of occurrence
or because of large differences between the performance of checkers and testets. These
fault categories thus represent an attempt at a robust manipulation of the fault-type

variable, so increasing the statistical power of an otherwise “small” experiment.

7.1.3 . Procedure
Data collection took place in groups of up to 10 participants at a time. Each participant

wotked individually, seated at 2 PC workstation running the SSI simulator.

Al participants initially completed tests of verbal and spatial ability taken from the
Geneml Aputude Test Battery (US Dept. of Labor Employment and Training
Adrmmstratlon 1982). This was followed by two petiods of training lasting

‘ apprommately 45 rmnutcs cach.

In order to standardise the training for the tasks between checkers and testers as far as
possible all participants first completed 2 ‘cote’ cornponent which related to the gencral
" working of SSI and railway signalling rules. This was followed by specific trammg in
which each cxpcnmcnml group was taught how to use the particular interface '
ass;ocigtcd with their task to find faults in the simulated SSI. Between training sessions,

a;nd Betweéﬁ.tr.airﬁhg:éhd tcsting, participa.nts Wc;c given 5-minute refreshment breaks.

During training the SSI mmulator was running a simplified, pracuee SSI track layout.

" For the core tralmng partlc1pants were prescntcd with an mformatJon sheet, and this
was read through by an cxpenmentcr who cxplamed the various concepts to the
participants and answered any questions that they had. The participants also had 2 crib
sheet to use Whilé petforming the training and actual task. The training and ctib sheets

can be found in appendix B.
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The specific training included a practice session, whete participants searched for two
faults in a demonstration layout of the experimental task presented on the SSI
simulator. At the end of the specific training session the practice faults were shown to
the participants, along with the reasoning and actions that should have been followed
to find them. Questions about the training, e.g. the signalling rules, were fielded from
the participants at this point; the participants were told that questions could not be

answered once the task proper had begun.

For the actual task participants were required to complete two signalling layouts,
presented one after the other. One layout consisted of seven train routes; the other,
nine. Presentation order of the two layouts was counterbalanced within conditions. For
each layout participants were instructed to check ot test the code / behaviour of four
of the routes (specified on the crib sheet) and to seatch for any faults that might be
present. Just four routes were specified for the task because as the number of active
routes increases linearly the interactions between routes increase exponentially.
ThorcSughly tésﬁng mote than four routes would have made the data collection
sessions too long, Although only actually looking for faults in four of the routes, the
extra routes present in each layout would represent additional information and clutter,

thus making the task more demanding and avoiding ceiling effects.

Each layout contained éight faults, but the participants were not informed as to how
many faults there were to find. There were four fault types (ASP, ORD, ORS and
ROU, as described earlier), two of each type per layout. Further, for each fault type,
one of the faﬁlts pet Iaydut was an error of commission, i.e. incorréct SsI code, and

one was an etrot of omission, i.e. missing code.

'If the participant found a fault éhcy were instructed to log it by clicking a button on the
display and inputting a description allowing the fault to be identified. The task was self-
paced. Participants were instructed to continue searching for faults until they v.vere
saﬁsﬁcd that ﬁhey could find no more. When they had finished inspecting a layout they
clicked on another button on the display, which either took them to the next layout, or
terminated the simﬁlator progrémme. Participants were paid £15 for completing the

experiment.
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- 7.2 Results
The data from one of the participants in the checking condition was excluded from the

analysis because of misinterpretation of experimental instructions.

There wé.s no significant difference between checking and testing groups in spatial
abiliq'r. ’Howcver, the testing group scored significantly higher (t [24] = 2.24,p < .05) in
~ vetbal ability. Correlations between the measures of cognitive ability and fault detection
| performance were examined separately for each group. No significant associations

were found.

To test whether differences in spatial and verbal ability were related to error detection
performance, a measure of relative spatial / verbal ability was constructed. Each
participant’s standardised vetbal ability score was subtracted from their standardised
spatial ability score, to give a measure (S-V) that was at a maximum for those relatively
high in spatial ability and at a minimum for those relatively high in verbal ability (after
Cronbach and Snow, 1977). The difference between S-V scores for all possible
“virtual” checker / testet pairs was computed, and corrclafed with the number of faults
detected by either one or both members of the virtual pair (C U T). A big difference
between S-V scores would indicate a diverse pait in terms of their relative spatial/
verbal abilities. However, no significant association was found between this measure

and fault detection petformance of the pair.

The mean proportion of faults detected in each of the experimental cells is shown in

Table 13.

Error detection performance was analysed using a 2 (task type - checking, testing) x 4
 (fault type - ASP, ORD, ORS, ROU) x 2 (CO - commission, omission) ANOVA. Task
type was a between participants measure, the fault typc and CO factors were within

participants measures.
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Table 13: Proportion of faults detected by task type, fault type and

omission / commission

Fault type Checking (n = 12) Testing (n = 14)

Omission Commission Omission Commission

- M(SD) M(SD) M(SD) M (SD)

ASP 96(14)  92(29) 83 (39) 42 (51)
ORD  67(49)  71(37)  100(00)  1.00(00)
ORS ©92(29)  .75(45) 92 (29) 88 (31)
ROU 9 (19  83(39) 35(31) 100 (00

There was no significant main effect of task type (F [1, 24] < 1) or fault typé FB,72
= 2.03, p > .05). Errors of commission were detected significantly less well than errors
of omission (F [1, 24] = 10.01, p < .01). There was a highly significant interaction
between task type and fault type (F [3, 72] = 10.58, p < .001). This interaction seems
attributable to poor performance of checkers in detecting ORD faults, and poor |
perforrhance of testers in finding ASP faults. This effect was clarified by 2 significant
 third order interaction between task type, fault type and CO (F [3, 72] = 5.59,p <
.005). This was atttibutable to the low number of ASP faults of commission detected
by testets. This result also probably accounted for the significant second order
interaction found between fault typé and CO (F(3,72) = 432, p < .01), where ASP

faults of commission were detected pootly compatred to faults of omission.

7.3 Discussion
The results must first be considered in relation to the conditions that must be met = -

 before diversity could play a beneficial role in fault detection (see § 6.1. for details).

113



First, there was consistency to etrot, as evidenced by variation in performance being
associated with different fault types across task conditions. Second, neither of the task
conditions was a subset of the other in terms of fault detection performance. Also, the
task was sufficiently complex that perfect performance was not achieved, as evidenced
by the lack of 100% fault detection. In fact, the two conditions were not even found to

differ significantly from each other in terms of overall faults detected.

The first of the above points highlights the main finding; that there was diversity of
fault detection across task environments. Checkers detected fewer ORD (Opposing
Route - Different points position) faults than testers. Testers were comparatively poor
at detecting ASP (ASPect control) faults, and this was particularly the case for faults of
commission. These differences in petformance can be understood if considered in the
eeintext of the mechanics of the actual fault finding process that checkers and testers
must go through.

'To detect ORD faults, the checker must first wotk out which routes are opposing to
each other from the signalling diagram. Then, the points posiﬁons for each of these
opposing‘ioutes must be established. When this is done, the direction that trains would
travel as they cross the points, for those routes that must not be set together, must be
worked out and translated into a machine readable SSI sub-route label (see § 5). This
sub-route labelling has been found to be a comparatively etror-prone procedure, as it
does not consistently produce the same label for the same spatial direction of route for
different track layouts. Only when these activities have been cattied out can the

checker assess whether the code shown on scteen is cottect or not.

_On the other hand, the testet has 2 much more stxmghtforward task to find the same
fault. They must also first wotk out which routes are opposing to each othet, but then
they merely have to attempt to set the two opposing routes at the same time by .
clicking on the two foute buttons, If they can be set together, as shown by an ‘
indication on the screen turmng from red to green, there is a fault. This result
replicated a finding from the error analysis of the DPP (detzuled in§3.2.2), where

checkers were again poorer than testers at detecting opposing locking faults.
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In contrast to the above, checkers are superior in detecting ASP faults of commission.
To the checker these faults would be teasonably obvious. In the SSI code for a
particular route, there would appear a reference to a section of track that was irrelevant
to the route in question. For the tester to discover this fault, however, would involve
them repetitively searching through all the track sections in the layout, whether part of
the route under test or not, to see if any -affcctcd the functioning of the route under
test. This finding is contrary to that found in the field studies. In the fault log audit,
testers were found to be supetior to checkers for ASP faults. This difference could be
because of the nature of the si:hulation. For instance, because of the restricted
functionality of the SSI simulator, it was not possible to include more than eight faults
pet layout. Any more and it would have become impossible to test due to the lack of
Worlcing functions. This meant that the individual faults seeded into the simulation
were necessatily only a fraction of the vardety that can occur in the actual DPP. It was
poésible that those particiﬂar faults chosen for inclusion, while taken from cfcamples in

the fault log audit, were not entirely representative.

Cognitive abilities do not appear to have been related to fault finding in this
cxpcriﬁleﬁf. There wete no significant associations found between measures of spatial
ot verbal ability and the type of faults found. However, there were not even any |
~ significant correlations found between ability and overall fault detection performance.
Spatial and verbal ability have been shown in the past to be strongly related to
petformance in computer-based tasks. It was possible that a number of factots to do
with the sample may have been having an effect. First, the expetiment was somewhat
cxplora;tory; and so the sample size was small. Second, the sample had a significantly
higher mean and lower standard deviation fot cognitive ability than that found in a

* reference sample of the general population. This was equivalent to a mean IQ of 120
(SD = 15) for the participants in this study compared to an IQ of 100 (G = 20) fora
normative sample of the U.S, adult population. Howevet, it could also be argued that -
people employed in the ‘real world” task of safety-critical software validation would
also be hlghly selected engineers.
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Opverall, the data tentatively support the findings from the field studies. They indicate
that the use of divetsity in terms of task environment is an achievable method of
promoung diversity in fault detection performance in the SSI design task. However, it
is not clear how the various factors that go together to make up task diversity
contributed to the results. As discussed earlier, factors such as differences in
information sahcncy, modality of presentation of information etc., are the most
obvious dimensions of contrast between checking and testing. However, other, less
dJrectly related factors necessatily go hand-in-hand with task diversity. For instance, the
domain knowledge presented to checkers and testers was somewhat different. This was
unavoidable because of their different tasks, and the differences were controlled where
poss1b1e with common training, Howevet, the variation that remained may have led to
systematlc differences between checkers and testers in terms of their mental model of
even the higher-level SSI system. Also, the natural variation between individuals”

fnen@ models within tasks may be found to be a useful source of diversity.

This faétor, in pérﬁciﬂax, will be investigated further in the next chapter.
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Chapter 8: Cognitive Diversity Escperiment I

'8 Cognitive Diversity Experiment II

Ex?eriﬁmht II Was planned to investigate the role that differences in participants’
mental models played in divetsity of fault detection. In experiment I it was found that
task environment was strongly associated with the types, but not numbers, of faults
found by participants in the simulated SSI task. The second experiment would probe

the role that variations in participants’ mental models played upon diversity in fault

- detection.

Diffcrcnées in mental models have been studied in computer programming
crﬁrironments, usually in rélation to the differences between novice and expert
programmers. Adelson (1981) found differences in the recall of previously pres-entcd
programme code by groups of programmets with different levels of experience. Expert
programmers’ recollections tended to be organised semantically, novice programmers’
syntactically. Cooke and Schvaneveldt (1988) also found differences between expert
and novice programmers in terms of relatedness-ratings of programming concepts,
with experts tending to mis-define concepts less often than novices. Although these
differences between expert and novice mental models have been used to account for
the usually supetior programming and debugging performance of experts, this has not
‘alvlréjfsﬁ been shown to be the case. Fot instance, Adelson (1984) found that experts
petformed better when presented with materials encouraging an abstract
representation of a programming task. However, thn materials encouraging a

concrete representation were presented the performance of novices was better.

These studies show that although differences in mental models can lead to differences
in performance the reasons for this are not only because some mental representations
are better or worse than others, but also because in different contexts some are more
or less approptiate than others. The differences between models can thus be exploited

as a dimension of cognitive divetsity.

The difficulty with this approach lies in achieving a quatititative assessment of a mental
model. One possible method is to use psychometric measures of cbnceptua.l distance

with respect to concepts within the task environment (see Cook, 1994 for a review).
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Although little wotk has been done in this area, there are some encouraging indications
of the validity of this method (Coury, Weiland and Cuqglock-Knopp, 1992; Pallant,
Timmer and McRae, 1996).

81 Method

Twcnfy four participants (four female) were recruited from the student population at
the same UK University that hosted experiment one. All participants were enrolled on
science-based courses. Mean age was 25 yrs (§D = 3 yrs). Participants were assigned
randomly to either the checking condition or the testing condition, with the constraint

that each condition should have 12 participants.

Expeﬁmént II was conducted in essentially the same manner as experiment I, but with
the following difference. Instead of completing measures of spatial and verbal ability,
after the period of ‘core’ training (but before task-specific training) participants
completed psychometric measures designed to evaluate their mental models of the task
environment. Eight constructs wete chosen to represent the task environment. These
comprised the four components of the railway, combined with the binary states that

each could assume, as shown in Table 14.

Table 14: Railivay s1gnallmg constructs used in psychometric mental

model assessment

_+. Construct  Component Possible states -

1. Points a. Free to move
2, N b. Locked
3, ‘Route ‘- | ‘ a. Not set
4. . S b.Set
5. Signal ~ a. Green
6. " b.Red
T ~ Track section a.Clear
8. | b. Occupied
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Three questionnaires were administered in total. The first was an assessment of the
conceptual distance between all possible pairings of constructs. For each pairing,
participants were asked to mark on a 0 - 100 scale the ‘distance’ they perceived

between the constructs, zero being lowest possible distance, 100 the highest.

The second questionnaire required patticipants to rate the relative contribution that the
constructs made to the safe running of the railway. For each possible paiting of
constructs a 100 - 0 - 100 scale was shown, with the members of the pair as scale
anchors. Participants were asked to rate which of the two constructs contributed most
to the safety of the railway, or to give a rating towards the middle (0) of the scale if they

adjudged the two constructs to be equally important for safety.

The third questionnaire was identical to the second, except that it required participants
- to evaluate the constructs in relation to the concept of “functionality’’; the efficient
running or Tiveness’ of the railway. All mental model questionnaires are shown in

appendix C.

o 82 Results

The mean proporuon of fau.lts detected in each of the cxpcmnenta.l cells is shown in

Table 15

Fault detection petformance was again analysed using a 2 (task type - checking, testing)
x 4 (fault type - ASP, ORD, ORS, ROU) x 2 (CO - commission, omission) ANOVA,

the latter two factots being within-participants measures.

There was found to be no main effect of task type, or of CO. There was a significant
main effect of fault type, however (F [3,66] = 837,p< 001), with both ORD and
ORS opposing route faults being detected poosly and ROU faults detected best. This -
difference in fault detection performance was hlghlxghted by a significant second order
interaction between task type and fault type (F [3, 66] = 4.94, p < .005). This effect
seemed due to testers being less effective in detecting ASP faults, and checkers less

effective in detecting ORS faults.
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Table 15: Proportion of faults detected by task type, fault type and omission

/ commission.

Fault type Checking (n = 12) Testing (n = 12)

Omission Commission Omission Commission

M(@SD)  M(SD)  M(SD) M (SD)

ASP 75 (45) 75 (45) 71 (43) 25 (45)
‘ORD 42 (.51) 58 (.51) .58 (.51) 38 (.48)
. oRs_ o 33(49) 25 (:45) A6 (.50) 58 (.51)
ROU .8 (31) 75(45  67(49) 67 (49)

Thesc effects were further clarified by a significant thlrd-order mteracuon between task
type fault type and co (F [3, 66] = 4.62, p < .01). This is attributable to testers
showing a great dlspanty between etrors of omission and commission in ASP faults,

with errors of commission detected particularly pootly.

8.2 1 Ana) _)/J'ZJ' qf mental mode/ data
'Ihe dlstance between constructs frorn the three mental rnodel qucstJonna.mes were
analysed separately using the INDSCAL Multl—Dlmensmnal Scaling (MDS) procedure
(as descnbed in Young and Harrs, 1992) Each participant’s responses to each

, quesnonnan:e were assumed to represent ordmal rather than interval- ot ratio-level
data, therefore tequmng non—metnc MDS. Part1c1pants responses were made to all
possible pairs of constructs; therefote the data were represented as square, symmetrical |
matrices. For each questionnaire the mattices from all participants were aggregated to

produce one overall model based on weighted Euclidean distances.

A scree-plot of S-stress against dimensionality suggested a two-dimensional solution

for each questionnaire. Inspection of the weirdness index for each participant showed
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no values greater than .8. Particulatly high or low weitdness values were not found
bredominantly from either the checkers or testers, indicaring that the MDS solution
was acceptable for both groups. Overall RSQ values for each questionnaire were not
high (all between .50 and .60), but S-stress values were acceptable (< .3), and lower
than for 1- or 3—d1mensrona1 solutions.

With a two dimensional model, one flattened weight was produced per participant for
each of the conceptual distance, safety, and functionality questionnaires. The flattened
{xreights provided an index of an individual’s deviation from the mean solution for the
entire sample, and therefore an index of how similar or different the participants’

mental models were from the average.

The flattened weight from each questionnaire was correlated with the number of faults

.~ detected. No significant associations were found, showing no straightforward

B association between individual performance and mental model “deviation”.

To gauge the effects of d1vers1ty of mental models on error detecuon, ~Virtual’ pairs of

o partlc1pants Were constructed. All possible different combmatlons of partlcxpants were

first listed; t‘rus is equal to [N * N —1] / 2, ot 276 virtual pzurs in this case. For each

By v1rtua1 palr the chfference between flattened weights was computed for each of the

questlonnalres

A n_nrnber of different meesures of fault detection performance could have been taken
 for drese prirs. The mean of two patticipant’s individual fault detection scores gives an
" indication of the overall merit of the pait, but does not includ_e any infor_tnaﬁon as to
the levels of diversity. ot redundé.ncy in the pait. A better indication of the practical -
beneﬁt of task leCrSItY is to look at the total number of faults detected by pairs -
correspondmg toCuU Ti m Flgure 6. Thls corresponds to the total number of faulte

detected by both members of the pa.lr and 50 tO thelr overall effecuveness o

Thls “effectlveness fault detection vanable was then correlated w1th each of the |

mental model drfference vanables Only the dlfference in the ‘ﬁmcuonahty’ mental . -
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model scotes was found to be significantly related to fault detection performance (r

[276] = .24, p <.001).

| - 8 3 D1scuss1on

Overall, the pattern of performance found in this expetiment was similar to that found
in expetiment I, Testets were again found to be relatively poor at detecting ASP faults
of commission, and checkers were again found to be poor in detecting opposing -
locking faults, but this time for routes set over the same points position rathet than
different points position. While this finding is slightly different from that found in
experiment I, it replicates the pattemn found in the field studies, and relates once again

to the use of sub-routes.

In genéra.l érror aetecdon was poorer in experiment IT than cxpéﬁment 1. This could
be attributable to the less stringent sampling critetion. Although the participants came
from a similar population in terms of educational level, pragmatic considerations meant
‘ that sarhp]ing could not be constrained to only engineers and computer scientists. The
rcsulung parumpants would therefore not necessatily have had expetience of code

‘ mspecnon and functional testing before the experiment.

Considering the analysis of mental model data, the results showed no relationship
between mental model measures and absolute performance. This suggests that the

participants’ mental models were not significantly ‘better’ or ‘worse’ but merely

- different. .

The diversity measure between “virtual pairs of participants showed only one
significant relationship, between diversify with respect to concepts of functionality and
overall fault detection effe;iﬁveness of the pair. There are a number of speculations

* that can be made abou this finding.

On the one hand, what constitutes the functionality or liveness of a system may be a
more fluid notion than that of safety, and therefore admit more vatiation in its
conception. Safcty and liveness are concepts central to the operation of systems that

have similar properties to the railway considered here. For instance, distributed
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corhpufer systems have to move multiple packets of data (analogous to trains) across
fixed wiring networks (analogous to rail networks) as efficiently as possible without
losing data. It has been demonstrated in this domain that proving the existence of
safety properties of networks is an easier job than doing the same for liveness (Alpemn -
and Schneider, 1987), in part because of the gfcater ease with which safety can be
defined. |

To illustrate this point, think about trying to evaluate the state of a railway for its safety
and liveness. For the purposes of this example I will define ‘railway’ quite simply: just
two railway lines (A and B) that cross each other, with two sets of signals (A and B,
one on each line protecting the junction) and two trains (A and B), one on each line. If
train A is travelling along its line towards the crossing point, then signal B (on the other
line) should be red. If train B were obeying signal B, and had stopped before it, then

~ the railway would certainly seem to be within its cnvclopc. of safe operation. However,
is the system within its liveness envelope? On the one hand, train B is stationary and
that doesn’t seem vety ‘live’. However, this delay is surely a necessary part of a safe
system, and will only conflict with liveness goals if signal B continues to show ared
light long after train A is clear of danger. Therefore, a red 51gna.l is always good froma
safety point of view, but sometimes acceptable and sometimes not from a liveness

point of view.

- However, if the degtee of variation possible within a concept is the important factor,
then ‘conceptual distance’ should have also been related to error detection. Unlike the
safety and functionality/ liveness questionnaites, ghe participants were not given any
guidance as to the goal that any similarity or difference between railway elements
should serve with the conceptual distance questionnaire, Thus, conceptual distance
should pethaps have accommodated even more variation between participants’ mental

models than did funcnonahty

It could be argued, however, that it was precisely the focus on task relevant factors
given by the safety and functionality questionnaires that was important. Participants
might have used many task-itrelevant factors to decide their answers on the conceptual

distance questionnaire, e.g. how big the railway elements are.
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This point is unlikely to be tesolved here by debate based on such limited data.
Experiment ITI would provide a further test of the exploitability of mental models in

the service of diverse task performance. -
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9 _ Cognitive diversity experiment III v

Of the mental model measutes, only differences relating to thc_ functionality of the

railway were found to be associated with improved fault-finding performance in

‘ Exp’eriment II. This indicated that if people have different models of what constitutes
x ’efﬁci.ent working of the railway, they will tend to find different faults. Functionality

corresponds to flexibility or ‘liveness’ of the network, where points are free to be

“moved and routes can be set without undue restriction. This pethaps allowed more

i : ‘diversity between people’s mental models than the more constrained and perhaps

easier to define concept of safety. However, the conceptual distance measure should be

the most freely definable of them all, supporting large differences in mental models.

s Pethaps in the case of conceptual distance, the range in mental models was too diverse,

' leading to no predictable association with petrformance. ‘Conceptual distance’ alone

L may be too sprawling a notion to have any useful irnpact

.. In experiment II the psychometric mental model measures were administered after the

i core training in railway principles, but before the specific training for checking ot -

o ‘testing This meant that the vatiation found between participants’ mental models
would have represented natural variations between their understanding and
conceptuahsauon of the training, without any systematle effect of the different tasks

' they were to perform (e. checkmg V. testlng) or the variations in domain knowledge
that the speaﬁc trammg would brmg The large and con51stent mteracuon between |
" fault- and task-type found in expenments I and II may also have been due in part to

the mﬂuence of enwronment—sponsored’ d1fferences in the range of mental models

o that each task supported ot that ﬁt ‘best’ Any envrronment-sponsored drfferences in -

o mental model would play a medraung role in the type of faults found by part1c1pants in

‘ each condmon o

The drmensmn of safety vs. funcuonahty showed some promrse in expenment IL.

Safety and funcuonallty were used in thls expenment to mvesugate the effects that task
| enwronment per .re, and the mﬂuence of task enwronment upon parncrpants mental e
models, has upon fault detecuon performance Therefore the faults seeded i into

experiment II1 drffered in terms of whether a fault affected the safety or functlonahty
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of the railway network. It would then be possible to investigate whether the task
environment is associated with the numbers of safety and functionality faults detected.
Participants would also be asked to search specifically for either faults of safety ot
faults of functionality. If their mental model of the safety or functionality of the railway
1s psychologically meaningful, over and above the effect of the environment itself, then

this should be evident in their ability to find their assigned faults.

9 1 Method

s 9 1. 7 . Participants

) E1ghty—e1ght participants (9 female) with a science background wete recuited from the

student populations at four UK universities and two sixth-form colleges. Mean age was

i 20 years, (SD = 3 yrs). Participants were randomly assigned to conditions; thirty nine

i  patticipants wete assigned to the checking condition, 49 to the testing condition.

(Numbers are unequal because of the unforeseen cancellation of an experimental

session.) .

SO

Expetiment III was then conducted in a similar manner as experiments one and two,

- but with the following differences.

9 72 Fault mz‘egoﬂe.r _ _
In tbe prev10us experiments the sixteen faults seeded mto the SSI s1mulator were made

up of two each from four s1gnallmg categones ASP ORD ORS and ROU Each

category contamed one etror of omission and one of comrmssmn. In this expenment it

- was still necessary to have the four 31gnallmg categones but this nme a completely new

e set of sixteen faults was chosen so that each of the categones contamed one fault

.' affecung the safety of the rallway and one affecung the funcuonahty To subdmde the K

i categories any further would not be possible with only sixteen faults so the

: | comrmss1on/ omission dimension was controlled for by havmg only faults of
' _'comrrn351on (Havmg more than sixteen faults would have made the testers task e
| unworkable as d1fferent faults would start to ‘hlde each other) Trammg was shghtly

_ altered to empha51se the dlstmcuon between the safety and ﬁmcuonahty of the raﬂway,
and the pracuce session included faults of both types The new within-participants -
factor of safety vs. ﬁJ_nctlonahty was named S__F.\ : '
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9. 1.3 Procedure
- 'The experiment was initially conducted as per experiment I. All participants completed
tests of verbal and spatial ability taken from the General Aptitude Test Battery (US
Dept. of Labor, 1982). This was followed by both core and specific training sessions. -
Participants then completed the three psychomettic mental model measures used in
| experiment II. Note, in this experiment, as opposed to experiment II, the psychometric
mental model measures were presented to participants after they had completed both
their core (general) and specific (checking or testing) training. This was to emphasise
the potential task environment-mediated differences between the mental models of

checkers vs. testers.

- Before the participants proceeded with the fault finding task they were allocated
randomly into another two groups. Approximately half in each condition were
instructed to concentrate 80% of their effort on finding faults of functioha.lity (and
20% on safety), the other half were told to concentrate 80% of their effort on finding
 faults of safety (and 20% on ﬁmcuona.hty) This factor was referred to as INST

(IN STructlons)

A time limit was this time imposed on task petformance, amounting to approximately
75% of the mean time that participants in the previous experiments took before
finding their final error. For layout one (with seven routes) this corresponded to 30
minutes; for layout two (with nine routes) this was 40 minutes. (Participants were free
to finish their task before the time limit.) It was felt that if the task was self-paced, as in
previous experiments, participants might be able‘to deted too high a proportion of the
errors. This ceﬂmg effect would mask distinctions between thcn: cfforts to ﬁnd etrors

of safety Vs. ﬁmcuonahty and vice versa.

Pardcipants then proceeded to complete the task. After they had finished both layouts
the mental model questionnaires were completed for a second time. Three additional
questionnaires were then administered. The Error Orientation Questionnaire (EOQ;
Rybowiak, Fresc; Garst & Batinik, 1999); eight scales designed to elicit participants’
self-rated attitudes to their own etrors. The Cognitive Style Index (CSI; Allinson and
Hayes, 1996) contains one bipolar scale of self-rated cognitive style. A low |
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score indicates a global, holistic problem-solving approach; a high score indicates an
- analytic approach. Finally a personality assessment questionnaire was completed.
Prevue ICES (Bartram, 1994) contains four scales; Independence, Conscientiousness,

Extrovetsion and Stability, each made up from two minor scales.

92 Results
Three participant’s data were removed from the analysis: two testers detected no faults

i .-at all, and there was some doubt as to whether they had fully understood the final task

| instructions; one checker detected all of the faults in both layouts (which, for this
. individual, meant that petfect performance seemed to be reliably obtainable, obviating
. the need for diversity [see § 6.1]). Thus, 85 patﬁcipants’ data were retained for analysis.

| 9.2.1 - Individual differences

. There were no significant differences between groups in terms of spatial or verbal

o _' ..ability. Both spatial ability (r [85] = .35, p < .005) and Verba.l ability (_r [85]=.51,p<

-.001) were found to have significant positive correlations with the overall number of

-+ faults detected. There were found to be no sigtmjﬁcant correlations between fault

: detection performance and analytic/global cognitive style ot any of the personality
‘scales There was 2 margmally non-sxgmﬁcant negatlve trend between fault detection
| and the EOQ scale of covenng—up errots (¢ [85] = -21, p = .053), so that poorer fault -
; (detectlon pcrformance was associated w1th individuals who r.eport that they tend to |

“hide thelr errots. No other EOQ scales wete mgmﬁcanﬂy assoc1ated thh performancc.

| : There Was a SIgmﬁcant correlatlon between the number of faults detected and Whether e

Enghsh was the partlc1pant s first language ot not (rpb [85]— 27 p< 05), such that
those w1th Enghsh as their ﬁxst language tended to find more faults. "This lz.nguage

" vanable is also confounded with checkmg and testing groups such that the testmg

| group contamed more pamapants whose ﬁrst language was not Enghsh than did thc
checkmg group (t [68] 3. 87 p<.01, W1th Welch's correcuon because of unequal B
vatiances between groups) To control for this potennally blasmg factor Whether the _

partlclpant s ﬁrst language was Enghsh Of not was used s a covariate m subsequent

ana.lyses R
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9.2.2  Fault detection performance by treatment group

The data were analysed using a 4 (fault type) x 2 (S_F) x 2 (task type) x 2 (INST:
instructions to search for either safety or functionality faults) ANOVA, with ‘English is
First Language’ (EFL) as a covariate. The first two factors were within participants, the:

 latter ones between participants.

There were found to be no significant effect of INST (F[1,80] < 1), so the analysis was
repeated without it. Table 16 shows the proportions of faults detected by task type,
fault type and S_F.

Table 16: Proportion of faults detected by task type, fault type and safety
vs. functionality

Fault type Checking (n = 47) Testing (n = 38)

Safety Functionality =~ Safety  Functionality

M(SD)  M(SD)  M(SD)  M(SD)

~ Asp 58(32)  0(36)  67(38)  22(3))
ORD  .44(39) 79 (30) 72 (37) 26 (31)
ORS 27 (.33) 54 (39) 62 (37) 49 (45)
"ROU .86 (29) 69 (38) 8 26  26(38)

In this a.nélysis the overall effect of EFL was marginally non-significant (F [1, 82] = -
. 3.84, p =.052), but it was decided to retain it as a covatiate as it was found to be

significantly associated Wlth pootet performance on ASP and ROU safety faults.

There wete no main effects of task type (F[1, 82] = 1.37,, p > .05), fault type (F[3, 246]
= 2.44,p = .065), or S_F (F[1, 82] < 1). As found previously there was a significant
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two-way interaction between task type and fault type (F [3, 246] =10.22, p < .001),
- most notably because of the checkers’ somewhat superior performance in detecting. -

ASP and ROU faults, and their poorer performance in the detection of ORS faults.

There was a significant interaction between task type and S_F (F [1, 82] = 163.25,p <
,001), with checkers detecting more functionality faults compared to safety faults, and

vice versa for testers.

Finally, there was a significant three-way interaction between task type, fault type and
S_F (F [3, 246] = 3.23, p < .05). For ASP, ORD and ORS fault types, checkers

- detected more faults of functionality, testers more faults of safety. But for ROU faults,
. checkers detected mote faults of safety than of functionality.

9. 2 3 Aﬂa ]m of diversity in performance

To mvesugatc d1vcr51ty in fault detection, as before all pos51b1e virtual combinations of
paits of participants were constructed. Previously, the total number of faults detected
by the pafrs, corresponding to C U T in Figure 6, was used as the measure of fault-
finding effectiveness. Howevet, this measure does not give an indication of the amount
of d1vcrs1ty in fault detecnon for the pair, and so their resistance to common modc
error. A measue of deersn:y is given by the number of faults detected by only one or

other member of the pair, but not both, and corresponds to the area of diversity, (CN

T’) U (C' N T) in Figure 6. The data were also broken down by pair type; the virtual
pairs of participants consisted of checkers with checkers (n = 703), testers with testers
(n = 1081), or checkers with testers (n = 1786). The mean proportion of faults

detected, for each fault measure and by pair type, is shown in Table 17.

For thc mean faults measure there was a 31gmﬁcant d1fference between p;ur types (F [3,
3567] = 86.26, p <.001). Post-hoc Bonferroni multiple compatison tests showed that
each group was s1gmﬁcantly different to the others with pairs of checkers havmg the

thhcst mean score and pairs of testers the lowest.’

Table 17: Proportion of faults detected by measute of fault detection and
‘virtual’ pair type |
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* Measure of fault Virtual® pair type

detection

Checker and Tester and Checker
Checker Tester and Tester

M (SD) M(SD) M (SD)

Mean of pair 61 (15) 51 (15) 56 (16)
Redundancy 80 (.14) 71 (17) 82 (16)
and diversity

CUT

Diversity =~ 40 (15) 40 (14) 52 (14)
CATIUEC AT

Note: n(checker and checker) = 703; n(testet and tester) = 1081; n(checker and tester) = 1786

thn considering the C U T measure, there was again found to be a significant N
difference between pair types (F [3, 3567] = 117.13, p <.001). Post-hoc tests showed
that pairs of testers were detecting significantly fewer faults than the other two pair
types, but checker with checker pairs were not significantly worse than checker with

tester pairs.

The dlffercncc between groups for the diversity measure [(C N 'T") U (C’ N T)] was
hlghly sxgmﬁcant F 3, 3567] 349 56, p < .001). Post hoc analysis showed pairs
containing a checker and a tester detected significantly more diverse faults than the

pa.ixs containing either only checkers or only testers.

9.24 Dwemy qf Individual dzﬂmﬂm

It was hypothcsxscd that differences in cognitive style, cognitive ability and personahty
would lead to dlffcrences in the types of faults detectcd, rather than merely the
number Toi mvcsﬁgatc this all the p0351blc umque pamngs of paruapants were

constructed as before. The absolute difference between the two membets of the pair
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was then taken for the above mentioned vatiables. Cottelations between the difference
measures and the measure of absolute fault detection performance of the pair (C U T)-
and diversity performance [(C N T)) U (C’ N T)] wete then calculated. Because of the
large nurnber of pairs in this analysis (N = 3570) a correlation of only slightly more
. than .03 would be significant at the .05 level. Because of this and the large number of
- correlat_ions being performed, only correlations with an absolute value above .10 are

' reporfed to avoid too many seemingly significant but sputious relationships.

L _ .None of the differences for the cognitive ability variables, personality variables ot the
.cognitive style index were found to have correlations of greater than .10 with fault
| detection. Regarding the EOQ scale, differences in ‘error risk tz.king’ (35701 = .12,p
< 001) and ‘thinking about errors’ (£[3570] = .13, p < 001) were found to cotrelate

with overall fault finding performance CuT.

: | 9.2.5 . Mental models

B 'As for expenment I, the distance between constructs from the three mental model
questlonnaJres were analysed separately usmg the INDSCAL muludlrnenmonal analysis

S procedure Parsunomous solutions for each questlonnaure were detived, again seekmg

" to minimise S-stress while maxumsmg the propornon of vatiance accounted for by the

- “ soluuon For the conceptual distance measure this was a three dimensional model
accountlng for 49% of the vanance in the ongmal distance matrix. A four dimensional

o soluuon accounung for 56% of the variance was selected for the Functionality

“‘measure Fmally, a two dJmensmnal solution (43% of the varlance) was chosen for the

" safety quesuonn:ure

For'eé:ch' clueEﬁonnaire 2 numbet of ﬂattened weights were derived, equzd to the
- number of dimensions in the solutton minus one. These Welghts gave an index of the
~ difference between each participant and the mean for the entire sample. For each of
the poss1ble palrs of pa.rucxpants the absolute drfference between each of the
paruc1pant’s ﬂattened Welghts was taken as a measure of drsmrmlanty of the palr These
' d1fference measures Where then uscd ina regressxon analy51s to predlct the CuUT fault

detecuon performance measure for the pair (T able 18)
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Table 18: Results of regression analysis of mental model differences on

- fault detection performance

Predictor R R F p<
[2, 3567] ¢ p<
[3567]
Conceptual 06 .00 6.38 .005
distance .
w1 .03 19 051
w2 . =06 342 001
Functionality 16 .03 3047 001
w1 14 803 .001
W2 -09 556 .001
| W3 -07 431  .001
Safety 08 .01 2294 .001 ‘
| w1 -08 479 001

Note: W1, W2, etc. = Multidimensional scaling flattened weight

All three sets of flattened weights wete significantly associated with fault detection
pérformaricé, as shown in Table 18 . For all of the mental model difference measures
the association with fault detection performance was lower than that found for
experiment II; only the functionality measure had a multiple correlation coefficient of
greater than .10. Of the individual B weights for the functionality measure only the

;. most lmportant contributor, weight 1, is posmvcly associated with fault detection; the

others are assoc1atcd negatively with performancc

The relationship between individual weights and fault detection was further
investigated by dJVldmg the sample into three equal groups for each of the three
-functionality weights. Each pair of participants was thus a member of one of three
groups for each of the weight measu;es. low diversity, medium diversity and high
diversity. Mean fault detection petformance was then analysed by diversit-y group using
one-way ANOVAs with post hoc Bonferroni multiple compatisons. For weight one,
the high diversity group detected significantly fnorc faults than either the middle ot low
diversity groups (F [2, 3567] = 17.20, p < .001). For weight 2, the high diversity group
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- this time detected significantly fewer faults than either of the other two groups (F [2,
3567] = 10.20, p < .001). Weight three showed evidence of a quadratic relationship
between diversity and fault detection. The middle diversity group this time detected
significantly more faults than the either the low or high divetsity groups (F [2, 3567] =
©20.52, p <.001).

T 93  Discussion

Although experiment III used a different set of faults to that used in the experiments I
and II, there were similar patterns found in fault finding performance across tasks.
Again, the worst fault detection performance for testers was for ASP faults, and for

checkers it was ORS faults (involving sub-routes).

There was a sigﬁiﬁcant relationship between task-type and whether the faults found
wete predominately ones of safety ot of functionality/liveness. Checkers tended to be
better at detecting faults affecting safety rules whereas testers tended to be better at

finding faults that affected only functionality.

'The reason why testing should be better for safety faults and checking better for
functibnality faults is not wholly apparent. It does not sceﬁ to be due in any great part
to matters of individual effort or goal preference, as the manipulation of task

- INSTructions (whete one half of participants wete asked to predominantly search for

safety faults and vice versa) was not found to have any significant effect. This is so

‘ despité the expetiment having adequate statistical power to detect ‘moderate’ effects.

H (Experiment IIT had a power of .78 to detect ‘moderate’ differences [e.g. Cohen’s f >

.3] between INST groups [with o = .05, two-tailed]).

The relation of safety vs. fﬁnctiona.lity efficacy between éhccking and testing is in
agreement with findings from the error analysis (§ 3.5.1), however. There, it was argued
that being able to see the all of the component patts of the code allowed checkers to
notice additions what were cleatly not part of the route being evaluated, and which |
usually specified additional restrictions on the liveness of the railway. To find the same
fault testers would have to laboriously evaluate all of the clements of the ré.ilway that

were not part of the route under test.
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The only individual difference measures found to have substantal relationships with

" individual fault-detection petformance were spatial and verbal ability. This is in

agreement with previous literature on programming skill (see van der Veet, 1989, for a
review), although in this expetiment verbal ability was found to have a stronger
_ relationship with fault-finding performance than did spatial ability, whereas the reverse

has been found to be more often the case.

The effeét of spatial and verbal ability on fault finding did not emerge in the first
expetiment, however, probably because of the more highly selected nature of the
sample in that case. In the first experiment participants were aged around 24 years, a
mix of post- and undergraduate students, and all had backgrounds in engineeting or

- computer science. Participants in the third experiment were younget, around 20 years
on average, and were predominately undergraduates or final-year sixth-form students

with ‘only’ a science background.

None of the Cognitive Style, Personality, or Error Orientation measures was found to
- be significantly related to individual fault detection performance.

9.3.1 Diversiy

D1fferenccs between virtual pairs of partlc1pants in terms of their individual difference
| mcasures scores were not found to be substantially related to any measute of fault
 detection. The only measures that did correlate above a Jevel of .10 were the EOQ
scales of ‘error risk takmg’ (r =.12) and ‘thinking about errors’ (r = .13). Another
| EOQ scale, ‘covering-up etrors’ was found to be marginally non-significantly related to
 individual fault detection (r = -.21). While these results seem connected By virtue of
theit péﬁ:cnt questionnaire (the EOQ), they are all separate scales, and show, at best,
weak relationships wnh fault detection pcrfbrmancc For example, the differences in
EOQ scales accounted for little more than 1% of the variation in v1rtual palr fault

detection performance.

Regarding the psychometric mental model measures, a very mixed pattern of results
was obtained. On the one hand, very different Multi-Dimensional Scaling solutions
were found between experiments IT and IIL In experiment II, two-dimensional
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solutions were artived at for conceptual distance, safety and functionality. In
~expetiment 111, three-, fout- and two-dimensional models were found, respectively.
- This could indicate that the changes made to the administration of the mental model
scales between experiments IT and IT had some effect. The extra, task-relevant training
- that the participants completed in experiment ITI compared to expetiment II could
have resulted in mote complex mental models in expetiment ITI, as demonstrated by
the more complex MDS solutions. Howevet, the solutions for experiment ITI
accounted for slightly /ss of the vatiance in the raw responses than did the more

‘complex’ experiment III solutions.

On the other hand, it was found consistently in expetiments IT and II that variation in
- conceptions of the functionality or liveness of the railway was most importantly related
 to fault-finding performance, and not vatiations in the concept of safety (or of

conceptual distance).

However, in both expetiments the amount of variation in fault detection scores
accounted for by the functionality measure was very small; 6% and 3% respectively.
Further, of the three functionality-related flattened MDS weights used in the regréssion
analysis in experiment III, only one was actually related positively with error detection
petformance. "This is particularly problematic because the ‘meaning’ of the various
dimensions in the MDS solutions is difficult to determine (unlike factor analysis
rriéfhods, whete the meaning of the individual items can be abstracted to latent

vatiables).

| In sufhmary, it seems that there is perhaps some proinise in usmg indjviduélb
differex“ices as a domain for cognitive diversity. However, the data presented suggest
that it is individual’s c;)nceptions of the task; rather than their abilities or styles, which
may be most ixhpdrfant. A first step in investigating this issue further might be to use a
more established technique in eliciting mental models, e.g. Repeﬁory Grids (Kelly,
1955). This technique in particular would allow the participant to produce their own
conécpﬁohs of thc_ixnportant elements in the task space, as well as the relatidnships

between elements, in an interpretable manner.
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- The only factor that was strongly related to diversity in fault detection performance
was the task-type: checking or testing. This is a confirmation of the findings from the
~ first two diversity experiments. However, is this diversity a useful factor in promoting

- mote robust fault detection? -

| " ‘Ins‘pecu'on of Table 17 shows that, when considering the mean fault detection
performance of pairs of checkets (CC), testets (TT), and checker/tester pairs (CT), CC
pairs wete the most effective, finding 61% of faults on average. CC pairs were
 significantly better than CT pairs (56%), who were alSo better than TT pairs (51%).

e | Thernean fault detection figures for CC and TT pajre are merely the mean numbet of

U faults found by individual checkers and testers, respectively. (This can be confirmed by

- taking the mean of the checkers’ and testers’ scores from Table 16 and comparing

i tbemWith the mean detection performance figures in Table 17. The figure for CT pairs

! s just the mean of the individual checkers’ and testers’ performances [CT = 56% =

L (61% + 51%) / 2]. The mean detection performance of virtual pairs is thus just the

w | mean of individual petformances. When taken as N = 85 individuals this difference

- [61% for checkets, 51% for testets] was not significant, However, the same difference

0 was launched into statistical significance when considered as N = 3570 pairs; however, -

Y this is not va]id StaﬁsdcaﬂY: as the 3570 pairs are not independent.)

. ‘ If there emsted no other information about fault detecuon perforrnance across
e checkmg and testlng, the supenonty of checkmg would pomt to abandomng the testmg .
G ‘task and merely havmg two checkmg phases Any use of the ‘weaker’ testing task .

S would seem to ]ust be drlutmg the perfonnance of the checkers However, thls posmon

1gnores the mﬂuence of common-mode error, as wxll be shown below.

‘Checkmg was found on average, to detect 61 % of faults and thetefore leave 39%
;J‘undetected Therefore We rmght assume that a second check of the same code Would
‘on average detect 61% of the remalmng 39% of faults g1v1ng a grand total of 85% of
* errors detected after two checks (39%x 61 =23, 79%. 61% + 23.79% = 84.79%,
rounded to 85% An easier way to compute the same thing Would be to consider the

proportion of faults mlssed checkers found 39 on average 50 a second apphcatlon
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/

would miss .39 of the original .39, ie. .39 =.15. 1 - .15 = .85 of faults found).
- However, if we look at the total number of faults detected by one ot both members of -
the pair (i.e. C U T in Table 17), the measured figure is only 80% detection on average,
5% less than the 85% figure that might have been expected.

The same pattetn is found for TT paits. Mean fault detection performance of
individual testers (and TT pairs) is 51%, so the proportion of faults missed was .49. A
second application of testing would therefore be expected to miss the proportion.49” =
.24. This is .76 ot 76% of faults detected. However, the C U T measure of pair

performance was only 71%, again 5% less than might have been expected.

- There seems to be a pattern whereby paired performance of checkers with checkers
and testers with testers is less effective than might be anticipated when considering

individual performance. This pattern is reversed when considering CT paits.

- The average etror detection performance of CT paits, from Table 17, was 56%.
(Remember that this is inferior to the mean performance of CC pairs, who managed
61%.) As was pointed out eatlier, this figure of 56% is just the mean of the average
error deteédon performance of checkers and testers, who missed 39% and 49% of
faults, respectively. Therefore, we might then expect a CT pair to miss on average .39 x
49 =19, ot 19% of faults, finding the other 81%. However, C U T performance for
CT pairs is actually slightly better than might have been anticipated, at 82% detection.
In fact, CT pair performance (82% detection) is supetior to CC pair performance

(80%), even though individually checkers outpefform testers, on average.

The reason why ‘diverse’ performance is better is although testers don’t find so many
faults on average as cﬁéckers they do tend to find somewhat different faults to checkers.
This can be seen by inspecting the measure of diversity in performance in Table 17 ((C -
AT) U (C AT)). For both CC and TT pairs, only about 40% of the faults detected
are unique to either member of the pair. For CT pairs, on average 52% of faults

detected by the pair are ‘diverse’.
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!

The above findings informally demonstrate the benefit of diversity in fault detection
processes. A double application of the same fault detection method, i.e. redundancy, is
not likely to be as effective on the second application as it was on the first, over and
above the normal law of diminishing returns. This is because, on average, the faults
~missed by the first application will be ‘harder’ ones. A second application of the same
method will find these faults no less difficult, indeed probably mote so because they
will be more thinly spread. If the second application is with a diverse fault detection
method, however, then some of the faults remaining from the first method might be
quite ‘easy’ ones as far as the second method is concerned, and so be more easily

detected.

- These conclusions need to be tempered somewhat. The data on which they are based
wete obtained from a ‘toy’ programming task, with naive participants, which only
looked at code checking and functional testing tasks. This begs the question as to what
ate the general properties of task diversity in fault detection, and how can these be

© treliably measured and used.

- 9.3.2 Modeliing diversisy in fault desection
In ‘softwére design, diversity has been proposed as means of achieving highly reliable
systems. Using the metaphor of hardware redundancy (i.e. by arranging components in
parallel; § 1.1.2), the préctice of N-version computer programming has become
widespread in industrial and military safety-critical applications (e.g. Leveson, 1995;
Rouquet and Traverse, 1986). N-vetsion programming involves developing two or -
more separate programmes designed to do the same job. By making the development
processes of the different software versions independent it was hopc& that the same

" mistakes would not be made in identical fashion by the different development teams,
and therefore the N different versions of softwate would fail independently of each
other. So, although different versions of the software rmght vaty in their individual
rehablhues when used in the same system they should be unlikely to fail upon the
same control input or demand, and so together would be likely to ensure greater

reliability than any single version.
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Howevcr, hopes that this initial promise of N-version software could be fulfilled were
'dashed by 2 number of experiments which showed that independently-developed-
software versions tended to fail in correlated fashion, i.e. an input or demand that
caused one version to fail was likely to make the other versions fail, too (e.g. Eckhardt
et al, 1991; Knight & Leveson, 1986). (Note that it is not implied that a failure in one
version would cause another version to fail on the same input, merely that there would

. be a correlation between failures of the different versions.)

“The reasons why this should be so were outlined in a model by Eckhardt and Lee
(1985). Although different teams developing different software versions could be
notionally independent, the difficulty of the real-world problem solved by the software

- would be the same for all. This notion of ‘difficulty’ can be used to classify system

demands: some operations that the software must manage could be labelled as ‘easy’,
such as the requirement for a signal to turn red when passed by a train. Other
operations would be ‘hard’, such as working out the multiple constraints presented by
* multiple trains approaching the same track junction. Although independently
developed the N-versions of software would thus be more hkely to fail when required
to perform a ‘hard’ operatton than when doing an ‘easy’ one, and they would therefore

show correlated (dependent) failure, rather than mdependent failure.,

The Eckhardt and Lee (1985) model of dependent failures was generalised by
Littlewood and Miller (1989). They showed that if the different development teams of
the N-vetsions of software were to use processes that differed in how ‘easy’ or ‘hard’

“ different aspects of the programme seemed to them, then the different versions of
software produced might even fail in negatively conehrcd ways. That mea.rrs that on an
input or - demand on Whlch ver31on A tmght be very hkcly to fail, version B might be

- vety tmﬁkeb to fail. '

Negatively correlated failure is a better scenario than even independent failure between
versions. It is akin to the following example for the cautious investor. Imagine that two
companieé are competing for a large government contract. The stock price of the
winnet is likely to rise, whereas the price of thc loser will probably fall, all other factors
bemg equal. However you don’t know which Wlll win or which wﬂl lose, so how do
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you invest your money? To be guaranteed of not losing money, you should spread

. your investment across both companies; if you have £20 to spend then invest £10 in
each. If company A wins and their stock doubles, you will have turned £10 into £20.

However, company B’s stock may have fallen by half, too, reducing your investment

~ there to £5. However, your final sum is still better than you started with, £25 vs. £20,

and would be the same if company B won instead of company A.

The important factor in the example above is the negative correlation between the
stock prices. As long as one goes up when the other goes down (and by the same ratio)
then the initial investment is safe. Similatly, as long as a software design manager can
be reasonably sure that they have negatively correlated versions then the pair will

- always be more reliable than either individual programme.

There are two big problems with the apparent panacea of negatively correlated N-

vetsion software, however.

First is the matter of cost. By definition N-version programming is likely to at least

‘ duplicatev the costs of a single version. However, even though in theory two perfectly.
negatively correlated software versions may together always be likely to produce the
cotrect output given an arbitrary inpﬁt, it is not an easy matter to decide which version
is ;.cm#ﬂy ‘te‘lling the ‘trﬁth’. When hardware fails it is usually fairly obvious, as the |
componcnt in qucsﬁon often stops working, Failed software may also Stop working,

| , but more oftcn it tends to keep working butin a ‘faulty’ fashion; in effect, it Ties’.

\‘ Guarantecmg the detection and correction of “Byzantine Failure” as it has been called,
relies upon at least four versions of the software (Shasha & Lazere, 1998). This means
that to fully reﬁp the benefits of N-version softwate at least four completely |
independent versions of the software have t§ be produced. Safety-critical software is
inherently expensive to develop, but multiplying these costs by at least fout is often
seen as pfdhibitively expensive, cépecially in light of the follbwixig, sccon&, pit-fall of

N-version programming.

Second, it is not at all clear how to construct the N-different versions of the software

so that they will fail in independent ot negatively correlated ways; indeed, it is not an
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césy task even to esaluate the independence of a specific set of diversely developed

* programmes (Popov & Strigini, 1998). This is because the models of Eckhardt and Lee
(1985) and Littlewood and Miller (1989) are purely conceptual models of software
diversity, and relate to how versions will fail ‘on average’ rather than in any specific -

- case. Knowledge of specific cases is precisely what is needed in practice, howevet. For
instance, the experiments conducted by Knight and Leveson (1986) found that,
although multiple-version software was on average very much mote reliable than any
individual version, they also found that some of the best single programmes were mote

reliable than the worst of the multiple-versions.

So, to use the Eckhardt and Lee (1985) and Littlewood and Miller (1989) models in‘a
practical fashion means being able to estimate the key ‘difficulty’ distribution
puahcfers for an actual set of programrﬁes. However, that would mean having access
to data from a large sample of faults from a large sample of programmes to estimate
the distribution of ‘difficulty’ for each programme. Although this has been done in
experiments, where many different versions of software were developed (e.g. Nicola
and Goyal, 1990), it is not a feasible solution for real safety-critical programming

applications.

”Furthcr, as the desired reliability of the software becomes greater and greater, as for
éafety—critical applications, then fault-detection processes become less and less useful
for estimating their reliability. This is because as faults become rarer there is |
‘ci';Or‘;rc‘spondingly less and less evidence upoh which to make a judgeihent of reliability.
In effect, as the desired reliability of a system ihcreases, the sample size of faults or

failures decreases and the confidence limits on those estimates widen.

A way round these pr;.)blems was put forwafd by Litdewooi Popov,‘Stn'gin‘i and
Shryane (2000). They found that if the dependencies between different fault-finding
strategies for a singl software version are modelled, instead of the dcpendéncies :
between N-different versions, then the task of cstimating the required patameters fora

given piece of software is tractable.
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As in the Eckhardt and Lee (1985) and Littlewood and Miller (1989) models, the

- Littlewood e# 4/ (2000) model assumes that different fault-finding tasks vary in how
‘difficult’ particular faults are to find. This ‘difficulty’ function is likely to vary across
faults in relation to fault finding strategy; some faults being easier to detect with one-

~ method, others being easier for the other method. The difficulty of a particular fault
for a particular fault-finding method is represented in the model as the probability that
a randomly-chosen application of the fault finding method will fail to detect the fault.

~ The mean of these individual probabilities can then be thought of as the
ineffectiveness of the fault-finding method as a whole. Finally, the covariance between
the ineffectiveness measures of the fault-finding methods is taken as the measure of
d1versxty The expccted fault-finding performance of an application of two fault-finding
methods will then be the product of the average ineffectiveness measutres plus their

covatiance, as shown below:
Overall ineffectiveness = (ineffectiveness of method A * ineffectiveness of method B) + covariance AB.

Positive cotrelation between measures will thus add to the ineffectiveness of the
overall performance, negative correlation will reduce ineffectiveness, i.e. improve fault-

detection,”

In fhe case of expetiment III, the proportion of patticipants not finding a particular
fault was taken as the iﬁeffcctivcncss measure for that fault. Averaging over all 16
faults the (;iieraﬂ ineffectiveness of checking was .3947 and testing was .4920, i.e. just
the avcrage proportions of faults missed. The covariance between checkers and testers
for the 16 individual faults was -.0127. Therefore, the ineffectiveness of a checket-
tester (C'I') pair would be expected to be: |

CT ineff. = (C ineff. x T ineff)) + covCT

CT ineff. = (3947 x .4920) + -.0127 = (1942) + -0127 =.1815
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An ineffectiveness of .1815 corresponds to an effectiveness of .8185 (= 1 -.1815),
which is the measured C U T overall fault-detection petformance repotted in Table 17

(:82 rounded to two decimals).

‘The above figures are based upon the full set of 16 faults in Experiment III. In this
case the identity and location of each fault were known beforehand, and using this full
fault data allowed the performance between checking and testing to be exactly matched
and the precise covariance computed. However, this information will never be

normally available in practice (as it is the identity and location of the faults that is being
sought!).

Treating each fault as an individual entity means that any fault-detection data collected
from actual testers and checkers will most probably not be exactly matched in this way,
i.e. they will not discover exactly the same faults. (Indeed, that checkers and testers
discover different faults is precisely what is hoped for with diverse methods.)

To circumvent this problem, individual faults can be categorised and grouped into
fault-classes. Although individual faults will tend to be ‘sparse’, by aggregating them

into classes enough data can more easily be obtained to allow estimation of the .

required probabilities and covariances.

For example, in Table 17, rather than present data on all 16 faults from experiment III,
the probabilities of detection are aggregated by signalling principle violated and
whether the faults were ones of safety or of functionality. In Table 19 and Table 20 the
data from'experifncnt I is presented again, this time as ingfectiveness figares (1 -
effectiveness) broken down by one fault class per table; signalling principle in Table 19
and safety/ ﬁmctionality in Table 20, respectively.

144



Chapter 9: Cognitive Diversity Experiment I

!

Table 19: Proportion of faults missed (ineffectiveness) in |

Experiment III by task type and signalling principle violated.

o T CxT
ASP 3618 5585 2021
ORD 3882 5160 2003
ORS 5987 4468 - 2675
ROU 2303 4468 1029
'Mean 3947 4920 1932

Meanof CxMeanof T= - .1942

Covariance CT =  -.0010

Note: C = mean proportion of faults missed by checkers; T = mean proportion of faults
missed by testers.

Table 20: Proportion of faults missed (ineffectiveness) in -

- Experiment III by task type and whether the fault affected system

safety or functionality
'C T CxT
. Safety .. .- AGT1 2872 1342
Functionality - - .3224 .6968 2246
Mean - £.3947 . 4920 1794

“Mean of Cx Mean of T = 1942

" Covatiance CT= -.0148 -

- Note: C = mean proportion of faults missed by checkers; T = mean proportion of faults
missed by testers.
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‘ I\lodce that in both Table 19 and Table 20 the mean figures for Cand T
ineffectiveness are the same (and the same as was found from the full set of 16 faults),
Therefore, the ‘naive’ figure for CT ineffectiveness, L.e. the ‘mean of C x mean of T" is

.1942 in both tables, because it is simply the product of the average ineffectiveness

_ figures for checking and testing.

The degree to which this ‘naive’ figure is an over- or under-estimate of the ‘true’ figure
(-1815) is dependent upon the covariance between the checking and testing processes,
ie. the extent to which they are diverse. However, by grouping the raw fault data in
“ - different ways, the measured covariance between checking and testing will differ, as

- shown below.

As we know from the full data for all 16 faults, the ‘true’ covariance is -.0127. Based
~upon the data in Table 19, aggtegated by signalling category, the figure is estirrlated to
be -.0010. While this is still in the _samedirec_t_:ior; as the true figure, i.e. negative |
covariance; it is an ordet of magnitude too small..'Iherefore, the best estimate that we
carl rriake of the ineffectiveness of an apblicaﬁon of CT r'ault-ﬁnding based upon these
| ”‘data is .1932 (.1942 + -7001 0), which ovetestimates the true ineffectiveness of .1815.

i ‘The s1tuatton is reversed when the data are presented broken-down by safety |

e / ﬁmcuonahty (T able 20) Here the covariance between Cand Tis -0.0148, and the
estimate of CT meffecnveness is therefore .1794 (1942 + -.0148). Compared to the
true figure ‘of 1815 the covariance was overestimated and so the meffecuveness‘ B

underestimated, i.e. the beneﬁts of diversity have been overstated.

‘ Categonsmg faults i in dlfferent ways leads to dlfferent estimates of the covatiance

o between checklng and testmg because the categor_ised data ‘package’ the variation of

| fault ‘dlfﬁculty’ wztbzn fault—class differenty. The  difficulty of each fault ot fault class is
“shown in Table 19 and Table 20 as the product of the C and T meffecuveness values . |

CxT. The CxT mdex is therefore a measure of the extent to which a fault or fault class

is dgﬁmlt For example, in Table 19 fault class ASP has a CxT value of 2021 and fault

class ROU has a value of .1029. Therefore, overall we cou.ld con51der ASP faults to be

‘ ‘nearly twice as dlfﬁcult as ROU faults ‘ |
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.. Taking the mean of all of the CxT values gives an estimate of the overall difficulty of
the programme being checked. Notice that it is the same estimate as was artived at
earlier by taking the product of the overall checking and testing ineffectiveness
measures and adding the covariance. For example, Table 20 categorises faults by

, whether they affected the safety or functionality of the SSI system. Taking the product
of the mean fault detection performances for checking and testing gives, as always,
3947 x .4920 = 1942, Adding the covariance produces the predicted ineffectiveness of
an application of checking and testing: -.0148 + .1942 = .1794. This is the same figure
as is obtained by taking the average of the difficulty values (CxT) for safety faults and
functionality faults: (1342 + .2246) / 2 = .1794.

- The overestimate of the magnitude of the covariance between fault classes is identical
to the average covariance within fault classes. Within safety and functionality classes
the mean covariance = [.0128 (safety) + -.0086 (functionality)] / 2 = .0021. Adding
the average covariance within classes to the overall ineffectiveness estimate gives .0021

+ .1794 = 1815, the true measure of CT ineffectiveness.

“This }Sroblem of covatiance within classes does not atise when using the raw fault data.
in effect, each faultis a ‘cié.ss’ all of its own. In this case the covariance of fault
difficulty within classes is automatically zero, and therefore none of the covariance
between checking and testing is ‘hidden’ from the attempt to characterise it. Therefore,
when using aggregated fault-class data to estimate the true effectiveness of a set of
diverse fault-detection procedures, the lower the covariance within fault classes is, the

- more accurate the estimate of the benefits of .di.vcrsity will be. As the covariance within

| classes approaéﬁes zero then the csﬁrﬁatcs produced for diverse petformance will

approach the exact, true figure.

Further exposition and a formal proof of the details behind this approach to measuring -
divcrsify in software are given in Littlewood ez a/ (2000). The methods used for
characterising diversity, illustrated above, allow proof of the general assertion that,
broadly spcéking, diversity between methods is beneficial for fault-detection, and more

diversity is better than less. The results are also shown to generalise to situations with
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any number of fault detection methods, not necessarily just two as was considered

hete.

. How does the above analysis work to benefit software safety in practical terms?
Considering just checking and testing for now, each fault-finding process would be

| applied to a given programme independently and in roughly equal ‘amount’. (Quite
what is meant here by ‘amount’ is discussed in Littlewood et al, 2000. For now suffice
to ;Say that the methods could be applied until they had detected roughly equal
numbers of faults.) The faults detected by each method would then be categorised in
some way, and data on the difficulty of each fault category could then be computed.
The estimated effectiveness/ineffectiveness of the combined CT process could then be
* computed. ‘Confidence limits’ could then be applied to this estimate based upon our
beliefs about the covatiance between methods within fault class. If we believed that the
within-class covatiance was zero then the effectiveness prediction would be exact, and
as éovariahcc increased then the prediction would deviate accordingly. Data from

‘ previous studies and software projects could be used to estimate the extent of intra-
class covariance, and ideally classes with close to zero w1t1nn—class covariance between

méfhods cduld be selected. |
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10 General Discussion
This thesis set out to investigate some of the factors that influence the extent to which
it is possible to build a reliable human-machine system with unreliable (human)

components.

The ._approach taken was initially context-bound: the system in question was an existing
safety-critical software development process. Two phases of research wete undertaken:
an exploration phase, which sought to describe the system and generate hypotheses,
and; an evaluation phase, which sought to test these hypod1cées and generalise them.
This final chapter of the thesis represents a third phase, where the questions that have

~ arisen due to the wotk must be addressed.

10.1 Summary of empirical findings

The exploration phase collected ecologically valid but uncontrolled data regarding the
SSI DPP. A range of DPP tasks were described, concerned with creating and then

| assurihg the quality of safety-critical computcr software. Although the various tasks
were found to be error-prone, the system as a whole seemed robust in detecting and
cradlcatmg faults from the code. It was suggested that at least part of the reason behind
this was the deers1ty mherent in the fault-ﬁndmg tasks employed, which may protect

the system against the type of common-mode errors observed in the Work sample.

Following a conceptual descrption of diversity a seties of controlled experiments
| investigafed possible dimensions that may have been able to contribute to diverse task

petformance, e.g. spatial and verbal abilities, task instructions, mental models.

The s&éﬁgéét ‘ca‘se fo; ﬁ.‘xe demonstration of cognitive diversity came from the

. charactcnsucs of the two tasks compared: checking and testing. One of the most
 consistent ﬁndmgs was that the different fault-finding tasks, which had different
representations of the ‘problem’ (i.e. checking and testing), led to qualitatively dlffercnt
pcrforrnances in ﬁndmg faults A general model of the effects of diversity in fault-
ﬁndmg task pcrformancc was prcscnted. This model shows the benefits of chvcrsn:y as

the interplay between intra- and inter-category covariance between fault finding
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strategies. It represents an advance over previous models in that the estimation of
model parameters should be possible in a practical fashion, based on existing data on
fault finding categories. '

Among a few other candidate explanations it was suggested that the task

| representations (checking and testing) might differ in their suitability for spatial vs.
verbal processing, and that this might be the soutce of cognitive diversity. However,
some of the empirical findings do not support this view. If it is assumed that, say,
checking was mote suitable for verbal-linguistic procéssing, then those high in verbal
ability would have been expected to perform relatively better at checking compated to
testing. Those higher in spatial ability would be expected to show the opposite

* association. Howevet, there wete no such interactions found between spatial /verbal
abilities and task type (checking or testing). This could be because of a restriction in
range in participants’ verbal and spatial ability scores — all were from educational or

- occupational populations that are selected on these traits. In addition, the levels of

verbal and spatial abilities are not independent, and will tend to be highly cotrelated.

A more substantial objection to the conclusion that verbal vs. spatial processing was
the heart of the observed diversity is found when consideting the equivalénce of the
checking and testing tasks, particularly in terms of their ‘size’ and ‘difficulty’. These -
topics will be addressed in the remainder of this chapter, where a paradigm for

investigating diversity in problem-solving on a suter footing will be outlined.

10.2 Problem size and difficulty

It has been assﬁrned until now that because the checking and testing tasks are different
manifestations of the same problem, they must also be comparable in terms of their
difficulty (or size, or complexity, etc.). This assumption received support in the
laboratory simulation tasks, where neither checkers not testers were found to
outperform the othérs in overall fault-finding. However, in a seminal paper, Newel and
Simon (1 972) proposed an analysis of problem-solving tasks that highlighted the role
of at least two independent factors that conmbutc to task difficulty; the size of the

problem space and the characteristics of the ‘move’ operators. It will be argued below
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1

that the SSI tasks cannot be considered to be equivalent in tetms of either the size of
the problem space or the difficulty of the move operators. Nevettheless, a task
paradigm that does have such equivalence will be presented as a format for further

investigation of the characteristics of cognitive diversity.

- As mentioned above, Newel and Simon (1972) highlighted the problem space and
move operators as crucial factors in task difficulty. Problem space is the term given to
all possible states of 2 problem that could be encountered by a problem solver. Move
operators are the methods by which the problem solver can transform one problem
state into another, i.e. the way in which they can ‘move’ within the problem space. The
| . problem is then solved by searching through (or constructing an internal

: representation of) the problem space. Good petformance is that which transforms

~ initial to goal state in the smallest number of moves, i.e. with fewest steps in between,

or in the shortest time, say.

b ‘It was nntlally thought that the crucial factor affecung performance was the size of the

s jf problem space. For instance, chess is cons1dered to be a more difficult game than

| draughts, and fittingly chess has a problem space which is almost unimaginably large
compared to that for draughts. (Chess is estimated to have around 10" different .,
possible games compared to around 10% for draughts; Chellapilla & Fogel, 2001, By
Way of companson the difference between chess and draughts in terms of problem
- space size is approximately the same (log) tatio as the difference between the poss1ble

games of chess and the number of atoms in the observable universe, about 10™)

! Nevvell and Slmon s (1 972) theory descnbes the dlfﬁculty of solvmg the problem as the
| . dlfﬁculty in acqmrmg an effective internal representation of the problem space. Ideally,
! ‘such a representatlon should support algonthrmc solutions to the problem, where a
* pa.rttcular strategy is guaranteed to artive at the soluuon In practice, however, the
i problem solver cannot represent even a very large portion of the entire problem space
mternally, and so cannot deterrmne that any parttcular strategy will definitely lead to the -.
goal state. What the problem solver must instead dois adopt heunstlcs (e.g. means-end

analyms) strategles that move the game into states that seem nearer to the goal state
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\

| (but'with no guarantee that the goal will be reached). The larger the problem space, it

* was reasoned, the more extensive the search through the space would have to be, and
the mote information would have to be stored to build an effective internal

representation of the problem space. .

’ Estlmates of problem space size can be computed for the checking and testing tasks.

'The testmg task is discrete, meaning it can only adopt a limited number of possible
states. Even for the simplified SSI simulator task this numbet is large. For instance, in

 the training layout there are 12 track sections, and each one can be either occupied or
unoccupied. This gives 2' = 4,096 different arrangements of just the tracks. Including
points (4? states) and routes (2* states) brings the total to 1,048,576 different possible

" states that the simulator could be in, any of which could potentially reveal an error. -

This space of over a million different states could be taken to represent the problem -

space in which the 4 errors are ‘hidden’.

- ) Conspuﬁng the size of the problem space is less easy when considering the checking
~task. Using the same ctitetia as for the testing task would not provide a sensible
‘ estimate as we would count only one state (the fixed code). A better measure would be -
o take the amount of code present as an estimate of the total size of the problem ..
“space. Bven this presents problcms however, as was found when scoring the
‘lperformance of checkers throughout the data collection. The code could be measured
) ?’ character by charactet, for instance. The indushry—standard convention, though, is to -
! measure the nurnber of lines of code. The tmlmng layout contains 7 lines of code for
i each of the foux routes in the PRR file, and one line pet route in the OPT file. The -
f ji‘ : PFM file contams 2 hnes for each of the 2 sets of pomts There ate then 36 lmes to

i mspect for the checkers

ey At face value there seems to be a vety large. dlfference between the sizes of the
S checkmg and testlng task’s problem states, 36 lmes vs over a mﬂhon sepa.tate states,
‘ respecttvely (for the ttammg layout) The methods for estabhshmg problem space s1ze
g1ven above are not vety satlsfactory, however, For i instance, the checkets cannot -

assume that the code is complete and so the ‘correct’ code could be atb1tra.ﬁly larger
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- than that they are presented with initially. This may seem a trivial problem in the SSI
‘simulator, whete there seems only limited opportunity for extra code (e.g. there are
only so many routes, and each route has only a limited number of functions that
needed to be coded for). However, quite what would constitute this extra code could

~ be drawn from the entire lexicon of SSI code language.

To illustrate with a natural language example, imagine what might be missing in the

following sentence: “Call me ?, It is a very small sentence and so, to use the same
g Iy , s

| metric as was used above for the checking task, we would conclude that it has a very |
small problem space. Without any knowledge of what the sentence is supposed to be
representing, however, there are a very large number of nouns, adjectives, pronouns
etc. that would fit into the sentence. Therefore, the mental search space is actually very
large. Of course, the SSI checker has some idea what the code is supposed to represent
and this reduces the problem space size considerably. Howevert, what remains is still
likely to be very large. To illustrate, if I tell you that the sentence above is the first
sentence in Herman Melville’s Moby Dick’ (first published under the title “The Whale’
in 1851), does that help? v -

These issues will be revisited later. For now, it is enough to say that the methods
adopted above for measuring problem space size in the SSI task are likely to be more
convenient than precise. More damningly, because different methods were used to
measure the problem spaces of checking and testing it is difficult to demonstrate their
compatability. What is needed is a way to understand the effects of problem-space size

on problem-solving in a more rigorous fashion.

Hayes and Simon (1977) provided just such a paradigm. They looked at problem

: j's.olving behaviour when presented with isomorphic problems — problems with the
same problem space size and structure. They found that problem-solving performance
differed greatly depending on how the isomorphs were presented to the participants,
i.e. what ‘cover-story’ was given to explain the problem. Similar findings were
produécd in studies of logic-problem solving, The well-known Wason card-selection

1 Moby Dick begins “Call me Ishmael.”
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- task (e.g. Wason & Johnson-Laird, 1972) is notoriously difficult to solve optimally,

with around 90% of participants failing to do so on theit first attempt. However, if the -
abstract card-selection task, which just involves arbitrary relations between letters of
the alphabet, is recast in more familiar terms, then the problem becomes very much
 easier. Griggs and Cox (1982) found that an isomorph of the card-selection task that
involved the relation between age and petmission to drink alcohol allowed participants
to solve the problem optimally on their first attempt more than 75% of the time. This
showed the large effect that the participant’s prior knowledge of a problem has on
 their ability to solve that problem, as long as the problem is represented in a way that

allows the problem-solver to recognise the relevance of this knowledge.

So, problem space size alone is not responsible for the ease or difficulty with which
problems can be solved. Rather, more recent attention has focused on differences in

how move operatots are perceived and used by problem-solvers.

Move operators are the methods by which the problem is changed from one state to
anothet, i.e. the methods by which the problem Space can be traversed. Kotovsky,
ﬂayes and Simon (1985) showed that it was the memoty load imposed by the move
making process that accounted for diffetences in problem solving performance among
isomorphic problems with different representations. The higher the memory load the
more difficult it was for the participants to “become expert at utilizing the problem
rules to make moves...” (p.290). They found that leaming (i.e. automation) of move -
operator information, and thus reduction in working memory load, was necessary
before participants wete able to start planning ahead and using strategies for solving
the problem. |

Zhang (1997) extended this work by demonstrating how dissimilar representations of
isomorphic problems differ in the amount of move-operator information they provide
explicitly and externally (é.nd therefore not imposing working fnembry load). Difficult
tepresentations required the problem-solvers to hold all of the move operator

information internally, i.e. in working memoty; easier versions represent much of this
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information externally, i.e. perceptually, therefore relieving wotking memory of this

- requitement. -

The previously discussed findings wete all conducted using well-defined, or well-
fotmed, problems. Well-formed problems have well-defined problem states, with
B clearly defined start and goal states, and the operatots are also cleatly defined. Ill-
formed problems do not have such cleatly defined parameters; “develop a cute for

cancet” would be such a problem.

Kotovsky and Simon (1990) used problem isomorphs that varied in the well-formed
nature of their move operators. They used a task called the ‘CMnesAe:ﬁng puzzle,
. which involves removing five metal rings from a bar to which they are interlinked with
| eotd.‘They compared the actuai, physical, problem with computer-based ‘digital’

- version that represented the states of the problem explicitly, as balls being moved iato

" and out of boxes (i.e. rings being moved on and off the bat). In one digital version

" there was no external information about the move operators, in the other the way in

which moves could be made was represented explicitly, by showing the lids of the

; boxes as open when the ball could be moved into or out from the box.

- Kotovsky and Simon (1990) found that in the physie_al (‘analogue’) version of the task,
; almost no participé.nts could solve the problem within two hours. Solving the digital

| versions was completed on average in less than half an hour. The authors found that

“when atternptmg the analogue vession of the task most participants could not discover o

What constltuted a move, let alone use this information to explore the problem space
-in search of the goal state. They a.rgued that the three problems were not actually
1somorphs until the partlapants had dlscovered the move operators. Perfonnances on’
| the two digital versxons of the task were found to be very similar once the participants
could identify and make lega.l moves with equ.lvalent efﬁc1ency; the version without
.' explicit move mformauon was found to be easier because move—operator information e

s prowded thus reducmg memory Ioad and steepening the leammg curve.
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Recently, Anderson and Douglass (2002) have also shown that the memory load of

- different problem-solving strategies affects performance, in addition to the load

engendered by the problem representations per se. They found that memory for these

strategies, involving creating and using sub-goals, is just like any other information in -

working-memory such as memory for problem states.

. Applying work on problem-spaces to the checking and testing tasks we can see that

thete are marked differences between checking and testing (Table 21).

‘Table 21. Difference between SSI checking and testing tasks in terms of -

problem space size, move operator information, and the extent to which both

are well- or ill-formed.

Checking Testing

Problem space Although the code is finite in Finite but large

size | size, it is not necessarily ' '
complete, so in principle the
‘correct’ version could be
arbitrarily large

| Move operator | To make ‘moves’, the checker | The move operators are

information must imagine how the code will | discrete and represented
behave based upon remembered | explicitly by the toggle
signalling rules. The checker switches on the simulator.
must also be able to envisage
how alterations to the code .
would affect functioning.
- Memory load is therefore likely

to be high.

Well formed? | No. The problem space is not Yes. The problem space is
defined, and move operators are | finite and move operators
unlikely to all be available from | are all defined '
memory at any one time.
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So, it cannot be assumed that the checking and testing tasks are isomorphic in terms of
- either problem space or move operators. Therefore, thete is no guarantee that the
observed diversity was not because of the action and / or interaction of fhese factots.
To investigate further diversity between spatial and verbal processes, what is needed is
a well-formed problem-solving paradigm that has problem representations isomorphic
in terms of their problem spaces and the explicit information they provide about move

operators, but that are presented in primarily spatial vs. verbal formats.

The remainder of this chapter will present a description and discussion of the “Towets
of Hanoi” (TOH) puzzle, and how it could be used to investigate divetsity between
different representations of problems. This discussion will continue to some length,
but will finish having specified patticular isomorphic representations of the TOH that
will be suitable for studying isomorphic representation of problems, without so many

confounding factors as present in the SSI case study.

10.3 Description of the Towers of Hanoi

The TOH was chosen as it is has been well studied by mathematicians and cognitive

ﬁsychologists, and is well known and understood compared to othet, similar problems.

- Left peg Middlepeg Right peg
M) @ )

Disk 1-
Disk2
Disk3 -

Figure 9: Illustration of the Towers of Hanoi puzzle.
Pegs are labelled Left, Middle & R.lght; disks are labelled 1, 2 & 3 (3 being the largest).
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TOH is played on a board with three vertical pegs, over which fit 2 number of circular
disks of different sizes. Figure 9 shows a three-disk TOH, with all of the disks stacked
on the left-hand peg.

The aim of the game is to move the disks from one arrangement to another. This is
most often from the starting point where all of the disks are on the left-hand peg, to a
finish point where all of the disks are stacked on the right-hand peg. There are a
number of constraints on how this can be achieved, however. The disks must be
moved only one at a time, and each “move” must transport a disk from one peg to
another peg. Also, bigger disks cannot be placed on smaller disks. Finally, only the
smallest disk in a pile can be moved on any particular move. These rules can be stated

as follows:

TOH Rule 1: One, and only one, disk must be moved on each turn from one
peg to another peg.

TOH Ruls 2: If a peg contains more than one disk, only the uppcrmoéé disk can
be moved. : _ o :

TOH Ruak 3: A disk can only be placed on a peg with no smaller disks below it.

Perfect petformance is achieved when the disks are moved from the start to the finish
points in the fewest possible moves. In its three-peg, three-disk incamation, as shown
in Figure 9, a sequence of seven moves is the shortest that can be achieved. With more
- . disks and/ot more pcgs the finish point becomes more ‘distant’ from the start point .
and a greater number of moves is required to finish the puzzle. For example, with four
disks instead of three, 15 moves ar§ required; with five disks, 2 minimum of 31 moves

is necessary.
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The reason why these exact numbers of moves are requited to complete games with
different numbers of elements (i.e. disk and pegs) can be seen by mapping out the

problem space of the TOH in graphical form.

104 The TOH problem space

A problem state in TOH is a particular legal arrangement of the disks on the pegs. So,

the state of the TOH game shown in Figure 9, with each of the disks on the left-hand
peg, tepresents just one problem state. From this position, moving the smallest disk

from the left-hand to the middle peg moves to a new problem state. Because there is a

* finite number of both disks and pegs (and rules for moving the disks on the pegs) it

can be seen that the number of different problem states that are possible in the TOH
is also finite — there are only so many different ways of arranging the disks on the pegs.
In the case of the three-disk TOH the total number of problem states is 27. This

collection of problem states is what was referred to earlier as the problem space. The

- problem space can be thought of as defining an abstract space in which the different
possibih'ties of the game are bound.

This problem space can be represented by dramng it out in the foxm of a graph. A
, graph 1s a chagrarn cons1sung only of points, or veruces, and hnes connectmg the

pomts ca.lled edges The TOH state- spacc will thus consxst of 27 vertices, or points,
because it has 27 different states that the disks and pegs can be in. The vertices will be

;omed by edges (lines), each edge showing where one problem state can be reached

' frorn another by makmg a legal move. The most efficient way of drawmg out these 27

: o veruces and assocxated edges is shown in Figure 10.

iy “,"; [l “\-w““ ) :“ RN
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= | |

Figure 10: Graph of the Towers of Hanoi problem  space

Boxes A, B and C show the arrangement of disks represented by the associated vertices. For example, .
Box A is associated with the uppermost vertex, signifying that this vertex represents the state of a TOH
game where all of the disks are on the left-hand peg. Vertices A, B, and C can all be reached from one
another by making a legal move, therefore they are interconnected by edges

10.5 Sierpinski’s Gasket

The triangular shape in Figure 10 has been called Sierpinski’s Gasket, after a
mathematician of the same name who did extensive work on its propetties in the eatly
patt of the 20® ccntu.ty (As well as being useful in undersfé.nding the TOH,
Sierpinski’s gasket is.fundaﬁm.nta.llly related to the binomial distribution and the
distinctive, serrated shape of the B-2 Stealth Bomber, amongst other things.) The
rclatibnship between the Sierpinski gasket and the TOH problem space will be easier

. to visualise 1f each of the twenty seven pbs_sible states of the game is properly labelled.
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Howevet, to do this in the space allowed means adopting a more space-efficient

method of labelling than that used in Figure 10,

(222 (8322 GA2(11.2 (1,1.321.3) (23.3) (333) i

Frgure 11: Srerpmskl’s gasket labelled with TOH problem states. L
Each vertex has 4 three digit label; the first numbet denotes the peg that the smallest ring is on,
1 being the left-hand peg, 2 being the middle and 3 being the right-hand peg. The second digit
’ denotes the peg position of the next biggest disk, and the final digit the position of the largest
~ disk. The top vertex (1,1,1) represents all the disks on peg 1 (the left-hand peg). - .

W In Flgure 11 each vertex has a label denotlng the state of the TOH game that it | |
. B represents The state Wlth all dlsks on the left-hand peg, labelled A in Fxgure 10, 1s here
1 ) labelled (1 1 1) The ﬁrst nurnber denotes the peg that the smallest rmg ison (the left-
hand peg is 1 the mrddle pegis 2 and the right-hand peg is 3). The second digit
: denotes the peg posmon of the rnedrum-s1zed disk, and the ﬁnal digit indicates the
el posmon of the largest dlsk. So, (1,1,1) means that the sma]lest, rnedlum and largest .
s disks are all on peg 1. The goal state, where all of the disks are stacked on the right- -
j hand peg (peg 3) is labelled (3 3 3) at the bottom nght—hand corner '

The edges connectmg the vert1ces represent all of the allowable moves by whrch the
various problern states can be transformed from one to another So, Flgure 11 shows

that the smrttng state (1 1 1) is connected to (3 1 1) and (2 1 l) Thls means that the
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smallest disk can legally be moved to either the 2™ or 3 pegs. No other connections
" are shown; the connections represent the sum total of allowable moves, which in this

_ case are the options available when starting the game with all of the disks on the 1% peg
1,1,1).

A game analogous to the Towets of Hanoi could be played on the Sierpinski gasket.
Imagine that a countet, teptesenting the current game state, is placed on the (1,1,1)
vertex at the top of a drawing of the gasket such as in Figure 11. The goal is then to
move the counter to the (3,3,3) gasket at the lower right-hand side, one vertex ata
time, in the smallest number of moves possible. A move is made by moving the
counter from the cutrent vertex to an adjacent one, i.c. one connected by an edge to

the current vertex., -

‘To complete the game in the fewest moves the player has to able to discern the
shortest path, in terms of connected vetrtices, which links the start point with the goal
Point. From Figure 11 it can be seen that in this case the game is trivially easy to
complete. A straight line of links making up tlle'right-hand edge of the gasket connects
the start and finish points in seven moves. Seven moves is exactly the same as needed
for TOH because the fwo games are isomorphic, they have the same-sized problem
spaces. Even though the Sierpinski game is isomorphic with the Towets of Hanoi

| game 1n tetms of problem space size, it is much easiet to sﬁcceed at because the games

differ in how they represent that problem space and their representations of move

. operatots.

10.5.1 Distinctions between the Sierpinski game and TOH

Although the Towers of Hanoi and the Sierpinski games are isomorphic in terms of

their problem spaces, the move operator information is very different.

For iristéncé, the Sietpinski game shows the probléms smtés in iﬁara.llel, i.e. all at the
same time, whereas the TOH game shows them sequentially, one at a time. When
wewmg the Sierpinski gasket we are esscntJally scelng all the possxbllmes of the game

laid outin a naturahsuc, spatlal metaphor: a map; where all of the points in the
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problem space are presented from the perspective of an observer situated outside of
the space itself — a so-called allocentric or ‘God’s eye view’. This makes the task akin to
navigating a 2-dimensional space viewed from a point in 3-dimensional space. A similat
scenario is produced when, say, navigating across an essentially flat landscape from an
aircraft. All of the points of the problem space ate laid out in 2 2-D plane ‘below’ the
playet. Perceptual processes expert in dealing with such spatially-mapped visual
information can then decode the scene into an internal model of the 2-D problem
space quickly and without memory load. This model can then be used as input to goal-
orientated processing that maps the desires of the player (e.g. to make a ‘good’ move)
onto cognitions and ultimately actions, to reduce the distance between current and goal
states. To tefer back to Kotovsky, Hayes and Simon’s wotk (1985), when playing the
Sietpinski game almost any player with adequate vision will be an expert in terms of the
move opetators before they have even played the game. In addition, total information
about the problem space is available externally and so does not need to be maintained

in working memory.

The TOH game, on the other hand, can only represent states discretely; one at a time,
yihrough a ‘temporal window’. To work out the correct Paﬂl in the TOH game the
passage of sequences of states must be remembered, and future states imagined. When
playing the TOH game the ‘viewpoint’ of the player is situated within the problem
space itself, located at the cutrent problem state. This means that the game, while still
involving the navigation of a flat landscape (the problem space map, in effect), is
instead done from the point of view of a hiker walking across the problem state-plane.
This hiker will not have access to the same amount and quality of problem state

information as would the ‘itborne’ Sierpinski game-player.

In both games there is 2 feprcsentation of the distance between different problem

- states, i.e. the extent to which states of the game are ‘near’ or far from one another, In

the Sierpinski game knowledge about the distance between states is derived from the
‘God’s-eye view perspective. Here the states are projected onto a 2-D plane which has
all points essentially equidistant from the observer (player). The obsetver potentially

has knowledge of each of the states in equal measure, and as stated above the
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information about relations between states (which ones are nearer the goal, say) will be

. provided by effortless perceptual processes.

In the TOH game, on the other hand, the perspective point of the obsetver (i.e. where
the player sees the game from) is egocentric, situated within the problem space. We can
imagine what the TOH ‘hiker’ navigating across the problem state-landscape would be
able to see. They would be able to see their current location, i.e. problem state, directly
represented around them. This could perhaps take the form of a place-name. Knowing
how place-names work (i.e. knowing the rules of TOH) would give the hiker some
clues as to the destinations that could be reached by taking one of the ‘paths’ leading
away from their current location. These paths would represent legal moves, and would
lead to different locations on the Sierpinski game-landscape. However, knowledge
about the states outside of the cutrent location would depend upon the hiker being
able to infer or remember them. It would be fairly easy to find out what adjacent
locations looked like, because a path could be selected (even at random) and it would
definitely lead to a new location (state) somewhere in the landscape. (Contrast this with
the Chinese ring puzzle [Kotovsky and Simon, 1990]. In the analogue version of the
garne it was not obvious what even constituted 2 move; to out hiker this is equivalent
to not having any paths marked out.) Although knowing the whereabouts of paths, the
 hiker would have no map, however, and s0 planning a route would involve having to
remember o discover which paths lead to where via which other locations. Distance
- on this TOH landscape would have a more direct meaning; rather than the observer
being located eqmdlstanﬂy from all problem states — as with the Sierpinski game’s
allocentric view — the hiker is actually nearer to some states and further away from
others. Distance here teally means the number of locations between the current and
goal states, ot the time it takes to make all the intervening state-transformations, or

some other appropriate sequcntlal (ordmal) relation.

- Combining these factors it can be seen that the TOH and Sierpinski games ate far
from being isomorphic as they stand. The spatial map of problem states in the
- Sierpinski game represents an external (i.e. not memory dependent) source from which

the distance and orientation between the present and goal state can be obtained by
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-automatic perceptual processes. This then makes the task of selecting the appropriate

move no more demanding than finding a route on a fairly simple map.

The TOH game, on the other hand, is sequential and memory dependent. Rather than
showing all of the game states at one time, each state can only be inspected while the
others are hidden. To obtain strategic information the player must hold internally the
relation of their current state with past and future states. For the TOH this means
representing the locations and telative positions of the disks on each peg, or at least the
differences between their relative positions from state to state (i.e. ‘move’ information).
For novices at the game the amount of information needed to represent the full
problem space is likely to overburden conscious short term mcméry capacity. Only the
cutrent problem state will be memory independent, because it is the only one on
display at any given time. Knowledge about the other possible game states will thus
tend to decrease as their ‘distance’ from the current state increases. Knowledge about
which possible future states are nearer to the goal state than the current state (i.c.
planning information) will also vary with the level of knowledge of the local ‘territory’
of the TOH ‘Tandscape’, i.e. problem space . .

10.6 A tévised version of the Sierpinski game

The differences between the Sierpinski and TOH games, discussed in the previous
section, can be removed by representing the Sierpinski game in a different fashion.
Instead of the Sierpinski game showing all of the problem space at one time, we can .-
irhagine playing it in a dark room with a weak flashlight, so that only a very small
propottion of the game map could be illuminated at any one time. If only one vertex
label could be seen (and no edges), this situation would be equivalent to the TOH
game. In both cases, the oniy thing that would be visible at any one time would be the
current pfoblem state. All other informéﬁdn, such as previous and possible futute

states, would have to be internally modelled or remembered.

To put the ‘restricted view” Sierpinski game described above into a more playable form
(without needing dark rooms and flashlights), another game type can be invoked. A

suitable choice is the game whete words are transformed from one to another by
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constructing intermediate words that differ only by one letter from the preceding and
succeeding words. For instance, to transform the word DOG into CAT, the sequence

shown in Table 22 achieves this in the fewest possible steps (3):

Table 22. A sequence of transformations to tutn DOG into CAT.

Move Description Word
0 Start Startingword DOG
1 Change D to C COG
2 Change Gto T CcoT
3 Fi;ﬁsh Change Oto A CAT

Of course, as in the TOH, there are rules governing the moves that can be made. A
sequence of three symbols has to be manipulated, one symbol at a time, to produce a
goal sequence in the smallest number of ‘moves’. Rules governing moves are
concerned with which symbols can be manipulated and how: Only one symbol (letter)
~can be changed at a time; only symbols from the English alphabet are allowed (no “£”
K™ of “0, for instahce) ; each intermediate word must be a cori:ectly-spc]lcd Ehg]ish
word (no XOG), and; importantly, symbols are substituted for others based upon their
position in the sequence, like for like. Thetefore, this format can be labelled a
symbohc posmonal” format, Table 23 shows the “restricted view” Sietpinski game in
thls symbohc pos1txona1 format. | ‘ ‘

In Ta‘.ble‘ 23, instead of the full map of the problem states given by the éierpinski gasket
in Figure 11, there is now just a sequence of adjacent states that represents the shortest
poss1ble sequence of moves from starting to goal state. The information from the

gasket showmg the relat:lonship between the current state and all other possible stztes
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as well as the paths between them, is now hidden. In this format only the patticulat
-atrangements of game elements (here, the number symbols) are visible, just as in the

TOH game.

Looking just at the tight-hand column in Table 23 (labelled “vertex”) the symbolic
positional Sierpinski game is represented only as a sequence of symbols arranged into
columns, The rules for transforming one problem state into other are based upon the
rules outlined earlier in the chapter for the TOH game, but in this new context (.e. the
symbolic positional Sierpinski game) the disks and pegs seem to hold little relevance
any more. Surely there must be a set of rules that is mapped onto the purely symbolic

and positional world of the vertex labels, without refetence to the wotld of disks and
pegs?
Table 23. A winning Sierpinski game sequence in symbolic positional format

Move Description Vertex

0 Start All disks on peg 1 1,1,1

1 Diskltopeg3 31,1

2 Disk 2 to peg 2 3,2,1

3 Disk 1 to peg 2 2,2,1

4 Disk 3 to peg 3 2,2,3

5 | Disk 1 to peg 1 1,23
6 Disk 2 to peg 3 1,3,3

7 Fimish  Diskltopegd 333

NOTE: “Vertex” tefets to thé labels given to denote TOH disk positions, as in Figute 3. Each vertex has
a three digit‘ label; the first number denotes the peg that the smallest ring is on, 1 being the left-hand peg,
2 being the middle and 3 being the right-hand peg. The second digit denotes the peg position of the
medium-sized disk, and the final ‘djgit the position of the largest disk. The first vertex (1,1,1) therefore
represents the TOH state where all of the disks are on peg 1 (the left-hand peg).
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10.6.1 Abstract rules for the symbolic positional Sietpinski game

Inspection of the TOH rules should reveal the basic functions that they perform and
the operators on which they act. A set of rules describing the conduct of the familiar
TOH game rules is shown below.

10.6.1.1 Rules for TOH

Synopsis: The game is played with three disks (small, medium and large) arranged on
three pegs (left, middle, tight). Any peg can contain any disk. The goal of the game is
to move a starting stack of disks onto another peg (the goal state) using only the rules

-

below for moving disks.

TOH rule 1: One, and onlyone disk must be moved to another peg each turn.
(There are three pegs: left, middle and right.) :

TOH rule 2. If there is more than one disk on a peg, only the topmost disk can
‘be  moved.

TOH rule 3. A disk can be moved to any peg not conta.lmng a smallcr dlsk.

. Each rule is concerned in essence only with the relat10nsh1p between d1$ks and pegs.
o Rule 1 deals _\mth the basic fact of translation of disks among pegs; rule 2 is concerned - |
\nith_the preference of disks within pegs, and; rule 3 deals with the preference of disks

s : among pegs.

o .. By mapping the above relations onto the symbolic and positiona.l elements of the

i Slerpmsln game, it can be seen that the symbols used i 1n the Srerplnsk1 game @, 2 and

e : 3) encode the peg mformauon in the TOH The positions of the symbols in the

B vertex label (first character second character third character) represent the identities of

' the disks in the TOH (column 1= small disk, column 2 = medmm dlsk, column 3=

g : large dlsk)

& By subsututlon the rules for the symbohc posmonal Srerpmsln game are as follows

10. 6 1 2 Rﬂ/e.r for g:mbalzc polezomzl AY zerpzm.éz game

.Sjlnopm- The game is played Wlth three symbols {, 2 and3) arranged in three columns
(left, rmddle rlght) Any column can contam any symbol The goal of the game 1s to

168



Chapter 10: General Discussion

transform a starting set of symbols into a goal set using only the rules below for
changing symbols.

Sterpinski Rule 1: One, and only one, symbol must be changed each tum into
- another symbol. (There are three symbols: 1, 2 ot 3.)

Sierpinski Rule 2: If more than one column contains the same symbol, only the
leftmost of those can be changed.

Sierpinski Rule 3. A symbol can be changed into any symbol that does NOT
appeat to its left.

The s1rmlar1ty between the TOH and Sierpinski game rules is evident, even if some of

T e opetators are differently labelled (e.g. ‘peg’ instead of ‘symbol’). For instance, the

information contained in TOH rule three just states that a bigger disk can’t be placed

N | on a smaller one.2 In terms of the Sierpinski rules, rule three states that a symbol can

only change into one that’s not found on its left. “Left” in the Sierpinski game is -
| cquivaleﬁt to “smaller” in the TOH. The concepts of “disk” or “peg” are no longer
necessaty to play the Sierpinski game. Even the term “move”, meaning changing the
game from one state to another, has its genesis in actually moving the game pieces, .
E which no longet is taking place. Instead, the player is “changing” or “switching”
“symbols, or whatevet approptiate term is preferred (cf. Hayes and Simon, 1977; some |
i = | isomorphs of the TOH were ‘move’ problems involving moving game clements, other |

" isomorphs were ‘change’ games).

So, Qe now have a version of the symbolié positional Sierpinski game in which the

_ rcprésénﬁat_idn and rules are fully isomorphic with the TOH game. Well, not quite. -

| ‘Thére‘, is oné major disﬁﬁcﬁon between the TOH game and the syndbolic positional -
‘  chrpmskl game as dcscnbed above. Abovc the history of prev10usly used / visited

' ssymbols is v151b1e This is, in effect, 2 view of the path’ from the initial state to the
current statc This is information eqmvalcnt to out Slerpmslq hikcr kccpmg a diary of

place—namcs ws1ted, and doesn’t dn:cctly prov1de mformauon about the path to the

. 2The actual TOH rule 3 is stated as a négaﬁon: “A disk can be mbved to any peg not conmining a Smallet disk”, but
_ only to efficiently accommodate the situation where there are no disks on the destination peg. If the rule were
stated only as relation between two disks (e.g “you can’t put 2 larger disk on a smaller one™), the relationship
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goal state. It could be considered irrelevant to problem resolution, therefore. However,
there is no such equivalent in the TOH game, and so the history information should be
removed to preserve equivalence between the symbolic positional Sierpinski game and
the TOH. In practice this would mean being able to view only the last row of symbols
at any one time in the symbolic positional Sierpinski game.

With this fully isomorphic version of the TOH, the only differences that remain
between the Symbolic Positional Sierpinski (SPS) and TOH games are in terms of the
- stimuli used to represent the games states, for both input modality and output -

modality, and the associated learning that these stimuli invoke.
10.62 Stimuli in the TOH and SPS
The stimuli in TOH games were traditionally physical in nature, i.e. actual pegs and

. disks. These days research into the TOH is often conducted with computer based |

visual / spatial simulations of the ‘physical’ TOH (primatily because it allows greater

" ease of data collection). The required behaviours in the physical game involve using, '

say, a hand for dlrect, physical manipulation of the game pieces. In the simulated

L “”‘TOH the reqmred behawours are very similar, but in most cases involve indirect

| mampulatlon of the pieces using 2 mouse ot snmlar pointing-device. (Manipulation of

 the ga.me is indirect in the sense that there is an additional layer of sumulus-response

- mapping reqwred hand to mouse to wsual feedback, vs. hand to wsua.l feedback in

the phys1ca1 TOH game)

| ‘The visual stimuli available to the player ofa simulated TOH game'.can be made _
arbxttanly similar to the surnuh in the physmal game, but usually the representauon is -
fau:ly low ﬁdehty Analogous schematic representauons such as that used in Figure 9
= usually suffice. In terms of transitions between game states, a low ﬁdehty simulation
" could omit these and merely show the vatious states as snapshots that could be cycled-
through akin to a slide-show (but hete Wlth access to the states being governed by the
rules of the game) ngher ﬁdehty snnu.lauons could be used, pethaps to represent the

* would be undefined when there were no dnsks on the destmatton peg. Alas tlns is the way that null hypothesxs
significance testmg works, t00 - - . )
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transitions between problem states by, say, allowing mouse-mediated ‘direct’

manipulation of the pieces on-screen, i.e. using the mouse to ‘move’ the disks.

It is easy to imagine how the SPS game could be similarly implemented. A computer
would show the current state of the game on a screen, consisting of the three symbols.
The state that the player would like to move to could be input via the keyboard (if
numeric symbols were used, as they are in Table 2). Alternatively, the options for
selectiﬁg ot changing symbols could be made patt of a graphical user intetface that
could be manipulated with the mouse, akin to the TOH simulations discussed in the
previous paragraph. When the player had selected a move the screen could metely
change to the new representation (if a legal move was specified), which would make
the SPS game equivalent to the low-fidelity TOH simulation. '

In low-fidelity simulations, whete transitions between states is not represented, for
both the TOH and SPS cases there would be 27 different screens that could be
displayed, i.e. the 27 states of the problem space . Each screen would show the
representation of that state in the format approi)ﬁate to the game (SPS or TOH).

- Movement between states (screens) could be controlled in both cases by identical
behaviours using a mouse controller. In this case the two games, TOH and SPS would
be fully isomorphic, identical in all but the stimuli used to represent the different

- problem states.

10.6.3 Representation of problem states

It is argued informally above that low-fidelity simulations of both the TOH and SPS
| gamés, as desctibed, represent i‘sox"norphic problems that differ only in thc'paru'cular'
rcp;csentétions of their problem states (and therefore also the different associations
that these will bring to mind).

The vi#ua.l sumuh used on the ;omputer-bésed TOH are designed to evoke a spatial
rhetaphor based upon the physical presence and properties of real disks and pegs (e.g.

movement: pegs are fixed; disks can be moved). The metaphor is useful because it

seamlessly encodes much of the move operator information that is usually taken for
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granted. For instance, we fully expect that the disks won’t start moving around on their
own, because our expectations of disks and pegs probably precludes movements of -
any kind without the actions of some external force (e.g. us, the wind, an earthquake).
Mote fundamentally, we probably don’t expect the disks to be able to be placed into
the same physical space on the peg; only on-top of ot underneath one another, for

example.

The TOH simulation physical metaphor also provides useful information about the

0 actual game rules. For instance, as well as encoding disk identity, the physical size of

* the disks is used by the third TOH rule (no bigger disks on sma]ler ones), and so the
very appearance of the disks provides a memotial hook for the rule This information

. is always available externally, too, because there are always three different sized disks to
lool< at, whatever the game state. It still must be remembered by the player that larger

B disks don’t go on smaller ones instead of the converse @.e.“smaller disks don’t go on

larger ones), but stacking things into piles with the biggest thlngs at the bottom, not the

S . top, is probably a well-learned association before the TOH game is ever encountered.

There ate versions of the TOH where this rule is even more deeply embedded i in the
: game metaphor instead of disks there are cups of different sizes (or Russian dolls) that -
" must be fitted inside one another and so the convetse to the rule cannot physxcally be

- made to occur

A wellas encoding useful information, the physical metaphor of the TOH is also
responmble for mistakes that commonly occut when first playmg the game. For
mstance dlstance between the physmal clements of the game does not correspond to

: dlstance in the problem space Therefore moving a disk physically nearcr to the goal -
peg does not always move rhe game nearer to conclusion (this is how a strategy based
upon a means end heunstlc could fall, for mstance) In contrast, i in the game played |
with a counter on the Slerplnskx gasket map, moving the counter nearer to the goal

always shortens the parh to the goal (1f played from the 1,1,1 startmg posmon)

The SPS game does not have such rehance on a physical / spatial metaphor Disk

mformauon 7s represented spatlally, or at least sequentially, as disk size mcreases from
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left to right in the vertex label. However, peg information is encoded by the identity of
the visual symbols. It is identical in this respect to written alphabetic language, where
both the identity and position information of a symbol within a word are necessary to
identify the word. (For example, the wotds “dog” and “god” ate not synonymous,
despite being composed of identical symbols.) Using the same analogy, words in an
alphabetic language are equivalent to problem state labels (vertex labels) in the SPS
game. For this reason it is quite likely that some or all of the very well learned skills that
we acquire for dealing with wotds, or numbers, will be used when playing the SPS
game. Metaphors based upon linguistic or mathematical knowledge are likely to

dominate,

-

This linguistic metaphor will also provide some of the taken-for-granted move
operator information. As is found with alphabetic writing, the SPS labels are symbolic
and positional. Therefore, general information, such as the fact that symbols can be
substituted for othets and that they have different meé.nings in different positions, can
be inferred by a player that can recognise the problem format (i.e. 2 player that can
read; notice, however, that it will be the problefh format, not the problem space, which

must be recognised.)

- In ;:onttast to general game information, the specific game information, i.e. the specific
rules for manipulating symbols, is less easy to map on to a widely known metaphor for
the SPS game. Such a metaphot would allow us to effortlessly ‘see’ why the sequence
of SPS labels (1,1,1) (3,1,1) (3,2,1) (2,2,1) is better than, say (1,1,1) 3,1,1) (3,2,1) (1,2,1),
in the same way that the Sierpinski gasket allows us to see the straight vs. the crooked

path to the goa.l.

In the same way as for the TOH spatial metaphor, there ate some propertles that we

can attrlbute to the SPS symbols that could provide heuristic mformauon. The spatial

metaphor can lead to the erroneous expectatlon in TOH that moving 2 disk neater to
the goal peg is always equivalent to moving neater to the goal state. If the symbols used

in the SPS vertex labels are given numerical status (i.e. at least ordinal, as opposed to
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categorical scale properties) then changing a symbol for a ‘higher’ one (‘nearer’ to the
‘goal’ symbol, 3) would manifest itself as a similatly flawed heuristic in the SPS game.

Given these differences, the TOH and SPS games could be expected to provide a
useful paradigm for comparing spatially-based vs. vetbal/numetically-based problem
solving. The reasoning outlined above suggests that these tasks, if implemented as
described, would be identical in virtually all respects except the processing ‘codes’ used,
symbolic/spatial (SPS) vs. spatial (TOH). Performances on the TOH and SPS games
would then be expected to vaty, for instance, with the spatial and verbal abilities of the

playets.

To put the TOH and SPS games into a form mote relevant to the programme-
debugging tasks of the SSI DPP, they could instead be set as fault-finding tasks. The
rules of the games could be cast as the rules of operation of the game simulation.
Faults could be seeded into the simulations of the games that allowed, say, illegal
moves between certain problem states. The relative efficacies of the two games in

fostering detection of errors of vatious types could then be judged.

If the spatial (TOH) and verbal (SPS) versions of the game support processing
métaphors that detect non-ovetlapping sets of errots, thcn cognitive diversity will have
bécn demons&atcd. If, after accounting for speed-accuracy trade-offs, the error sets do
not show diversity then it can be argued that the tepresentations are functionally
equivalent. In such a case it would be interésdng to speculate on whether an intrinsic
feature of the information processing system had been encounteted, one based upon
the information as 6pposed to the modality that delivers (and pte-procesées) that

information. Just such speculation will be indulged in the next section.

10.6.4 Irzﬁmalz'bk structure of the Sterpinski gafkét

What, then, might be the fundamental prop_cru'e's of the ‘information’ contained within
the TOH and SPS games? A reasonable statting point to answer this question is to

look at the elements of the games themselves. Each game consists of two sets of three

clements: One series encédés disk/column information (thrcc'disks, three columns);
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the other encodes peg/symbol information (three pegs, three symbols). However the
. sum of problem states that could be encoded with such a scheme is only 3%, or nine

states. This is not enough to code the 27 possible states of the games.

A clue to the location of the extra information is contained in the rules, of which there
are three. As well as specifying relations beﬁyeen disks (3) and pegs (3), they also specify
the rules for disks wsthin pegs. Thete ate also three ways in which disks can be arranged
on a peg. The position of the largest disk is entirely redundant — if on a peg it always
occupies the bottom position — and so it carties no informational ‘load’. We need one
piece of information to decide where the medium disk is located; if it’s not on the
bottom itself it must be one up from the bottom, on the largest disk. We need to ask
two questions (two bits of information) to find out where the smallest disk is, however.
First, is it on the bottom? Second, is it one up from the bottom? If the answers are
both ‘no’, then it’s on the top of the pile. A ‘yes’ at any point obviously locates the disk. -
So, an additional dimension of information is required to code these three possibilities.
This gives a total of three sets comprising three states each that have to be encoded; 3
= 27, the number of problem-states in the TOH and SPS games.

In the TOH game the problem-state identity information is carried by the 27 possible,
legal; arrangements of the game pieces. In the SPS game the information is carried by
the 27 possible arrangeménts of the three symbols in their three-column labels. Either
game can then be said to have embedded the problem-states into a three-dimensional
space, each dimension having three points. (The use of the term ‘three-dimensional’ is -
not meant here as the familiar, Cartesian, spatial, physical wotld which we inhabit, but
rather an abstract problem-space with three independent 'paramctefs.) We could map‘

the problem space into diffcfently dimensional spaces, however. -

~ Instead of labelling the Sierpinski gasket as we have done up to now, we could instead
simply label the vertices sequentially from top to bottom and left to tight with the
letters of the English alphabet plus another symbol, the Greek symbol omega, ‘Q’
(say), giving the required 27 symbols. This would translate (1,1,1) into [A], (2,1,1) into
[B], (3,1,1) into [C] and so-on until (2,3,3) into [Z] and finally (3,3,3) into [Q]. The SPS
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game with such coding would mean that each game state would be represented by a

- single symbol. Instead of a symbolic positional coding scheme, a purely symbolic
coding based on one dimension with 27 states (symbols) would remain. This would
embed the TOH problem space in an abstract one-dimensional space with 27" points,
i.e. 27. (Having two symbols instead of one would give a possible 272, or 729 states for
a hypothetical TOH-27* game) The game player would then be tasked with changing A
to Q in the fewest legal steps. (Defining what constitutes a Tlegal’ step, i.e. the rules of

- the game, I'll leave to the interested reader. The winning sequence would be: [A](statt),

[, [El, [, (K], [O}, [S] [ (nish))

So, if the problem space can be mapped onto any number of abstract informational
dimensions, is it important which particular scheme is adopted when considering how

easy it would be for humans to navigate the space? The answer is perhaps to be found

- in the manner in which the problem is (quite literally) addressed.

10.6.5 Hierarchical addressing of the TOH problem space

So far, the addressing systems used to label the TOH/SPS problem states have all had
“their semantic roots in the physical manifestation of the TOH game (i.e. disks and
pegs). This allows the isomotphic nature of the problem spaces to be cleatly seen.
However, as was demonstrated with the alphabetical labelling, this is not the only way.
Any scheme that had enough information-carrying ability (i.e. to represent 27 separate
smws) would be equally valid.

A brief inspection of Figure 10 shows that the entire Sierpinski gasket is shaped like a
triangle. However, the relation to a triangle does not stop there. The big triangle is |
composed of three smaller triangles, and each of these is composed of triangular
triplets of vertices. 'fhc Sierpinski gasket is self-similar — small bits of it are identical m
structure to larger bits. If we wete to add another disk to the ihrcé—disk TOH problem,
we wouldn’t need to redraw the problem-space niap (i.e. Sterpinski’s gasiget), we could
just take Figure 10 and photocopy it to produce three copies of equal sizc, which could
be an:angcd into bigger tnangle with 81 (27 x 3) vertices — the problcm space of the
four-disk TOH | ' '
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This recutsive self-similarity could be used to label the vertices of Figure 10 with an

- addressing system that would make this structure obvious. Again, three symbols in
positional format could be used to label the vertices, say A, B and C. However, the

- symbols would not represent disk on peg position, but rather the address of the vertex
within the problem space. So, reading the symbols in conventional fashion from left to
| right, the first symbol would show the location of the vertex in the smallest triangle.
The second symbol would show which of the three medium sized triangles the vertex
was in, and the final symbol would show in which of the three largest triangles the

" vertex was located.

To borrow Luger’s (1976) terminology, each triplet of three vertices rcﬁresents the
problem-space of a one-disk TOH, i.e. the one-disk subspace. This means that it
represents thé three choices that we have when ‘arranging’ one disk on the three pegs.
Similatly, each group of three triplets represents a two-disk subspace, and the entire
problem spéce is a three-disk subspace, because it represents the three-disk TOH.

To put this into practice, within triangles of the same sub-space ‘scale’, the top-most
comer could be labelled “A”. Moving clockwise, the bottom-right corer would be
labelled “B” and the bottom left, “C”. Flgurc 12 shows how such a hlcrarc}ncal

| addxcssmg system would appcar
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Figure 12. The three-disk TOH problem space labelled hierarchically

The problem space should be conceived as consisting of three big, linked triangles, each made up of
three smallet linked triangles (one set of these is labelled ‘two-disk subspace’), each of which is made up
of three linked vertices (‘one-disk subspace’). In each ‘subspace’ the uppermost corner is labelled A, and
then on in alphabetical order clockwise; B for the bottom-right cotne, C for the bottom left comer. For
clasity only the vertices in the top triplet are shown labelled with ‘one-disk subspace’ labels. The full,

three symbol ‘address’ is shown for two of the vertices (boxes).

In effect Figure 12, uses the same labelling system that is used for postal addresses. For
a posta.l address we give a separate piece of information corresponding to the location
of our target address on a number of different “scales’. Later lines of the address refer
to larger-scale constructs, earlier lines refer to smaller-scale constructs. For instance,
the first line of a postal address usually locates a building in a street. The next line
locates, pethaps, the street within 2 town, and the next a town within a country (and so

on, to an old school-favouite conclusion: « Earth, solar system, Milky Way. R
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Similarly, the first symbol in a hierarchical TOH vertex address locates the vertex

within a one-disk subspace; the next symbol locates the triplet within the two-disk
subspace, and; the final symbol locates the vertex within the entire, three-disk problem -
space. So, the vertex (B,‘B, A) is the bottom-right vertex in the bottom-right comer of
the two-disk subspace, located in the uppermost corner of the full three-disk problem

space. The shortest winning path using these labels is shown in Table 24.

Table 24. A winning TOH game using hierarchical labelling

Move Vertex

0 Start AAA

1 B,AA
2 A,B,A
3 B,B,A
4 AAB
5 "~ B,AB
6 AB,B

7 Finish  B,B,B

NOTE: “Vertex” refers to the symbolic positional hierarchical labels given to denote TOH disk

- positions. Each vertex has a threeletter lal:;el; the first letter denotes location of the vertex in the smallest |
problem space division (A for the top, and B and C for bottom-right and bottom-left, respectively). The

second letter refers to the location of the vertex in the next largest region of the problem space, and the

final one the location of the vertex in the largest division. The first vertex (A, A, A) therefore represents

the TOH state whete all of the disks é.te on peg 1 (the ‘start’ posiﬁon). The final vertex (B, B, B) denotes

the goal state, located at the bottom right-hand corner of the problem space.

Itis immediately obvious that at no point does the winning sequence require that the C
symbol is ever used. This gives a key insight into the dimensional structure of the

 information reprcs.ented. Previbuél);, the TOH task was likened to 2 hiker navigating a
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2-dimensional plane (the problem space). However, what the previous TOH labelling
schemes didn’t make obvious is that the shortest-sequence of moves is in fact justa
straight line drawn through this space. A plane has two dimensions, but a line has only
one. By using a labelling scheme that represents the self similarity inherent in the

problem space, a whole dimension of the space is now redundant.

So, the hierarchical labelling of the Sierpinski gasket seems to have revealed the simple
structure of the problem space. Before going on to show how all of this gaming and
labelling can be used to understand human problexﬂ solving, it is worth showing just a
couple more hierarchical labelling systems for the Sierpinski gasket. The first is shown
in Figure 13.

0 / 0,1,0

1,0,0

Figure 13. Hierarchical numetical labelling of the Sierpinski gasket.
Asin Flgure 12 the space should be conceived as consisting of three linked mangles each made up of
three smaller linked triangles, each made up of three linked vertices. In each triangle the uppermost
corner is labelled 0, and then on in pumerical order clockwise; 1 for the bottom-right cotnet, 2 for the
bottom left corner. For clanty only the vertices in the top tnplet are shown labelled with ‘one-disk
subspace’ labels. The full, three symbol ‘address’ is shown for two of the vertices (boxes).
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In Figure 13 only two changes are made to the scheme outlined in Figure 12. Instead
of the letters A, B and C, the figure is labelled with the numbers 0, 1 and 2,

~ respectively. Then instead of the first symbol from the left representing the smallest
‘scale’ (triangle), the first digit on the right will show this information. The left-most
digit then gives information about the vertex location in the largest triangle (the largest
scale). This just means that where previously the labels were read from left to right
(meaning small-scale to large-scale information), the labels are now read from right to
left to give the same meaning. The shottest sequence of moves to transform 0, 0, 0

into 1, 1, 1 is shown in Table 25.

Table 25. A winning SPS game in numerical hierarchical format

Move Vertex

0 Start 0,0,0

T 0,0,1
2 0,1,0
3 01,1
4 1,00
5 1,0,1
6 1,1,0

-7 Fnish 1,11

NOTE: “Vestex” refess to 'the symbolic. positional hierarchical labels given to denote TOH disk
positions. Each vertex has a three-letter label; the right-hand digit denotes location of the vertex in the
sm'a]iest; :lpr'oblélni space division (A for .the ;o'p, and B ‘and C for bottom-right and Bottom-lcff,
respectively). The middle digit refers to the location of the vertex in the next largest region of the
problem space, and the left-hand digit the location of the vertex in the largest division. The first vertex
(0, 0, 0) therefore represents the TOH state where all of the disks are on peg 1 (the left-hand peg)- The
final vert'ex. 11,1 denofes the goal sﬁte, located at the bottom tight-haﬁd comer of the problem space.
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In contrast to the labelling schemes used before, it is now quite possible that you can
actually ‘see’ which the good moves are (depending on your familiarity with binary
nﬁmbcrs). This is because the winning sequence is now mapped petfectly onto the task
of counting in base 2. The labels map petfectly because in effect they specify the same
thing, On the one hand the labelling is designed to show the coordinates of the vertices
in a 2-dimensional space. However, the winning sequence can be represented as a 1
dimensional line; the line across the full problem space from start point to goal point.
This can in effect be seen as the distance from the start point (0, 0, 0, or just 000) to
the goal point (111) in terms of how many moves along it is. To decode this
information in more familiar decimal format, we just convert the label from binary to
decimal as though it were 2 number. Therefore, the start point, 000, is zero distance
from the start. The next move, 001, is one move away from the start. The label 010is
Binary for 2, and the similarly-labelled vertex is indeed two moves from the start. The
goal state, 111, is just seven in decimal notation. So, this number just represents
distance in a one dimensional space, where you can go just forward ot backward,

* towards the goal or away from it.

On the other hand, if the labels can be seen to represent distance from the goal state,
they can also be seen as purely specifying some quantity (not necessarily ‘distance’ in
Any Euclidian sense) that is an index of how complete the game is. If this quantity is
represented as a natural number (albeit in binary notation), then we can count upwards
(towatds the goal) or downwards (av%ay from the goal). Again, only one dimension of
| infoi:rriaﬁoﬁ is invoked; the informat_ioh given by the vertex label regardirig the quantity

of ‘game 'complct"cqcss’..

" Inthe binary counting version of the SPS game we cgﬁ use out pre-learned knowledge
of the familiar symbolic, positional number system that we use to repre:scnt everyday
numbers. This will give us implicit knowledge of how we can manipulate the symbols
to achlevc the operatots of ‘add one’ or ‘subtract one’, in the same way that lmphat

knowledge of physical objects glvcs relevant information in the physical TOH game.
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The above is actually a simplification of any plausible use of a counting paradigm to
encode the rules for playing the hierarchical SPS game. For completeness, we must
consider that the actual problem space is not just the 1-dimensional shortest-path line
(tepresented in binary). Therefore, move opetators must allow movement actoss the 2-
dimensional space (which would require the use of all three symbols; base 3). For
example, any move from one vertex to the adjacent one to its bottom-right would be a
‘move towards the (1, 1, 1) goal, and would in effect be a binary addition. Similarly, any
- move that took the player ¢ff the winning path by moving to the bottom-left (e.g. 011 -
012) would again be the addition of 1, but this time in base 3, as the extra dimension of
the problem space is called into play. Moving down the path from the top (0, 0, 0) to
the bottom-left vertex (2, 2, 2) is a one-dimensional path just like the winning path.
However, it would involve mote complex addition in base 3 than just adding one to
account for the following sequence of four moves that starts the path: (000) (002) (020)
(022). This seems to consist of adding two, then four, then two again. (Actually, this is
just binary addition using the symbols 0 and 2 instead of the more conventional 0 and
1). ‘Hotizontal’ moves between states (e.g. 012 - 021) are even more difficult to

accommodate within a simple addition-based cover story for the game rules.

In the above case of the numerical hierarchical labelling, as in the other cases
discusséd, the }nemphor brought to mind (counting) is not mapped petfectly onto the
problefn space. As well as the difficulties raised above, the counting paradigm might
lead a player to believe that, if their job is to change 000 into 111, and they are allowed
to add one or two or four (in base 2 or 3) each go, then they might get to the goal in
only thr‘c‘c“rnovés by adding four then two then one (equalling seven [binary]; the goal

state). This is not the case.

In effect, by telling patticipants to transform 000 to 111 by adding one in binary each
‘move’ is to give explicit instructions to the problem solver as to the correct direction
to take actoss the problem space, and the operators to use to get there, to solve the -

problem. SRR e
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A set of operators can quite easily be constructed however, that would allow the
effective manipulation of the abstract symbols that are used to give address-labels to

the vertices in game-legal ways. A set of rules that works generally is described below.

10.6.5.1 Abstract rules for a hierarchically labelled SPS game

Synopsis: The game is played with three symbols (0, 1 and2) arranged in three columns
(left, middle, right). Any column can contain any symbol. The goal of the game is to
transform a starting set of symbols (0, 0, 0) into a goal set (1, 1, 1) using only the rules
below for changing symbols. |

Hierarchical Rule 1: The right-most symbol can be exchanged for any other
symbol.
, j;Hzerarc/mal Raule 2: The middle symbol and the symbol to its right can be
Hierarchical Rale 3: The left-hand symbol can be exchanged (identity for
. 1denuty) with the two symbols to its nght, if they are both the same.

These then, are general rules for manipulating atbitraty symbols that represent
mformatlon ina recurswcly—addressed problem space. Howevcr, the symbols used so
far (letters and numbets) will cloud our ability to make inferences about the effects of
the informational structute on task difficulty in any experiments that are conducted
~ using these tasks. This is because of the pemidous effects of ptior learning — any

expetience that patticipants may have with alphabetic or numerical symbol systems is

- likely to drive their internal problem representation, and thus bting with it knowledge,

assumptions, and skill in using move operators that will be hard to control-for and may

not be valid for the problem context. Rather than try and seek out adult participants

.- who have had no experience with any symbolic positional information system (i.e. no

written language ot number systeml) it would probably be easier to use symbols or
analoglcs that do not carty such ‘baggage The use of colourcd patchcs as stimuli has a
long and dxstmgulshed hlstory (e.g. Stroop, 1935) and would seem a good choice in
this case. Instead of the symbols A, B C, or 1, 2, 3, patches of three different colours
could be used.
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Using colour patches would allow comparison of reconcilable symbolic positional
systems. It would still fail to capture the spatial move operator information inherent in
the original TOH game, though. This would make inference difficult when trying to
separate the effects of the new perceptual formats from the effects of the
informational manipulations given by the hierarchical labelling. However, as always, a
" new representation can be derived; Figure 14 shows such as a system. It is based on the
- hierarchical labelling of the Sierpinski gasket, but represents move operatots as
| mcchahical, spatial actions, much like in the original TOH.

;iFlgure 14 _The first four states in the shortest sequence to transform the

column from . 'red' to 'blue' (hght grey), usmg the hlera:chlcal ‘TOH rules,
The three h.leratclucal rules are represented by the black dots (whlch are gtey when i in opemtlon) Step
one uses the first rule to transform the upper block to the goal state (blue [hght grey]) Step two uses
the m1ddle rule to swap the upper and xmddle blocks (two plcturcs 22 and 2b are shown, to show the
operauon of the rule) Step three uses the first rule agam Fma]ly, step four shows the initiation of the
“use of rule 3, which swaps the uppet two blocks for the lower one. Numbers with arrows show the
step, numbers in brackets show the hlerarclncal numencal label from Table 25.
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The representation shown in Figure 14 metely implements the hierarchical rules shown
in this section, and is so is isomorphic with the original TOH problem. Each problem -
state is represented by a column divided into three blocks. The colour of the block (in
this case red [datk grey], green [not shown] and blue [light grey]) denotes identity of the
symbols used to label the problem space. The top block shows the address of the
problem state within the one-disk subspace (i.e. the tight-hand symbol of the _
hierarchical label). The middle block shows the location within the 2-disk subspace
(middle symbol), and the bottom block shows the location of the state in the three-disk
:‘\ subspace. Like in the TOH, the rules ate represented physically in the game; the rules
consist of axes, around which the rule opetates to rotate the symbols to their

appropriate locations.

As shown, Figure 14 actually has a combination in the way that rules are represented.
Rule 1 ‘changes’ the colour of the top block; rules 2 and 3 ‘move’ the blocks to . _
different locations. As such it is an admixture of Kotovsky, Hayes a.ncl Simon’s (1985)
‘move’ and ‘change’ TOH isomorphs. Kotovsky e 4/ found change problems to be
roughly twice as difficult as move problems. ’Ihey interpreted this as evidence for the
prefcrcnce for spatlal coding of information, which allows information encoded in

a dlfferent locanons to be kept relatively interference-free from information associated

iy ‘w1th other spanal locations. Change problcms were thought to rcqulxc the storage of

G \volaule @ . sub;ect to change) Infonnauon at each spat1al locatlon, Whlch Would be

s more prone to decay and mterfcrencc Icis possnble however that the partlapants

were just much rnore practlced at encodmg the movement of ob]ects in our spaua.l E
_World than We are at encodmg any Wholesale transfotmatlons that they may undergo |
(dependmg on our cxpectauons for that ob] ect; I don’ t expect wooden blocks [or -
crystal globes] to bc able to mutate in size, but Ido expcct a balloon to be able to, for :

mstance)

Alterlng the 1somorph in Flgure 14 so that rulc one operatcd by actually swappmg’ the -
top block for one of a different colour Would unplement an enm:cly ‘move’-based -
' problern rcpresentauon By not ammatmg the block transmons and mstead just

' showmg thcm chang1ng colour, Would unplement a completcly ‘change’-based .
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isomorph. This would allow a more abstract and perhaps more robust test of the

‘move’ vs. ‘change’ issue highlighted by Kotovsky, Hayes and Simon (1985).

Returning finally to the justification for this detour into problem solving lore, the
problem representation shown in Figute 14 should be directly compatable with the
representation shown in Table 24 and Table 25. All have identical problem spaces and
move opetators, the only differences to be found ate in the fundamental skills that
encode much of the procedural knowledge for using the move operators. In the
example in Figure 14 these are the skills involved in dealing with spatial relations of
solid objects. In Table 24 the skills for dealing with discrete symbol systems are
invoked,; in this case an alphabetic one. The format shown in Table 25 again rests upon
skill in dealing with a discrete symbol system, but this time one designed to represent

magnitude, i.e. numbet.

Embedding these representations in a computer programme would allow ‘bugs’ to be
introduced that would affect the outcome of the operétions of move operators. These
‘bugs’ would then be the target for fault-finding efforts which could be compared
“across tasks. The interdependence bet&een fundamental spatial and verbal / numerical
skills in aiding fault-finding and diversity in fault-finding could then be ascertained.

Additionally, the representations discussed above, all using hierarchical addressing of
"~ the problem space, could be compared with ‘traditionally’ addressed representations
that sepatafe global vs. local knowledge, e.g. as described in §10.6.1.2. It is likely that
the difference in structure of the appatent problem space would lead to different
mental models of the problem, which could then facilitate the use of diverse strategies

for task performance.

This discussion could continue on, recursively and without end. However, better it is -
left here, after specifying in detail 2 ‘purer’ task environment for the study of diverse

problem representation.
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Appendix B
Appendix B: Diversity experiments [-lll training materials.
General,. ‘.core? utraining materials _
1. Fault diagnosls in rail\Nay signalling software
TheexpeﬁmentaLtaskyou,wilLbe perfaming.is based around the job of people who search for
faults in the software that controls railway signalling computer systems. Called ‘Solid-State -

Interlocking’ (SSI), these systems.are installed in Britain's railways and around the world. They.
are used to ensure the safe and efficient operation of the railway, by managing the points, signals

s ‘and so.on, in the railway. When the signalmen and women operating the rail network wantto

allow train movements, they do so via the SSI computer, which, based on the software it

o contains, should not allow unsafe movements to take place. Obviously, any faults in the SSI

- soﬂware could affect the safeandetﬁclentmnnmgotthe railway.

Your task will be to search for faults in a PC-based simulation of the. SSlcomputer._Ta enable you
to do this, the following is intended as a guide, to teach you the basic elements of the railway and
the signalling principles that are followed in its operation.

© 2.Elements of the Railway

flgure 1. Example rallway network,

‘ ﬁgu[e 1 showean example rarlway netwark. The drfferentelements that go to make up the rarlway' iy
network WIll now be descnbed ‘ e

2. 1 Tracks. S ‘
£ ; Railway tracks are represented on the dragram as horrzontal or dlagonal lrnes Each line :
- represents one railway track (Le. the two rails that the frain travels on). Figure 1 consists of two . "~ -
v, main tracks, running horizontally, with two short diagonal sections connecting them. Where the
" horizontal and dragonal tracks converge or drverge there rs a gap, representtng asetof pornts :

g (described later)

2.2, Track crrcuns : ‘ e ‘
Each trackis dlvrded |nto sechons called track-crrcurts labelled T1 T2 etc in ﬁgure 1 @ bit Irke
- the way the track of a model railway comes in sections). The track clrcurls are divided onthe =

- diagram by the short vertical lines, each one marking one of the ‘ends’ of the track circuit. Most
- track circuits are straight, with just two ends (T7 T4 etc) A track clrcurt wrth a set of pornts init
T (T3 T5 etc) has three ends, )

*
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figure 2: Track circuits in figure 1.

The track sections are called ‘circuits’ because each one has an electrical potential between the.
rails, and when a train is on a particular track it completes the circuit between them. Using this
infarmation the signalling computer can detect whether there is a train in any particular track
circuit. The frack circuit is referred to as either ‘occupied’ when there is a train on it, or ‘clear’
when there is not. (The reason British Rail used their notorious ‘leaves on the line’ excuse for
delayed trains was because the leaves acted as an insulator between the track and the train, and
- the signalling computer could not be sure where the trains were!)

2.3. Signals.

Signals (labelled S1, S2 efc_in figure 1) operate in the same way as traffic lights, in.thata green
light allows the train to pass and a red light means the train must stop. The signal points to either
the left ot the right on the diagram, and this shows in which dlrectmn rautes (discussed next) are
set from that signal.

2.4. Routes.

Routes are the paths across the railway network that trains travel along Routes run between

- adjacent signals; the route starts from an ‘entrance’ signal and finishes at an ‘exit signal. As -
mentioned earlier, the direction that the signal is pointing gives the direction of routes that are set
from that signal. For instance, $1.is pointing o the right, and route 1 (R1) goes to the right.
Routes only run between signals pointing in the same direction, for instance, there is no route
from S5 to S4. A route is ‘set’ if it has been selected by the signalman, or ‘not set’, if it has not.
There are four routes that can bs set in the demonstration network, shown in the table below. -
(Notlce that all pOSSIbIe routes are not listed, e. g there is no route deﬁned between S6 and S4)

Table 1 Routes in flgure 1

Route Name Enfrance ggnal Exit iignal
"I R1 % ‘ - 183
R2 181 {s7
ARrR3 .. [ S5 'S7
R4 'S6” " S2

A route can be considered to be made up of the.track circuits (and sub-routes, described later). -
that lie between the entrance and exit signals. These are taken from the first track circuit in line of
route after the ane that the entrance signal is on, until the ane that the exit signal is on. For -
example, R2 runs from'S1 {0 S7, and is made up of T3, T9, T10, T11 and T12 (shown below).

s1

87

figure 3: Route 2
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However, as well as R2, T3 is a part of R1 (from S1 to S§3) and also R4, (from S6 to S2). To
enable us ta tell the computer exactly which route is set over a padicular track circuit, we can
describe the direction of the route over the track circuit in terms of sub-routes.

2.4.1. Sub-routes. -

Sub routes correspond to track circuits, but in addition to defining a section of track, they also - -
_give the direction of the route that they are part of. For example, figure 4 below is intended to

represent the two track circuits to the right of S2 in figure 1: T3 .and T4.

12 o clock _ 120 clock
T — ) ..«-'-i-—si —
g ™ AT .
_,fi \ 4 S‘ N
! c ! / i Y
Fo0 I A Ay
- ;
\\ J \ /.i
L -~ s -

\\“___’_”,/

flgure 4 Sub-route directions

fR1 1 to S3)Js set, then the route is made up of T3 and T4. Considering just T4 first, we have
to denote that the route is going from left to right across T4, rather than right to left. To do this,

" each end of the track circuit is given a label, and then the direction of the sub-route is given by -
- specifying the labels corresponding to the ends of the track circuit that the frain enters and leaves

by,
The labels for the ends of the sub-route are derived by imagining a clock face laid over the track -
- circuit (see figure 4). The imaginary clock face should be centred on the track circuit if there are -
* no sets of points in the track circuit (.e. T4). If there is a set of points in the track circuit, the clock -
face should be centred on them (e.g. T3). Starting at the imaginary 12 O’clock point and moving
clockwrse each successive end of the track circuit is labelled A, B, C etc.

i So T4 above has two ends. Clockwise from the 12 O'clock point the first end. nsthe right-most
- one and this is labslled A. The next end is the left-most one and this i is Iabelled B. Thus the ‘
dlrectron of the R1 sub—route overT4is B to A or Just BA ,

e T3 has three ends. These are labelled using exactly the same method as before. Clockwise from .

| - the 12 O’clock point the first end is the right-most one and this is again labelled A. The next end is
- the bottom one (adjoining T9 in figure 1) and this is labelled B. The left-most end is again the last

. and Is labelled C. So, the R1 subroute corresponding to T3 is labelied CA. There are two other -
' routes that run over T3 and thelr corresponding sub—routes are R2 (S1t0 S7)=CB; R4 (SG to
e 82) BC N

~When a route is set, all of the sub—routes that make up the route are sard to be ‘locked’ lf a sub-
: route is not ina route that has been set |t is said to be ‘free’.’
‘ 2 5. Pomts ‘
.~ Where twa railway lines meet, that is, where twa tracks diverge or oonverge there has tobea
~ method of safely guiding the train down one track or the other. This is accomplished by a set of
_peints, which physically moves the end of the track so it completes the required path.

In figure 1, points are shown as a small gap between the two adjoining lines. There are two sets
of points in figure 1, labelled P“l‘ and P2, each of which has two ‘ends’. The two ends of P1arein
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T3 and T9 (both labelled P1); the two ends of P2 are in T5 and T11 (both labelled P2). Each point
end can be in one of two positions, called ‘normal’ or ‘reverse’. Nommal is the position that allows
a train to travel on the main, horizontal path across the points. Reverse is the position that guides
the train down the diagonal path.

The two ends of a set of points always work together, i.e. they are always either both normal or
both reverse. This allows trains to travel either straight along the main horizontal line, or to cross

. over from one main line to the other. Because they are always at the same position (normal or
reverse), the railway signalling software names and treats the two ends of a set of points as
though they are a single entity..

ltLadden to their posmon, the paints can alsa be in.one of two states. They can be free’ to move
from one lie to the other, or they can be ‘locked’ in a particular position.

These, then, are the elements that make up a railway. Next, the rules that are applied in the
running of the railway are explained.

3. Railway Signalling Principles

- Some rules must be applied in the working of the railway, to ensure that trains are allowed to
travel across the network when it is safe to do so, but stopped when it is not. These are called
‘Railway Signalling Principles’, and the experiment deals wnth those to do with point locking and
.. route setting.

3.2. Point locking

- To allow flexibility of route setting, the points in the network should be free to move from one lie to
the other whenever possibie. There are two. exceptions to this, however:

Track circuit Iockmg

‘The points should be locked if there is a train fravelling over them, as moving them would de-rail
the train. SSI controls this by checking the track circuits with points in them. If they are occupied,
the relevant points should be locked, and not allowed to move. Only the track circuits with points
in them should do this, however. The occupation of any other track circuits should not affect the
__functionality of the points.

Route locking

In addition to not moving the points when a train is actually travelling over them, the high speed
and momentum of trains means that the points should not be allowed fo move in front of a train
when it is about to cross the points. This is accomplished by the locking of all relevant sub-routes
when a route is set. This has the effect of locking all the points within a route when thatroute is
set. Only the points within a route should be locked by its setting. For instance, R1 should lock
P1, but not P2.

3.1. Route Setting.

The signalling principles for route setting are based on the philosophy of allowing only one train at
a time into any particular area of the network. When a signalman or woman presses a button to
request a route to be set, the SSI must evaluate whether this will be the case by using the
principles relating to opposing routes and signal control.

Opposing routes.

Opposing routes are those that use one or more similar track circuits, i.e. two or more routes that
travel, at some point, over the same bit of track. For instance, R2 and R3 are opposing, as they
both travel over T9, T10, T11 and T12. They should not, therefore, be allowed to be set at the
same time. Not all routes are opposing; R1 and R3 travel on parallel tracks, and at no point do
they use the same track circuit. To allow the greatest functionality of the railway (.e. the most
trains running at the same time) they should be allowed to be set together.
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SSI controls the setting of opposing routes by checking the status of the points within a route, to
see if they are already in, or free to move to, the correct position for the route to be set Qither
nommal or reverse); or if they are locked in the wrong position for the route.

If two routes require the same. sets. of points in exactly the same positions then inspecting the
points will not show them to be opposing. For these ‘directly’ opposing routes (e.g. R2 and R4)
some of the sub-routes that are set by the opposing route are also checked to make sure they are
free.. _ : .

Signal control

After a route is set, steps must be taken to ensure that only one train is allowed into the route ata
time. This is accomplished by controlling the colour of the route’s entrance signal. The signal,
normally at red, must be changed to green to allow the train into the route. This is only allowed if
there are no trains already in the route. SS| controfs this by inspecting the state of the track ‘
circuits in the route, which should all be clear. If any of the track circuits are occupied, the
entrance signal should stay red. Conversely, only the track circuits that make up a route should
control the route’s signal colour. If other track circuits, outside of the route, are occupied this
should not stop the signal from tuming green.
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Appendix B
‘ Cheehere specific training materials
Checking.

The s1g;_nall1ng_rules (descnbed earlier) that the SSI computer operates to must first be programmed into the
computer by signalling engineers. The programme must allow the maximum functionality from the rail
network whilst ensuring its safety. The programme is therefore extensively checked and tested before
installation.”

Your task will be a simplified version of the checking procedure. You will be presented with a display
showing a diagram of a section of railway. At the bottom of the diagram is.a list of all the routes that are in
the network. Below the diagram is a dialogue window which will display the code that will enable the
signalling computer to safely operate the railway. You will be checking this code for mistakes. The code is
arranged into three areas, ‘PRR’, ‘PEM” and ‘OPT?, each accessed by their associated buttons.

PRR stands for ‘Panel Route Request’. This means the code associated with a signalman or woman’s
request to set a route. When the bution on the signalling panel is pressed to set a route, the computer
evaluates the PRR file to check that the conditions for the setting of the particular route are met. The PRR
‘ ﬁle m eﬁect, contams the s1gpallmg_—p_ﬂnetgles forsetﬁng_ﬂiemutes in the layout.

_ PFM stands for ‘Points Free to Move’. This code contains the conditions that must be met before each set
, of pomts can be moved from one position to the other

| 1 When the PRR and PFM process a route request, the outcome is either “true’ (set the route requested) or
i ‘false (do not set the route) Ife tme ihegomtsm:e mshnctediomovemihegosmon required. g

G OPT is short for ‘OutPut Telegram If a ‘true’ value is returned by the PRR and PFM, the request is paswd
to the OPT file, which evaluates whether the conditions to give a green light on the entrance signal of the -
route are met. If this test is passed then a message is sent to the signal to change to green. .

Figure 1: Schematlc showmg the relat:onslup hetween files when processing a route mqnest

_Your task today will be to check thedatamthe three ‘ﬁles to see if it oonforms to the 51gna1hng principles
- outlined earlier. The following is intended as a guide to enable you to do this. The type of data in each file

- will be explained and examples used from the-demonstration layout(which is NOT the same as-the layout
in the prevxous handout) to ﬂlustrate what zou should be eheckmg_for when you come to Rerform the task

'IPRR.

' Clmkman the PRR buttonbnngs up thePRR data into the text window. The data within this is s divided up
mto routes, with the data for the first route in the layout, then the second, and so on. Each set of route data
~ contains the conditions required before the route can be set, and the actions that must be carried out to then
- set the route. The code can be scrolled through by clicking on the ‘up” and ‘down’ buttons (one click per
lme), Altematwely,the data can be scrolled bxthe route b}Lchckmg the ‘route+’ button i

For an example we w1ll work through the data for R2 Th1s can be aceeswd by scrollmg through the data '
fonR].unJ:lalLoﬂhedata forR2. (stactmg.‘*QRZ if. R2 a’ )_1s v1s1ble vl -
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‘ Next, all the pomts in the route are tested. For R2 there are two sets of points P1 and P2. These must be
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The PRR route data is laid out thus:

1. Route label and availability ~ *QR2 if  R2a

2. Pointstest .. Pl cf, P2 enf

3. Directly opposmg_route(s) test : U10-ABf,U3-BCf

4. Route sefting = = then - R2s

5. Sub-route locking U3-CB1,U9-CA1,U10-BA1,U11-BA1
A e U12BAI1

6. Points controlling : ' . Pler,P2cn

7. Signal clearing - : S2 clear bpull

. The code is divided into a set of conditions following the “if* (lines 1 to 3) and a set of actions followmg

the then_ (lme 4 to . If the “if® conditions are passed, the “then’ actions are aPphed

N A 1. Route label and availability.

QRZ 1s.the label for the R2 route data. All routes have *Q at the start, which stands for ‘route reQuest’.

o This should then be followed by the route name, R2 in this case. After the if comes the set of conditions

that must be satisfied for the route to be set. The first of these, R2 a , checks that the route bemg_reqllested

G avmlable (i.e. has not been barred because of engineering work, or ‘leaves on the line”).

' 1.L Points test.

reverse and normal respectively. So P1 are checked 1o ensure that they are Controlled Reverse or Free to be

" controlled reverse (crf). If the points are already at their reverse position then this test is passed. If not, then
" the computer inspects the PFM file (described later) to discover if they are free to be moved reverse. P2 are

similarly tested, this time to see if they are Controlled Normat.or Free (cnf). Only the points that are

; ~ required by the route need to be tested. For instance, R1 (S2 to S3) does not travel over P2, so the PRR
j mde forRL wﬂlnot mclude atest for P2..

: “ 1.3. Dlrectly opposmg routes test.

| ‘ Thls part of the code is testmg to see 1f any routes that are dxrectly opposmg to our route (R2 in this case) -
.. are set, (i.e. those routes that, between the two respective entrance signals, require the same position of the .

sets of points as the route we are requesting). Only the directly opposing routes need be tested for here, as

~ other opposing routes (requiring different points positions) have already been dealt with by twﬁng the

points themselves (described earlier and in the PFM section). If there were no drrectly opposing routes then

_there would be 1o data here

ForR2 the only dtrectlz opposmg_route is R4 The other oggosmgroutes Rl and R3 need Pl normal To

ensure that R4 is not set we test the sub-routes that would have to be locked if R4 was set. Two sub—routes
are tested for each opposmg route:.

- 1.3.a. The first corresponds to the track c1rcu1t that the opposmgroute s entrance s1gnal is sxtuated on ." ;
; 1.3.b The seoond corresponds to the first track crrcurt in the route we are requestmg =

In_bothcases we test forthe suh-route dtrectlon that coms;zonds t0 the opposmgroute So the data means:

- Uisthe label used for sub-routes, the number corresponds to the Irack clrcmt (U 10is a sub-route across

T10). The first subroute number is the same as the track circuit corresponding to the opposing route’s

entrance signal (T 10), and the direction of the sub-route (the direction of the opposing route) is given by the
* . letters AR (right to leﬁ) The second subroute corresponds to the first track circuit in the route we are
- requesting (T3), again in the direction of the opposing route, BC (botiom-nght to top-leﬁ) In both cases the
" f denotes that we are testmg the sub-route to ensure that it js free. - ‘ ,
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If thene are no dn'ectly opposing routes, there is no data required here and line 3 should be blank. If there is
a directly opposing route or routes, then for each one the twa sub-routes detailed in 1.3.a+b should be
included,

14. Route setting
If all the conditions are met then the route can be set. The first part of this is to reglster the route as set,
shown by the route name followed by an s * for set. by the route name, then an ‘s,

1.5, Sub-route locking
Next the route must be locked. This is achieved by individually locking each sub-route of the route we are
setting. So, each sub-route of the route is listed, followed by an 1 for locked.

1.1.6. Points controlling
- Here, the points are controlled tp the position required by the route, in this case, controlled reverse (cr) for
P1, controlled nonnal (cn) for P2.

1.7. Signal clearing
The entrance signal for the route is cleared, by writing “clear bpull” after the entrance mgpa.l label. This
requests the OPT file to check the data to clear this signal to green.

2. PFM :

This is the Points Free to Move data. As stated before, if the points are in the wrong position when a route
is requested, the PFM data is consulted by the PRR to see if it is safe to move them to the required position.
For each set of points in a network there will be data to check if the points can be moved normal and data to
check if the points can be moved reverse. The data for P1 is as follows:

.. *PIN T3¢,T9¢,U3-BCf,U9-CAf
2.‘ : *PlR T3c T9c U3-CAf U9-BAf

‘21 PlN

*P1 specifies that this is the PFM data for Points 1, showing the conditions required to move the points
Normal ('PIN) The astensk “*? s the label used for points in the PFM data.

T3c, T9 c
First the track circuit(s) that the points are in are tested to make sure they are clear. It is obviously not very
safe to move the pomts W1th a traim movmg over them

U B-C f,U9 C-Af
The programme then looks to see 1f any routes have been set over the points which would require them in ..
the opposing direction to the way that we wish to move them, in this case normal. This has the effect of
testing for sub-routes from opposmgroutes that reqlure the points to be at the opposite position as the way
we want to move them.

For PIN, two routes requlre that the points be Reverse: R2 (from S2 to S6) and R4 (from S5 to S1), Rather
~ than test for all of the sub-routes in those routes, the code Just tests the last sub-route in line of route over

the points. :

The sub-routes set bi R2 across the points are U3-CB and U9-CA. Only the last sub-route, in the direction
the train would be travelling, is needed. As R2 goes from S2 to S6, a train on this route crosses U9-CA last,
5o only this needs inclusion.

The other route that requires P1 reverse is R3, from S5 to S1. The two sub-routes in this case are the ones.
describing the reverse directions to the above, namely U9-AC and then U3-BC. Again, only the last one is
required, U3-BC. Rath sub-routes are followed by an “ £ *, as they are tested to see if they are ‘free’.

22PIR
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' For PlR,&hé same track circuits are checked as for PIN. This time, though, we must test the sub-routes -
over the points of those routes that need P1 to be normal. Those routes are R1 and R3. R1 sets U3-CA and
R3 sets U9-BA, so these are the sub-routes that are tested.

‘ “ . 3.0PT data.

3.1  *82 R2 T3¢,79,T10¢,T11¢,T12¢

The PRR and PFM data check whether it is safe to set a route. If it is then the request is passed to the OPT
which checks that there are no trains in the route before sending the OutPut Telegram to the signal for the
i route, telling it to turn green. The first part of the OPT data will be a *** followed by the entrance signal
for the route. Next, because there can be more than one route set from a signal, will be the route name.
Following this, all the track circuits in the route are listed, each with a ‘c’ after it, signifying we are testing
it to see if it is clear. Each route should have a separate line of OPT data.

4. Fault reporting. .

The purpose of this exercise is to find any errors that may be present in the code that you will check. If you
do find an error then report it in the following manner:

Click on the button marked ‘log error” in the bottom right-hand comer of the screen. A cursor will now
appear in the box at the bottom of the screen. You can type in up to two lines of text to specify the error that
you found, pressing return at the end of the first line to get onto the second.

For each error you find, include the following information:

- The file you are in (PRR, PFM or OPT)

The part of the file (Route name for PRR and OPT, Paint name and direction for the PFM)
The specifics of the error, i.e. what is wrong, and why it is wrong.

. Whether the error is one of safety or of functionality

F or example:
PRR, R4, ‘R4 s’ is missing after the ‘then’. Safety
‘ PFI\/L PZR, subroute U5-BC’is m:ong,.shou[dsef‘US BA‘"msfcad.Safety

or -
OPT,R1, T12included unecessanry F’lmctlon

When you have finished typing, just click on the ‘log error’ button again. This saves your text, and you can
continue checking for more errors: If you start typing and then realise that you have made a mistake (i.e.
there is no error where you thought there was), just press the ‘Esc’ key This wﬂl return you to checkmg,
but not save the contents of the error window. -
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R 52 s3

:' TCI | } TC2 | E TC3 | TC4 1 7C5 i TC6 I i
RIA l ! ]
She- $5 s6

L TCT | TC8 l 1 Teo 1 TC10 ] TCl1 | TC2- I -

| | T T T | —

Entrance Signal Exit signal "Route Name

) E "R1 -

ST 6 : RZ

4 - S . © Iry

[ S5° - ; | ST ' R4

-1, Conditions to set a route:
A) The points must be set to the correct position, or free to be set.
B) No opposing routes must be set.
C) No trains must already be in the route.
‘kl.l."AcﬁonS when the éoi;ditions have been passed:
D) All the sub-routes are locked |
E) The poinis are controlled to the required position

2. The sighhl]ing code specifying the ahove for R1B looks like:

RIB
i Plef
. uBCf
S T3¢,T9,T10¢, Tll e, Ti2¢

. U3CGBLU9C-A1,U0B-AL ULLBAL UI2B-Al
Pler o ‘

 PIN T3¢,T9¢,U3B-Cf,UICAf
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Track circuits T[x], TH], Tlz]
Sub-routes U[x-A4B], Uly-4B], U[z-4B]

Points P[x], Pp], Pz]
3 Signals S[x], Sh], S[Z]
. Routes R[x],Rp].R[z) .

Sub route direction given by:

120¢lock 120 ¢clock 120 clock
- 70T
i 1 (o] ,— ’ H
NG,
\, . ;
" A
PRR (Panel Route Request)
One block such as thls per route
1. Route label and avaﬂabxhty ‘ *Ql'route number] if Rlroute number] a
2. Points test Plx] {enf (normal) or erf (reverse)} , PRj ...
3. Directly opposing route(s) test (1f required) U[x-AB}f, Uly-AB] f
4. Route setting then  R[route number]s
5. Sub-route locking (all sub-routes in the route) Ux-4B] L U[y-4B]L U...
6. Points controlling ~ P[x] {cn (normal) or cr (reverse)} , PP ...
7. Signal clearing ‘ ‘ S[entrance signal} clear bpull
PFM “Points Free to Move’

One block such as this per set of points

*E[x]N T[x]_g (track circuits for P[x]) Ulx-4B1f, ...(last sub-route over the points for each route
that requires the points reverse)

*P [y]R T[x] c.. ( u'ack ClI'C’llltS for P[yD U[x-A_B] f, ...(last sub-route over the pomts for each route
: that requires the pomts normal)

OPT ‘OutPut Telegfﬁm’ ‘ ]
One block such as this per route

*Sik] Rl Ti¥l e, Tl e, T[], .. (all the track circuits i the route)
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Testei"s specific training material
Testmg

The signalling rules (descnbed earlier) that the SSI computer operates to must first be programmed into the
computer by s1gnalhng engineers. The programme must allow the maximum functionality from the rail
network whilst ensurmg its safety. The programme is therefore extensively checked and tested before
mstallatlon o

Your task will be a simplified version of the testing procedure. This testing is carried out on a simulator of
the SSI computer. The code that the signalling engineers have written for the rail network is nsed by the
simulator, which mimics the behaviour of the real railway. Conditions can be set up and tested on itto
ensure that the railway is conforming to the signalling prmc1ples discussed earlier.

1 Testmg smmlator. ‘
The simulator consists of & d1agram of the razlway network in the upper half of the screen, and a collection.

of buttons and indications in the lower half of the screen (please note that the example layout shown is
NOT the same as the layout in the previous handout). The routes in the network are defined in a route list

S underﬂ;ediagram.

i 1.1 Track circuits.

' The row of buttons at the bottom, Iabelled T1, T2 etc. are the buttons for the track circuits, which are
" similarly labelled on the diagram. When the track circuit is cleat, i.e. there is no train on it, the button is
green. The button can be chcked on to simulate a train occupying the track circuit. In this situation the
: button turns red o
12 Signals '
"1 The redclrclesrepresentthe SLgnals in the layout. They cannot be clicked on,hutmstead theyshow the -
‘ colour that the1r assomated s1gna1 is showmg, e1ther green or red. a

”13 Points.

-’ Eachsetof pomts on the dlagram has two blue buttons associated with it. The left-most button controls the

= position of the points, and shows an N when the points are normal, R when they are reverse. The right-hand
. ” button shows whether the points have been ‘keyed’ by the signalman (K ) or are free ( F ). If the points .
" have been keyed, then their position, either normal or reverse, is locked, and they cannot be moved until . -
they are un-keyed, or made free. If they are free then they can be moved between normal and reverse by '
chckmgonﬂ1epos1tlonbutton. -5 e S e e

.The pomts posmon can be chang_ed by the simulator. For instance, if a route button is preswd and all the
.- conditions are met for the route to set, then the points Wlll be moved to their correct position for that route.
o Only the tester can key (Iock) the pomts however,

14 Routes i

" The buttons at the top lefc are for settmg_the routes in the network. The entrance and exit s1gnals for each

" route are given in a list just below the diagram. When a route button is clicked on the simulator evaluates

* the signalling principles programmed into it, and if they are met then the route is set. If a route is set, then

. the route button should change from red to green. Additionally, the entrance signal of the route should also
~ change to green leess one of the u'ack circuits in the route is oocugled, in Whlch case the s1g;1al should '

o stayred)

2.Testmgprocedure. |

Your taskwﬂ]_beto test the network, ensunng_that pomts arelocked.oz free, and routes. w111. set,_only when
the signalling principles outlined earlier are met. The tests that need to be carried out will be described
below. While testing, however, it is worﬂlbearmgmmmd the followmg,three areas, whlch are what the

" tests ult1mately b011 down to : _ . S
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Points. To set a route the points must either be already at the correct lie, or be free to move to the correct
lie; when the route sets only the points required by the route should be altered; and when set in a route or
with their track circuits occupied they shouldn’t be moveable until the route is un-set or the track circuit is
no longer occupied. However, the points should be free to move at all other times

Routes. To set a route, no opposing routes must already be set. If fwo routes are not opposing, they should -
be settable at the same time.

Trains. Before the signal for a route will change to green, there must be no occupied track circuits in the
route. If a route is set with any of its frack circuits occupied, the signal should stay red. Track circuits

should only influence the route that they are part of, and if occupied, they should not stop the signals of any »
other routes from turning green

To ensure that the above holds true for the network, the following tests should be performed:
2.1, Preliminary tests.

. Are all the buttons present and correctly labelled? Each button must initially be ogerated to ensure that itis -
working properly.

- 2.2, Track circuit locking.

With no rontes set, occupying the track circuit with a set of paints in it should lock those points. That is,
when the track circuit button corresponding to the track circuit over a set of points is pushed, simulating a
- train occupying the track circuit, the points should not be moveable from normal ta reverse or vice versa,
regardless of the ‘keyed’” button position. '

2.3. Point moving and locking. These tests ensure that the points are moved correctly by routes, and are.
then locked .

2.3.1. Individually, each set of points in a route should be moved, and keyed, to conflict with that route. For
example, R2 needs P2 to be normal, then P2 moved reverse and keyed. R2 should not be settable This test
shanld be done individually for each. set of points in a route. '
2.3.2. Conversely, each route should be set, and each set of points within the route individually tested to
ensure they are locked (cannot be moved).

2.3.3. With no routes set, move all points to normal.. Set a route. Only the points required reverse by the
route should move to reverse. Repeat with pomts m.1t1a11y set to reverse.

24. Tram in route locking ‘ '
2.4.1. To ensure that each track circuit in a route will stop the entrance signal from changmg_o green if it is
occupied, occupy a track circuit in that route and then set the route. The route should set, but the signal
should stay at red.

2.4.2. Conversely, each track circuit not in a particular route should have no affect on the entrance s1gna1 to
the route from changmg to green. ‘ .

2.5. Opposing locking
2.5.1. With a route set, ensure that al]_opposmgrout@n cannot be set.
2.5.2. With a route set, ensure that all routes that are not opposing routes can be set.

3. Error reportmg. ;

The purpose of this exercise is to find any errors that may be present in the behaviour of the network that
you will subsequently test. If you do find an error then report it in the following manner:

Click on the button marked ‘log error’ in the bottom right-hand corner of the screen. A cursor will now
~ appear in the box at the bottom of the screen. You can type in up to two lines of text to specify the error that
you found, pressing return at the end of the first line to get onto the second.

For each error you find, include the following information:
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. The elements of the railway under test, and their state (e.g. P1 locked , T3 clear, R4 sef)
. The specific functionality that is not correct, i.e. what is wrong, and why it is wrong,
. Whether the error is one of safety or of functionality [e.g. for experiment ITT]
. For example: |
‘ 3 occupied, R4 set, S4 does notlchange to green when it should. Function
R4 set, can also set opposing R6. Safety
Pl keyed N, R4 will set when it shouldn’t. Safety

- When you have finished typing, just click on the ‘log error’ button again. This saves your text, and you can

" continue checking for more errors. If you start typing and then realise that you have made a mistake (i.e.

there is no error where you thought there was), just press the ‘Esc’ key. This will return you to checking,
but not save the contents of the error window.

PageB1S



Appendix C

- ,Applendix C: Mental Model questionnaires.
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Appendix C

' Appéhydix C: Mental model questionnaires

Conceptual distance questionnaire

This qdesﬁonnaire is intended to gauge how similar or different you perceive the various
elements and states of the railway to be.

Eaéh item contains a pair of constructs on the left hand side. Each construct consists of an
element of the railway, e.g. points, track circuits, and one of the two possible ‘states’ it could be
In, i.e. points can be ‘free’ or ‘locked track circuits can be ‘clear’ or ‘occupied’.

Specmcally, we'd like to find out, in your opinion, what the ‘conceptual distance’ between the two
constructs is. :

For instance, the first item pairs ‘points free’ and ‘points locked’ together. You may believe that,
because both constructs are dealing with points, the conceptual distance between them is very
low (i.e_they are both very similar). In that case, you'd mark the scale line near ta the left hand,
zero, end of the scale.

Points free

Poimslodted_.ll. Ll[illll[llll[mlml L.

Y

Aiterhaﬁvely,_ybu méy think that because the constructs refer to very different states of the points,
‘free’ and ‘locked’, that they are very conceptually distant (.e. dissimilar). In that case, you'd mark
the scale line towards the right-hand, 100, end of the scale.

s o - R
poim:|odced[l{ll[|||l I R

For each item, please make one mark on the scale indicating how conceptually distant or similar
you think each pair of constructs are. There are no ‘right’ or ‘wrong’ answers, i's your opinion that -
we're after. Don't think too long about each answer, it's your first impression that is often the best.

. The results of this questiofmaire will be kept confidential, so please remember to write down only
your participant number in the space provided over the page.
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‘Safety’ questionnaire

Ttus questionnaire is intended to gauge relatively how much you perceive the various elements
and states of the railway contribute to its safe operation.

Each item caontains a pair of constructs below the. smle,_one on the left one on the right. Each
construct consists of an element of the railway, e.g. points, track circuits, and one of the two
possible ‘states’ it could be in, i.e. points can be ‘free’ or ‘locked’, track circuits can be clear’ or

‘occupied’.

Specifically, we'd like to find out, in your opinion, which one of the two constructs contributes
most to the safe running of the railway. Note that we’d like to know for each item, the relative
contribution to safety of the one construct compared to the other, not the overall amount of
safety that the constructs confribute to the safety of the railway. -

Fatinstance, one of the items pairs ‘points locked’ and ‘tracks clear’ together. You may believe
that ‘points locked’ contributes more to the safety of the railway than ‘tracks clear'. In that case,
you'd mark the scale line towards the left hand end, showing that ‘points locked’ is most |mportant
in terms of safety. ,

Mastimportart equal . ..Modimpartart
l_r-r-rrerrrerrrlkkFr
Paints locked ' Track clear

Alternatively, you may believe that ‘tracks clear’ contributes more to the safety of the railway than
‘points locked’. In that case, you’d mark the scale line towards the right hand end, showing that
‘tracks clear' is most important in terms of safety. :

Most Impu’tar‘t equal Mostimportart

Ll b bt b b b

Poirts locked , Track clear

" You might instead think that both constructs contribute approximately equally to the safety of the
railway. ln.th‘at case, you'd mark the scale towands the centre,

Mostimportant ‘ ‘ H ecual Mostimportart ‘
rifrllrrl—rlrrrrlrrrk

‘Poirts locked ) Track clear

For each item, please make only one mark on the scale indicating which construct of the two
you feel contiibutes most to the safety of the railway. There are no ‘right’ or ‘wrong_ answers, it's
your opinion that we re after Dont think too long about each answer, it's your first i mpressnon that

is often the best.*

- The results of this questionnaire will be kept confidential, so please remember to write down only
your participant number in the space provided over the page. 4
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‘Fuhctionality’ questionnaire

This questionnaire is intended to gauge relatively how much you perceive the various elements
and states of the railway contribute to its functionality. ‘

Each item contains a pair of constructs below the scale, one on the left one on the right. Each
construct consists of an element of the railway, e.g. points, track circuits, and one of the two
possible ‘states’ it could be in, i.e. points can be ‘free’ or ‘locked’, track circuits can be ‘clear’ or
‘occupied’.

Specifically, we'd like to find out, in your opinion, which one of the two constructs contributes
most to the functionality of the railway. Note that we'd like to know for each item, the relative
contribution to functionality of the one construct compared to the other, not the overall
amount of functionality that the constructs contribute to the functioning of the railway,

For instance, one of the items pairs ‘points locked’ and ‘tracks clear’ together. You may believe
that ‘points locked’ contributes more to the functionality of the railway than ‘tracks clear’. In that
case, you'd mark the scale line towards the left hand end, showing that ‘points locked’ is most
important in terms of functionality.

| Most Impcrtart‘ ecjual Modimpatart
T ST S S S S S S S S S

Points locked Tradk clear

Altemnatively, you may believe that ‘tracks clear’ contributes more to the functionality of the
railway than ‘points locked’.In that case, you'd mark the scale line towards the right hand end,
showing that ‘tracks clear' is most important in terms of functionality.

Mﬁstimpt:dart. ‘ ecjual Modt impatart
I -rr‘l-rerrrerrL
Points locked : Track clear

You might instead think that both constructs contribute approximately equally to the functionality
 of the railway. In that case, you'd mark the scale towards the centre.

Mostimportart . equal . Mosimpotart
b b b1t b bbb FEEEEEEEEL

Points locked L ‘ Track clear

. For each item, please make only one mark on the scale indicating which construct of the two
you feel contributes most to the functlonahty of the railway. There are no ‘right’ or ‘wrong’
answers, it’s your opinion that we're after. Don't thmk too long about each answer, it's your first
impression that is often the best.

The results of this questlonnalre will be kept confidential, so please remember ta write down only
your participant number in the space provided over the page.

Page C3-



