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Abstract—This paper proposes a novel active fault tolerant fault magnitude and shape. All these fault information is used
control (FTC) scheme for a 3-degree-of-freedom (3-DOF) heli- to reconfigure the parameters and/or structure of the controller.

copter w_ith sensor faults. As a challenge, only attitude a_ngles In this paper, an active FTC scheme will be developed for a
are considered available, so that when the sensors measuring the A
3-DOF helicopter.

elevation/travel angles are faulty, the system with respect to the ) .
remaining healthy outputs is not detectable. To circumvent this ~ FTC design for helicopter systems has been a hot research

issue, a new interval observer (10) with adaptive parameters is topic in recent years. The 3-DOF helicopter under consider-
formulated, providing good estimates of both disturbances and ation is a laboratory experiment that is often used in control
unmeasurable states. This 10 acts not only as a state estimator \agearch and education for the design and implementation of
for nominal controller but also as a fault detection and isolation . X
(FDI) observer for the fault occurrence and location. After the (NON)linear control concepts [3]. Although some studies of
fault location is determined, two different fault estimation (FE) FTC applied to the 3-DOF laboratory helicopter are available,
schemes are developed according to whether or not the system ismost only consider actuator faults [4, 5]. In actual flight,
detectable. Using the fault estimates, a fault tolerant controller sensor faults happen more frequently than actuator faults [6].
is constructed to ensure the acceptable performance of the faulty \yhen sensor faults occur, the inaccurate output information is
system. Finally, experiments on the 3-DOF helicopter platform fed back into the controller, which then generates the wrong
are conducted to verify the effectiveness of the proposed scheme. e ’ ; )= )
command, resulting in compromised stability [7]. In this case,
the helicopter may oscillate violently, and fail to complete the
task, or even crash.
There are few studies on sensor FTC of the 3-DOF lab-
oratory helicopter. In [3], a robust controller for a 3-DOF
|. INTRODUCTION helicopter was proposed in presence of actuator and sensor
Helicopters have a wide range of applications in militarfaults, whereas not only attitude angle but also angular velocity
and civil fields due to their distinctive advantages in hovering/ere assumed to be measurable. It should be noted that
vertical take-off and landing [1]. However, as a helicopter is dhe three attitude angles are measured by different encoders
unstable and nonlinear system that does not have actuator Brfinted on the instrumented joints in the 3-DOF laboratory
sensor redundancy [1], any fault or failure in the helicoptdelicopter; whereas there are no sensors directly measuring
system may result in catastrophic damage. Fault toler@tgular velocity information [8]. A hierarchical structure-
control (FTC), which is aimed to make the system tolerah@ised sensor fault-tolerant consensus protocol was proposed
to faults, is a good alternative. Two ways of FTC are distirfor multiple 3-DOF helicopters using only attitude angle
guished, termed passive and active FTC [2]. In the passigasurementin [9] and [10], where there was no FDI unit for
FTC, a baseline controller is designed to ensure acceptatile fault location, and instead an FE unit was utilized. Since
system performance for several possible fault scenarios; tHie fault location is unknown, it is conservatively assumed
may produce a conservative and over-designed controllertaat faults could happen in all components and the FE unit
all possible fault scenarios rarely occur at the same tim&hich is activated at the beginning of system operation needs
and the occurrence of a fault that is not in the considerée estimate all these faults. Thus, the schemes in [9, 10]
scenarios may cause instability. On the other hand, active FR® largely conservative and moreover, need more available
consists of a fault detection and isolation (FDI) unit for faulinformation for the estimation of all faults. Therefore, it
occurrence and location, and a fault estimation (FE) unit fé& challenging to develop sensor active FTC for a 3-DOF
laboratory helicopter when only attitude angles can be directly
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fault detection [15], it will generate large fault missifajée Il. PROBLEM FORMULATION AND PRELIMINARIES
alarm rates. In addition, for the 10 to estimate unknowntspu | this section, the dynamics of a 3-DOF laboratory heli-

it needs high-order derivatives of outputs [16], which imtu copter is first presented, and then problem formulation and

derivatives; however, in real systems such as the helicopte

this condition might not be satisfied. A. Helicopter dynamics

In this paper, an active FTC for a 3-DOF laboratory he- The free-body diagram of a 3-DOF helicopter is shown in
licopter with sensor faults is investigated when only atié Fig. 1. Lets, p, A be the elevation, pitch and travel angles
angles are measurable. Firstly, a novel IO is designed ®r tin degrees), respectively, arsd, pg,Aq be the corresponding
fault occurrence and location. According to the fault lomat desired constant valueg; andV, are control voltages of the
the system detectability with respect to the remainingthgal front and back motors (in volts), which generate the thFjst
outputs will be determined, from which two different FEandF,.
schemes are developed. Using the fault estimate, fautatuie
controller is established to ensure the acceptable pediocs
of the faulty system. The novelties and contributions coraga
to the existing works can be summarized as:

Pitch axis

« Unlike the existing 10 where the bounds of disturbances
are used as observer parameters [17], the proposed adap-
tive 10 utilizes adaptive parameters instead. Hence tighte
bounds of states and disturbances are yielded.

. Different from established FDI schemes which require Travel axis
either a set of dissimilar observers or dissimilar residual
signals [18], the fault occurrence and location are simul- 150
taneously obtained by only one proposed adaptive 10, not
only reducing the computational cost but also shortening
the fault diagnosis time. Counterweight

« When the system detectability with respect to the remain-" = {7
ing healthy outputs is lost due to a fault occurringin | 7
some sensor, the existing FE methods [9] and [10] are not
applicable, and a novel FE scheme based on sliding mode
equivalent output injection and Volterra integral equatio Fig. 1: Free-body diagram of a 3-DOF helicopter.
(VIE) is proposed to obtain the fault estimate.

Elevation axis

m,- &g

This paper is organized as follows. In Section Il, helicopte Using the Euler-Lagrange formula, the nonlinear equations
dynamics, problem formulation and preliminaries are prese of motion of the 3-DOF helicopter system are derived as [19]
ed. In Section I, nominal controller and FDI based on a JE = Kp(Vi+Vp)Lacogp) — Tycoge)
novel 10 are designed. FE and FTC schemes are developed 3A _Tysin(p) )
in Section IV. Experiments are given in Section V and b = K EJV “V)L
conclusions are drawn in Section VI. P PV = Yb/eh . )

Notations: in this papet; is an identity matrix of dimension WhereJe = 2miLZ +mulf, Jo=2me (L3 +L§) +mulfy, Jp =
r, 1r is a column vector of size and all its entries are 10 2L, T, g = 9(Mwlw — 2m¢La). Considering the effect of
entries are 0. For a real matriX € R™M, row(X); is the is used to balance the equivalent weight of the helicoptr pl
ith row of X, X(i. j) is the element oK in theith row and form asVop =Tg/(2LaKr). Define the state, input and output
ith column, X, = liii 01 0 X, namely the remainin vectors asc' = [ — &3P~ Pu, A~ Aa,& — £0,p — . A — Ad,

J T 0 10 I y 9u" = [Vt — Vop, Vb — Vop] and y" = [& — &1,0 — pg,A — Ad].
part of X with its |th row removedX*( j)=max{0,X(i,j)} Linearize the nonlinear model (1) about zero and approxmat
and X~ = Xt =X, |X] =Xt +X~. A real matrix X is Sin(p)~p, cogp)~ 1 and coge) ~ 1. Thus, the linear state-
known as Metzler if all its off-diagonal entries are nonrtaga  space model of a 3-DOF helicopter can be described as
(X(i,j) > 0,i # ]) [17]. For a symmetric positive definite X = Ax-+Bu+Dd, y=Cx @)
(s.p.d.) matrixP, the minimum and maximum eigenvaluegof

are denoted respectively agin(P) andAmax(P). For a vector Where the state-space matrices @re: [I3 0],

X, ||X|| = VxTx; the upper and lower bounds ®fare denoted 0" 0 0 O

asX andx respectively, namelx < x < X. For vectorsa and A= [ ,&0_: 63] A=0 0 0],

b, a=< (=)b meansvi : a < (>)bj; definecmax = max{a,b} = - 0 az; O 3
collmax{a;,b;i}] andcmin = min{a,b} £ collmin{a;,bj }] where 0 bi1 b1 3)
collx] is a column vetor whoséth component isx;, then B= [ Bo ] BO= | by —by

Crmax ™= &, Cmax = b, Cmin =< a andcpin < b. 0 0



L —2Lam LaK K¢ L
where agy — — MW —2LaM)g =t bpp = S0 The

X
values of model parameters in (3) are given in fabld Is
the external disturbance which can be generated by an active pgameter value  Unit  Description
disturbance system (ADS) equipped on the arm of the lab

TABLE I: Model parameters [19]

helicopter [8]. Actually, the ADS exerts extra moments ragti Ky 01188 N/V  Propeller force-thrust constant
in the angular velocity channels as disturbances, hence the m 0575 kg tgii_sp?;gﬁe?zgeﬂgly
disturbance distribution matri® is given byD = [0 I3]T. It ms 1.15 kg Mass of the helicopter
should be noted that the 3-DOF laboratory helicopter doés no ~ Mw 187 kg Mass of the counterweight
equip the individual sensors to measure the angular vedscit e 06604 m aﬁ}i‘g';fﬁﬁ:“ﬁ;;ﬁ,;?; travel
[8]. In the following, we denote the size of u, d andy as Ln 01778 m Distance between the pitch
n, m, g and p, respectively. axis and each motor

Suppose thith sensor is experiencing an additive fault, then ™ 04600 m a?('iztz':éetﬁgt‘gfjﬂgﬂ Svgg‘éfl
the output equation is ngt= Cx but g 9.8 m-&*  Gravity constant

y =Cx+Eifs; (4)

whereE; € RP*1 with its ith entry being 1 and others beingB Problem Formulation

0. Similar to [20], the faultfs; has the form of ) ) ]
' Assumption 1: The disturbanced is constant and unknown,

fsi = Bi(t) fs; (1) (5) but its upper/lower bounds’/d° are known and conservative,

where fZ; (t) and fs*,i(t) are assumed to be bounded, and \t,)v:lfqr:jlss a general situation since it is difficult to get acter
1) — 0, 0<t<Te 6 Assumption 2: The initial statex(0) is unknown but bound-

A= 1—e 9T t>T¢ ' ©) g by x§ < x(0) < X5, where x§ and X5 are available and

. conservative.
where the scalao denotes the unknown fault-evolution rate. . : .
Assumption 3: Only one fault might occur at any one time,

Te > 0 denotes the unknown fault-occurrence time. S . . R .
Remark L: Differentiatei(t) in (6) once to get which is reasonable since in practice, it is highly unlikéigt
' ! two or more sensor faults occur simultaneously.

. 0, 0<t<TE Remark 4: Since wind can affect position and trajectory
Bi(t)=4q oo, t="T¢ (7) tracking, it is the main external disturbance for a 3-DOF
O<ae T <a, t>T¢ helicopter and can be regarded as a hybrid model of a static

dominant constant and a wind gust which is a periodic signal
[21]. In this work, only the static dominant constant of wind
is considered, hence in Assumption 1, the disturbashde

From fsj = B f& + B fs’ji, it is obvious thatfs;(Tg) = co and
fsi(t) < oo for t > Tr, namelyfs; is not continuous att = Tr

and has a pulse change. , o _assumed to be constant and bounded.
[Remark 2: When theith sensor is experiencing @ multi-~ 5 504 s to design an output feedback based active FTC
plicative fault. the output equation can also be written 4s (scheme, as shown in Fig.2, such that
and (5) wherefs’ji = —pirow(C)ix with 0 < p; < 1 being the
efficiency loss coefficient. X[l < ysl[d]| )

.. . . T.T 1T
Divide y in (4) intoy+ [ y; ¥y | where can be ensured when some sensor is faulty, where 0

yt = row(C)ix+ fsj,yr = Crx (8) denotes the acceptable level of system performance.
where rowC); andC; are defined in Notations. Observing (3) Fault
and (8), it can be found that Input =50 Output
(@) C has full row rankB andD have full column rank; | Actuator ™| Hel icopter

(b)  Alis not Hurwitz;
(c) (A,B) is controllable, andA,C) is observable;
(d) rankCD) # rankD);
(e) the triple(A,D,C) is minimum phase;
(f)  the couple(A,C) is not detectable when the 1st o 2222;1‘2:;:
3rd sensor measuring the elevation/travel angle hi| ation
a fault;
(g)  There does not exist a matrix such thatD = BN,
namely the disturbance is unmatched. Fig. 2: The block diagram of the proposed active FTC scheme.
Remark 3: From the discussion above, it is known that for
the 3-DOF helicopter system (2),is not Hurwitz andA,C;)
is not detectable when the 1st or 3rd sensor measuring the
elevation/travel angle is faulty, which brings difficuticn the C. Preliminaries

design of observer-based FDI and FE. Here we present Lemmas needed to derive the main results.

Switching Nominal

Mechanism

Control ler

Fault

Judgement [location oI
Condition




Lemma 1: [17] For a matrixA and a vectok with x<x=<X A. Novel interval observer

, it follows that ATx— A"X < Ax < ATX— A"X For the 3-DOF helicopter model (3), there exists a state
Lemma 2: [22] For a non-autonomous system(t) = ) , I3
AX(t) +g(t), where A is Metzler andg(t) = 0,vt > 0. If transformationx — Tpx with To = s 0 such that
x(0) = 0, then it follows thatx(t) > 0 for all t > 0. e e ”
Proposition 1: For a systeme = Ace+ Dede Where Ag is TOATO*1 — [ 21? - 231 } ,ToD — { gi_* } ,
Hurwitz and hence there exist s.p.d. matridas and Qe . = 2 (15)
such thatAe P: + P:Ae = —Qe, de is a bounded disturbance, Cly " [ 0.C }

then fort > 0, mm{”’eDede\/}‘maX Pe) e )||} <|le(t)|| < WhereC™ € RP*Pis an invertible matrix. From the fact that
v/ Amin(Pe)Amin(Q N ~ the pair(A,C) is observable and the structures in (15), it is
max{ 2|[PeDe| || del| v/Amex( Pe e )”} and ast — «, ||e(t)| — @apparent that the couplé\i*,As") is observable. Hence there

\/)\m/—n (P hn(Q exists a matrixL* € R("-P)*P sych that the eigenvalues of
ZHT;geHHd;HA A"EGQX )Pe with e(0) being the initial state. A; = Ai* 4+ L*A5* denoted as\y,- -, Aq_p satisfy
mn e min e
Proof: Define the Lyapunov functioN, = 0.5e" P.e and A=A and A #Aj(i # ) (16)

differentiateVe once to get whereA < 0 is a design scalar given later in Remark 6 and

Ve = —0.5e" Qee+ e"P-Dede (10) Remark 15. Establish another transformatien T, Tox where
< —05Amin(Qe)le]> + el [PoDe 1] = [ e L } thenCT, T, s [ 0 1 |,
Using Q5Amin(Pe)||€]|? < Ve < 0.5Amax(Pe) [|€]|?, it further fol- A A D:
lows that TiToAT, Tt [ Aﬁ‘ _A:% } ,TaToD — [ 5% } (17)
Ve < _’\m‘"(Qe)Ve V2] PeDel | e VVe (11) From (16), it is known that there exists a nonsingular matrix
Amex(Pe) Anin(Pe) Ssuch thatSA:S1 = A; where
DenoteWe = Ve andky = Amin(Qe)/(2Amax(Pe)), and from A =diag{A1,--- , An—p} = A =diag{A }. (18)

11) it follows . . .
(1) Introduce a nonsingular transformatior> ToT; ToX with To =
H/—/

We < —kyWe + M (]_2) S 0 B
Anin(Pe) ,thenCT 1[0 1p ], TBw |- 2
0 1Ip By
which is solved to get
TAT ! [ AL Ao } TD— [ D, ] (19)
~ V/2|[PeDe||clel| V2||PDe]|[| e Az Ag |’ D2
2kw/Amin(Pe) 2kw\/Amin(Pe)  Therefore, the system (2) is transformed and partitionéal in
It follows that fort > 0, X1 = ArX1 + AgXp + Biu+ D1d, (20a)
min{ QPeADeuuieu W (0)} <W(t) X2 = Agx1 + AaXz + Bou + Dod (20b)
V Amin(Fe) (13) when all sensors are healthy= x,, A; is from (18) and
< max %\/%, (0)} Hurwitz and Metzler.
mre Remark 5: From Assumption 2 and the transformations
V2| PeDelllldel| Tx, the bounds of;(0) are x{, < x1(0) < Xf,, wherex§,=
and ast , We(t el e Hence AN - _
7 W) 2 e ln-p OU(T*X—T %), X6 = [In-p O/(T %~ T 36).

We propose the following observers for the system (20)

mm{ZPeDemeﬁm—Pe (0 |}§|e(t)l

\/Amm Pe)Amin(Qe) (14) );il =AXg + Ay + By, (21)

< max ZHPeDEHHdEH V Amax Pe 7|| ( )|} )'—(2 _ r@+A3)21+A4y+ BqurS (22)
VAmin(FAin(Q X, = —Te+Ask+Ay+Bu+d

and ast — o, |e(t)| — 2IPeDel19ell v/ Amex(Pe) | m whereg =y—y, g =y-Y, Yy=X, ¥y=X. And d =

\/Amin(Pe))\m'n(Qe) [317... 73[3]1 é = [§l7"' 7§p]’ éiv Shi =1,---,p are deter-

mined by the following adaptive laws:

In this section, a novel interval observer (IO) is first g':Izké(SQT(éw*56,1)+Sgr(éyylfs5-2)) (23)
proposed to obtain the estimates of both disturbance and 9 = ks(sgney; — €5,1) +Sgry; — £52))
unmeasurable states. A nominal controller and a fault letec where g,; and g,; are thei-th component ofg, and g,
and isolation (FDI) unit based on the novel IO are therespectively, ances, > €5, > 0 are user-defined constants
developed. which determine the width oéy; and e ;, andks >0 is a

IIl. FAULT DETECTION AND |SOLATION



user-defined constant which determines the changing réatesvberel; = 5(0) — ALXS o+ Ay X+ Aske (0) — D+d + D d°,
i andg;. The choice ok;s will be given in (64).x1(0) is the u; = 5(0) — ALXS o+ AF RS+ Aske (0) — +d‘3+ Dzd Usmg
initial value of X3 and can be arbitrary valué;(0) and d;(0) (24) and (25), (32) becomes

are the initial values oB; and &; respectively, and also the
i-th component 0B (0) and 5(0) respectively, chosen as

3(0) = mm{éc ASXE o — AR — Agky (0 )+D+dc D2d } Similarly, it follows 0 < &(0) — 8(0) + Azh1(0) < —ye5 11p.

0=y < 5(0)— 5(0) —Aghy(0) <up < —yes1lp  (33)

3(0) = max{6 AR — Ag xSy — Agky(0) + D+d D, d%) Moreover, fromg,(0) >~ £511p and (33), it follows that
“(24) : _ 3

where 5%, 3 are given later in (29).y(0)(X(0)) and &(0) - I‘?(Ol)té(gO)—lé(O)—Ag,hl(O) (34)

y(0)(x,(0)) are the initial values of(t)(Xx(t)) andy(t)(X,(t)) B 2)/ 81%p~ Ves17p

respectively, chosen to satis@g,( ) = €5.11p and g(0) -
€511p. [ =diag{y} andy <0 is a scalar whose choice makesimilarly, & (0) < 0 can be obtained. Fromy(0) - £511p - 0,

4 e = 8,(0) < 0, 5(0) — 5(0) — Aghy(0) = 0, and the continuity of
D(+<3 ASXEOCJr?XloJrAﬁs:Cl( )A—ili()czg X?Zg < _Vgé,lip g(t) with respect ta, it follows that there exists a period of
- 8(0) +AgXfo — AgXio— Ask(0) < “Veagls time [0.T,) whengy(t) - 0, &() < 0, and®(Ta) =0.

with %, and x5, from Remark 5, andd® and d° from From (30), the dynamics d,; ande; are written as

Assumption 1. éy,i — V& +3i — & — row(Ag)ihy (35)
~ Denotexj = x; —X;, and subtract (21) from (20a) to get
%1 = A1%1 + D1d, which is solved to obtain &, = Y&yi + 8 — 9 +row(Ag)ihy (36)
(1) = &M%, (0) + ! /t e ™MTdr D;d (26) DefineVi = Zéf, which is differentiated once using (35) to get
0
From (18), (26) can be approximated as Vi = v&5; +8i(3i — & — row(Ag)ihy) (37)
%) =~ €M% (0)+eN [je\dr Did It is clear fom (37) that when 7; >
= (% (0)+A1D1d)-A"1Did (27) - <6i —&— rOW(A3)ih1) /¥, Vi < 0. Hence the set
o W = {8i(t) < —(&it) - 8(1) ~row(Ag)im(t))/y} s an

FromA < 0 and Assumption 1, it follows thé — 0 ast — c0.  invariant set. Sincé),’i (Ta) =0, from (35), it follows that

Combine (20b) with (27) to get 8,i(Ta) = 7(& (Ta) — & (Ta) — row(Ag)ihu (Ta))/y (38)

X2 _ 222123212232: Aiﬁjigzd (28) hence the trajectory of (35) arrives in the boundary of the
. B invariant setd att = T,. According to the La Salle’s Local
whered = Dpd, Dy = Dy — AsA~1D;. Invariant Set Theorem [23], for > T,, 8i(t) € W, namely
Remark 6: The choice ofA (the diagonal element of\) &;(t) < ®&;(Ta). In the following, we will showg;(Ta) €
should makeD, full of column rank. (€5.2,€5,1) by contradiction.
Remark 7: From Assumption 1 and Lemma 1, the conser- Supposegy;(Ta) > €51. Then from the adaptive law (23),
vative bounds foio are it follows 6i(Ta) = ks > 0. Hence at = T, + At whereAt is

<6< 3¢ 5= D*dc Dzd 3° fD+d —Dyd° (29) the sampling timed;(Ta + At) > 6i(Ta). Since®i(Ta) =0,
8i(Ta+ At) =8i(Ta). Consideringh; — O exponentially, it

Proposition 2: For the system (28), the proposed 10 (22)follows from (35) that
(23) can achiev@, —x = €5 11p andxz — X, = €5 11p for 0 <

t<Ts €521lp < Ro—Xo < €511 and ez o1p < Xo —Xp < €511 &i(TatAl)
fo_rts> Tas’,zvxfheresz isza fig’i%eptime. peTp TR oA = V&i(Ta+ A1) +6i(Ta+At) — §(Ta + A1)
Proof: When there are no sensor faultg= X, and —TOW(Ag)ify (Ta +At)
subtract (22) from (28) to get > Vey(_(rT)a) +05 i(Ta) — &(Ta) — row(Ag)ihy(Ta)
. — = §yilla
&=T8+0-0-Ad.g=Tg+0-0+AN (30) implies 8 (Ta+ 2At) > 8, (Ta+At) = 8 (Ta), which is in
where contradiction with the statement “for> Ta, 8(t) <8i(Ta)".
(0) — 5(0) — Ay (0) Thereforepyi(Ta) > €51 does not hold and thegy,;(Ta) < £5.1.
Similarly, we can ge®y;(Ta) > £52. Thengy(Ta) € (€52,€51)

is proved.
31) From (34) and the discussion below, it is known tBait)
From Lemma 1, Assumption 1 and Remark 5, (31) can e%ill decrease frong;(0) to &,i(Ta) and then converge to the
further written as invariant set¥, as shown in Fig. 3. From Fig. 3, it is clear
that there exists a finite tim@s such that for 0<t < T,

l; < 8(0) — 6(0) — Ashy (0) < ug (32) #®,i(0) <®y,(t) <e51; for t > Ts, €52 < 8(t) < €51. The

5
= 5(0) — Dd(0) — Ag(x1(0) — £1(0) + A~D1d(0))
5(0) — Agx1(0) + A%y (0) — Dod(0)
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Fig. 3: The illustration ofTs.

similar conclusion o, ;(t) can be obtained. Therefore, Propo-
sition 2 is proved. [ |

Remark 8: By choosingy andks appropriately, it is possi-
ble to make O< Ts < Tg, namely before the occurrence of the
fault, £521p <X — X2 < €511p and €5 21p < X2 — X < E511p
can be achieved.

In the following, an estimate of the disturbandewill be
obtained.

Proposition 3: Denote

(39)

whereDz is the pseudo-inverse @,, then forTs <t < T,
the disturbance estimation errdr=d —d is bounded by

|d]| < &4 2 0.5y(g52— 56,1)|||D2|H (40)

where|D}| is defined in Notation.

Proof: From Proposition 2 and Fig. 3, it follows that the

trajectory of (35) enters the séts, <& < &5} fort> T
Apply the Proposition 1 to (35), and it follows ds— oo,

8i(t) — (8 — & — row(Ag)ihy)/(—y). Hence fort > T,
—Yes2 < 8 — & — row(Ag)ihy < —yes 4 (41)
Similarly, we can get fot > Tg
— V€52 < & — 9 +row(Ag)ihy < —yes 1 (42)

Sinceh; — 0 exponentially, it follows that as— o, (41) and
(42) become

—Ves2 < Oi— & < —Ves1,—VEs2 < & — & < —Ves1
whose compact form for=1,--- ,p is
—Ves2lp = 0— 8 < —Yesilp, —VeEs2lp < 0— 0 < —yes11p
(43)
From Lemma 1 and (43), it follows that
(D%)ﬂfvsa,zlp) < (D?*(Ef J) < (D%)ﬂ yes11p)
(D%)*(—ye5721p) = (D¥)7(5_§) = (D%) (—ves11p)
(D%)J’(*Vfa,zlp) < (D%>+(§ —-0) < (D%)+( Y€s11p)
(D2)" (—Yes521p) < (D2) " (6—90) < (D3) ™ (—Ves1lp)

(44)

, it follows that

—(D})"9)

- (D)5
3-((D)*s

Consideringd = D}& = (D})* &
d-d = (D)*5- (D))"

(D3 (3-3) + (DY) (59 %)
and
d—d = (D*)+5 (D)~6— (D)*3+ (D)3
(D})*(5-8) + (D)) (5-0) (40)
Combine (44), (45) with (46) to get
ID3I(~ves olp) < d—d < Dl(~Vesalp) 40y

|D3/(—Yes21p) < d —d < D3| (—yes11p)

Sinced = 0.5(d —d) —
(47) it follows that

D}|0.5y(£5,1 — £52)1p < d < |D}|0.5y(gs5 2 — £51)1p  (48)

and then (40) holds. [ |

Remark 9: It is clear from Proposition 2 and Proposition
3 that when choosings; and s, small enoughX; and x,
are tight bounds ok,; d andd are tight bounds ofl. The
conventional IO for (28) is given by [17]

0.5(d —d) which when combined with

X2
X5

rey+ Agfy + Agy+Bau+ 0
—Ig,+ Asky +Agy + Bou+ &°

The conventional 10 (49) has the similar structure as the
proposed IO (22), whereas uses the conservative bounds of
5 namelyd~ and &° from (29). Sinced = 6 and &° < & for

t > 0, the bounds of states provided by the conventional 10
(49) are loose. When using the conventional 10 (49) for fault
detection, a large fault missing alarm rate may be led.

(49)

B. Nominal controller
The nominal controller is designed as

U= KnXes (50)

where

Xes =T X es Y17 Xpes = % — A 1D1d, (51)

%, andd are from (21) and (39) respectively, is a design
parameter given in the following.

Theorem 1. By choosingK, appropriately such that there
exist a s.p.d. matrip,, 0< & < 1 and 0< y, < ys making
Qn < 0, where

(A+ BKp) TP+ Po(A+BKp) + (82 + 1)1,
DTP,

P.D
—¥ilg
(52)
then the closed-loop system with (50) satisfied < ys||d||.
Proof: Substitute (50) into (2) to get the closed-loop
system

Qn:

X = (A4 BKn)X— BKn(X— Xes) + Dd (53)

where when there are no sensor fauts; x, and then
X1es

cr (5] 5] e

wherexi = X1 — X1es. From (27),
/\_lﬁld

X1
0

X1
X2

X1 =X +hy— (55)



Subtract (51) from (55) to get

%1 =h —A"1Dd (56)
From h; — O exponentially, it follows

1%l < IA~"Da] & (57)

wheredy is from (40).
Substitute (54) and (56) into (53), and it follows

X = (A+ BKn)X — BKn%s + Dd (58)

where Kny = KnT71[ 1n-p 0 ]T. Take Vi, = X"Px and its
derivative is

Vi = X' ((A+BKn) TP+ Py(A+BKp))x— 2x" P\BKp1 %1
+2xTPnDd
< X"((A+BKy)" Pn+Pn(A+BKn))x+£nxTx
+2x"PDd + %] KT, BT PPy BKn1 %1 /€2

where 0< & < 1 is a constant. DefineW, =
Vo + X'x — ydTd — f[KLBTPPBKnXi/€2,  then
Wo < [xT dT ][ xT df ]T, where Qp is from
(52). Since K, is chosen to makeQ, < 0, then
Wh = Vi + X"x — y2dTd — KT BTPPBK% /€2 < O.
There are two cases:
Casel if V, > 0, then x'x — yAd'd —
KIKLBTPPiBKmX1/62 < 0, namely x'x < y2dTd +
XK1 BT PhPiBKn X1/ €2;
Case2 if x'x > y2d'd + KK BTPPBKnXi/€2,
then V, < 0, which means ||x(t)| < |[x(0)| and
Wh = {Xx"x<yBdTd+ KK BTRPBKu%i/€2} is an
invariant set. And whei — oo, x( ) = W

In summary, fort >0,

x"x < max{x(0)"x(0),y2d"d + X K, BT PyPnBKn %1 /€2}

and whent — oo, from (57)
xX'x < ydTd+ 7x{K BT P,P\BK 151
< RTd 4 ARG 5, 2 (59)
< Vr%deJr Am(KrTlBS%PnPnBKnl) ”/\_151”255

From (40) and Remark 9, by choosirgg; and &5, ap-
propriately, it is possible that there existsym such that
Amex(K1 BT PhPaBK1) [A~1D1|263 /€2 < y2dTd where y2 +
y2 < y2. Hence||x|| < ys||d|| is ensured. ]

Remark 10: Multiply the matrix dlag{Pn q} to both sides
of Qn in (52), and define new variabl&; = Pn Ky = KnP*
then it follows

PAT +KTBT + AP, +BKn+ (24+1)P2 D
[ D ~Wlg |

Using the Schur complement [26], it further follows that

PAT +KIBT +AP,+BKy, D  /g2+1R ]
DT —lq 0 <0

VE2+1P, 0 —In
(60)

Thus, the inequality (52) is transformed into the LMI (60).

Remark 11: The LMI (60) only contains two variables

in [9, 10, 25], the computational cost is largely reduced.
Moreover, the feasible condition for the LMI (60) is the
controllability of the pair(A,B). However, when the sensors
measuring the elevation/travel angles are faulty, the leoup
(A,C) is not detectable, and the LMIs needed in [9, 10, 25]
are infeasible.

C. Fault Detection and Isolation

In this work, the proposed observer (22)-(23) acts not only
as a state estimator for the nominal controller (50) but ako
an FDI observer.

From (4), we havex =y—Eifs; and (20) becomes

%1 = Axi+Asy+ Fifsi+Biu+ Did (61a)

%o = Agfy+Asky+Ay+Fofsi+Bu+Dod  (61b)
Y = As%i+Asky+Agy+ Fafsi + Bou+ Dod + Ei s

(61c)

whereFjy = —AE;, Fiz = —A4E;.
Subtract (21) from (61a) and (22) from (61c) to get

1= Agfq + D1d + Rt fs; (62a)

8 = I +06-A—Efs

g = g +0-3+Ef (625)

whereA = Ag%; + Dod + Fia fsj. From the structure of;, the
component form of (62b) can be divided into two cases

« Case 1for j=1,---,pandj #i,
&) =Y8+0;—A)&;=yg,;+4j-5;  (63)
From Proposition 2 and Remark 8, it is known that for
te (Ts,Tr), €52 <8, < &4 and §; = 0. Fort > T,
two scenarios should be considered. In the first scenario,
8,j(Tr) > 0, as shown in Fig. 4gy(t) will increase; if
8,j(t) > &5 1, the adaptive law (23) becom§§s< 0 which

implies thatd; decreases and so doggj until &5, <
8, < &, again. Hence for this scenarig; ¢ [y il
holds. In the other scenari@,;(T¢) < 0, as shown in
Fig. 5,8j(t) will decrease; ifg,j(t) < &5 2, the adaptive
law (23) becomes; > 0 which implies thad; increases
and so doeéy,j until €5, < 8j < €51 again. Note that
ks should be chosen appropriately such that

when®gy(Te) = 0,8,j(Tc) > 0 (64)

Hence for this scenarigyj € [yj,yj] still holds. In sum-
mary, for Case 1y,- [y ,yj] for t > 0.

. Case 2:for j =i, &, = V& + 0i — O — fs; and §; =
yey, +4i — 9 + fSI It is clear that the dynamics @
andey| contamfSI From Remark 1fs.(T,:) =00 wh|ch
may makeg,; change abruptly and they ¢ [y Vil |

this case, althougid; and 9; change according to (23)
it still needs a period of time such that > A; + fs. and
0 <hi+ fs. to ensurey; € [Xl,yl]
In summary, the FDI mechanism is
o iffort>0,y € [Xi,yi] foralli=1,---,p, then all sensors

P, and K,, which when compared with the LMIs needed are healthy;



. if there exists a period of timee [TY, TS| where TS > Combine (2) with (66) and defingey = [yf XI|7 to get the
T9 > Te such thaty; ¢ ly,.¥;] andy;j € [Xj,yj] forall j= following augmented system

1,---,p and j #i, then theith sensor is faulty, and the - _ .
fault detection and isolation time iEd. § = Aad +Bali+ Falsi+ Dad, ynew = Cad (67)

X A 0 B
. wneree =| | A= | vouicy, ar 8= | 6 |:Fa=
0 [D REe
¢, (.)=0 [1]'Da o [“=|o 1]
fy [ — T — - — Remark 14: For the augmented system (67), it is clear that
: : o« /] | ! ranl(caFa):r_anI(Fa) ;_and the paifA,,Cs) is_observable; o_nly
o ! ! when the pair(A,C;) is detectable, the tripléAqs, Fs,Cy) is
g, I S O O A minimum phase. _ o
' <+>}<—:->;—> From Remark 14, the judgement condition is proposed:
3, Lo | */40 | 5/:0 Condition 1: The couple(A,C;) is detectable.
T > According to the condition 1, the FE schemes will be de-
. I T t sighed respectively for the following cases: CaséAIC;) is
Fig. 4: The illustration of Scenario 1 in Case 1. detectable, Case @, C) is not detectable.

A. Fault estimation for Case 1

e oh Since ranI@C@Fa) = ra}nk.(Fa) and(Aa,Qa) is opservable, _the
» state transformation similar to those in Section IlI-A wiké
introduced for the system (67), making

é1 o b By
Ei)|:€2:|7Aa4>|:<%3 %]7Ba%[<%;2

@1 :|aCa;>[0 Ip]a

0 } (68)
7, |'Pa7| 4,

Fa—

where.#; is full of column rank, %, fs; £ £, o ~ N\ with A
from (18).

The observers with the similar structure as (21), (22) and
(23) are proposed

Fig. 5: The illustration of Scenario 2 in Case 1.

& = hé+ Synew+ Bru+ Snd (69a)
Remark 12: Different from the existing FDI schemes which ?2 = Tge+ %321 + AaYnew+ Bou+ T + Dod 69b
require a set of observers [18], this work utilizes only one 5 - _r&+<¢3§1+<¢4ynw+@2u+ f+ Dod (69b)

adaptive 10 (22) to acquire the occurrence and location of 2 .

fault simultaneously, not only reducing the computatiostcowhered is from (65). T, = diag{ya} and y, < 0 is a user-

but also shortening the fault diagnosis time. defined scalarey = Ynay — Ynew, & = Ynew = Yoo Ynaw = &2
Remark 13: For t > Tg, from (63) and the discussion iny,,, = &,. And T = [T, ol f=1[f, ,jp], f, fii=

Case 1, it is known that whesgs; < &) < £51 holds again, 1,... p are determined by the following adaptive laws:

0j andg; are no longer the tight bounds 6f butA;. Hence :

the estimate ofl in (39) for should be changed into fi = —ki (sgr(Byi — £1,1) +SQNEy, — £ 2)) (70)
d—05(d+3) f, =ki(sgniey; —&r,1) +sgriey; — &r,2))
B (BZ)J’S(U*(DZ)_Q(U, 0<t<Td where B and ey; are thei-th component (_)féy and e,
d= Dh+3(T 5h-5 > Td ; 65 respectively, andes; > £ > 0 are user-defined constants
( %)+ (Ts) = ( %>7:( s), 12 d (65) which determine the width oé; ande,;, andks >0 is a
d= { (D;)+§(TS) - (D;)_é(TS)’ 0=t d< T user-defined constant which determines the changing rétes o
(D2)"3(Ts) = (Dz) " 8(Ts), t=T f, and f . The initial value&;(0) is arbitrary. Choose ,(0)

and & ,(0) arbitrarily. f.(0) =0 and f;(0) = 0 are the initial
values off, and f; respectively.

From the proposed FDI mechanism, we can determmeTheoreﬁ 2: When Condition 1 holds, the FE scheme (69)-
the location of sensor fault. In this section, fault toletrarho) can achievd.: ~ f.: with f- :OSET(HT) 7T is the
control (FTC) scheme based on two different fault estinmatiq oo 1o i arce SZ'% f}' - ;:2 and 8521_852 érezchosen

(FE) units is constructed to ensure the acceptable syst Mall enough, then the fault estimation error is small.

performance (9). Proof: Defineé; = & — &1, then subtract (69a) from (68
Introduce the following auxiliary dynamics from (8) to get ' f=a-& (692) (68)

Xi = AsXs +Yi = AiXs + I‘OW(C)iX+ fsi (66) 51 = %151 + @1(5’&“ /\51 + @16 (71)

IV. FAULT TOLERANT CONTROL



From Proposition 1 (s€®& = |), we have

||91||||d|\

&) < 5= (72)

By subtracting (69b) from (68), the dynamics ®f and e,
are obtained as

&y =laey+T—f —.@26 %351

73
& = F;@Y+f—f+92d+£f35 (73)
Similar to the proof of Proposition 3, it follows that

—Va&f 21p+ %d} @%3%1 <f—f<—yagr1lp+ %d} %cfl
—VYa€t2lp— Zod — 38y < f —f < —Va€t11p— Zod — &

which imply
Va(€t1— &1 2)1p — 2250 — 2.055&; <f—f+f-f (74)
< Ya(&r2 — €1.1)1p — 2%d — 25&)
Combine (74) with (40) and (72) to get
|f—f+f—F
< YayPlEr2— &1.1) + 2| Zal||dI| + 2| || &1
_ \Ws\lHﬁiH (75)
< Yay/P(&r2—€&r1) +2([| 22| + ||
< Va\/r)(efz—gfl )+2([|22 ||+HQ73HH91H 5
Define fs; = fsj — fsi, then from (75)
|fsil |fsi — fsil B
= |o.5y§(f+f)_o.5yg‘(j+f)|
057} (f— f+1—T)
05|\</T||||f7f+f—f|\ (76)

IANIA

0.5).75 I yay/P(Es 2 — &1.1)
+H</TH (H@ |+ H%HHﬁiH) 5 2 51

From Remark 9, wheegy 1, & 2 andés », €5 1 are chosen small

enough, fs. is a good estimation ofs;. [ |

B. Fault estimation for Case 2

When(A,C;) is not detectable, the triplgds, Fa,Ca) is non-

For Case 2, the sensor faulij is estimated as

£ F_ 1 . i
fsi+Csjfsi Ar%/\%%h ( A(Vrjeg+ (Vr.,J)eq) (80)
72(1
FOW(Fy);
whereA andd are from (18) and (65) respectively.
Az )iF
e = —A + M Par)iFa (81)

row(Far )

(Vr,j)eq is the derivative of(v;j)eq With respect to time,
(Vr,j)eq is the equivalent output injection ofj [24]. vy j =

pjsgnXzrj), pj > 0 is a design constanty is the jth

component ofkg. Xor = X — Xor With %o from the following
sliding mode observer (SMO)

);zZr =  —m%r +AxX1+ Ay + Boru+ vy (82)

wherel m = diag{ym} With Y < 0. vy = [Vr1,-++,Vrp-1]T.
Theorem 3: When Condition 1 does not hold, df j > O for
j=21or---,0or,p—1andes 1, &, are chosen small enough,
then the FE scheme (82)- (80) ensufgSN fsi.
Proof: Subtract (82) from (79) to get

Ko = (83)

wherelyr = Az-hy + Ag fo IlfSI( )dT + F fsj + D2rd.
From the structure of y,, the component form of (83) is given

by

I_m)zZr + Doy — Vr

Xorj = Ym¥orj+Dorj—Vrj

By choosingp; appropriatelyxs j — 0 andXz.j — 0 in finite
time. Whenxzj =0 andf(znj =0, from the equivalent output
injection technique [24], it follows that foj =1,---,p—1,
Dy j = (Vrj)eg, Which can be further written as

row(Ag; ) jhy 4 row(Ag)j f3 € DR fsi (T)dT + row(Far )  fs

+row(Dzr)jd = (Vr.j)eq

minimum phase. Hence the FE scheme (69)-(70) cannot \wBich is differentiated once and rearranged to get

adopted.

The dynamics ofx;” when theith sensor is faulty can be

obtained by subtracting (21) from (61a) as

%1 = A%y + Fiafsj +Dad (77)
which is solved to get
il(t) == hl— lD1d+f0 |lfs|( )dT (78)

Define Xor, Agr, Aar, Bor, C; and Dy according to Notations, Define fSI = fgi —

then from (61b) and (78) we have

Xor = Agy+BoU+Azhy +Ag fo Ilfsu( )dr
+A Ry + (—AxE) fsj + (D2r Asr/\ 'Dy)d,
———r
For Do
Yr = Xy =GCiX
(79)

(84)
which is a Volterra integral equation (VIE) aboty;.
Multiply et to both sides of (84) to get

e Mrow(Ag ) jhy + row(Ag ) foe TR fsi(T)dT (85)

+eMrow(Fyr ) fsi + € Atrow(Dy ) jd = A (v ) )eg
row(Fy); f3.+(row(A3r) —Arow(Fy)j) fsi+
row(Agr)jhy — Arow(Ag) h1 —Arow(Dy);d (86)

= (vr,j)eq —A (Vr~,j)8q

From (86), it further follows that fofj =1,--- ,p—1

f-si + CSJ fsi= W _(*)\ (Vr,j)eq+ (Vr,j)eq)

+ rETE—— I‘OW(FZ T (—row(Agzr)jh1 + Arow(Ag ) jhy + Arow(Dy ) jd)
(87)

fsi and subtract (80) from (87) to get

foi = —Cs foi + TOWET 57 (—Tow(Aqr), hy + Arow(Ag ) jhy
+Arow(Dyr); d)
_ (88)
Sinceh; — 0 andh; — 0 exponentially, whem — o,

ATOW( Dz,- d

I‘OW Fz,- (89)

fSI :—CSJfS|+
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If csj >0 for j=1,or,---,or,p—1, then according to Propo- Similar to the proof of Theorem 1, it follows that wher: c,
sition 1 and (40), x'x < y2dTd+ (x—x¢) TKI BT P PiBKn (X — X ) /2

Cs jrow(Far) | Cs jFOW(For ) j < yd d + Amax(Kp B PiPhBKn) Amex(T ' T77)
From Remark 9, whes;s ; andes, are chosen small enough, (1% ¢ 117+ [ fsil]) /€7
fsi is a good estimate ofs;. B If g1, &2 and &1, €, are chosen small enough,

Remark 15: From the proof of Theorem 3, it is known thatjt s possible that there exists ay, such that
Cs,j > 0 is important for the convergence of the fault eStimatiONm(KrTBTPnPnBKn))\m(T*TTfl)(||>”<l 2+l fsiHZ)/gg <
error. SincgA,C) is observable, from the discussion in Sectiop2dTd where )2 + y2 < y2. Hence whert — o, ||IX|| < ys/|d]|

[1-A, the eigenvalues\; = --- = An_p =~ A can be arbitrarily holds. m
assigned. Hence there must be an appropratsuch that  Remark 18: The proposed FTC scheme includes one Con-
Csj > 0 in (81). dition 1 and two FE units (Theorem 2 and Theorem 3), and

Remark 16: Summarize Thetl)rerzn 2 with Theorem 3, and ifnoreover only uses the attitude angles. To the best knowledg
follows that |fsi| < 6t = max{d¢,d7}. If €1, €12 and €51,  of authors, most works on FTC of 3-DOF helicopter assumed

€52 are chosen small enough, then the fault estimation eri@at both attitude and velocity are available [3, 5].
is small.

Remark 17: When the sensors measuring elevation and
travel angles are faulty, the detectability with respecthe )
remaining healthy outputs is lost, resulting in establiske- ~ Here, we verify the proposed scheme on the 3-DOF lab-
based sensor FTC methods [9, 10] are not applicable. §ERtory helicopter by both simulations and experiments Th
circumvent this problem, a novel FE scheme based on slidiiglicopter setup is manufactured by Quanser Consulting Inc

mode equivalent output injection and VIE is proposed toiobtal19]. We consider the following two cases: Case 1, the 2nd
the fault estimate. sensor has a faulls»; Case 2, the 3rd sensor has a faiglt.

The sensor faulfs;,i = 2,3 has the structure of (5) wittn = 1,
T =20 sec,f;‘i = 0.05.

V. SIMULATIONS AND EXPERIMENTS

C. Fault tolerant controller

From Theorem 2 and Theorem 3, the sensor fault estimate

f.i is obtained and then used to develop the fault tolerafit Results of fault diagnosis

controller as Fault diagnosis results for Case 1 and Case 2 with the
u = KnXs (91) proposed scheme in Section III-C are shown in Fig. 6 and
where Fig. 7, respectively. From Fig. 6, it can be seen thaandys

are always within their upper and lower bounds (moreover, th
bounds are very tight), and howevgs, is beyond its bounds
att € [20,20.19sec. Hence it is concluded that the sensor
. . A . measuringy, has a fault at about 20sec for Case 1. From
Kn is from (52),x, andd are from (21) and (65) respectively,ciy 7 it can be seen thas andy, are always within their
fsi is from Theorem 2 when Condition 1 holds, Otherw's%pper and lower bounds, and howewgris beyond its bounds

from Theorem 3. at t € [20,20.18sec. Hence, it is concluded that the sensor
Theorem 4: The proposed fault tolerant controller (91) Car?neasuring,/g has a fault about 20sec for Case 2

ensu';e tf;g;cceptaibltiperformancg (r?) of tT)e faultgzsxstem. To better show the fault diagnosis performances of the
roof: Denotexy, 1 =X, —xq 1, and then subtract (92) from proposed IO (22), a comparison with the conventional 10 (49)

Xf = Til[x-jl_-’f y]T)y:y_ fSa fS: Ei fS,i7

LA A 92
X1t =% — A" D1d + [y DR fi(T)dT (92)

(78) to get is conducted here. The outputg @nd their boundsy(= X,
fif = hy —A~1D,d + fé e/\(t_r>|:|1f~s,i(T)dT (93) andy=x,) from the conventional IO (49) are shown in Fig. 8
and Fig. 9 for Case 1 and Case 2 respectively. It is clear that
and then from (40) for two cases the outputs are always within their bounds, and
IZeell < [lhell+ [A~1D4]|||d]| +f(§e/‘(‘*f>|\ﬁl|\|\ fsi(r)||dT moreover, the distances between the outputs and their sound
< Il + [|A D8 + @(17@) are large, resulting in the fault not being detected.
(94)
Sinceh; — 0 andeM — 0 ast — w, (94) becomes B. Results of fault estimation and fault tolerant control
IRt < ”/\-151”5d+@ (95) It is noted that Case 1 satisfies the proposed judgement
) ] condition 1, hence the FE scheme (69)-(70) in Theorem 2 will
Substitute (91) into (2) to get the closed-loop system be utilized; however, Case 2 does not satisfy the proposed
X = (A+ BKp)X — BKn(x—X;) + Dd (96) Judgement condition 1, therefore the FE scheme (82)-(80)
in Theorem 3 will be adopted. The fault and its estimate
where are shown in Fig. 10 and Fig. 11 for Case 1 and Case 2

X—xq =T <[ X1 ] B { X1t ]) _ -1 { K¢ ] 97) respectively. It is clear that the proposed two FE schemes ca

Xo y —Eifs; both achieve good estimation performance. It is noted thvat f



6 Proposed method for Case 1
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6 Proposed method for Case 2
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